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Abstract—In this paper we present a new classification between objects. It introduces the transitive closure omeas
method based on Support Vector Machine (SVM) to treat to discover fuzzy similarity between objects. Trainingadat
multi-class problems. In the context of multi-class problens, set of SVM obtained a priori by the transitive closure Min-
we have to separate large number of classes. SVM becomes S " .
an important machine learning tool to handle multi-class Max assures dls_crlmlnatlng beMeen positive and negative
problems. Usually, SVM classifiers are implemented to deal classes. Introducing membership values extracted from tra
with binary classification problems. In order to handle multi- sitive closure matrix to SVM optimization problem allows
class problems, we present a new method that builds dynam-  high performance.
ically a hierarchical structure from training data. Our mul ti- The remainder of this paper is organized as follows. In

class method is based on three main concepts : Hierarchical fi I id - f related ks, |
classification, Fuzzy logic and SVM. We combine multiple secton I, we provide an overview Or related works. In

binary SVMs to solve multi-class problems. The proposed Section I, we give a brief review of SVM. In section 1V,
method divides the original problem into sub-problemsin oder ~ we describe the fuzzy hierarchical classification methad. |

to reduce its complexity. section V, we present our experimental results. Our future
Keywords-Classification; SVM; Fuzzy logic; research works are presented in section VI.
|. INTRODUCTION Il. RELATED WORKS

Solving multi-class problems with high performance is a The most important issue in multi-class problems is the
challenging problem because there is an important inargasi existence of confusion classes [8]. The hierarchical sirec
processing of data in databases. Until now, multi-classs among techniques used to solve the confusion classes. The
problems remain among the primary worry in the field of multi-class problems based on SVM is mainly related to
classification. Furthermore, the manual classificationas n hierarchical multi-class pattern recognition problemssw
able to keep up with the growth of data. An automaticof recent works used hierarchical structure to address the
classification becomes necessary. Many machine learningjassification task. In [9], they proposed a new classificati
methods and statistical techniques has been proposedatgorithm based on a hierarchical structure. The algorithm
Decision trees [1], Nearest neighbor classifiers [2], Bayes consists of the following stages : (i) generating category
models [3] and Support Vector Machine [4]. information tree (ii) hierarchical feature propagatiofi) (i

Unlike the other classifiers, SVM classifiers find an opti- feature selection of category information and (iv) singiép
mal hyperplane maximizing the marge between two classesraversal. The proposed hierarchical classification gyste
Generally, SVM is used for binary classification but its allows adding new categories as required, organizing the
extension to multi-class problems remains an open researskeb pages into a tree structure and classifying web pages
topic [5]. There are two techniques for extending SVM toby searching through only one path of the tree structure.
multi-class problems. The first technique consists in kesol In [10], authors explore a hierarchical classification to
ing optimization problems where the whole training data setlassify heterogenous collections of the web content. They
is used [6]. This technique requires huge time to train allused hierarchical structure in order to distinguish a sdcon
the data set. The second technique consists in constructidgvel category from other categories within the same top
binary classifiers from the root until leaves [7]. The or@in level. They introduced SVM at each level to obtain a
problem is subdivided into simple binary sub-problems.hierarchy. In [11], authors added fuzzy membership values
Each sub-problem contains a small portion of data and iso each input data and reformulate the SVM optimization
less complex than the original problem. In this paper, weproblem. The membership values make more contribution
are interested in subdividing the original problem intodsin  in the classification process. The proposed fuzzy SVM can
sub-problems. We propose a new classification method baselve different kinds of multi-class problems. In [12], the
on SVM to treat multi-class problems. The proposed methoduzzy set theory is introduced in the classifying module.
uses a fuzzy hierarchical structure to extract relatiqgshi The authors proposed a One-against-all fuzzy SVM (OAA-
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FSVM) classifier to implement a multi-class classification We can however, simplify the problem given by equation 4
system. The empirical results obtained by the proposeds follows :
system show that OAA-FSVM method performs better than
OAA-SVM method. n 1
Lp = o — = QGO Y Y T T (5)
I1l. SUPPORTVECTORMACHINE ; 2 %: JIIITE
In this section we give a brief review of Support Vector

Machine. We present respectively binary and multi-class The problem given by equation 5 becomes identical to the
classification. linear discrimination problem given by equation 2.

A. Binary classification B. Multi-class classification

Generally, SVM classifiers are designed to solve binary
classification problem [13]. It consists in minimizing the [N order to treat multi-class problems by constructing bi-
empirical classification error and finding optimal hyperga nary problems, several methods have been proposed. The are
with large margin [14]. Suppose a data $ef,y;) : (i = three methods developed to deal with multi-class problems
1,..,n), wherez; corresponds to the attribute set for the Using SVM classifier at each node :
it" element. Lety; € {—1,+1} be a labelled class. The 1) One-against-one methodo resolve multi-class prob-
optimal hyperplane can be found by minimizing the marginlem, one-against-one method requires one classifiei/;;
w in equation IlI-A : for each pair of class€s, j). It builds [n(n—1)/2] classifiers
for n-class classification problem. During the test phase, the
test set is evaluated by afiV M;;.

Let E = (x;,yi)i=1,n, be a training data set, where
x; € R™andy; € {1,2,....k}. For k class problem, the
Wherew andb are parameters of the model. The solution gptimization problem to constru&V M;; that separate two

(P) = Mm%HwH2
yi(we; +b) >1:i€l,n:Ve e R"

of optimization problem is given by Lagrangian : classesC; andCj is given as follows :
1 n
Ly = §||w|\2—zai[yi(w%+b)—1] 1) 1, oom y
i=1 min = (w?) wY +C ’
w b g 2" ;&

Where «; are called the Lagrange multiplier. We can B T i g
simplify the problem given by equation 1 as follows : (P) = (w,J,)T¢($t) + b7 Z1-=¢ i‘.yj =1 ©6)
(W) () +09 < —1+&7 1y; #1
&7 >0:5=1,...k.

n n
LD = ZO[Z' — % Z aiajyiiji:rj (2)
=t K To determine the decision functiolfi{(z) = Sgn(w;;z+
In several cases, linear solutions could not solve the,;)) which separates classé€§ and C;, we use Max-Win
optimization problem. In this situation, a non linear seppar  strategy :
is required. The formulation of the problem is given bellow :

Sgn(x):{+1::17>0
fl)=wri+b>(1-&) if yi=1 —l:z<0
fa)={ weitb<(1-&) if pi=-1

& >0,V

.I'E{ Ciifij(l')zl

The objective function will change as follows : C;: fij(x) = -1

1 n VY . . .
Flw) = §”sz i OZ(&_)N 3) The process of Max-Win strategy is given as follows :
i=1 o For eachz; :

WhereC and¢; are specified by the user and represent
the penalty of mis-classification. The Lagrangian is wnitte

k
as follows : fiix)= > Sgn(fi(x)) (7)

J#iLj=1

« The class ofr; is obtained by :

TP S R
i=1 i=1 i=1
4) arg max f;(z) (8)

al,...,
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2) One-against-all methodThe one-against-all method SVM. The goal of this step is expressed by an objective
is simple and efficient. It requiresclassifiersSV M, : (i =  function that depends on the proximities of the points to
1,n), for n-class classification problem. During the testtheir centroids. To assign each object to the closest deintro
phase, the test set is evaluated by #iéM,;. SV M; which  we apply equation 12 :
shows highest decision value is chosen. 1

Let E = {(21,y15), (¥2,y25)..., (z1,y1;)} be a training gi = — Z T (12)
data set, where:;,_, , represents thé'" observation and Mi Jec,

Ui, Tepresents thg” class of thei’” observation. For  \whereg, represents the centroid of cluser, m; repre-
k class problem, the formulation of thé" SVM is given  sents the number of objects in tié cluster andz is an
as follows : observation.
In order to measure the quality of clustering, we use the
T _ L sum of the squared error (SSE), given by :
min o (w!)Tw’ +C) € i
w bt ¢ 1 .
(P) = ()T (z;) + b > 1 _ngj Ly = (9) SSE = Z Z dzst(gi7x)2 (13)
(@) o(a:) +7 < ~14+8 1y; # ) R
€>0:i=115=1k

We solve the problem in (9) and obtaikh decision

Wherek represents the number of clusters.

B. Fuzzy hierarchical classification building
1) Similarity measure:The notion of a distance between

functions : -
2 andy has long been used in many contexts as a measure of
(wh T (i) + bt similarity or dissimilarity between a set’s elements. listh
py_ ) 10 work, we define a relative generalized Hamming distahce
(P)=1 . (10) to compute similarity between clusters which is defined by :
(w*)T p(;) + b*
i i - 1 1<
The class ofr; is obtained as follows : 5(si,s) = ~ x d(si,sj) = - Z e, (1) — g, (23)] (14)
=1
Class(z) = arg ma ((wj)T¢(xi) + V7). (11)  Wheren represents the number of clusters atid;, ;) is
(#=1,....1) the Hamming distance between clusterands;.

3) Directed Acyclic Graph SVM (DAGSVM):The Since g, (x;) and ug, (z;) € [0,1], Vi=1,n =
DAGSVM method constructs alsp(n — 1)/2] classifiers

SV M;;. During the test phase, it creates a list of all 0<d(si,55) < L. (15)
candujates clas_,ses: At each test, thg class that obta|ned2) Fuzzy subsetd:et K be a universe of discoursd, C
negative score is eliminated from the list. K, andK = {z;}. An elementz of K belonging toA is
IV. SVM FUZZY HIERARCHICAL CLASSIFICATION defined as = € A. Let ua(z) be a characteristic function
METHOD whose value indicates whethetbelongs toA according to :
The new method we propose in this paper supplies an 1 if x€A
alternative to the three methods : One-against-one, One- pa(e) = 0 if v¢A (16)

aga'”St"?‘” and DA_‘GS\./M' Our ”?eth"d is based on a fuzzy The characteristic functiop4(x) takes its values in the
hierarchical classification technique we developed for thelnterval [0,1]. It is defined as a mapping :

specification software reuse [15]. It provides also ad\geta " '

to treat hierarchical multi-class problems. The method we .

propose consists of three steps : (A) Training data set paz) s A= {01} (17)
compression by K-Mean (B) Fuzzy hierarchical classifica- The fuzzy logic is based on partial membership function.
tion building and (C) Introducing membership function for An object is belonging to one or more than a class in the

training SVM. same case. Letl be a sub set, defined by its membership
o ) function 4. The membership functiop 4 (z) of an object
A. Training data set compression x used in fuzzy set theory is defined as follows : An object

Several works focused on reducing the number of trainingc does not belong to class if the membership function
data set of SVM [16]. The first step in our method is uc(xz) = 0, belongs a little to clas§’ if uc(x) border to
compressing training data set of SVM. We apply basic K-0, belongs enough to class if uc(x) does not border t0
Mean algorithm in order to regroup similar data in the nor to 1, belongs strongly to clas§' if uc(x) border tol
same cluster and reduce time spent in training data set @nd belongs completely to clagsif uc(z) = 1.
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3) Fuzzy operatorsiLet A and B be fuzzy subsets of Second, we compute the average of transitive closures of
universeK . The fuzzy operators on the fuzzy subgeind  each class according to the following equation :
B of K are given as follows :
« Intersection operator (AND)
The membership function used by [17] to define the Ui =
set (A N B), is given by the minimum of membership
functionsp 4 andup as follows :

> =

Zrijaj: Ln (22)
=1

The fuzzy membership;, which is the average similarity
betweenC; and the resf{k — 1) of classes, is extracted from
Vo € X : panp(z) = min{pa(z),up(z)}. (18) the transitive closure matrix.

Suppose that' = {(C1,y1,v1), .-, (Ck, Y, vr)} a set of
training data with associated membership, whéyec R*,

Yi = {—1,+1} and0 <wv; < 1.

In our work and in order to handle multi-class with high
precision, we introduced fuzzy membership function in the
training SVM step. Each row of the transitive closure
Ve e X : paup(z) = max{pa(z),ps(x)}. (19) matrix defines the membership between clasand the
. L others classes. To construct positive and negative classes
4) Transitive closure of a fuzzy relatiorfo extract am- .

. . . . we compute for each clags; the membership value;. At
biguous relationships between objects, we used the thdory g . i
. : : : . > each node of the hierarchy, the problem can be defined as
fuzzy sets [17]. It is defined by their memberships function. .
. e . . follows :
In our work, we used Min-Max transitivity relation to find
fuzzy relationships between objects :

Va,y e Kx KxK: SVM_{

« Union operator (OR)
The membership function defines the sdt\§ B) is
given by the maximum of membership functions
and up as follows :

{Cl}USVM+ TU; > X

ij . 23)
{Cl} U SVMW v < X
pr(@,z) < Ming[Maz(ur(z,y), kr(Y, 2))] (20) The optimization problem given by our fuzzy SVM in (23)

We compute the transitive closure Min-Max given by equa-IS given as follows :

tion 20 until we obtain transitive closur& equals to

I'=R*~'=R" atx levels. This equality assures the existence u
. . . . .. . . LT . w+C vi&i

of a hierarchy. This relation gives the transitive distakie- 2 E : iSi

Max which locates the level of each objects and find the =1 (24)
3 g yi(w-xi+b)>1—vi§i

short link between these objects. L&t = {1, zi2..., Tin } vt > 0:i=1 i

and C; = {x1;,2;,...,2,;} be two clusters obtained by
the similgrity. matrix. The fuzzy shortest link between two WhereC, ¢; represent the penalties of mis-classification
clusters is given as follows I'yj = V[(zi1 A z15), (zi2 A gng v;&; represents error of classification with different

.”L'gj), ey (,Tin A xm)] Weights.
C. Introducing membership function for training SVM Using the Lagrangian multiplier, the problem is given as
follows :

In this step, we train fuzzy SVM at each node of the
hierarchy to subdivide the original problem into binary sub
problems. & Lk

Let M be a set of classeS = {c1, ca, ..., cx }, Wherek is Maz :w(a) =S a; — = iy K (25,05
the number of clusters obtained by K-Mean in the first step (@) ; 2 ;; iy K (e 73)
(k < n). k

First, we compute the average transitive closure of all| Subject : Zylxl =0,0<; <v;C:i=1,k

classes from the transitive closure matrix by the equation : i=1 (25)

n We repeat the process at each node of the hierarchy until
Ly (21) reaching leaves containing only one class. Consequergly, w
=1 obtain a descendant hierarchical classification repreddmt
Where n represents the number of values Bf; in a succession of classes. Each class contains similar shject
transitive closure matrix anl;; represents fuzzy similarity The advantage of our method is that training data set of
value between(; and C; that are obtained by transitive SVM obtained a priori by the transitive closure assures
closure. discriminating between positive and negative classes.

X:

SRS

n

=1y
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Table Il
V. EXPERIMENTAL RESULTS ACCURACY OBTAINED BY POLYNOMIAL AND RBF KERNEL
A. Data FUNCTIONS
In this paper, we compareded the performance of our S

method with those of the methods : One-against-one, One SV SVIn

against-all and DAGSVM. We used three different prob- 2 27 6 8 01 02 04 10
lems available in [18]. The first problem is Iris database
which contains 150 records grouped equally in three classe¥is 098 095 094 094 097 096 090 0.9
The second problem is Glass database which contains 2 é?ésr g'gg %7677 067868 0(')637 066;38 06633 03'87 2 0 &65
records distributed in six classes. The third problem igdret . . . . . — .
database which contains 16000 records distributed in gwent
six classes. We give detail of the three problems in Table |

performs better when the number of classes is small. High

Table | accuracy is obtained whefl = 219, ¢ = 2!1 andC = 2!!
PROBLEM DETAIL for Iris, Glass and Letter problems respectively. The pro-
posed method proved high performance for the three prob-
f;lrgb'em l'ggta SC'aSS 4A““butes lems (Iris : 98.00%, Glass : 77.63% and Letter : 98.35%).
Glass 214 6 9 « Accuracy comparison

Letter 16000 26 16 We use accuracy criterion to evaluate our results with tesul

obtained by methods : One-against-one, One-against-éll an
B. Experimental DAGSVM. To obtain high accuracy, we tested our method
. Compression step with different values o’': (22,...,2'2). Accuracy is obtained
. . from confusion matrix. Our accuracy comparison results
To show how the compression step is usefull, we conducteére compared with : One-against-one, One-against-all and

two experiments. The first experiment consists in applyingDAGSVM (see Table IV). The proposed method proved high
K-Mean to training data set step with the original data se erformance for the thrée problems

replaced by clusters centroid. In the second experiment, w

apply our method,without calling K-Mean. Table Il shows Table IV
results given by the two experiments. ACCURACY COMPARISON
Table I Problem  One- One- DAGSVM _ Our
COMPRESSION STEP INFLUENCE OI$VM-CHF PERFORMANCE gainst-  gainst- Proposed
one rest Method
Tris 9733 96.67 97.36 98.00
Glass 71.49 71.96 72.22 77.63
With K-Mean Without K-Mean
Data | # | Traning | Accuracy | # | Training | Accuracy L LEter 97.98 9788 96.73 98.35
SVM time SVM time
s ) 0.021 98.00 3 0.05 98.23 . L
Class 7 005 7763 5 T 7810~ The fu_zzy membership function influences on the
Cettre | 21 110 98.35 27 755 98.45 |classifier performance

In this section, we tested the influence of the fuzzy mem-
Tbership function on the classifier performance. We varigd
in the range fronD.1 to 0.8. Figure 1 shows that the high
ierformance is obtained when is equal to 0.31, 0.22 and

In the first step, our method performs better in number o
SVMs and training time criteria. Using K-Mean algorithm
reduced automatically the number of SVMs and cost trainin
time. In the second step we used the original data s
wich allows slightly better accuracy compared with accurac
result obtained in the first step. Since the two first critaria
the classification domain are very important, we introduce
the K-Mean algorithm in the process of our method.

« Kernel function VI. CONCLUSION

In order to choose the best kernel function of each problem, In this paper, we proposed a new fuzzy SVM hierar-
we tested different kernel functions : Polynomial (d=2,8) chical method to handle multi-class problems. The fuzzy
and RBF { = 0.1,0.2, ..., 1). We choose only results where hierarchical structure consists in subdividing the ordin
SVM performs well. The results are given in Table IlI. problem into simple binary problems. Our method takes
For Iris (k=3) and Glass (k=6) problems, polynomial its advantage from using fuzzy hierarchical classification
function gives best results. Foetter (k=26) problem, RBF and fuzzy Support Vector Machine. Furthermore, it has the
function performs best. In our case, polynomial functionadvantage of using only values from the similarity matrix

.32 for problems Iris, Glass and Letter respectively. €hes
uzzy values are extracted from the transitive closure imatr
The valuesv; are introduced to train SVM. Choosing
rom transitive closure matrix allows our method to perform
etter.
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