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Abstract—Provenance about data derivations in social networks 

is commonly referred as social provenance, which helps in 

estimating data quality, tracking of resources, and 

understanding the ways of information diffusion in social 

networks. We observed several challenges related to provenance 

in the social network domain. First, provenance collection 

systems capture provenance on the fly; however, their collection 

mechanism may be faulty and have dropped provenance 

notifications. Hence, social provenance records may be partial, 

partitioned, or simply inaccurate. Although current provenance 

systems deliver a source of real provenance data, these systems 

do not provide a controlled provenance generation 

environment; and there are few that contain provenance with 

failures. Synthetic provenance databases are available in other 

domains, such as e-Science; but there is also a need for such a 

database in the social networking domain. To address these 

challenges, this study introduces a large-scale noisy synthetic 

social provenance database, which includes a high volume of 

large-size social provenance graphs. It also introduces metrics 

that can be used to capture such vital information as provenance 

for calculating data quality and user credibility.  

Index Terms— data quality, large-scale database, provenance, 

social networks, synthetic workflow simulation. 

I. INTRODUCTION  

Social networks are described as online communities and 
groups of individuals communicating in a Web-based 
environment, in which their users can interact with each other 
by posting, commenting, or showing sentiment actions 
provided by the social network. In addition, social media have 
been used for gathering information about large-scale events, 
such as fires, earthquakes, and other disasters, all of which 
impact government and nongovernment organizations at the 
local, national, or even international level. Individuals also use 
social media to find reliable information about what is going 
on around them and thus are able to leverage new information 
as quickly as possible [1]. 

Social media deliver users a large-scale and easy-to-use 
platform that cannot be achieved using traditional media. 
Understanding information propagation in social media 
provides additional context, such as knowing the information 
originator and its transition modifications until the end of its 
life cycle. The normal social media user applies such 
knowledge to evaluate the trustworthiness and correctness of 
this information [2]. As in real life, the quality of information 
or objects created in social networks value is affected by its 
provenance.  

We observed several challenges related to provenance in 
the social network domain. First, existing social networks do 
not provide any programming interface for accessing the 
provenance information of the data published therein; and 
there are no existing mechanisms for identifying and tracing 
data objects. Provenance collection systems capture 
provenance on the fly. However, their collection mechanisms 
may be faulty and have dropped provenance notifications. 
Hence, social provenance records may be partial, partitioned, 
or simply inaccurate. Incompleteness and inconsistency of 
provenance records, if they exist, are a challenge for analyzing 
provenance datasets [3], [4]. There is a need for a synthetically 
created social provenance database that is modeled on real 
social interactions and populated with failure patterns. 
Although synthetic provenance databases are available in 
other domains, such as e-Science, there is a need for such a 
database in the social networking domain as well. Second, 
social provenance records can grow large quickly because of 
the high number of participating actors. Although the number 
of services involved in e-Science workflows is in the order of 
hundreds, this number can grow to a scale in the order of 
thousands or millions of social interactions that take place on 
social media.  

To address the abovementioned challenges, this study 
introduces a large-scale noisy synthetic social provenance 
database, which includes a high volume of large social 
provenance graphs. The study also introduces metrics that can 
be used to capture such vital information as provenance for 
calculating data quality and user credibility.  

The remainder of this paper is organized as follows: 
Section 2 reviews related work. Section 3 discusses the social 
provenance metrics that are proposed to be included in social 
provenance datasets. Section 4 examines our methodological 
way of creating a synthetic social provenance dataset. 
Analysis of the generated provenance dataset is addressed in 
Section 5. 

II. RELATED WORK 

Several provenance systems currently exist that function 
as a source of provenance data. However, these systems do 
not deliver a controlled provenance generation environment; 
and there are few examples of such systems that can generate 
provenance with failures [5]. On the other hand, there are 
several synthetic workloads that have been developed for 
many different purposes. Some were used in the area of 
distributed systems [6]–[8]; some were generated for use in 
the networking research area [9], [10]; and each was used to 
evaluate performance, as well as for benchmarking purposes, 
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in their respective areas. Lately, there has been increasing 
interest in generating synthetic social workloads in the social 
network domain. Although social networks have high 
availability, sometimes the collection of social network data 
may not be feasible due to privacy concerns, where access to 
such data is restricted to analysts. Some of the introduced 
synthetic social network generators rely on samples of similar 
datasets, such as in [11], where a social media dataset can be 
cloned from an existing set of statistics. Another interesting 
example of a recent synthetic social network generator [12] 
simulates the LinkedIn social network. Here, the generation 
process had two stages. The first stage was the construction of 
the base network. The second was the addition of LinkedIn 
endorsements where users can publicly verify that people they 
know are qualified in the skill that they claim for themselves. 
However, neither of these simulated network data attempt to 
model failures. The unreliability of the protocol between the 
provenance tool and the application are discussed in [5], 
where a 10 GB database with several scientific workflows was 
generated using WORKEM, a workflow emulator tool [13]. 
The database was generated based on real-life e-Science 
workflows. This study used the Karma provenance capture 
and management system to manage the scientific provenance 
datasets, which were compatible with the Open Provenance 
Model (OPM). The use of such a simulated database in 
unmanaged workflows is discussed in [14].  

To the best of our knowledge, there are no generated 
workloads and synthetic provenance datasets that have been 
developed specifically for social provenance research. This 
study introduces a large-scale noisy synthetic social 
provenance database, including a high volume of large-size 
social provenance graphs. It also introduces metrics that can 
be used to capture such vital information as provenance, 
which can be used for calculating data quality and user 
credibility in social networks. 

 

III. SOCIAL PROVENANCE DATABASE REQUIREMENTS 

Cheah et al. identified several requirements that must be 

met for a provenance database [5]: large scale, diversity, and 

realism. A provenance database should consist of a significant 

number of provenance records to support research at scale and 

should be drawn from varied workflows that have different 

characteristics in terms of size, breadth, and length. Also, the 

composition of workflows used to generate the provenance 

should have failure characteristics. In addition to 

abovementioned requirements, we added another 

requirement: usability. We argue that a provenance database 

should address not only the generic requirements, but also its 

domain-dependent requirements.  

In this study, we generated a social provenance database 

that meets the abovementioned requirements as follows: We 

met the diversity requirement by generating three different 

types of social provenance, each representing a different scale 

of social interactions. The categories of social interactions that 

we used are 100, 1K, and 5K. For each type of social 

interaction, we created a hundred social-workflow execution 

traces. We met the realism requirement by producing the same 

dataset with a 10 percent rate of notification failure and a 10 

percent execution failure rate. (Cheah et al. generated a noisy 

10 GB provenance database with failure characteristics [5] for 

scientific datasets. Their study included failure characteristics 

for both provenance-notification failures and workflow-

execution failures. Note that we do not consider the latter, 

since a social workflow is not dependent on a specific 

workflow. Finally, we met the usability requirement by taking 

into account the major research problems in the social network 

domain. Here, we are particularly motivated by research 

problems that have been investigated by the PRONALIZ 

project, a Turkish National Science Foundation–funded 

research project [15]. PRONALIZ investigates the use of 

provenance in social media to develop methodologies for 

detection of information pollution and violation of copyrights. 

We created a publicly accessible Web page for this database 

and made it available for download at [16]. Throughout the 

experience of using social media, it can be inferred that its 

users face two major problems. One is the determination of 

data authenticity and quality. It is challenging to rate the 

reliability of a source in a user-generated content platform, 

where sources might propagate false information, causing the 

spread of a polluted material. Thus, it would be difficult to 

determine the actual quality of data and how much weight the 

data should be given. The second problem is the uncertainty 

of data visibility due to the dynamic nature of content shared 

on social media, in which changes can occur on the platform’s 

privacy settings or at the user level by applying more 

restrictive privacy measures. These policies determine 

copyrights on a user’s shared data. User data, which are 

intended to be disseminated in a friend circle, may be spread 

via resharing within the social network. Users are not aware 

of who can see their data or apply a process to the data. Thus, 

problems like violation of copyrights can arise. To create a 

social provenance database that can be used by researchers to 

address these problems, we identified a number of metrics. 

To obtain a better understanding of metrics and an 

improved definition of the credibility or trustworthiness of an 

information source, we first need to present our social network 

provenance model, which we believe can be used as a generic 

model for provenance representation on all existing social 

networks. 

Users in social networks tend to provide numerous pieces 

of information about themselves, which varies from one social 

network to another. For example, a Twitter user has a 

dedicated area for only his or her bio, location, personal 

website URL, and date of birth, whereas  a Facebook user can 

provide much more information, such as personal interests, 

political affiliation, books read, movies watched, educational 

background, and schools attended. Table 1 shows some of 

these attributes or types of information and the percentage of 

users who have added this information to their Facebook 

profiles and left it public for everyone to see, according to 

[17]. 
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TABLE I.  LIST OF ATTRIBUTES AND PERCENTAGE OF USERS WHO 

REVEAL THEM ON FACEBOOK. 

Attribute Percentage 

Current City 30.17 

Gender 81.77 

Relationship Status 26.24 

Education and Word 25.13 

Email 1.32 

Interested in 18.66 

Music 45.77 

Movies 27.92 

Activities 18.74 

Television 33.30 

 

The availability of such information plays an important 
role in the creation of social network provenance metrics. The 
metrics used in generated social workflows are as follows: 

A. User Information Provenance Availability Measure  

The availability of a user’s personal information indicates 
trustworthiness of this user as for Social network user getting 
information from another well-known user lends credibility to 
this information. The availability function, as defined by [17], 
objectively quantifies progress in obtaining a user’s personal 
attribute values. The availability function describes how much 
user provenance metadata are available for the statement of 
interest, in that it allows a user to perform a simple comparison 
of search strategies employed to obtain provenance attributes. 
It also allows prioritizing attributes by giving each a specific 
weight, where the sum of the weights of all attributes is 1; and 
an attribute with a weight of 0 will have no effect on the 
outcome of the measure.     

B. User Information Provenance Legitimacy Measure  

Finding a user provenance attribute might provide some 
insight; however, a certainty measure of those attributes is 
needed to indicate validity of found attributes. This can be 
made by matching found attribute values with attributes found 
in other sources. The legitimacy function is computed by 
averaging the number of independent social media sites used 
to verify the attribute and is proposed to quantify whether or 
not the provenance attribute values found are valid [17]. 

C. User Information Provenance Social Popularity 

Measure (Prestige Centrality)  

Typically, a high-profile social network user, who might 
represent a celebrity or an important individual, has a large 
number of followers. In other words, a famous user enjoys 
high popularity, indicated by having many ties with others. In 
the case of an undirected graph, which is the situation in some 
social networks, such as Facebook, this metric can instead be 
represented by centrality, where an actor with a high degree 
of importance maintains numerous contacts with other 
network users. A central user occupies a structural position 
(network location) that serves as a source or conduit for larger 
volumes of information exchange and other resource 
transactions with other actors. This can be measured by simply 
calculating the summation of each actor’s number of degrees 
in a nondirected graph and then normalizing it by dividing it 

by the maximum number of degrees allowed by the social 
network. 

D. Information Provenance Social Impact Measure  

The importance of a piece of information may be inferred 
by the number of social activities associated with it. For 
example, a tweet with a high number of Favor, Retweet, and 
Reply operations may reflect the controversial nature of that 
information. 

Thus, we calculate data proximity in the context of a user’s 
relationships by measuring the social interactions of users 
who are not directly connected to the subject, divided by the 
total number of interactions on a piece of information, and 
dividing the set of all directly not connected users who have 
performed a social action on a piece of information posted by 
a user to the set of all unique users who have performed a 
social action  

E. Information Prominence or Proximity Prestige  

Thus, we calculate data proximity in the context of a user’s 
relations by measuring the social interactions of users who are 
not directly connected to the subject, divided by the total 
number of interactions on a piece of information, and dividing 
the set of all directly not connected users who have performed 
a social action on a piece of information posted by a user by 
the set of all unique users who have performed a social action.  

F. The Impact of a Post on a User’s Prestige  

An increase in the number of followers in response to a 
post on a social network might provide an indication of the 
importance of these data. For example, on Twitter a 
nonprestigious user may gain a very large number of followers 
by posting valuable information or introducing a piece of 
information. This should show the impact of the information 
published on the prestige of its publisher. Table 2, below, 
shows different categorizations of the presented metrics.  

TABLE II.   LIST OF SOCIAL PROVENANCE ATTRIBUTES CAPTURED IN 

THE SOCIAL PROVENANCE DATABASE 

Metric 

Graph Type Perspective 
Time 

Depen

dent 
Directed 

Non-

Directed 

Data in 

the 

Center 

User in 

the 

Center 

Verifiability 

 
X X  X  

Popularity Prestige Centrality  X  

Availability X X  X  

Social 

Impact 
X X X   

Prestige X  X  X 

Artifact 

Impact 
X  X X X 

 

IV. GENERATION OF THE SYNTHETIC DATASET 

Normally, a scientific workflow describes the 
accomplishment of a scientific objective process, which is 
expressed by the task being done and its dependencies. 
Typically, scientific workflow tasks are computational steps 
for scientific simulations or data analysis steps [18]. On the 
other hand, a social workflow is always bound to run on a 
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social network. Its operations and data are defined by the 
social network itself. In turn, each social network names the 
social operations and data formats differently. To obtain a 
dataset with controllable characteristics that capture the nature 
of information propagation on social media, we created a fully 
synthetic dataset imitating Twitter. This synthetic dataset was 
designed to meet criteria that may not be achievable when 
collecting data from a Twitter live feed due to users’ privacy 
settings and availability of different types of personal 
information, which can impose real issues when evaluating to-
be-developed misinformation-detection algorithms. We 
choose to use W3C’s PROV for provenance and metadata 
modeling rather than its predecessor Open Provenance Model 
OPM. In this study, we introduce a set of properties that can 
be used to map the social operations to PROV-O entities. 
Table 3 lists these properties along with their explanations. 
Fig. 1 shows how we mapped Social Provenance attributes to 
each PROV-O entity.  

 

 
Figure 1.  PROV-O Specification based Provenance Nodes and social 

provenance sub-types. 

TABLE III.   TERMINOLOGY IN THE PROPOSED SOCIAL NETWORK 

PROVENANCE MODEL 

Sub-Type 

(Properties) 
Explanation 

Equivale

nce in 

Social 

Networks 

Countenance 
To support or approve a statement 

or an entity or its content 

Like(v), 

Favor(v) 

Annotation 
to remark, make an observation or 

make criticism  

Reply, 

Comment 

Publishment 
To issue textual or graphical 

materials for public distribution 

Post(v), 

tweet(v) 

Subscription 

To follow or watch the movement 

or course/progress of something or 

someone  

Follow, 

get 

notified 

Propagation 
To reproduce transmit, spread or 

disseminate. 

Share, 

Retweet 

Follower 

A person who follows another and 

becomes a subscriber to his/her 

feed of tweets. 

Follower, 

Liker 

Followee 

A person who is being tracked 

on a social media website or 

application. 

User 

Original 
The blog or post in its state at time 

of creation by its original creator  

Tweet(n), 

Post(n) 

Revised 
Reconsider and alter (something) 

in the light of further evidence. 

Retweet, 

Shared 

post 

 

Twitter is described to be the largest data source openly 
accessible to everyone through its stream and search API. 
Thus, it is the source of much recent research. Currently, many 
tools have been developed based on mining the large amount 
of data for information such as tracking earthquakes, world 
health and the spread of communicable diseases, or even 
providing real-time information during crises by extracting 
information from users’ Twitter feeds. In short, Twitter is 
currently used to mobilize emotionally and physically. Social 
workflows represent an abstract view of the various social 
patterns observed on Twitter. It can be understood, visualized, 
and represented in different formats; thus, analysis of it may 
also be conducted.   

A simple workflow normally represents tweets of users 
who have no intention of engaging or creating a general topic 
by not using a hashtag. Such tweets usually tend to generate 
minimal engagement limited to the user’s followers. 
However, high-prestige users with very large numbers of 
followers can stimulate many interactions and create a 
widespread impression. On the other hand, we define a 
composite social workflow as a group of separate workflows, 
where all users are using a unified topic. Generally, in such 
events, the majority of the participating users employ a global 
hashtag or the directed mention of a celebrity’s official 
Twitter account. An example of such social interactions is 
solidarity and debate where normally an opinion-based 
community is polarized [19]. Users’ interaction dynamics and 
patterns were observed and analyzed in different social events 
than belongs to different topic [20]. The study shows different 
characteristics of the collected social workflows observed 
from real Twitter data. The possible numbers of user 
engagements and social interactions in our generated social 
workflows were derived from these observations, as shown in 
Table 4. We generated workflows for each of the described 
categories, in which each workflow is executed four times 
with different failure-generation modules.  

TABLE IV.  GENERATED SOCIAL WORKFLOWS USERS' POOL AND 

NUMBER OF SOCIAL INTERACTIONS 

Users Pool 

Number of 

Social 

Interactions 

Number of 
generated 
workflows 

10 10 100 

10 100 100 

100 100 400 

1000 1000 500 

5000 5000 500 

5000 10000 100 

A. Database Generation Framework 

The four components used in the creation of the 
provenance database were WorkflowGen, WorkflowSim, 
ProvToolbox, and the Komadu provenance repository. Fig. 2 
shows an overview of the framework.  
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Figure 2.  Social Provenance Dataset Generation Framework 

Komadu [21] is a standalone provenance capture and 
visualization system for capturing, representing, and 
manipulating provenance. It uses the W3C PROV standard 
[22] considered to be the successor to the Karma [23] 
provenance capture system. 

 
WorkflowSim is an open-source workflow simulator. It 

models workflows using a DAG model and supports 
implementations of some popular dynamic and static 
workflow schedulers and task-clustering algorithms [24]. 
WorkflowSim also has failure modeling that supports two 
failure types on both the job and task levels. Failure rates 
generated by WorkflowSim are modifiable according to user 
preference [24]. WorkflowGen, on the other hand, is a tool 
developed by the same team for the purpose of creating 
custom DAX workflows to facilitate evaluation of workflow 
algorithms and systems on a range of workflow sizes, thus 
creating realistic synthetic workflows resembling those used 
in the real world similar to the ones gathered from Twitter 
[25]. We used WorkflowSim as a simulation environment to 
execute the DAX files generated by WorkflowGen. DAX files 
represents the abstract description of a single workflow in 
XML format. The provenance recorded from the logs of the 
simulation were generated using ProvToolBox and put into 
Komadu [26].  

 

B. Generated Workflows 

The client responsible of the generation of random tweet 
data consider that any social scenario, no matter how many 
users are engaged in it or how many social activities has been 
made upon it, if visualized will be shaped as a multiforked 
sequential graph. First, the client keeps track of entities linked 
to the main workflow created either by retweeting or replying. 
In addition, the client considers only social activities that may 
be executed on a tweet in that context: Tweet, Like, Retweet, 
and Reply. The client also creates a pool of agents, where each 
agent has its own set of popularity, availability, and 
verifiability values. Finally, the client considers that every 
social operation is affected by the last social operation made 
on the same entity. Clients start by creating an initial activity 

representing a tweet operation, which leads to the creation of 
the original tweet entity. From that point, the client randomly 
invokes social operations until the wanted number of 
operations is reached. The following table shows the Prov-O 
representation of relationships between entities, agents, and 
activities created at every iteration, depending on the social 
operation type.  

TABLE V.  PROV-O REPRESENTATION OF SOCIAL OPERATIONS AND 

ENTITIES 

 

We generated 1600 workflows with 100, 1000, 5000, and 
10000 social operations and 500 workflows for every category 
except for the 10K we generated 100 workflows. The 
workflows were generated with different sizes of agent pools, 
ranging from 10 to 5000 agents, and then executed in the 
following forms: 

 Social workflows with complete successful runs.  

 Social workflows with simulation execution faults 
generated using WorkflowSim’s fault-generation 
module, which represents missing notifications 
coming from the social network to specific actions.  

 Social workflows with provenance collection faults, 
in which some of the provenance data extracted are 
dropped. This type of fault represents errors that 
might happen during provenance ingestion into the 
data repository. The dropped provenance data are 
selected randomly during workflow simulation at a 10 
percent rate. 

 Social workflows with faults on both execution and 
provenance collection levels.  

 

We observed 6400 workflow executions. Fig. 3 shows the 
distribution of workflows by execution case. In total, we had 
1936 successfully executed workflow provenances, 1246 
workflows with execution failures, 1917 workflow execution 
provenances with 10 percent notification drops, and 1283 
workflow execution provenances with both failure types. The 
final size of the dataset is around 10 GB of .provn provenance 
files.  

 

Social 

Operation 

Prov-O representation 

Post 

Generation(tweet_activity, main_tweet) 

Attribution(main_tweet, agent1) 

Association(tweet_activity, main_tweet) 

Like 
Association(new_agent, like_activity) 

Usage(like_activity, tweet_x) 

Retweet 

Association(new_agent, retweet_activity) 

Generation(retweet_activity, new_tweet) 

Usage(retweet_activity, tweet_x) 
Attribution(new_tweet, new_agent) 

Derivation (new_tweet, tweet_x) 

Reply 

Association(new_agent, reply_activity) 
Generation(reply_activity, new_tweet) 

Usage(reply_activity, tweet_x) 

Attribution(new_tweet, new_agent) 
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Figure 3.  Distribution of Workflows by execution cases 

Our observations of individual faulty runs also show that 
the larger a workflow, the higher the failure rate and the 
dropped notification rate. The following figures below 
provide samples from all kinds of generated provenance data 
of all types of social workflows. Fig. 4 shows the visualization 
of 10 successful social operations workflow runs.  

 

 

Figure 4.  provenance visualization of a successful workflow run 

Fig. 5 shows the provenance visualization of 10 social 
operations workflows with provenance collection failures. It 
may be observed that some of the relations are missing within 
the provenance visualization presented in Fig. 2.  

 

 

Figure 5.  provenance visualization of a workflow execution with 

provenance collection 10% error rate 

Fig. 6 shows the provenance visualization of the same 10 
social operations workflow executions with errors on both the 
notification collection level and provenance ingestion level. 
Missing activities and missing dangling entities are both 
observed in the visualization below.  

 

 

Figure 6.  provenance visualization of a workflow execution with both 

provenance collection error and notification failure error 

The social provenance database was developed to serve as 
a test platform for development of failure-resilient 
misinformation-detection algorithms.  

V. CONCLUSION 

In this paper, we have shown the need for a large-scale 
simulated social provenance database. Taking Twitter as an 
example, we introduced a large-scale noisy synthetic social 
provenance database, in which we used various social 
provenance metrics and attributes to capture vital information 
for calculating data quality and user credibility. The 
introduced provenance database consists of social workflows 
of different-size and different-breadth workflows, each 
created with randomly generated social interaction scenarios 
utilizing WorkflowSim and WorkflowGen tools. It also has 
failure characteristics that represent both notification drop 
failures and provenance collection failures to simulate real-
life provenance capture. We created a publicly accessible 
website at [15] to make the dataset available for research that 
deals with large-size and high-volume provenance graphs that 
are downloadable directly as XML files and are accessible 
through a Komadu repository query interface. We are now 
using the provenance database to study social provenance 
quality and to develop misinformation and copyright violation 
detection algorithms. 
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