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Abstract—Skyline query processing which extracts a set of 

interesting objects from a potentially large multidimensional 

dataset has attracted significant research attention in many 

emerging important applications. Although skyline 

computation has been studied extensively for data streams, 

there has been relatively less work on uncertain data stream. 

Only recently, a few methods have been proposed to process 

uncertain data stream, however data uncertainty in these 

works is restricted to objects having many instances. In 

contrast, there is no work that has considered uncertainty due 

to objects having interval values wherein the exact values of 

the objects are not known at the point of processing. Hence, in 

this paper a skyline query processing approach utilising the K-

Means clustering technique is proposed to efficiently compute 

skyline over interval uncertain data stream.  

Keywords-skyline query processing; uncertain data; data 

stream. 

I.  INTRODUCTION 

Nowadays, real-time data streams processing 
technologies play an important role in enabling time-critical 
decision making in many applications. Handling streaming 
data is particularly challenging since it is continuously 
generated by an array of sources and devices and is delivered 
in a wide variety of formats. The abundance of data streams 
has led to new algorithmic paradigms for processing 
them. Processing data streams is intricate due to several 
reasons: (i) the objects in the streams arrive online, (ii) the 
system has no control over the order in which objects arrive 
to be processed, either within a data stream or across data 
streams, (iii) data streams are potentially unbounded in size, 
and (iv) once an object from a data stream has been 
processed it is discarded or archived, it cannot be retrieved 
easily unless it is explicitly stored in memory, which 
typically is small relative to the size of the data streams [1]. 

For the past last decade, skyline query processing over 

data streams has attracted significant research attention in 

many emerging important applications. Although skyline 

computation for data streams has been studied extensively 

[5][7][12][15][16][17][22][23], there has been relatively 

less work on uncertain data stream. Uncertain data are 

defined as data which are inaccurate, imprecise, untrusted, 

and unknown. In fact, there is no work that focuses on 

uncertainty due to objects having interval values. The fast 

flowing of continuously generated data with uncertainty by 

an array of sources and devices complicates the query 

process and the amount of computations for processing the 

uncertain data stream is generally huge. It becomes more 

complicated when the values of the objects are 

nondeterministic, i.e., objects having interval values 

wherein the exact values of the objects are not known at the 

point of processing. For example, the prices of objects a, b, 

d, e, and g shown in Table 1 are in interval form. Here, one 

cannot derive the exact skyline but can only compute the 

probability of an object being a skyline member. In addition, 

identifying the domination between objects is not 

straightforward especially when the interval values of the 

objects intersect. For instance, one cannot state that object a 

dominates object b or object b dominates object a as the 

values of their prices intersect. Thus, identifying an efficient 

approach that is capable of computing skylines before the 

objects become obsolete to meet the time-critical 

expectancy of the applications is vital. It is also important to 

ensure that the approach can avoid the re-computation of 

probabilities of objects being skylines. 

 
TABLE 1:  A SNAPSHOT OF SAMPLES OF DATA STREAM 

Object Price Rating Distance … Arrival 
Time (ms) 

a 200 – 600 5 1.5   1 

b 300 – 450 3 2.5   2 

c 500 4 4.0   4 

d 100 – 200 2 5.5   6 

e 700 – 800 5 2.0   7 

f 900 5 1.0   12 

g 400 - 500 3 3.5   13 

 
Hence, this paper attempts to tackle the issues of 

efficiently computing skyline over interval uncertain data 
stream. An approach that can handle uncertain data stream is 
proposed with the aim to reduce the cost of skyline 
computation while ensuring that the time-critical expectancy 
of applications is met. Two main tasks are identified, 
namely: clustering and skyline processing. Clustering 
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technique is utilised to group objects that are similar into the 
same cluster. This will assist in identifying objects (clusters) 
that are dominated by other objects (clusters). The skyline 
processing is then employed to select the most dominant 
objects from each cluster and between clusters.   

This paper is organised as follows: Section II presents the 
works related to the study. In Section III, definitions and 
notations that are used in the rest of the paper are set out. Our 
proposed approach is elaborated in Section IV. We have 
performed two analyses to evaluate the performance of our 
proposed approach. This is presented in Section V. 
Conclusion and future works are presented in the final 
section of this paper, Section VI. 

II. RELATED WORK 

Skyline query processing has been studied extensively 

for the last past decade. The earliest works focus on finding 

algorithm to expedite the process of identifying skylines for 

static dataset. These algorithms, which are based on non-

indexing method include Divide & Conquer (D&C) [2], 

Block Nested Loop (BNL) [2], Sort-Filter-Skyline (SFS) [3], 

and LESS [6]. Then, algorithms using precompute indexes 

were proposed. These include NN [9], Branch-and-Bound 

Skyline (BBS) [17], and ZSearch [10]. There are also works 

that focus on uncertain data, such as p-skyline, which is 

designed for probabilistic skyline queries over static 

uncertain databases [18], Iskyline which supports skyline 

query on data that are represented as continuous ranges [8], 

and SkyQUAD a probabilistic skyline processing on interval 

values with threshold approach [19][20].  

In the last decade, skyline query processing over data 

streams has attracted significant research attention in many 

emerging important applications, such as internet search 

logs, network traffic, sensor networks, and scientific data 

streams (such as in astronomic, genomics, physical 

simulations, etc.). In such applications, the challenge mainly 

lies in the huge volume of data, as well as its fast arrival 

rate. Moreover, it is impossible to reserve all the streaming 

items in memory, thus one-pass algorithms should be 

devised to adapt to the streaming data. Applying the existing 

methods of processing queries on this huge fast flowing data 

streams can be costly, time consuming, and impractical [1]. 

Several algorithms have been proposed for continuously 

monitoring skyline changes over  ing data, which include 

Lazy and Eager algorithms [17], LookOut algorithm [16], 

and FAST algorithm [11]. On the other hand, the work by 

[12] focuses on skyline query of n-of-N data streams model 

in sliding window.  

Recently, works have focused on processing skyline 

queries over uncertain data streams. This includes the work 

by [21] where skylines are identified based on objects 

having many varying instances with time. Works such as 

[24] and [4] have proposed efficient techniques in finding 

probabilistic skyline objects based on sliding windows on 

possible semantic. The work by [13] proposed the Effective 

Probability Skyline Update (EPSU) method by defining the 

interesting probabilistic skyline objects to return to the users 

and efficiently finding these objects without enumerating all 

possible objects. A sliding window partitioning strategy is 

proposed in [14] in order to reduce the processing time of 

the probability skyline computation. However, most of these 

works focus on objects having many instances. On the other 

hand, there is no work that identifies skyline over uncertain 

data stream, where uncertainty is due to objects having 

interval values. 

III. PRELIMINARIES 

In this section, we provide the definitions and notations 

that are related to skyline queries over uncertain data 

stream, which are necessary to clarify our proposed 

approach. Our approach has been developed in the context 

of multidimensional data stream, D, which consists of a set 

of objects, D = {o1, o2, o3, …}. An object of the database D 

is denoted by oi(d1
, d

2
, …, d

m
) where oi is the ith object with 

m-arity and d = {d
1
, d

2
, …, d

m
} is the set of dimensions. In 

the following, we first give the general definitions that are 

related to skyline queries (Definitions 1 to Definition 5). 

Then, we extend these definitions to suit with uncertain data 

stream (Definitions 6 to Definition 9). 

 

Definition 1 (Skyline): The set of skylines, S, is defined as 

those objects that are not dominated by any other objects in 

the dataset.  

 

Definition 2 (Dominate): Given two objects oi and oj  D 

dataset with d dimensions, oi dominates oj (the lesser the 

better) (denoted by oi ≺ oj) if and only if the following 

condition holds:  dk  d, oi.dk ≤ oj.dk ˄ ∃dl  d, oi.dl < 

oj.dl. 

 

Definition 3 (Skyline Queries): Select an object oi from the 

set of objects D if and only if oi is as good as oj (where i  j) 

in all dimensions and strictly in at least one dimension. We 

use S to denote the set of skyline objects, S = {oi | oi, oj  

D, oi ≺ oj}. 

 

There are various forms of uncertain data. In this work, we 

focus on uncertain data where the object is expressed in an 

imprecise way, i.e., the exact value of the object is not 

known at the point of processing. This form of data is 

continuously generated especially in data stream.   

 

Definition 4 (Uncertain Data): An object oi(d1
, d

2
, …, d

m
) 

is said to contain uncertain data if at least one of its 

dimensions, dj, contains value in the form of interval, i.e., 

oi[dj] = [l, u] where l is the lower bound value and u is the 

upper bound value. 

 

Definition 5 (Skyline over Uncertain Data) [19]: An 

object oi  D with uncertain data is a skyline object if it has 
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a probability of not being dominated by other object oj  D 

more than a threshold value, H.   

Figure 1(a) shows objects with exact values for 

dimensions price and distance. If we assumed minimum 

values are preferred in both dimensions, then the set of 

skyline objects returned is {m, l, k, j}. Meanwhile, Figure 

1(b) shows examples of objects with interval values. In this 

example, we cannot state that object A definitely dominates 

object B, and vice versa, or that object F dominates object K 

with 100% probability. 

 

 
(a) 

    
(b) 

 
Figure 1. (a) Skyline Example (b) Example of Uncertain Data [19] 

 
 

                                 

                

 

Since a data stream is often unbounded, a query over a 

data stream is generally specified with a sliding window. 

The sliding-window model works based on recent objects of 

the data stream, whereas older objects are not taken into 

account, as they are considered obsolete.  

 

Definition 6 (Data Stream):  A data stream D contains a set 

of objects, D = {o1, o2, o3, …} that arrive in sequence where 

each object is associated with a timestamp that indicates the 

arrival time of the object. We use the notation toi to indicate 

the arrival time of object oi. 

 

Definition 7 (Sliding Window) [11]:  A sliding window, wi, 

represents equally sized time intervals that are defined based 

on the parameters RANGE and SLIDE where RANGE 

specifies the length of the window extent and SLIDE 

specifies the step by which the window extent moves. Based 

on these parameters, the size of the sliding window can be 

easily determined. 

 

Consider the hotel reservation systems where hotels 

continuously advertise their competitive deals to the system. 

The system contains streaming of millions of hotels for 

booking. Each hotel is associated with rating, distance from 

the city center, price etc. (see Table 1). The price advertised 

by the hotels might be in the form of exact value or within 

some price range. A potential user may ask the most 

preferable deals advertised during the recent 5 hours (w3 in 

Figure 2) and wants to update the results every 1 hour. In 

this example, RANGE = 5 and SLIDE = 1.  

 

 
 

Figure 2.  Sliding Windows [11] 

 

Definition 8 (Skyline of a Sliding Window):  The set of 

skylines of a window wi, Swi, is defined as those objects that 

are not dominated by any other objects in the window wi. 

 

Definition 9 (Skyline over Uncertain Data of a Sliding 

Window):  An object of a given window, oi  wi, with 

uncertain data is a skyline object if it has a probability of not 

being dominated by other object oj  wi more than a 

threshold value, H.   

IV. THE PROPOSED APPROACH 

Figure 3 presents our proposed approach in processing 

skyline queries over interval uncertain data stream. The 

proposed approach consists of four main stages, as 

explained below: 

A. Identifying the Sliding Windows of a Given Skyline 

Query   

Given a skyline query, SQq, the sliding window of the 

query is identified utilising the values of RANGE and 

SLIDE parameters. For each window, wi, the objects that 

fall within the window are analysed. This is depicted in 

Figure 3(a). In this example, the second substream 

(window) contains 20 objects that are A, B, C, …, T. Objects 

like B, E, J, M, N, O, P, R, S, and T contain interval values 

in the first dimension and are considered as uncertain. 

B.  Grouping the Objects of a Sliding Window 

In this stage, objects are grouped based on the type of 

data they contain. Objects with exact values are grouped 
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Figure 3.  The Proposed Approach of Skyline Query Processing over Interval Uncertain Data Stream  

 
together (GA) while objects with interval values are put 

together in another group (GR). This is shown in Figure 3(b). 

Based on the example, GA = {A, C, D, F, G, H, I, K, L, Q} 

and GR = {B, E, J, M, N, O, P, R, S, T}. 

C. Clustering the Objects 

Objects in the GR group are then clustered. In this work, 

the K-Means clustering technique is utilised. The objects are 

clustered only based on the dimension having interval 

values. Since the clustering technique requires deterministic 

values as input, thus the interval value of an object, for 

instance, oi[dj] = [l, u], is represented by its mean value. We 

have performed several analyses, in which the interval value 

of an object is represented with its min, max, as well as 

mean value. Based on the analyses, representing the interval 

value with its mean value produces better set of clusters. 

However, due to limited space, the results of these analyses 

are not presented here. The result of this stage is a set of k-

clusters denoted as C = {C1, C2, C3, …, Ck}. Figure 3(c) 

presents samples of clusters formed through this stage. 

There are four clusters for this example, labelled as 

cluster_0, cluster_1, cluster_2, and cluster_3.  

D. Identifying the Skylines 

In this final stage, the skylines are determined. Two 

levels of skyline processing are performed, namely: intra-

skyline processing and inter-skyline processing.  

Intra-skyline Processing – At this level, the candidate 

skylines are identified by comparing the objects within the 

group/cluster. The conventional skyline processing is 

utilised for the group of objects with exact values, i.e., those 

in the GA group as shown in Figure 3(d). Here, the 

dominance comparison is performed at the object level. 

Based on the GA derived from the second stage, object C 

dominates object I while object Q dominates object G. Both 

objects I and G are removed from further processing, while 

the other objects are considered as the candidate skylines of 

group GA. 

While those objects in the GR group, the dominance 

comparison is performed at the cluster level instead of 

objects. Since the mean value is used to represent the 

interval value, thus the minimum (Ci-min) and maximum 

(Ci-max) mean values of a cluster are used to identify 

cluster domination, which is defined below:  

 

Definition 10 (Cluster Domination): Given two clusters Ci 

and Cj  C, Ci dominates Cj (denoted by Ci ≺ Cj) if and 

only if the following condition hold: the Ci-max of Ci < Cj-

min of Cj. Ci is called non-dominated cluster, while Cj is 

called dominated cluster.  

  

Obviously, if a cluster, Ci, dominates a cluster Cj, this 

implies that the objects of cluster Ci dominate every object 

in cluster Cj. The objects of Ci are the candidate skylines. For 

example, comparing cluster_0 = {B, E} and cluster_2 = {N, 

S}, the cluster_0-max = 21.5, which is less than the 

cluster_2-min = 44. This means that both objects B and E 

dominate objects N and S. A great number of probability 

computations can be avoided especially if the clusters 

contain a huge number of objects. However, since the 

cluster domination is only based on the dimension with 

interval values, the dominated clusters still have chances to 

be candidate skylines based on the other dimensions. 
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Nevertheless, it will not involve any probability 

computations. 

Inter-skyline Processing – Here, the final skylines are 

identified by performing dominance comparison between 

the candidate skylines produced by conventional skyline 

processing and also those produced through the clustering 

domination. This means domination comparison is 

performed between the candidate skylines of GA, non-

dominated clusters, and dominated clusters. This is as 

shown by Figure 3(e). 

V. EVALUATION 

We have performed two simple analyses to get initial 
findings on the performance of our proposed approach. 
These analyses are conducted using RapidMiner [25] as a 
tool to cluster the objects. The first analysis aims to prove 
that at least one non-dominated cluster is identified. Having 
the non-dominated cluster implies that objects in the cluster 
can be omitted from further processing. The second analysis 
aims to prove that our proposed approach utilising the 
clustering technique can improve skyline processing by 
reducing the number of pairwise comparisons. For both 
analyses, we have varied the number of objects from 50 to 
1000 objects. Every object has only a single dimension with 
interval values, which are generated randomly. Every 
interval value is within 20% of the range of possible values.  

 

 
 

Figure 4. The Number of Non-dominated and Dominated Clusters 

 

Figure 4 presents the results of the first analysis, which 

shows the number of non-dominated and dominated clusters 

formed when the number of objects varies from 50 to 1000. 

From this figure, the following can be observed:  

(i) At least one non-dominated cluster is identified, which 

implies that the objects of the non-dominated cluster 

dominate the objects of the other clusters (dominated 

cluster).  

(ii) The number of non-dominated clusters formed is not 

being affected by the number of objects. This can be 

clearly seen when the number of objects increased 

from 50 to 1000, the number of non-dominated cluster 

is always 1 (except for 200 objects). 

(iii) Although the number of non-dominated and dominated 

clusters formed is almost the same when the number of 

objects varies from 50 to 1000, the number of objects 

in the clusters is not the same, i.e., the size of each 

cluster when the number of objects is 1000 is larger as 

compared to when the number of objects is 50. 

 

 

Figure 5.  Number of Pairwise Comparisons  

 

Figure 5 presents the results of the second analysis, 

which shows the number of pairwise comparisons 

performed by our proposed approach as compared to the 

conventional skyline processing approach. From the figure, 

the followings are observed: 

(i) When the number of objects increases, the number of 

comparisons performed by our proposed approach 

increases steadily. While the number of comparisons 

performed by the conventional skyline approach shows 

a sudden increment as the number of objects increases.  

(ii) On average the percentage of reduction with respect to 

number of pairwise comparisons gained by our 

proposed approach as compared to conventional 

skyline approach is 89.11%. 

VI. CONCLUSION 

This paper addresses the issues of processing skyline 

queries over interval uncertain data stream. An approach 

utilising the K-Means clustering technique has been 

proposed with the aim to reduce the number of pairwise 

comparisons. Two analyses have been conducted to get 

initial findings on the performance of the proposed 

approach. Results show that the approach is able to 

significantly reduce the number of pairwise comparisons. 

We will attempt to perform detailed analyses in the future to 

examine the proposed approach with regards to other 

aspects, such as scalability, distribution of interval values, 

and huge data size. 
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