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Abstract—In this paper, we propose a new statistical dependency
parsing method in Japanese language based on an extended
hierarchical language model. Conventional Japanese statistical
dependency parsers are primarily based on the bi-nominal
dependency model between phrases, which has a limitation
related to the order of phrases. Accordingly, the length of
the phrase, which depends of dependency is limited by this
limitation, the model is lacking. We propose a dependency model
in Japanese language that considers the order of phrases based
on the hierarchical Pitman-Yor process in order to overcome this
limitation. Consequently, compared with conventional methods,
our method can parse dependencies in long and complex Japanese
sentences relatively well.

Keywords-Dependency Parsing; Syntax Analysis; Syntax Tree
Modeling

I. INTRODUCTION

Asian languages are based on case grammar and in many of
them, sentences are composed in the order subject, object, and
verb (SOV), giving rise to them being termed SOV languages.
Japanese has the same characteristics; however, its phrase order
is relatively unfettered.

In English, the syntactic function of each phrase is rep-
resented by phrase order, while in Japanese, postpositions
represent the syntactic function of each phrase. Further, phrases
that comprise one or more postpositions following a noun,
which play a similar role to declension of nouns, have been
devised and used to syntactically analyze Japanese sentences.

Hence, it may be said that syntactic analysis is equivalent
to parsing dependencies between phrases. This is because the
semantic rules of Asian languages are explained as relation-
ships of phrases. As a result, conventional dependency parsing
methods in such languages utilize the bi-nominal dependency
model to decide whether a dependency relation exists between
pairs of phrases or not [1]–[3].

In the syntactic analysis used for English, on the other
hand, Tree Substitution Grammar (TSG) has attracted attention
as a language model [4]. TSG helps to establish the highest
accuracy of English parsing, including hierarchical structure,
by learning the rewrite rules of any depth [5], [6].

The hierarchical structure is defined as a set of rewriting
rules of Context Free Grammar (CFG). Syntax trees generated
by TSG describe the order of phrases, whereas those generated
by case grammar only represent relationships between phrases.
In short, the syntax trees generated by TSG not only have the
relationships between phrases but also the orders of phrases,
so that they may facilitate precise extraction of dependencies
between phrases.

Incidentally, the syntax trees from case grammar are gen-
erated based on the bi-nominal model [1], [2]. As a con-
sequence, the order of phrases in these syntax trees do not
include a hierarchical structure. They are instead subject to
constraints related to the constant order of phrases. As a result,
dependency parsing of Asian languages using the bi-nominal
dependency model is not very successful. We believe that the
accuracy of dependency parsing of Asian languages can be
improved by applying TSG to them. Consequently, in this
paper, we propose a dependency parsing method in Japanese
language based on TSG that considers the syntax tree with
context dependency.

Our method is characterized by the handling of exchange-
able sequence of phrases in case grammar to utilize the
extracted hierarchical structure using TSG. That is, we can
generate a dependency parsing model by calculating the prob-
abilities of integrating phrase dependencies from supervised
training data with a hierarchical structure. Thus, it can be said
that our approach is a novel dependency parsing method in
Japanese language with hierarchical structure relations because
of the way it handles the relationships of each of the phrase
dependencies.

II. BASIC PROCESSES

In this section, we discuss the basic processes used in our
research. These are, specifically, the Pitman-Yor process [7]
and its extension called the Hierarchical Pitman-Yor process
[8], which we use to generate a syntax tree model based on
TSG [5].
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A. The Pitman-Yor Process

The Pitman-Yor process is a non-parametric Bayesian
model [7]. In natural language processing, it is used to generate
an n-gram model. It is a stochastic process that generates
an infinite discrete probability distribution G, and is denoted
by PY(d, θ,G0). PY(d, θ,G0) has three parameters: d is a
discount parameter with 0 ≤ d ≤ 1, θ is a strength parameter
that meets the condition θ ≥ −d, and G0 is a base distribution
over a probability space. In natural language processing, the
probability space is usually generated from the probabilities of
phrase occurrences.

When d is zero, PY(d, θ,G0) becomes the Dirichlet
process, denoted DP(θ,G0). In short, because DP(θ,G0)
can generate an infinite dimensional Dirichlet distribution,
PY(d, θ,G0) can also support it. As outlined above, d is a
concentration parameter for G0; therefore, we can define the
following equation:

G ∼ PY(d, θ,G0) (1)

That is, PY(d, θ,G0) is an extended version of DP(θ,G0).
Let W be a fixed and finite vocabulary of V phrases.
The Pitman-Yor process generates for each phrase
w ∈ W a vector of phrase probabilities G(w).
DP(θ,G0) is approximated by Dirichlet distribution
Dir(θG0(w1), . . . , θG0(wi), . . . , θG0(wr)) that expresses
any division of the disintegration space for which the size of
the phenomenon space is r in observing any phrase wi as
follows:

DP(θ,G0) ∼ Dir(θG0(w1), . . . , θG0(wi), . . . , θG0(wr))
(2)

Here, G0(wi) is an integral of the base distribution G0,
therefore it is equal to the sum of the probabilities of phrase
occurrences in the disintegration space. In short, we can say
that the Pitman-Yor process is a recursive stochastic process
whose input is a set of phrases wi and base distribution is G0.

In general, these procedures for generating n-gram dis-
tribution drawn from G are often referred to as the Chinese
restaurant process [9]. In the Chinese restaurant process, we
fancifully imagine a restaurant with an infinite number of
tables whose capacities are infinite. The existing distribution of
customers (phrases) who come to the restaurant and the tables
(discount strength) with one by one dish (phrase vocabulary) is
based on the n-gram model, denoted by G, and the hypothesis
to the tables elicits the base distribution G0. The customers
are compared to phrases in the Pitman-Yor process, such that
a customer continues to sit at the same table if the customer
coming to the restaurant is that same customer. However, if it is
another customer that had not previously entered the restaurant,
the customer sits down at a new table. Given this scenario, we
can formulate the Pitman-Yor process as (3):

PY(d, θ,G0) =
ck − d

θ + c.
+

θ + dt

θ + c.
p(wk) (3)

where t is the number of customers under the base distribution
G0, ck is the number of species, c. is the total number of
customers, and p(wk) is the probability of a customer visiting
the restaurant. Here, the parameters d and θ is in the Pitman-
Yor process are non-parametric. Therefore, we have to generate
the distribution approximated by the base distribution G0 with

these parameters using a Gibbs sampling algorithm, such as
Markov Chain Monte-Carlo [9].

B. The Hierarchical Pitman-Yor Process

The Hierarchical Pitman-Yor process [8] is a stochastic
process that is based on a hierarchical extension of the Pitman-
Yor process. An n-gram language distribution over which the
current phrase is given various context u, consisting of up to
(n− 1) phrases, can be described by the Hierarchical Pitman-
Yor process. Consequently, an n-gram distribution Gu is gen-
erated by the Pitman-Yor process using the base distribution
Gπ(u), which is generated in the given context u as follows:

Gu ∼ PD(dπ|u|, θπ|u|, Gπ(u)) (4)

where strength and discount parameters are calculated on the
basis of the length of context u, π(u) is the suffix of u
consisting of all but the earliest phrase, and Gπ(u) is a vector
of probabilities of its context.

When we recursively place a stochastic process such as
Gπ(π(u)) over Gπ(u) using (4), we can define a stochastic
process that generates the n-gram distribution. This process is
repeated until we get Gϕ as the base distribution, the vector of
probabilities over the current phrase given the empty context
ϕ.

As described above, the structure of the stochastic process
generated by the hierarchical Pitman-Yor process is expressed
as a suffix tree with depth n.

Each node in the suffix tree corresponds to a context
consisting of up to (n−1) phrases, and each child corresponds
to the addition of a different word to the beginning of the
context. The Hierarchical Pitman-Yor process can generate
an n-gram language model precisely as demonstrated in the
language model based on Kneser–and–Ney smoothing [10].

III. RELATED WORK

In this section, we first discuss a conventional dependency
parsing method in Japanese language and its limitations. We
then look at how TSG obtains highly precise English language
parsing with a hierarchical structure, and examine its applica-
tion to the parsing of dependencies in the Japanese language.

A. Dependency Parsing based with the Bi-nominal Model

The Bi-nominal approaches, which generate syntax trees,
are the conventional approaches used to parse dependencies
between phrases in Japanese language [1], [3]. They generate
a syntax tree model whether there is a dependency in Japanese
language between phrases or not based on features like part
of speech, inflectional form, and so on, and conduct syntactic
analysis using the generated syntax tree based on the following
algorithm:

1) Check all the phrases in a sentence to ascertain
whether they have a dependency with others located
on the right side of the syntax tree.

2) Designate any phrase that has a dependency in Step
1 as the analysis result. At this time, the referrer of
the dependency is excluded from the target of Step
1.
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3) Repeat Steps 1 and 2 and keep the analysis results
until all but the final phrase has a dependency.

Conventional methods based on the bi-nominal model do
not consider the features of only the relationship between two
phrases in a sentence. They misjudge some of the dependencies
shown in Figure 1.

There is a Japanese sentence “トムはこの本をジムを見た
女性に渡した” in Figure 1. This sentence contains a complex
structure. The meaning of the sentence in English is “Tom gave
this book to a woman who saw Jim.” in English. Originally, the
phrase “本を (the book)” has to take the dependency depicted
by the dashed line to another phrase “渡した (gave)”, because
“the book” becomes the object of “gave”. However, sometimes
the dependency from “本を (the book)” to “見た (saw)” as
depicted by the solid line in Figure 1, occurs with the bi-
nominal approaches. This is because the bi-nominal model
cannot consider hierarchical structures. Thus, it is impossible
to perform accurate parsing for a statement that has a complex
structure.

トムは この 本を ジムを 見た 女性に 渡した (。)
Tom this book Jim saw to a woman gave (.)

(Tom gave this book to a woman who saw Jim.)

Figure 1. Example of parsing in Japanese language

Therefore, we propose a new method for dependency pars-
ing in Japanese language that uses the hierarchical structure
relation of phrases.

B. Tree Substitution Grammar

Tree Substitution Grammar (TSG) is an extension of Con-
text Free Grammar (CFG) [5]. Both CFG and TSG have rewrite
rules, called productions, which are used to construct syntax
trees by replacing nonterminal symbols with elementary trees
which is a part of the syntax tree.

The TSG production replaces a nonterminal symbol with
an elementary tree whose depth is greater than one while the
CFG production does the same with an elementary tree whose
depth is exactly one. As a result, the TSG production has a
hierarchical structure based on any context. TSG is 4-tuple and
is defined as G = {T,N, S,R}, where T is a set of terminal
symbols, N is a set of nonterminal symbols, S(∈ N) is a
set of the distinguished root nonterminals, and R is a set of
productions. In general, the syntax tree of an English sentence
is described as a tree structure because of its phrase-structure
rule.

Here, the root node is labeled with a nonterminal symbol,
and its leaf nodes are labeled with either terminal symbols or
nonterminal symbols. In short, the syntax tree of the input sen-
tence is constructed by recursively replacing the nonterminal
symbols with the elementary trees.

S

NP

|
VP

V

likes

NP

|

NP

John

NP

books
⇒

S

NP

↑
John

VP

V

likes

NP

↑
cookies

Upper arrow “↑” indicate substitution sites in TSG.

Figure 2. A syntax tree comprising three elementary trees

Figure 2 shows an example of parsing from the syntax tree,
which is labeled on the left. For example, the S → (NP (VP
(V like) NP)) production rewrites the nonterminal symbol S
with the fragment (S NP (VP (V likes) NP)). This syntax tree
has two NPs as its nonterminal symbols, and the production
rewrites these nonterminal symbols with the fragments (NP
John) and (NP cookies). In short, a derivation creates a tree
by starting with the root symbol and rewriting (substituting)
it with an elementary tree, then continuing to rewrite frontier
nonterminals with elementary trees until there are no remaining
nonterminals.

In TSG, the replacement of nonterminal symbols with
elementary trees is performed in an arbitrary manner; however,
we can calculate the probabilities of the rewriting rules in the
syntax tree. Probabilistic Tree Substitution Grammar (PTSG) is
an extension of TSG whose productions have their probabilities
P (e|c) where the elementary tree e replaces a nonterminal
symbol c.. P (e|c) is statistically calculated on the basis of
training data. The distribution of the PTSG production Gc can
be generated by the Hierarchical Pitman-Yor process [8] as
follows:

Gc ∼ PY(dc, θc, Gπ(c)) (5)

where dc and θc are hyper-parameters in the Hierarchical
Pitman-Yor process when we give the nonterminal symbol
c, and Gπ(c) is a distribution over the infinite dimensional
distribution of the elementary tree with c.. To generate e,
we now draw e1 from Gϕ giving us an elementary tree with
nonterminal symbol c1, . . . , cm, and then draw e2, . . . , em in
turn from base measure Gπ(c1), . . . , Gπ(cm). We continue in
this fashion until a full tree is generated.

However, a problem associated with the segmentation of
elementary trees arises when PTSG is derived. Gibbs sampling,
in which random variables are repeatedly sampled conditioned
on the current values of all other random variables in the
model is usually used to solve this problem. Figure 3 shows
an example of segmentation of a syntax tree.

In the procedures described above, we can perform depen-
dency parsing based on hierarchical structure. This method, the
state-of-the-art in English dependency parsing [6], is known
as Symbol Refined TSG (SR-TSG). SR-TSG applies symbol
refinement techniques [11], [12] to parse English sentences.
These techniques are used in parsing methods that have no
hierarchical structure, such as CFG. Thus, although not directly
related to TSG, the symbol refined syntax trees constructed by
SR-TSG use a state-of-the-art method.
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S

NP

John

VP

V

likes

NP

cookies

⇒

NP

John

S

NP

|
VP

V

likes

NP

|

VP

V

likes

NP

|
NP

cookies

Figure 3. Elementary trees based on PTSG

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..saw ..to a woman ..gave (.)

......

....ジムを ..見た ..女性に ..トムは ..この ..本を ..渡した (。)
..Jim ..saw ..to a woman ..Tom ..this ..book ..gave (.)

......

(Tom gave this book to a woman who saw Jim.)

Figure 4. Two Japanese sentences that have the same structure

However, TSG cannot support dependency parsing in
Japanese language because its syntax tree cannot have a tree
structure as postpositions in the Japanese language represent
the syntactic function of each phrase. For example, there are
two sentences in Figure 4. The phrase order is different in the
two sentences, while each phrase has the same dependencies.
Therefore, it is impossible to conduct dependency in Japanese
language parsing in TSG which is applied to the language
syntax tree to express it as a tree structure. As a result,
we propose a novel dependency parsing method in Japanese
language that considers both the weak context dependency and
the order of phrases using an extension of TSG.

IV. HIERARCHICAL DEPENDENCY PARSING

In this section, we propose a method in Japanese language
for parsing dependencies with weak contexts.

A. Syntax Tree Construction

In order to consider dependencies between phrases, we
generate a syntax tree based on the n-gram model made
from the occurrence of dependencies. We can calculate the
probabilities of the referrer phrases subject to occurrence of the
destruction phrase. For example, in the dependency between
phrase “トムは”(Tom) and “渡した”(gave) referrer phrase “ト
ムは”(Tom) depends on the referenced phrase “渡した”(gave).
Then, occurrence probability of the dependency between
phrase “トムは”(Tom) and “渡した”(gave) is calculated as the

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..see ..to a woman ..passed (.)

.....

(Tom gave this book to a woman who saw Jim.)
⇓

....トムは ..渡した (。)
..Tom ..gave (.)

.

....この ..本を ..渡した (。)
..this ..book ..gave (.)

..

....ジムを ..見た ..女性に ..渡した (。)
..Jim ..saw ..to a woman ..gave (.)

...

Figure 5. Hierarchical dependencies in the Japanese language

conditional probability PD(トムは | 渡した)PD(Tom|gave)
that is the bi-gram model used as a prior probability
PD(渡した)(PD(gave)).

At present, we cannot construct an n-gram model that
reflects the occurrence of phrases if n is small. Conversely,
the size of the n-gram model is large if n is large.

In order to solve this problem, we use Variable-order
Pitman-Yor Language Model (VPYLM) [13], an extension of
the hierarchical Pitman-Yor process [8]. This technique can
help to treat n as as any variable in the n-gram model. Using
VPYLM, we can generate a syntax tree model considering the
number of phrases when we calculate the probabilities of the
referrer phrase as being the root node of the elementary tree.
For example, Figure 5 shows three elementary trees comprising
the end of a sentence. In short, we can get three hierar-
chical dependency trees and can calculate the probabilities
PD(·|渡した) of the end of a sentence being the root node.
Thus, we can generate a precise syntax tree with weak context
dependency.

B. Hierarchical Dependency Parsing Algorithm

Dependencies in Japanese language have the following
limitations:

• Japanese is a head-final language. Except for the
rightmost one, thus, each segment modifies exactly
one segment among the segments appearing to its
right.

• Dependencies do not cross one another.

Since the syntax trees constructed by the method described
in Figure 6 (a), each of whose root node is the phrase at the
end of the sentence, are hierarchical, we parse the sentence in
bottom-up fashion using an algorithm called CYK [14] which
is based on depth-first search. The phrase at the end of a
sentence gets the dependency from the one immediately before
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it, so we regard the phrase at the end of the sentence and the
one immediately before it as the weak context dependency and
find another dependency in the sentence.

In Figure 6 (b), for example, the phrase “渡した” is the
phrase at the end of the sentence, so that we can get the
dependency from “女性に”. As a result, we can calculate the
probability in the calculated probability of the dependency
PD(女性に | 渡した)(PD(to an woman|gave)). In the same
fashion, we can calculate different probabilities of dependen-
cies PD(見た | 女性に渡した)(PD(saw|gave to an woman))
and PD(見た | 渡した)(PD(saw|gave)), if we
assume that there is a dependency between “
女性に” and “渡した”. Presently, we compare
PD(見た | 女性に渡した)(PD(saw|gave to an woman))
with PD(見た | 渡した)(PD(saw|gave)), and then,
extract the dependency between the phrases. If
PD(見た | 女性に渡した)(PD(saw|gave to an woman))
is large compared with PD(見た |渡した)PD(saw|gave), we
decide that there is a dependency between “見た” and “女性
に渡した”. These processes continue to work until we get
to the phrase at the beginning of the sentence. In the end,
everything for which the relationships are adjudged to be
dependencies form the syntax tree of the sentence.

(a)

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..saw ..to a woman ..gave (.)

...

(Tom gave this book to a woman who saw Jim.)

(b)

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..saw ..to a woman ..gave (.)

.....

Figure 6. An example of dependency parsing processes using the
hierarchical dependency model in Japanese language

V. EXPERIMENTAL EVALUATION

To evaluate our method which considers hierarchical struc-
ture in Japanese language, we compared it with a conventional
one using the Kyoto University Text Corpus [15]. The Kyoto
University Text Corpus is a Japanese text corpus for handling
the dependencies of morpheme and segment in Japanese
language, and is commonly used to evaluate the effectiveness
of Japanese language morphological analysis and dependency
parsing in Japanese language. We chose CaboCha [1] as the
conventional method, because it is said that CaboCha is the
most effective method for parsing dependencies in Japanese
language. CaboCha itself also used the Kyoto University Text
Corpus for its evaluation.

As stated in Section IV, our method utilizes training data
to generate syntax trees and parses dependencies in Japanese

language using CaboCha and our method; therefore, we cal-
culated the accuracies of dependencies parsed by our method.

A. Experimental Procedures

Although the Kyoto University Text Corpus comprises
newspaper articles for five days, we utilized only one day’s
articles (1100 sentences) of dependencies parsed in Japanese
language by our method. This is because it takes more time
to get our syntax trees, so that we have to save the processing
time.

In our procedure, generating syntax trees, we extract depen-
dencies in Japanese language between phrases, next, construct
syntax trees focusing on the phrases at the end of sentences
that are assigned to the root nodes of the syntax trees. We
then apply the hierarchical Pitman-Yor process and estimate
parameters θ using the Gibbs iteration.

Finally, we can obtain dependencies in Japanese language
using our extracted syntax tree model. In this procedure,
we first divide the sentences into segments after performing
Japanese language morphological analysis, and check the seg-
ment sequences against our syntax trees. This procedure helps
to parse dependencies in Japanese language while continuing
to extract the dependencies between phrases from the phrase
at the end of an input sentence.

B. Experimental Results

We also performed the same processes using CaboCha
based on bi-nominal models [1]. To compare our method
with CaboCha, we utilized the following measurement denoted
by R that is frequently used to evaluate the accuracies of
dependencies:

R =
Y

X
(6)

where X denotes the number of dependencies in the test data,
and Y denotes the number of dependencies extracted by each
parser (our method and CaboCha). Of course, dependencies
extracted by the each parser are contained in the test data,
so that R is usually termed recall in the information retrieval
research field [16]. In order to calculate R using each parser,
we randomly selected 200 sentences from newspaper articles
from other days that were not used to construct syntax trees.
That is to say, we focused on the efficacy of the dependencies
extracted by each method. Table I indicates that our method

TABLE I. EXPERIMENTAL RESULTS 1

CaboCha our method
R 0.871 0.769

is, unfortunately, inferior to CaboCha from the viewpoint
of effectiveness. This is because our method utilizes syntax
trees not only using a small quantity features for parsing
dependencies in Japanese language. For which, CaboCha
parses dependencies in Japanese language with various features
(word, lexical form of word, POS tag, and inflectional form),
so that the accuracies of parsing dependencies in Japanese
language are effective using CaboCha. Therefore, the precision
of our method may be improved still more.

However, our method is ideal for accurately extracting
dependencies in Japanese language in long sentences whose
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TABLE II. EXPERIMENTAL RESULTS 2

Our method CaboCha
complex and long sentences 0.700 0.550

syntax tree has a complex structure. That is, we also have
to evaluate sentences from which CaboCha cannot extract
dependencies in Japanese language. Therefore, we randomly
selected 20 long sentences (10 percent of the test data in
previous experiment) with relatively complex structures.

Table II shows that our method was able to extract de-
pendencies accurately from 14 out of the 20 sentences while
CaboCha was only able to do this for eleven. In short, our
method was better able to parse dependencies in Japanese
language from the long and complex sentences than CaboCha.
The reason for this is that it is still possible for the parser
to interpret the meaning of the postposition in some cases,
even if the syntax tree model does not have a hierarchical
structure. However, the syntax trees constructed by our method
contain not only the relationships between phrases but also
the hierarchical structure of each phrase. Consequently, our
method can restrain failed analysis of the complex Japanese
sentence in by conventionally method.

VI. CONCLUSION

In this paper, we proposed a method for parsing depen-
dencies in Japanese language using novel syntax trees based
hierarchical structure, that are constructed by analyzing the
relationships between segment sequences. By considering the
relationships between segment sequences, our method was
able to solve a phrase order problem. In the near future,
we plan to utilize not only the order of words but also the
result of syntactic and case structure analysis to improve the
accuracies of dependencies in Japanese language. We also plan
to conduct experimental evaluations using all the data in the
Kyoto University Text Corpus.
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