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Abstract—Automatically creating data-driven ontologies is a chal-
lenge but it can save time and resources. In this paper, eight
data-driven algorithms are compared to create ontologies, four
ontologies based on documents and four based on keywords, on
three different document sets. We evaluate the performance using
three different evaluation metrics based on nodes, weights and
relations. Results show that 1) keyword-based methods are in
general better than document-based methods; 2) a co-occurrence-
based algorithm is the best document-based method; 3) the
evaluation metrics give useful insight, but need to be enhanced
in future work. It is advised to a) use the created ontologies
as a head start in an ontology creation session, but not use the
ontologies as created; b) use word2vec to generate an ontology in
a generic domain, whereas the co-occurrences algorithm should
be used in specific domain.
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I. INTRODUCTION

In the previous decade, data scientists often used either
a knowledge-driven or a data-driven approach to create their
models / classifiers. In the knowledge-driven approach, the
(expert) knowledge is structured in a model, such as an
ontology. Some of the advantages of this type of approach
are that it is insightful for humans, validated by experts, and
it gives a feeling of control. Some of the disadvantages of the
knowledge-driven approach are that it takes a lot of dedicated
effort to construct the model, it is hard to provide the full
model (this is only possible in closed-world domains) and
that there might not be one truth. For example, if two experts
separately create a knowledge model about the same domain,
they probably will come up with different ones, because each
expert has his/her own subjective view of important concepts
and relations in the domain. Data-driven approaches do not
need the dedicated effort from people to construct the model,
because an algorithm is used that extracts a model much
faster. Disadvantages of data-driven approaches are that the
models are often not insightful for humans, they might contain
too much noise and might be less ‘crisp’. As knowledge-
driven and data-driven approaches each have their advantages,
a combination of both approaches is worthwhile to use. The
field in which ontologies learn from available knowledge using
data is named ontology learning.

This paper is an extension of our previous paper on this
topic [1]. In our previous paper, we proposed an ontology
learning methodology that uses existing and new data-driven
algorithms to create ontologies based on unstructured textual
documents in the agriculture domain. In this paper, we broaden
our scope to the pizza domain. Whereas evaluation in the
agriculture domain is harder because our document set did not
have a matching ground truth ontology, we use the well-known
pizza ontology [2] to validate our created initial ontology in
that domain. We also use the same pizza document set as pre-
sented by Rospoucher et al. [3] to make a comparison possible.
Additionally, we extracted another pizza document set based

on Wikipedia. In our experiments, eight different ontologies
are created for each document set and the performance is
evaluated using three evaluation metrics, of which two are
those proposed by Rospoucher et al. [3] and our previously
proposed relation-based evaluation metric.

In the next section, the related work is described on
ontology learning, including open information extraction, and
the evaluation of ontologies. In Section III, the methods
used to create the different ontologies are explained. Sec-
tion IV describes the experimental set-up with the datasets,
characteristics of the resulting ontologies and our evaluation
methodology. Section V contains the results of the evaluation
and Section VI contains the discussion of our results. Finally,
Section VII contains the main conclusions as well as a de-
scription of future work.

II. RELATED WORK

Ontology learning is focused on learning ontologies based
on data [4] [S]. One of the most known concepts in ontology
learning is the ontology learning layer cake. Starting from
the bottom of the cake, the order from bottom to the top
of the layer is terms, synonyms, concept formation, concept
hierarchy, relations, relation hierarchy, axiom schemata and
finally general axioms. Similar to the layered cake, Gillani
et al. [6] describe the process of ontology learning by input,
term extraction, concept extraction, relation extraction, con-
cept categorization, evaluation, ontology mapping. Ontologies
can be learned in three kind of strategies: structured, semi-
structured and unstructured data [4]. Examples of these dif-
ferent strategies are: database (structured), HTML or XML
(semi-structured) and texts (unstructured). Besides the learning
strategies, there are three types of tools available: ontology
editing tools, ontology merging tools and ontology extraction
tools [7]. In this paper, the focus in on automatically creating
ontologies from text, so we focus on unstructured data and
ontology extraction tools.

A. OpenlE

Some available ontology extraction tools only focus on the
information extraction, up to the relation extraction part of the
layered cake. This means that these tools only focus on the
creation of triples with a subject, verb or relation, and object.
The field that focuses only on the creation of these triples
is named Open Information Extraction (OpenlE). According
to a recent systematic mapping study by Glauber and Claro
[8], the two main steps in OpenlE methods are: 1) shallow
analysis or dependency analysis for sentence annotation, such
as Part of Speech (PoS) tagging or using the Stanford Depen-
dency Parser; 2) machine learning or handcrafted rules for the
extraction of relationship triples. Niklaus et al. [9] make the
division between learning-based systems, rule-based systems,
clause-based systems and system capturing inter-propositional
relationships.
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One of the first OpenlE tools is TextRunner [10]. TextRun-
ner tags sentences with PoS tags and noun phrase chunks, in a
fast manner with one loop over all documents. TextRunner
was followed by WOE (pos and parse), ReVerb, KrakeN,
EXEMPLAR, OLLIE, PredPatt, ClauslE, OpenlE4, CSD-IE,
NESTIE, MinlE and Graphene among others [8], [9]. All
methods use a combination of the two main steps mentioned
above. For example, WOE [11] uses machine learning on
Wikipedia to learn extraction patterns with PoS tags and
dependency parsers. REVERB [12] uses syntactic constraints
in the form or PoS-based regular expressions to reduce the
number of incoherent and uninformative extractions. OLLIE
[13], a follow-up from REVERB, learns from a training set the
extraction pattern templates using dependency parsers. It also
uses contextual information by adding attribution and clausal
modifiers. Most methods often solve the problem of increasing
informativeness or decreasing computational complexity [8].
Informativeness links to the number of relevant facts. This is
often tackled in the second step, either by increasing the facts
using co-reference or transitive inference such as in ClausIE
[14], or reducing the facts by using lexical constraints such as
in REVERB [12]. Many of the OpenlE tools are not fast and
very computational expensive. WOEpos [11] is for example
30 times faster than the original WOEparser, but less accurate.

Recently, deep learning methods, such as the encoder-
decoder framework from Cui et al. [15], and the relation
extraction method from Lin et al. [16] have been proposed.
Although these methods seem fruitful, deep learning seems
not yet as overwhelmingly better in all tasks within open
information extraction as compared to the field of computer
vision [17].

Related to the OpenlE field, query expansion can also be
used to find more concepts and relations [18]. This method
is often used in the information retrieval field. The most
common method is to use WordNet [19]. Boer et al. [20]
[21] also use ConceptNet to find related concepts and their
relations. Word2vec is also used in information retrieval [22]
and ontology enrichment [23] [24].

Concluding, the OpenlE field is quite advanced with many
tools and techniques. In our paper, we use some of the state of
the art techniques, and use the state of the art from the query
expansion field and apply it in the OpenlE field.

B. Ontology Learning tools

One of the oldest methods that use the full ontology
learning layered cake is Terminae [25]. Terminae is a method
and platform for ontology engineering, and includes linguistic
analysis with Natural Language Processing (NLP) tools to
extract and select terms and relations, conceptual modeling
/ normalization (differentiation, alignment and restructuring)
and formalization / model checking, with the syntactic and
semantic validation.

A second tool is OntoLT [26], which is available as a plugin
in Protégé and enables mapping rules. Linguistic annotation
of text documents is done using Shallow and CHunk-based
Unication Grammar tools (SCHUG) [27], which provide an-
notation of PoS, morphological inflection and decomposition,
phrase and dependency structure. The mapping rules can then
be used to map the ontologies or the document into one
ontology.

A third tool is Text2Onto [28]. Text2Onto uses GATE
to extract entities. GATE [29] has a submodule named AN-
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NIE that contains a tokeniser, sentence splitter, PoS tagger,
gazetteer, nite state transducer, orthomatcher and coreference
resolver. Several metrics, such as Relative Term Frequency
(RTF), Term Frequency Inverted Document Frequency (TF-
IDF), Entropy and the C-value/NC-value are used to assess
the relevance of a concept. The relations between concepts are
found with WordNet, Hearst patterns, and created patterns in
JAPE. With the Probabilistic Ontology Model, the tool should
be robust to different languages and changing information.
According to Zouaq et al. [30], Text2Onto generates very
shallow and light weight ontologies.

A fourth tool is Concept-Relation-Concept Tuple based
Ontology Learning (CRCTOL) [31]. CRCTOL uses the Stan-
ford PoS tagger and the Berkeley parser to assign syntactic
tags to the words. They use a Domain Relevance Measure
(DRM), a combination of TF-IDF and likelihood ratio, to
determine the relevance of a word or multi-word expression.
LESK and VLESK are used for word sense disambiguation.
Hearst patterns, relations in WordNet and created patterns with
regular expressions are used to find relations with the relevant
terms. According to Gillani et al. [6], CRCTOL only creates
general concepts and ignores whole-part relations, the ontology
is not the comprehensive and accurate representation of a given
domain and it is time-consuming to run the tool, because it
does full-text parsing.

A fifth tool is CFinder [32], which is created to automat-
ically find key concepts in text. They use the Stanford PoS
tagger, a dictionary lookup for synonym finding, stopword
removal, and combination of words to also have dependent
phrases as concepts. The key concepts are then extracted using
a rank-based algorithm that uses the TF (Term Frequency)
and a domain specific DF (Document Frequency) as weight.
The paper stops at the key concept extraction and does not go
further with determining relations.

A sixth tool is OntoUPS [33]. OntoUPS uses the Stanford
dependency parser, and learns an Is-A hierarchy over clusters
of logical expressions, and populates it by translating sentences
to logical form. It uses Markov Logical Networks (MLNs) for
that.

A seventh tool is OntoCMaps [30], which uses the Stanford
PoS tagger and dependency parser to extract concepts. It uses
several generic patterns to extract relations.

A eighth tool is Promine [6]. Promine uses tokenization,
stop word filtering, lemmatization, and term frequency to
create a set of key words. Wordnet, Wiktionary and a domain
glossary (AGROVOC) are used for concept enrichment. The
relevance, or term goodness, is calculated with the information
gain, which combines the entropy and conditional probability.
The concepts are filtered using the information gain, path
length and depth of concepts.

Besides, FRED [34] transforms text to LinkedData, us-
ing theory from combinatory Categorial Grammar, Discourse
Representation Theory, Frame Semantics and Ontology Design
Patterns.

Additionally, Tiddi et al. [35] use LinkedData as a basis to
create an ontology. They use a dependency analysis to extract
entities and the TF-IDF frequency to filter patterns. An entity
discovery is done using web queries.

Bendaoud et al. [36] have a semi-automated process in
which an ontology is constructed from document abstracts. The
formal concept analysis framework is extended to a relational
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concept analysis to find links and infer relations between
concepts.

Related to ontology learning, Mittal et al. [37] recently
combined knowledge graphs and vector spaces into a VKG
structure. In that way, both a smart inference from the
knowledge graphs and a fast look-up from the vector spaces
are combined. This method, however, does not automatically
create a new ontology from text documents.

Also, deep learning is wused in knowledge graphs.
Schlichtkrull et al. [38] propose a Graph Convolutional Net-
work to predict missing facts and missing entity attributes. This
method can, thus, also not create an ontology from a set of
documents, but is able to enrich an existing ontology.

Concluding, many ontology learning tools are already
available and many use OpenlE techniques first and build upon
those. We use some of the OpenlE used in the tools as state
of the art for our algorithms.

C. Evaluating ontologies

Brank et al. [39] state that most approaches to evaluate
ontologies can be placed in one of the following categories:

e  Golden Standard: compare to ”golden standard”

e  Application-based: use in application and evaluate
results

Data-driven: involve comparisons with a data source

e  Assesment by humans: human evaluation based on a
set of predefined criteria, standards, and / or require-
ments

Hlomani et al. [40] also use these approaches in their
survey, and state the advantages and disadvantages of each ap-
proach. We focus on the disadvantages of the approaches first.
In the golden standard, the main disadvantage is the evaluation
of the golden standard and the performance is highly dependent
on the quality of the golden standard. In the application-based
approach, the disadvantage is generalizability: what might be
a good ontology in one application does not have to be a good
one in another. The application-based approach is also only
applicable for a small set of ontologies. The main disadvantage
of the data-driven approach is that the domain knowledge is
assumed to be constant, which is not the case. Finally, the
disadvantage of the human assessment is subjectivity.

In this paper, we focus on the data-driven evaluation a well
as a golden standard for one of our domains. In the data-driven
approach the ontology is often compared against existing data
about the domain. Many papers on this topic focus on some
kind of coverage of the domain knowledge within the ontology
[41]-[44]. For example, Brewster et al. [44] compare extracted
terms and relations from text with the concepts and relations in
an ontology. They use a probabilistic model to determine the
best ontology for a certain domain. OOPS! focusses on pitfalls
in ontologies and target newcomers and domain experts [45].

Besides the categories, ontologies can be evaluated on
different levels. These levels are defined differently in different
papers. Brank et al. [39] divide the levels in lexical, hierarchi-
cal, other semantic relations, context, syntactic, and structure.
They link the categories and the levels in a matrix, in which
the human assessment is the only category which evaluates
on all levels. The data-driven approach can only evaluate on
the first three levels. The distinction of Burton et al. [46] is
syntactic, semantic, pragmatic and social. Gangemi et al. [47]
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use the distinction between structural, functional and usability-
profiling. Burton et al. [46] use lawfulness, richness, inter-
pretability, consistency, clarity, comprehensiveness, accuracy,
relevance, authority, and history. Lozano et al. [48] even use
a three-level framework of 117 criteria. Hlomani et al. [40]
make the distinction between ontology quality and ontology
correctness views on ontology evaluation. For ontology quality,
they focus on computational efficiency, adaptability and clarity.
Ontology correctness uses accuracy, completeness, concise-
ness and consistency. Tiddi et al. [35] use the F-measure
and precision and recall to evaluate ontology correctness by
checking 1) whether attribute values are correctly extracted
and 2) how much of the existing knowledge is extracted (based
on DBpedia). Rospocher et al. [3] use the same performance
metrics to compare an ontology with a list of automatically
extracted keywords. Recently, Mcdaniel et al. [49] introduced
the DOORS framework in which ontologies can be ranked by
using syntactic, semantic, pragmatic and social quality metrics.

III. METHOD

In this paper, we create a taxonomy or concept hierarchy,
and we do not include the top two layers of the layered
cake (domain, range and axioms / generic rules). This means
that this is a first step towards an ontology, but although
we have created an owl file, it is not as rich as a real
ontology with domains and rules. Figure 1 shows an overview
of the methods used to create the ontologies. From each
article first the plain text is extracted from the PDF. On these
plain texts sentence splitting is used, as well as tokenizing,
removing non-ascii and non-textual items and non-English
sentences as pre-processing. With these pre-processed texts
the ontologies named Hearst, Co-oc and OpenlE (explained
below), an our previously proposed Dep++ method [1] are
created. The ontologies are named after the algorithm they are
made with.

To create the keyword-driven ontologies, keywords have
to be extracted. Several keyword extraction methods exist.
Instead of the keyword extraction method by Rospoucher
et al. [3], which uses KX [50] to get an ordered list of
keywords, we combine the Term Frequency (TF) and the term
extraction method from Verberne et al. [S1]. The standard
Wikipedia corpus from the paper is used as background set. We
combined the keywords of the two sets and manually deleted
all subjectively determined non-relevant terms, resulting in the
following set of 12 keywords for Agri: Data, Food, Infor-
mation, Drones, Agriculture, Crop, Technology, Agricultural,
Production, Development, Farmers, Supply Chain. And for the
pizza case we use the following 13 keywords: cheese, pizza,
sauce, peppers, chicken, mozzarella, onion, tomato, pepperoni,
mushroom, bacon, olive, italian These keywords are used to
create the Word2vec, WordNet and ConceptNet ontologies as
well as the combined ontology of these three.

A. Hearst

Hearst patterns [52] can be used to extract hyponym
relations, represented in an ontology as a ‘IsA’ relation. An
example is ‘Vegetable’ is a hyponym of ‘Food’. In unstructured
texts, hyponyms can be spotted using the lexical structures
‘NP, such as NP’, or ‘NP, or other NP’, where NP is a noun
phrase. These patterns are used to create an ontology with ‘IsA’
relations.
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Figure 1. Overview of the methods to create the ontologies

B. Co-oc

Co-occurrences can extract all type of relations, because the
number of times words co-occur with each other, for example
in the same sentence, are counted [53]. We calculated the set
of pairs of different words that co-occur in the sentences of the
document set with a maximum distance of 4 words. Therefore,
the N-gram generator of the CountVectorizer module of the
Scikit-learn package [54] is used and the set is cleaned with
the built-in English stopword list. As this set of co-occurring
pairs of words will be very large, we further pruned the set
using a threshold on the minimum number of times a pair
of words co-occurs. This threshold is defined as a percentage
of the maximum number of times a co-occurring pair of
words is found. In the experiments, this number is set to 10.
This number is based on experimentation with several values
(ranging from 1 to 50) and overall performance seems best
with 10 in our case. The ontology based on these co-occurring
pairs of words will have only one vague ‘co-occurrence’
relation, indicating that the words that co-occur with each
other in the document set. The specific type of relation is not
determined.

C. OpenlE

The Open Information Extraction tool (OpenlE) is created
by the CoreNLP group of Stanford [55]. The tools from the
Stanford CoreNLP group are one of the most used tools in the
NLP field. The OpenlE tool provides the whole processing

chain from plain text through syntactic analysis (sentence
splitter, part-of-speech tagger, dependency parser) to triples
(object - relation - subject). The extracted relations are often
the verbs in the sentence, and this results in triples, multiple
word concepts, and many different relations.

D. Dep++

Similar to OntoCMaps [30], syntactic patterns are used
to enhance the the Stanford Dependency Parser [56]. The
algorithm consists of the following steps: a. Take each
document in the corpus and generate sentences based
on NLTK tokenization; b. Consider only sentences with
more than 5 words which pass through the English check
of the Python langdetect package; c. Parse each sen-
tence through the Stanford DepParse annotator to gener-
ate Enhanced++Dependencies; d. Replace every word in the
Enh++Dep by its lemma as produced by the Stanford POS
tagger to consider only singular words; e. Then, generate
a graph with a triple <governor,dependency,dependent> for
each enhanced++dependency and apply the following trans-
formation rules to the it:

e I: Transform compound dependencies into 2-word
concepts using rule: if (X, compound,Y’) then replace
X with YX and remove Y

e 2: Enhance subject-object relations based on con-
junction dependencies using rule: if (X, nsubj,Y)
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and (X,dobj,Z) and (X,conj_and,X’) then add
(X', nsubj,Y) and (X', dobj, Z)
Finally, apply language patterns to derive triples from the
dependency graph:

e pattern 1: if (X,amod,Y) then add
(Y X, subClassO f, X)
e  pattern 2: if
(XisNNorNNS)
(Y X, subClassO f, X)
e pattern 3: if (X, nsubj,Y) and (X, dobj, Z) then add
triple (Y, X, Z)
This algorithm yields an ontology that is similar to the OpenlE
ontology, but should have less triples and thus less noise in it
in terms of NLP-based constructs.

triple

(X, compound,Y') and
then add triple

E. Word2vec

The first keyword-based method explained here is
Word2vec. Word2vec is a group of models, which produce
semantic embeddings. These models create neural word em-
beddings using a shallow neural network that is trained on
a large dataset, such as Wikipedia, Google News or Twitter.
Each word vector is trained to maximize the log probability
of neighboring words, resulting in a good performance in
associations, such as king - man + woman = queen. We use
the skip-gram model with negative sampling (SGNS) [57] to
create a semantic embedding of our agriculture documents.
With the keywords, we search for the top ten most similar
words and add a ‘RelatedTo’ relation between the keyword
and this most similar word. This process is repeated for all
most similar words.

F. WordNet

WordNet is a hierarchical dictionary containing lexical
relations between words, such as synonyms, hyponyms, hy-
pernyms and antonyms [58]. It also provides all possible
meanings of the word, which are called synsets, together with
a short definition and usage examples. WordNet contains over
155,000 words and over 206,900 word-sense pairs. We use
the keywords to search in WordNet. We select the first synset
(the most common), extract the ‘Synonym’ and ‘Antonym’
relations, and use these to create our ontology.

G. ConceptNet

ConceptNet (version 5) is a knowledge representation
project in which a semantic graph with general human knowl-
edge is build [59]. This general human knowledge is collected
using other knowledge bases, such as Wikipedia and WordNet,
and experts and volunteers. Some of the relations in Concept-
Net are RelatedTo, IsA, partOf, HasA, UsedFor, CapableOYf,
AtLocation, Causes, HasSubEvent, CreatedBy, Synonym and
DefinedAs. The strength of the relation is determined by
the amount and reliability of the sources asserting the fact.
Currently, ConceptNet contains concepts from 77 language
and more than 28 million links between concepts. We use
the keywords to search (through the API) in ConceptNet and
extract all direct relations to create the ontology.

H. Word_Concept_W2v

This method takes the union (all relations) from the
keyword-based methods WordNet, ConceptNet and Word2vec.
This is, thus, a self created algorithm that combines the other
three algorithms.
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IV. EXPERIMENTAL SET-UP
A. Document Sets

In our experiment, three different document sets are used,
of which two are dedicated to pizzas and one is focused on
our application domain of Agriculture. The document sets are
described below.

a) PizzaMenus: The first pizza document set is the one
created by Rospocher et al. [3]. This document set consists
of 50 online available pizza restaurant menus, together ap-
proximately 22,000 words. The pizza types, ingredients, types
of crust and details on sizes and prices are described, but also
other information about beverages and other types of food such
as sandwiches.

b) PizzaWiki: The other pizza document set is based
on the information on Wikipedia. The original description of
pizza is used, as well as all descriptions of pizza varieties
and cooking varieties that were present as a box in the pizza
description (as of date July 4th, 2019). This resulted in a set
of 45 documents about pizza.

c) Agriculture: Our experts collected 135 articles on
the Agriculture domain, including Agrifood, Agro-ecology,
crop production and the food supply chain.

B. Ontologies

The methods used to create the ontologies are explained
in the previous section. The keywords for the pizza domain
are not dependent on the pizza document set, because they
are partly manually created, so the ontologies for both the
PizzaMenus and PizzaWiki is the same. Table I shows the
number of classes in the ontologies and some examples of the
relations with the word ‘pizza’ in both the PizzaMenus and
PizzaWiki docset. Table II shows similar information for the
Agriculture document set, with the word ‘Agriculture’. These
are randomly picked words from the extracted triples, just to
give an idea of some of the words extracted by each of the
methods.

TABLE 1. INSIGHTS IN THE PIZZA ONTOLOGIES.

OntologyName #Classes | #Relations | RelationPizza

Hearst,enus 4 2 tomato sauce specialty

Co-0Cmenus 99 369 crust, bbq, onions, fresh

OpenlE enus 840 887 dominos, sesame seeds, beef, anything
Dep++menus 1218 916 dough, topping, sauce, you

Hearsty,ixq 153 110 pizza chains, hawaiian pineapple, prezzo
Co-0Ciki 113 164 crust, italian, topping, city

OpenlE ;i 5690 8160 baked, popular, see food, topped
Dep++uwiki 3458 2953 frozen, crust, deep-fried, cheese
‘Word2vec 46 274 garlic, sauce, pepper, tomato

‘WordNet 54 53 pizza pie

ConceptNet 109 111 pepperoni, hamburger, deliver, oven
Word_Concept_W2v 171 438 oven, mushrooms, olives, green peppers

TABLE II. INSIGHTS IN THE SMARTGREEN ONTOLOGIES.

OntologyName #Classes | #Relations | RelationAgriculture

Hearst 7523 7906 sector, yield forecasting, irrigation
Co-oc 1049 132,068 food, woman, adopt, production

OpenlE 280,063 535,380 sustainability, they, vision, water use
Dep++ 178,338 205,251 sustainable, industrial, we, climate-smart
Word2vec 234 264 farming, biofuel, horticulture, innovation
‘WordNet 113 116 agribusiness, factory farm, farming
ConceptNet 203 213 farm, farmer, class, agribusiness
‘Word_Concept_W2v 491 593 agribusiness, farming, farm, horticulture
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C. Evaluation

In order to evaluate the performance of the algorithms,
it would be best to have a golden standard ontology for the
domain that can be used as ground truth. Then, the challenge
is to determine how close the created ontologies are to this
golden standard ontology in terms of the number of concepts
and relations in the created ontology that are also in the golden
standard ontology.

Since we do not have a golden standard ontology in our
agriculture case, a set of keywords is generated from the input
document set using the KLdiv method and taken as ground
truth. KLdiv is a proven good method for keyword extraction
and therefore we assume that it generates keywords that are
close to the ground truth with respect to the concepts that need
to be present in the ontology. Then, the assumption is that the
semantic quality of a created ontology is better if a keyword
is present as concept in the ontology. It might be one of the
best data-driven methods, but obviously not as good as human
ground truth. The advantage is, though, that the number of
keywords can be set. These evaluation-keywords are slightly
different from our partly manually selected keyword set. For
the pizza document sets, we calculate both the performance
based on the keywords and the performance based on the
pizza ontology [2] that is considered to be a golden standard
ontology.

Although we cannot guarantee this is the best method
to test the full range of the capabilities and performance of
the algorithms, the three different datasets and the different
number of keywords give a sense of the diversity in the results
and the performance of the algorithms.

To evaluate the created ontologies, three different metrics to
calculate a F1 score are used, which is based on a precision and
a recall score. The first two metrics are based on the formulas
proposed by Rospocher et al. [3] and the last metric also takes
the relations between concepts into account.

D. Node-based F1

k € Kcorrect

P node —
"CCnode = "yt Onto
k S Kcorrect
Recnoge = —————7— 1
€Cnod TECK (D
(Rec * Prec)
Fl,oge =2% ———=
d * Rec + Prec

where k is a keyword, which can be found in the set of correct
keywords (K orrect), the total set of extracted keywords (K)
and in the ontology (Onto) to be evaluated.

E. Weighted Node-based F1

k € Kcorrect

P wnode =
"'CCumode = " Onto
Z(relkcorrect) S Kcorrect
R wnode — 2
ECunod S(rely) € K @
(Rec * Prec)
Ik = Flynode = 2% ~—5———=
et ¢ * Rec + Prec

where k is a keyword, which can be found in the set of correct
keywords (K orrect), the total set of extracted keywords (K)
and in the ontology (Onto) to be evaluated. relg.orrect is
the sum of the relevance scores in K .opreer and rely is the
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sum of the relevance scores in K. The relevance scores are
determined through the KLdiv weights.

F. Relation-based F1

#r e Rwith k € K

p rel —
[CCrel #r e R
#k € K found in R
rel = 3
Rec,.q ThCK 3)
(Rec * Prec)
Flyg=2%-——+
! * Rec + Prec

where k is keyword in set of Keywords (K), r is relation in
set of Relations (R). The set of selected items is thus the set
of relations R (precision), and the set of relevant items is thus
the set of keywords K (recall).

V. RESULTS
A. PizzaMenus and PizzaWiki

Figure 2 shows for each ontology the overall quality based
on the F1 score of the keywords for 15, 30, 50, 100, 150 and
200 keywords, Figure 3 for the weighted version and Figure
4 for the relation-based version.

The results show that in the node based F1 methods
word2vec seems to be the best method until 100 keywords.
Co-oc is the second best. The pizza menus document set gives
slightly better results compared to the PizzaWiki document set.
In the relation-based evaluation, the combined keyword-based
methods word_concept_w2v scores high, as well as the Co-oc
Wiki. The Wiki document set seems slightly better compared
to the Menus document set with this evaluation metric.

Table III shows the results of the node-based F1 scores
based on the pizza ontology [2]. The concepts of the pizza
ontology are used as keywords. The pizza ontology can contain
multiple words in one concept, but we define a correct concept
in the created ontology to be evaluated has to match at least
one word in a golden keyword. The keyword weight is set to
the number of edges of the keyword in the golden ontology.

The results of the table show that Co-oc of the Menus
document set is the best method for the normal F1, whereas
word2vec is the best with the weighted F1 metric. This is
similar to the results with the keywords.

TABLE III. F1 SCORES OF THE PIZZA ONTOLOGIES BASED ON THE
GROUND TRUTH

OntologyName F1 node | F1 weighted node
Hearst,, enus 0.019 0.022
Co-0Cmenus 0.311 0.369
OpenlE enus 0.043 0.045
Dep++menus 0.051 0.052
Hearst,, ;4 0.067 0.081
Co-0Ciki 0.211 0.244
OpenlE. ;i 0.013 0.013
Dep++wiki 0.022 0.022
Word2vec 0.283 0.403
WordNet 0.164 0.260
ConceptNet 0.190 0.239
Word_Concept_W2v 0.177 0.203
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B. Agriculture

Figure 5 shows for each ontology the overall quality based
on the F1 score of the keywords for 15, 30, 50, 100, 150 and
200 keywords, Figure 6 for the weighted version and Figure
7 for the relation-based version.

The results show that in the node-based F1 scores, the
single keyword-based methods, especially WordNet, are better
than the document-based methods. After 50 keywords, the Co-
oc method is the highest scoring method and performance
becomes twice as good compared to the other methods. The
difference between the normal node-based method and the
weighted method is mainly visible in the WordNet score,
which declines less in the weighted version. The trend of
the lines in the relation-based evaluation is different from
the node-based evaluation methods. Co-oc is scores highest
for all number of keywords. The keyword-based methods
perform better compared to the node-based evaluation and
with more keywords even outperform some of the keyword-
based methods. The combined word_concept_w2v method is
in the relation based evaluation better compared to the single
methods.

F1 scare

W L 2
30.00 50.00 100.00 150.00 200.00

Number Keywords

WordNet = &= word2vec —e ConceptNet —e - word_concept_w2v

—— Co0r g Hearst g Depe+ g OpeniE

Figure 5. Node-based F1 score for SmartGreen dataset
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Figure 6. Weighted Node-based F1 score for SmartGreen dataset
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VI. DISCUSSION

In this section, we discuss the results of our experiments
by comparing the document sets, algorithms and evaluation
methods with each other.

First, when we compare the results between the Pizza-
Menus and PizzaWiki docsets, we see that only Hearst is better
for PizzaWiki, because only 2 matches were found in Menus.
For all other algorithms PizzaMenus is better compared to
PizzaWiki. For example in Co-oc, 28 matches are found in
PizzaMenus, whereas 17 are found in PizzaWiki. We expected
this to be the other way around, because usually Wikipedia de-
scriptions contain better natural language phrases than menus.
We conclude therefore, that the menus do not contain a
lot of correct English sentences, but do contain the correct
keywords. Overall, Word2Vec is best when 100 evaluation-
keywords or less are used. Above 100, Co-oc becomes best and
remains at the same level with increased number of evaluation-
keywords. Another interesting result is that WordNet is not
better then Word2Vec. A reason can be that WordNet adds a
few synonyms to the ontology that are not keywords and thus
decreases precision and F1.

Second, when we compare the different evaluation metrics,
we see that for both the Pizza and Agriculture docsets, the
curves for node-based and weighted node-based F1 scores
are very similar. In absolute terms, the weighted node-based
F1 score is slightly better. Comparing our results of the
PizzaMenus docset to the results of Rospocher et al. [3], they
report an F1 score of 0.17 and a weighted F1 of 0.25 on the
PizzaMenus. They enrich the keywords that are extracted with
WordNet concepts, which is similar to our WordNet algorithm.
Fortunately, we can see that our F1 score of 0.18 and weighted
F1 score of 0.26 is almost equal. On the other hand, the curves
of our relation-based F1 score look different. When the number
of evaluation-keywords increases the Fl-score decreases for
most of the algorithms, except for Co-oc in the Agriculture
docset. This is due to a stronger decrease of the recall with
increasing number of evaluation-keywords. An explanation for
this effect might be that the counters in the relation-based
precision and recall definitions differ in contrast to the node-
based precision and recall definitions.

Third, when we compare the F1 scores of the Pizza
document sets with the Agriculture docset, we see that in the

International Journal on Advances in Software, vol 12 no 3 & 4, year 2019, http://www.iariajournals.org/software/

307

Pizza document sets both Word2Vec and Co-oc perform best,
while in the Agriculture docset Co-oc outperforms the other
algorithms. Specifically, Co-oc becomes best with increased
number of evaluation-keywords above 60, which is lower than
the 100 evaluation-keywords with the Pizza docsets. So, the
main difference between the results of the Pizza docsets and
the Agriculture docset is the curve of the Word2Vec algorithm.
This can be explained as follows. In principle, the F1 score
of every algorithm follows a parabolic form with a peak. The
peaks of the curves of the keyword-based algorithms appear
in the range of 15 to 200 evaluation-keywords for the Pizza
docsets but not for the Agriculture docset. This is dependent
on the number of concepts in the generated ontologies and thus
on the size of the docset. In general, we can conclude that the
peak in the Fl-score appears when the number of evaluation-
keywords is close to the number of concepts in the ontology
that is evaluated.

Fourth, when looking at the purely NLP-based algorithms
OpenlE and Dep++, we see that both do not perform very well.
The number of concepts and relations generated by Dep++
are considerably less compared to those generated by OpenlE.
The number of matching concepts is approximately the same
for both algorithms. Therefore, we conclude that the Dep++
algorithm generates a smaller and slightly better ontology, but
that this ontology still contains a lot of ‘noise’ in terms of
non-relevant concepts and relations.

Finally, we compare keyword-based algorithms with the
document based algorithms. In general the keyword-based
algorithms are better than the document-based ones. The only
exception is the Co-oc algorithm that outperforms all other
algorithms. An explanation of this effect can be that apparently
the main keywords of the docset often appear close to each
other and are, therefore, part of the Co-oc generated ontology.
Despite that fact, the keyword-based methods have the advan-
tage that 1) they are based on general knowledge bases and
thus no domain-specific documents have to be collected and
2) in an expert session to build up a domain ontology only
a set of keywords have to be generated and agreed upon. A
disadvantage is that when a topic becomes very specific, com-
mon knowledge bases have very sparse information, whereas
domain-specific documents might provide more information.
This is also visible in the number of classes and relations found
for the different methods. We advise to start with building a
domain ontology based on generic topics that are present in
the domain using the keyword-based algorithms, preferably
Word2Vec. When domain-specific topics need to be added,
it is better to use the Co-oc algorithm based on a docset of
specific domain documents.

We conclude this discussion with the following issues:

e For the pizza domain, the use of a set of menu
documents is feasible, but for most domains this is not
possible and it is, therefore, better to use Wikipedia
as a basis for finding documents or articles about the
domain.

e The current definitions of precision and recall are
mostly based on concepts and partly on relations.
Thus, a better definition that fully takes relations
account is needed. This is one of our future work
items.

e  With the current results and precision and recall defi-
nitions we can achieve F1 scores of up to around 0.7.
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Using more strict definitions of precision and recall,
this will most probably drop down below 0.5. The
question is whether this performance results in domain
ontologies that are acceptable for domain experts to
function as a head start for an expert meeting. Future
experiments in which domain experts are involved in
the evaluation phase are therefore necessary.

VII. CONCLUSION

Creating ontologies is takes time and effort. In this paper,
we examined whether we can create data-driven ontologies
based on a set of documents to start an ontology-creation
session with a head start. In our experiments, we compare 8
different data-driven algorithms, four based on the documents
themselves and four based on extracted keywords. We use
two pizza document sets and one agriculture document set
to generate ontologies with these algorithms. Finally, we use
three different evaluation metrics to compare performance in
terms of precision, recall and F1-score.

The results show that the keyword-based methods in
general outperform the document-based methods. The only
exception is Co-oc. Based on these results, we suggest to use
the Word2Vec method in a domain with general topics and shift
to Co-oc for specific topics for which no information is present
in common knowledge bases. The different evaluation metrics
show similar trends. The advantage of the relation-based metric
is that the relation is taken into account. Future work should
be done to further optimize and validate this metric in order
to define correct relations of the ontologies. Another topic
of future work is to qualitatively validate the ontologies, for
instance using the layered ontology metrics suite for ontology
assessment with syntactic, semantic, pragmatic and social
quality criteria. Using human evaluators it can be verified
whether the current performance is high enough to be valuable
to use as a head start in an ontology creation session.
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