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Abstract - The Fraunhofer Institute of Optronics, System
Technologies and Image Exploitation (I0SB) deals with the
inter operability of stationary and mobile sensors and the deve-
lopment of assistance systems, which optimize and simplify the
operation of such systems. One focus is research on swarms
with airborne miniature drones and their applications. The
photo flight presented in this paper is one of the applications
developed to bring the advantages of a swarm into a realistic
scenario. With the aim to support rescue or security forcesin
action, the photo flight generates an immediate up-to-date
situation picture by using an autonomous swarm of miniature
drones. If the videos taken from these swarms are geo-
referenced, a significantly better coordination and distribution
of missions and tasks can be achieved. Therefore, the ability of
geo-referencing in unknown terrain is highly demanded. In the
absence of an onboard internal navigation system, an image-
based approach is proposed. It consists of registration of video
frames or even whole sequences stemming from different
UAVs (Unmanned Aerial Vehicles) into a common coordinate
system and matching with an orthophoto. These processes are
called quasi-intrasensorial and intersensorial registration. For
image-based geo-referencing, a differentiation must be made
between scenes with negligible spatial depth (2D situation) and
those wher e the depth cannot be neglected any longer (2.5D si-
tuation). Several applications of geo-referenced UAV-borne
videos as well as ideas how the task of image-based geo-refe-
rencing can be accelerated for online processing are presented.

Keywords - aerial situation image; unmanned aerial vehicles;
swarm; geo-referencing
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program of the European Union, the German Armeddr
and the defense industry. The surveillance syst&fkIS is

an adaptable modular system for managing mobileedisas
stationary sensors. The main task of this groundtrob
station is to work as an ergonomic user interfaw @ data
integration hub between multiple sensors mountedigir
UAVs or UGVs (Unmanned Ground Vehicles), stationary
platforms (network cameras), ad hoc networked sepnsod

a superordinated control center.

Several software modules assist the user in ohtini
aerial situation pictures. One module is the plilight tool.
This is a special property of the flight route plang in
AMFIS that allows creating highly up-to-date aepattures
of a predefined area in a short time. The softwaoeule it-
self is designed to work both as independent standasoft-
ware and as a part of the complex control system-KVi
Another important property of an airborne drongssability
to orientate autonomously in an unknown terrairis T not
only necessary to guarantee situation awarenes$ea¢ioi-
lity, but also to achieve a better coordination hwither
drones in the swarm. If precautions are not madeneon-
place applications such as mosaicking and deteation
moving objects usually suffer from error accumualatiand
false alarms caused by 3D structures. These prahdam be
solved if, ideally, each pixel of each frame isigsad a 3D
coordinate. The 2D registration can be achieveéldisfframe
is geo-referenced onto an orthophoto while the 8Bhmo-
nent could be obtained from photogrammetric or iarch
tectural databases. Unfortunately, the obvious ouktbf
registration, namely, the use of the navigationimgent
onboard of the UAV, becomes less reliable for natime

This paper presents our recent work on a universa@xpensive and miniaturized MUAVs (Micro UAVs). The

ground control station called AMFIS (“Aufklarung tmi
Miniatur-Fluggeraten im Sensorverbund”, or recoesaice
with miniature aerial vehicles in a sensor netwofk).
AMFIS is a component-based modular constructiorthat
supports various aerial reconnaissance and suved!
tasks. It has served as the basis for developiregifsp
products in the military and homeland security reark
Applications have been demonstrated in severatceses for

reason is the low accuracy data stemming from sulight-
weight, inexpensive navigation unit. In additionP & data
(putting aside photogrammetric data-bases) are lyhard
reliable in a considerable number of applicatidos,exam-
ple, near building walls, due to multi-path propéga
Therefore, an alternative, image-based group ofcauhes
was developed to perform geo-referencing. We vefialibe
the methods where the spatial depth can be nedl€2@

the PASR (Preparatory Action for Security Researchppplications) and a projection of pixels is givey h
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perspective transformation of plane (2D homography)

However, in the case of a relatively low sensatuale and a
moderate focal length, needed in order to achiesatiafac-
tory resolution of the acquired images and videbs, pre-
sence of buildings and vegetation cannot be intéedras a
disturbing factor for the upcoming computations #myger
without a significant loss of accuracy. As a consetge, it is
important for urban terrain to extend the existiogcepts by
3D or, at least, a 2.5D method. By 2.5D situatisa,under-
stand the function of the terrain altitude depegdiom its
longitude and latitude. This assumption is reaskendbr
videos taken from nadir perspective. The counterpér
homography is, in this case, a depth map that essigiepth
value to almost every pixel. An intermediate ressilgiven
by a Euclidean reconstruction of sensor trajectang a
sparse point cloud.

With respect to matching tools, there must be detiatf
between a reliable registration and a reasonaliguatation-
al load. We differentiate between a (quasi)-intnaseial re-
gistration that links neighboring frames of videsgences
or even different video sequences recorded by rdife
UAVs and an intersensorial registration that alleaatching
scenes of a rather different radiometry. Here, diquéar
contribution of this work consists in creation gfnthetic
images for 3D-registered mosaics and modificatibrihe
well-known adaptive self-similarity approach [2]rfsuch
synthetic images. All situations mentioned in th&agraph
are summarized in Table 1.

TABLE 1. GEO-REFERENCING OVERVIEW OF RELEVANT SITUATIONS
Intrasensorial | Quasi- I ntersensorial
registration intrasensorial registration

registration

Parti- | Neightoring Different sulsequ- | (Mosaicked) videc

cipate | frames of thel ences of the sameand orthophoto
same video video or different,
but similar videos
Geo- From frame tc| Different in sce | Can be adjust
metry | frame: almost| ling, angle of view| rasterization in 3D
the sam seeSectionVI.B)

Radio- | From frame tc| Very small diffe- | Large difference

metry | frame: neglig-| ences
ibly small dif-
ference

Mat- KLT-tracking, | SIFT, [4] SIFT for modrate

ching | [3] differences in

tool radiometry or
adaptive Self-
similarities, [2]
(otherwise)

2D Registratior Registratior by | Registration by

case by 2D homo-| 2D homography, 2D homography,
graphy [5] seeSectionVI.A

25D Fundamente | Registration by| Creating a syntt-

resp. matrix, Eucli-| 3D homography, tic image and

3D dean reconst; Section VI.B registration  with

case ruction, depth orthophoto by 2D
maps extrac homography, seg¢
tion, [6], [7] SectionVI.B

International Journal on Advances in Systems and Measurements, vol 4 no 3 & 4, year 2011, http://www.iariajournals.org/systems_and_measurements/

193

In the current implementation, the methods for geo-
referencing can only be performed offline. Howe\edforts
are being made to integrate them into the AMFI8msia

The paper is structured as follows: After a shorvey of
related work an overview of the application scermris
presented in Section lll, followed by a descriptiohthe
airborne platform in Section V. Section V introgdscthe
used algorithms followed by the description of thest
processing in Section VI. The paper concludes wdth
summary (Section VII) and an outlook on future work
(Section VIII).

Il. RELATED WORK

Related work is discussed regarding the two focuafes
this paper, namely flight platforms and geo-refeneg.

A. Flight Platform

With respect to the photo flight, there are sonmejguts
with a similar scope.

At the “Universitat der Bundeswehr” in Munich, a VA
for precision farming [8] is currently being deveta. It is
used to analyze agricultural areas from the aifirtd the
regions that need further manuring to optimizeghmwth of
the crop. A commercial off-the-shelf fixed wing nebds
equipped with an autopilot and either a near ieflaor a
high quality camera. This technique allows monitgrihe
biomass development and the intensity of the plyotbgsis
of the plants.

The AirShield project (Airborne Remote Sensing for
Hazard Inspection by Network Enabled Lightweighbes)
[9][10], which is part of the national security easch prog-
ram funded by the German Federal Ministry of Edoocat
and Research (BMBF), focuses on the developmeranof
autonomous swarm of micro UAVs to support emergency
units and improve the operational picture in cabéduge
disasters. The aim is to detect potentially leakBBRNE
(Chemical, Biological, Radiological, Nuclear, Exgies)
contaminants in their spatial extent and to canuty aanger
analysis without endangering human life. The swasm
supported by a highly flexible communication systerhich
enables communication between the swarm members
between the swarm and the ground station.

The precision farming project as well as the Aiekhi
project are very promising and show first resultewever,
the application aim of both projects differs fromure
although we plan to extend the photo flight to scis
similar to the ones of AirShield (see Section VIII)

and

B. Geo-referencing

In the field of geo-referencing, we refer to oueypous
work ([5], see also references therein), where 2B
relevant situations were taken into account. Ifélie a large
parallax between the frame and the orthophotondtikar
networks can be mapped onto the orthophoto, wHiolws
creating multi-homography-based mosaics [6]. Thkis hd-
vantages in situations where no 3D reconstructian loe
performed from the video (e.g., in the case of zognand
rotating cameras). The relevant work on registnatib 3D
point clouds to 2D images and the closely relatetlpm of
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pose estimation can be found in the recent worfd bf and
in references cited there. In order to learn alpvatucing
synthetic images for matching, we refer to [12hdHy, for
creating dense depth maps from a set of imagesatiwat
rendering 3D clouds, a survey [13] can be recommeénd
Examples on algorithms for multi-view dense matghin
recently developed can be found in [7] and [14].

[1l. APPLICATION SCENARIOS

The sense of security in our society has signifigan
changed over the past several years. Besidesstteatising
from natural disasters, there are dangers in coiomewith
criminal or terroristic activities, traffic accidenor accidents
in industrial environments. Especially in the ciddmain in
case of big incidents there is a need for a bdté&a basis to
support the rescue forces in decision making. Eaech for
people buried alive after a building collapsesther analysis
of fires at big factories or chemical plants aresgiole
scenarios addressed by our system.

Many of these events have very similar charactesist
They cannot be foreseen in their temporal and localr-
rence so that situational in situ security or svis@n sys-
tems are not present. The data basis, on whiclsidasican
be made is rather slim and therefore the presaumtiin is
often very unclear to the rescue forces at thenmigy of a
mission. However, these are exactly those situstidor
which it is extremely important to understand toatext as
fast as possible to initiate suitable measures.

An up-to-date aerial image can be a valuable amiditi
piece of information to support the briefing andcidmn
making. However, helicopters or supervision airpkihat
can supply this information are very expensive wene
unavailable. Up-to-date high-resolution picturesnir an
earth observation satellite would provide the Isedition in
most cases. But under normal circumstances thestensy
will not be available. Nevertheless, it would u$yghke too
long until a satellite reaches the desired positmprovide
this information. A small, transportable and, abaile fast
and easily deployable system that is able to predimilar
results is proposed to close this gap.

The AMFIS tool “photo flight”, explained in Sectiow,
can provide the missed information by creating aerdew
of the site of interest in a very short time. Thpplacation
can be used immediately at the beginning of theioriswith
relative ease and the results provide a huge eeh@mt to
already available information.

Applications include support of fire-fighting workith a
conflagration, clarification the debris and thersundings
after building collapses, and search for buriedimured
people. Additionally the system can be used to srpihe
documentation and perpetuation of evidence during t
cleaning out of the scene at regular intervals.

Non-security related application scenarios are also

conceivable, as for example the use of infraredecamto
search large cornfields for fawns before mowing tor
document huge cultivated areas or protective aas
biotopes.

The photo flight tool shows excellent results ire th
production of up-to-date aerial situation pictumesad hoc
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scenarios. The intuitive and ergonomic graphic ugerface
allows the operator to define an area of interadtstart the
photo flight. The results are a number of imaggsedding
on the size of the area of interest. They are noeage geo-
referenced by suitable tools.

Since AMFIS is capable of controlling and coordimat
multiple drones simultaneously [15], the photo Htigool
was designed to make use of a UAV swarm. By usiogem
than one UAV, the same search area can be covereds
time or respectively a bigger area can be searahdtle
same time.

The biggest problem when working with multiple UAVs
is the dwindling clarity for the operator, espdgiavhen
there are different types of UAVs and payloads. Tiae
drones used in an application, the more complicaktexd
control of the single systems gets. That is whis imost
essential to reduce the work load on the user ashnas
possible. Therefore the idea of a self-organizingrs is
transferred to the photo flight application in arde reduce
the efforts for controlling this tool to a minimurhe user
only has to define the area of interest and dewitiech
drones he would like to use.

The application is responsible for all additionabriy
such as the composition of the respective flighttes, the
control of the single UAVs including the observatiof the
aerial security to avoid collisions as well asiegtthe return
flight.

IV. FLIGHT PLATFORM AND SYSTEM ARCHITECTURE

The primary aim of the photo flight is the clardton of
certain areas. The used drones do not necessavsity th be
identical. They also can differ in their technicanfigu-
rations. Nevertheless, in this first research gitetm build a
swarm, UAVs of the same type were used.

Figure 1. Situation picture from photo flight (ca. 9500 x @0@ixel)
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Figure 2. Sensor platform AirRobot 100-B.

A. Flight Platform

Enormous effort has been put into the selectiomhisf
flight platform. A platform that already comes wighrange
of sensors, an advanced control system and autarsom
flight features significantly reduces the effort tmoperative
swarm of micro drones. Furthermore, when it conmes t
flying autonomously, the system has to be highlabte
and possess sophisticated safety features in cdse
malfunction or unexpected events.

Other essential prerequisites are the possibittyadd
new sensors and payloads and the ability to irgerféth the
UAV’s control system in order to allow an autonorsou
flight. A platform that fulfils these requiremenis the
quadrocopter AR100-B by AirRobot (see Figure 2¢ah be
controlled both from the ground control stationotigh a
command uplink and by its payload through a serial
interface.

To form a heterogeneous swarm from different UAVs,
new systems were gradually integrated. Currentigjde the
AR100-B there is also a Microdrones MD4-200 as wslia
MikroKopter with eight rotors (MK Okto). The usear
identify the system by its call sign — the opemtiaf the
drone, however, remains identical, rendering thmplexity
of the heterogeneity transparent.

B. Software Architecture

The AMFIS ground control station’'s software
architecture is basically 3-tiered, following atpat similar
to the MVC (Model-View-Controller) paradigm bestdumn
from web application development. The central agpion
is the so-called AMFIS Connector (see Figure Ifessage
broker responsible for relaying metadata streantkimwihe
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User
Interface
Application

Sensor Data
Control Commands

XML Sensor Description

AMFIS
Connector

Sensor Data
XML Sensor Description
Control Commands

Sensor Carrier
Control
Application

Figure 1. Software architecture of the AMFIS growodtrol station.

message protocol and may represent both sensor
measurements as well as sensor carrier control eomisn
9ince the biggest amount of data transmitted dwitygpical
scenario is video (thus binary) data, the conneistdightly
coupled with a second server application, the \seeeer. It

is responsible for storing and distributing videtbpeams,
serving the dual purpose of providing time shifting
capabilities to the network as well as reducing ltea on
the usually wireless links between sensor carrgers the
ground control station. Since time shifting or dvetg is not
hlways required, this functionality was not intégchin the
Connector in order to keep it as light-weight asgilae.

Upon connection, each client application first reeg an
XML document describing the various sensor carriers
currently active within the ground control statismietwork
along with a unique ID used to control metadatavflé
communication library (AmfisCom) builds an objeced
from the XML data, providing the application devao with
a type-safe, object-oriented view of the networksehsors
and sensor carriers.

A client application in this context is any apptica that
either includes one of the numerous AmfisCom imgeta-
tions (.NET, Qt, Java) or implements the AMFIS nages
protocol directly. Prominent examples are the GUI
(Graphical User Interface) applications (analystt®erface,
pilot's interface, and situation overview) or thieopo flight
or various transcoder applications responsiblertorslating

network. Metadata is transmitted using an XML-basednetadata between the AMFIS message protocol and a
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proprietary protocol used, for example, on a lowéidth
radio data link to a distant sensor node.
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the surface balance point. It is irrelevant whetherbalance
point lies outside or within the body. According tbe

After successful establishment of a connection, thelesired size, the algorithm can select the biggeithe

Connector supplies the application with a constargam of
live sensor data. Optionally, the Videoserver piesi time
shifted video and metadata streams, in case aratoper
requires reviewing a critical situation.

V. PHOTOFLIGHT

smaller partial polygon as a source area for amjhdu
decomposition. Afterwards, the calculated parti@lygon is
divided again by the surface balance point. Thiscess
continues recursively until the requested areaisizeached.
On this occasion, an approximation procedure cbeldsed
to calculate a solution as quickly as possible. e\mv, this

To map an area of interest by multiple drones, théegmentation method only works with convex polygdtos

polygon defining that area must be divided into esalv
subareas, which can then be assigned to the individ
UAVS.
economically optimized for its appropriate droneAMs$
with longer endurance or higher sensor payloadctzear up
larger areas and should therefore receive longgtfplans
than systems with a lower performance.

The flight routes must also consider the behavfathe
drones at the single photo points and their fligharacte-
ristics. Tests with the multicopter systems havewshthat
an optimum picture result can be achieved if tretesy stops
at each photo point for two to four seconds to ibtab If
proceeding precisely in this manner, no specighflbehavi-
or is necessary, because the drones show ideritight
characteristics in every flight direction due teithconstruc-
tion. Indeed, this behavior also decisively affettis opera-
tion range, because such stops reduce the efficiehthe
drones. To solve this problem, a stabilized canptstform
was developed at Fraunhofer IOSB, which compenshtes
roll, pitch and yaw angles. Nevertheless, if thetptpoints
are flown by without a stop, an enlargement of flight
radii must be considered at turning points. As dixéng
aircrafts may be used in future versions, morenttte must
be paid to the fact that the calculated flight pathn also be
optimized for systems with different flight charastics.

The algorithm developed from these demands consists
two main steps. The first part is to break down gineen
polygon of the search area in suitable partial gohg (A).
Secondly, the optimum flight route per partial mun is
searched for each individual drone (B).

A. Calculation of the partial polygons

Different attempts for decomposing the whole potygo
into single sub cells were investigated.

An elegant method to divide an area into subare#sei
so-called “Delaunay-Triangulation” [16]. Unfortuedt it
proved to be very difficult to divide a polygonsanch a way
that the resulting partial polygons correspond toeaain
percentage of the whole area.

In addition to the basic triangulation, the singtdygon
had to be checked for their neighborhood relatiorsder to
recompose them accordingly. The originating braach
would hardly correspond to the targeted area sizehat
additional procedures would have to be used.

As an alternative, the possibility to divide a man by
using an approximation procedure and surface balar
calculation to get partial polygons was investigat@/ith
this variation, the polygon is disassembled firstoitwo
incomparably large parts by using predefined anjiesugh

It is important that each of the branches is

concave polygons, it is necessary to prevent tba Aeing
divided into more than two parts.

A quicker and mathematically less complicated vemma
to split a polygon is the scanning procedure (sgerg 3).
The method is equal to what is called renderingscan
conversion in 2D computer graphics and converts the
polygon into a grid of cells. That implies that #&twer
resolution (i.e., a smaller cell size) will result a more
accurate match of the grid with the originally defi area.
To be able to divide the grid afterwards, the numbk
required cells is calculated from the desired aiza. With
this information and by using a suitable growthoaitpm,
which extends from any start cell within the grillang as
enough cells have melted, one single continuous afr¢he
desired size can be calculated. This techniquaemnigles the
flood-fill algorithm [17] also known from computer
graphics. Likewise in this case, it is importantkiiow the
neighborhood relationship of the cells. Nonetheldélsis is
quite simple because in contrast to the same prabigith
the triangulation each of these cells is commenswaad is
therefore easy to assign to the co-ordinate system.

To receive a very simple and steady grid polygon,
different growth algorithms were compared to eaitteo A
straight growing algorithm turned out to be the trefBcient
because the results showed more straight edgesothan
algorithms. This means a significant reduction ok t
required rotary and turn maneuvers of the UAV, wH&ads
to a better cost-value ratio if using UAVs with ienited
turning rate. The generated grid polygons are cetaed
into partial polygons just to disassemble them anoee into
a grid. This time the grid size corresponds todhleulated
dimension of the footprint, which depends on thenem
specification (focal length and picture sensogambination
with the desired flight altitude of the drone.

>

1]

Figure 3. Scanning procedure.
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B. Calculating the flightpath
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near real-time mosaic using the live video streasn a

To receive an efficient and economically reasonablgl€scribed below.

flight route, it is important to find the shortegath that
includes all way points and in addition contains #imallest
possible number in turn maneuvers.

The best flight path solution can only be calcudaby
using a highly complex algorithm and even thenpptimal

result cannot be achieved in reasonable time (bee t

problem of the travelling salesman [18]).

To achieve acceptable results under the constmkeep
expenditures as low as possible, different vanatiovere
checked concurrently.

As mentioned earlier, a very steady flight routéhvas
few as possible direction changes offers huge eunano
advantages, a method was developed, which procésses
polygon according to its expansion in columns oedby-
line similar to a typewriter. The resulting fligldute shows a
clearer construction in particular with bigger area

Afterwards the calculated flight route is completeeh
with safe approach and departure air corridors \oida
collisions between the swarm members.

C. Transferring the images

A. 2D geo-referencing of video frames and aplications

We start a description of our geo-referencing atlgor
of a video taken by a straight-line-preserving canfer the
case of negligibly small depth of the scene contpawethe
sensor’s altitude. This makes a 2D homography éplan
perspective transformation, see [19]) a suitabledehdor
registration. We denote the (global) homographywbenh
the framd, captured at time of the sequence and the
orthophoto byH;, while the local transformation between the
framesl, andl; is denoted b¥;;. Interest points in the frame
I will be denoted by, and in the orthophoto by.

As previously discussed, the availability of GPSIié
not constantly needed but useful for the initidla It can
be assumed that the geo-coordinates of the AMFER-ba
station as well as a coarse initial value of thesee altitude
and orientation are given. As a consequence, the o the
initial homographyH, is assigned.

The process works in the same way as describedrin o
previous work [5] and visualized in Figure 4. Tindrasen-
sorial registration of neighboring frames of theleo se-

In order to mosaic and geo-reference the data ascumduence —also known as mosaicking — is performadiur -

lated by the drones, the high-resolution images Havbe
transferred to the ground control statidine most elegant
way to transfer the images is to use the downlifikhe
drone. This requires that the UAV has an interfagkich
can be used to feed the data into the downlinkefsystem.
If such an interface is not available, other prared have to
be found. During the development of the photo fligh
different technologies were tested and evaluated.

To keep the system as simple as possible, the t
solution would be to select a communication detfizg has
a great acceptance and is widely used. Therefafitst
drafts where done by Wi-Fi. To build such an addil
communication line between the UAVs and the groul
station, a small secure digital memory card wagl.ugais
SD card fits perfectly well into the payloads asdable to
establish a Wi-Fi connection and to transmit thptwaed
images automatically. The disadvantage of this tewluis
that the frequencies for the digital video downliok the
drones are in the 2.4GHz band, which is also mastéd by
Wi-Fi for broadcasting. For this reason, it candssumed
that at least the Wi-Fi transmission will experienteavy
interferences. The best solution for this problsntoi move
either the digital video downlink or the Wi-Fi the 5GHz
band. Unfortunately in the current system stage\ideo
downlink is fixed and the used Wi-Fi SD card is napable
of using the 5GHz band.

For now, the images have to be transferred mantmlly
the ground station.

VI. GEO-REFERENCED MOSAICKING AND APPLICATIONS

To benefit fully from the advantages of the phdight,
the images taken must be merged to an overalltisitua
picture. In addition to the offline mosaicking badsen high
resolution still images, there is also the possjhib create a

tracking algorithm [3] supported by a robust methafd
outlier rejection (in our case, it is the RANSACOQ]2

Initial registration
(3IFT, INSIGPS, manual)

—*

Intrasensorial registration

Mext frame

Bl TaN

Mext frame

Figure 4. Flow-chart of the Image-based Georefangrerocess, see also

[5].
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algorithm accelerated by a fFtest [21]). The quality of the
local homographyH,;; between two subsequent frames
andl, is estimated by the number and distribution ofersl

of Hyy.. The quality of the global homography is given by

the average value of the reprojection errors betweand
Hix;.
homography is below a threshold, it is rejected #mel
intersensorial registration procedure between theent
frame and the orthophoto has to be performed again.

This intersensorial registration comprises the iatyzart
of our procedure. The task of automatic matchingges
having different radiometry and also taken frongtsiiy
different viewing directions is known to be chaljémg.
Among numerous methods [1][4][22][2] that we tesfed
registration, there were two candidates that miostety met
our expectations.

First, the SIFT method [4] is invariant againstatains
and scaling differences (moderate, until approxatyat:3).
These properties, as well as the fact that SIFEasily
parallelizable and implementable on GPUs [23], nitkae
of the most popular state-on-the-art methods fgisteation,
especially, when combined with a sophisticated vkt
architecture as illustrated in Figure 4.

However, standard descriptors like SIFT do not qrenf
well if corresponding images have a completelyedéht ra-
diometry. Also, when differences in resolution arsuper-
able for SIFT-descriptors, we follow a differentpapach.
We use Self-Similarity descriptors [2] in combirretiwith
an Implicit Shape Model (ISM) in order to find miaés
between local image regions. We additionally filtiue
correspondences based on a self-similarity distadeasely
computed across both images.

Our current implementation robustly handles vergda
radiometric changes but has a limited scale andtiont
invariance. Due to these restrictions and the wealhigh
computational cost, we use this method after teatmn of
large and accurate mosaics (e.g., in the case rthestyc
images described in the following section), whetation
and scaling parameters are approximately knowrs &lso
avoids unnecessary registrations.

Several applications of the registration procedusze
discussed in [5]. For motion detection, weightedagm
differences of video frames can be computed and
threshold decision can deliver possible alarms.
advantages of the geo-referencing consists, firatl pof an
elegant and efficient possibility to remove faldarms (in
the areas, which are known to be parts of builditlysre
can be no motion, so the false alarms in thesesaaea
probably 3D-influenced). Secondly, trajectoriesddferent
objects are mostly easy to recognize, if they aferenced
on a map. For an object reported by different sesire.g.,

As soon as the quality of either local or global

Théangle-

198

) ked!u134s-(r22kmm heqﬂ\g{.ﬂ‘;;
/V‘-\ \. \)f\d\s

= B

Figure 5. Two trucks have been detected and trackedUAV
flight. Their velocities and headings can be coraguas in [5].

vehicles is easily calculable from their trackstbe maps
and the camera frame rate. Results of geo-refedemagion
detection are presented in Figure 5.

The other important application is given by anriotat
of objects of interest into the video by meanshaf inverse
homographies. These objects can be loaded, if deéaen
a data-base.

B. 3D reconstruction and geo-referencing of 3D mosaics

The assumption of a negligible spatial depth caimeei
be made if the sensor’s altitude is low, if thddief view is
extremely narrow (very short focal length) or iétterrain is
approximately planar. In other words, in order thiave a
satisfactory resolution of the acquired images \@ddos in
urban terrain, the presence of buildings and véigetaan
no longer be interpreted as a disturbing factor thoe
upcoming computations, even for Nadir views. As a
consequence, the 3D structure of the scene musikes
into account for geo-referencing.

For 3D reconstruction, one of humerous approacbes f
structure-from-motion (SfM) or simultaneous locatipn
and mapping (SLAM) available in the literature ¢cenused.
We use an approach of [6] because no additionatrimd-
tion is needed here except the video stream it€&l&racte-
ristic features are detected [24] and tracked 8infimage
to image. Then, fundamental matrices can be rettiérom
pairs of images. As a result, a sparse set of 3Dtpand
camera matrices in a projective coordinate system a
aomputed. A step of self-calibration is needed litam an
and ratio-preserving) Euclidean reconsioagt
illustrated in Figure 6. In order to minimize theagnetric
error and thus improve reconstruction results, briadjust-
ment over camera parameters and coordinates ofo®fdsp
can be activated. If the application is time-cétjcdense
reconstruction can be performed by creating tritargoet-
works [16] from already available points and trialag
interpolation [6]. Otherwise, a robust and accunamglti-

two UAVs of the swarm, or an UAV and a stationarycamera approach [7] recently developed can be eppd

camera looking from a different direction, the ager has
less difficulties deciding whether all reports rete the
same object or several different objects in the adsgiven
geo-coordinates and geo-referenced object trajestor
Finally, additional information, such as the speefl

extract the depth information from (almost everxeby of
several frames of the sequence.

From this point, we can proceed to geo-referenchg
the reconstructed scene. Here, we subdivide tlsis itato
two subtasks: the first subtask is a quasi-intrsseal regi-
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Figure 8. Result of the registration procedureoof fsequences
(illustrated by different colors) and the camegaetctory depicted by
viewing cones. Three example images are shown hsRegistration
of two reconstructions: camera locations are degibly orange
viewing cones, 3D points by red circles. Differsteps are illustrated
by arrows and numbers: 1: Registration of featuréwo sequences,
2. Tracking of registered features and 3: Triantaian the second
coordinate frame, 4: tracking and 5: obtaining canparameters of
the first reconstruction in the second coordinegent. The transfor-
mation H is obtained from at least two correspogaiamera
matrices.

Figure 6. Result of the registration procedureoof fsequences
(illustrated by different colors) and the cameggetctory depicted by
viewing cones. Three example images are shown ths we

stration of different subsequences of the videasege or
different video sequences of a similar appearafitese
video sequences can be taken by different UAVs ¢haty
different kinds of cameras and operate, as disdulsstore,
in different parts of the region to be explored. &<on-
sequence, the slightly misleading term of intrasgnb
registration is now replaced with quasi-intraseraor
registration. Since the camera trajectory and poardi-
nates for every reconstruction in some relativecliflaan
coordinate system have different positions, origmia and
scales, a registration step is necessary. The desudntask
treats registration of the material obtained byewisland our ] o ) )
3D reconstruction procedure onto the orthophotdetailed 1S obtained via Direct Linear Transformation metlzodi re-
explanation of these subtasks will be provided fe t fined by means of a geometric error minimizatiogoaithm.
following two subsections. The process of the intrasensorial registration éhes

We assume to be given two sets of camera matRges matically visualized in Figure 8 while Figure 6 slwan
(= P11, ..., Poix) @and P, (= Pay, ..., P,1) in homogeneous €xample of registering four Euclidean reconstrustiéor a

coordinates that were computed by a SfM approach YAV data-set. From the kink in the camera trajector

camerag); x.n to P1k.n, the initial value of the spatial homo-
graphyH as a solution of the over-determined system of
system up-to-scale

Ql,K

RxH
H D Ql,K—l

F;.,K—l

different Euclidean coordinate systems (denotethbyfirst
sub-scripts). The desired output is a spatial foermsation
between these coordinates systems. This transfiommiit
(also called 3D homography) is given by a regulad 4
matrix in homogeneous coordinates such that tlaioak

P]_’k :Pz’kH and P1’| H:P2’|

hold fork = 1,..K andl = 1, ...,L. Without loss of generali-
zation, we assume that two images correspondirgartoe-

ras P,k andP,; cover an overlapping area of the data-se*

and that point correspondenagsndc, can be detected in
these images by means of a matching operator [#)g.
Given camera matriceB, ;, P, ..., we now compute, by

tracking pointsc, in other images of the second sequence
several 3D point¥ in the second coordinate system, see th

linear triangulation algorithm [19]. By backwardatking
points ¢, in other images of the first workspace arjdwe
obtain the set of camera matrid®sx, Qik.1,-.. Via camera
resection algorithm [19]. For more than one cormesling

Figure 6, one can see that we are dealing withdifferent
UAV-flights.

We now proceed to the second part of the algoritim.
the case of nadir views, the results of the regfistn proce-
dure described above can be rasterized intogtiptane. To
do this, we need both to make thaxis coincide with the
physical vertical direction (there are several demipeuri-
stics to do this job) and to obtain the 3D inforimatfor a
dense set of points. This was done by our apprpécfor

=

Figure 9. An image and the corresponding depth ohégined with
[7]. This is the middle image of Figure 6. Smaltlmus do not cause
any trouble since they can be removed during theriaation
procedure.
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Figure 10. The synthetic image (top) and fragméithe orthophoto
(bottom), as well as and clusters (green) of thélBAC-inliers
(connected by blue lines) determined by our extensf the self-
similarities algorithm.

computing depth maps. In the future, it will beeir@sting to
investigate to what extent the meshes obtainettigiagular
interpolation from already available points can pemsate
for forfeits in the quality of the synthetic imagéle show
an exemplary depth map in Figure 9 and the syrtimtige
itself in the top of Figure 10. The result of tlegistration of
the synthetic image to the orthophoto is visualireBigure
10 and Figure 11. We also mention that the poiitteted
in elevated regions can be optionally identifiedhie depth
maps and excluded from further consideration.
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Figure 11. The synthetic image registered ontmttiephoto.

VII. CONCLUSIONS

The described algorithms for the photo flight apgtion
were implemented as a software library and aregrated
into a geographic information system based on ESRH
ware [25] specially provided for test purposes. Piheto
flight tool is an independent software module whsréhe
logic behind it is interchangeable. The resultghaf algo-
rithm and its ability to adapt to new flight systemith
other flight characteristics are currently evaldafEhe soft-
ware was integrated into a three-dimensional sitimraool
and the first real test attempts with homogeneous aso
with small heterogeneous swarms have taken place.

This research project resulted in a complex prp®ty
system, which is able to form a fully autonomoususw of
UAVs on the basis of several drones and a stang@rar
mobile computer at almost any place in very shoretthat
allows acquiring a highly up-to-date aerial imagae sus-
tained data can also make it possible to understamplex
blind scenarios quicker. It permits a more exaahping and
simplifies the contact with the situation. The asphent of a
swarm with a theoretically unlimited number of UAVs
thereby means a huge advancement in the fieldcaf jast-
in-time reconnaissance and geo-referencing.

With respect to the image-based geo-referencinigowtit
using internal navigation, we showed a robust amore-
mous approach that works both in situations of 2Qi-r
stration (with applications of motion detection agject an-
notation) as well as 3D registration of Euclideaoonstruc-
tions and matching of a synthetic image thus obthiwith
an orthophoto, even in the case of different radioyn To
create a synthetic image, the assumption of 2.5Mace
(terrain skin z( y)) must hold; as a consequence, our
methods work better for almost nadir-views of videsomes.
In the case of an oblique view with a non-negligibpatial
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Figure 12. Gas sensor to detect inflammable géasemonia, Nitrogen
Dioxide, Sulphur Dioxide, Carbon Monoxide and Chier

depth, algorithms of pose estimation can be appliatithey
stay beyond the scope of the work presented here.

Detection of motion in 3D scenes is carried outaoy
accurate occlusion analysis already on the stateudtf view
dense depth maps computation while annotation @n
generalized from the 2D case.

VIIL.

Parallel to the work on the photo flight algorithnes
small gas sensor, which can also be carried aglagohby a
UAV, was developed in cooperation with an industria
partner (see Figure 12). The gas sensor is des@medvery
light and compact payload and has been built astatype.
It can be equipped with up to five different gaass®s and,
in addition, contains a photo-ionization detectsgmsor and
a sensor to detect universal inflammable gasesuré-ut
versions will also be able to detect temperatuceramidity.
The selection of the five gas sensors can be chatét
different applications at any time. A supplemetator a
further development of the photo flight, in whidhleast one
UAV is equipped with a gas sensor, is planned. Sithe
aim of this application differs from the originalsk of visual
reconnaissance, above all, the geometry of thatfligutes
must be adapted. This can be assumed from thetHatt
either the propagation of the gases or the coratior at
certain places is of interest. That means that anchering
flight path over a relatively small area makes ase.

To recognize the propagation of gases, certainiaipr
knowledge like origin, wind force and directionniscessary.
With the help of these data, a propagation modal loa
provided as a basis for the calculation of optimflight
routes to validate the estimated results.

FUTUREWORK

The approaches of geo-referencing are robust, ynearl

fully-automatic, and real-time oriented; that iscanstruc-
tion goes along with the video sequence from itgiriréng

to its end and isot supposed to be performed after the
whole movie has been captured. Due to relativebwsl
matching algorithms [4] and [2], the 3D reconstimttcan
only be performed offline at the current state tod tmple-
mentation, but one of our goals for future work sists of
creating a real-time interface for estimation ahesa trajec-

tory and a sparse point cloud. An obvious hardvieased
acceleration of our algorithm consists of interseias
registration on GPU parallel to the already extrgniast
intrasensorial registration. By better exploitatiof initial
homography (guided matching) and neighborhoodiogist
the computing time and memory load for point matghtan
be drastically reduced.

The only interactive part is given by determinatioh
images with covering overlapping parts of the iarror
guasi-intersensorial registration of Section VIHowever,
in the cases of almost nadir views over the urkamin and,
thus a 2.5D representation of the scenery, itlyélpossible,
in the future, to automate the approach by ideinifythe
search space vig-coordinates.
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