
ADVCOMP 2014

The Eighth International Conference on Advanced Engineering Computing and

Applications in Sciences

ISBN: 978-1-61208-354-4

August 24 - 28, 2014

Rome, Italy

ADVCOMP 2014 Editors

Jaime Lloret Mauri, Polytechnic University of Valencia, Spain

Sigeru Omatu, Osaka Institute of Technology, Japan

                            1 / 156



ADVCOMP 2014

Forward

The Eighth International Conference on Advanced Engineering Computing and Applications in
Sciences (ADVCOMP 2014) held on August 24 - 28, 2014 - Rome, Italy, was a multi-track event
covering a large spectrum of topics related to advanced engineering computing and
applications in sciences.

With the advent of high performance computing environments, virtualization, distributed and
parallel computing, as well as the increasing memory, storage and computational power,
processing particularly complex scientific applications and voluminous data is more affordable.
With the current computing software, hardware and distributed platforms effective use of
advanced computing techniques is more achievable.

The goal of ADVCOMP 2014 was to bring together researchers from the academia and
practitioners from the industry in order to address fundamentals of advanced scientific
computing and specific mechanisms and algorithms for particular sciences. The conference
provided a forum where researchers were able to present recent research results and new
research problems and directions related to them. The conference sought contributions
presenting novel research in all aspects of new scientific methods for computing and hybrid
methods for computing optimization, as well as advanced algorithms and computational
procedures, software and hardware solutions dealing with specific domains of science.

We take here the opportunity to warmly thank all the members of the ADVCOMP 2014
technical program committee as well as the numerous reviewers. The creation of such a broad
and high quality conference program would not have been possible without their involvement.
We also kindly thank all the authors that dedicated much of their time and efforts to contribute
to ADVCOMP 2014. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ADVCOMP 2014
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success. We gratefully appreciate to the technical program
committee co-chairs that contributed to identify the appropriate groups to submit
contributions.

We hope the ADVCOMP 2014 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in advanced
scientific computing.
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We hope Rome provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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The Greedy Approach to Dictionary-Based Static Text Compression on a
Distributed System

Sergio De Agostino
Computer Science Department

Sapienza University
Rome, Italy

Email: deagostino@di.uniroma1.it

Abstract—The greedy approach to dictionary-based static
text compression can be executed by a finite state machine.
When it is applied in parallel to different blocks of data
independently, there is no lack of robustness even on standard
large scale distributed systems with input files of arbitrary
size. Beyond standard large scale, a negative effect on the
compression effectiveness is caused by the very small size of
the data blocks. A robust approach for extreme distributed
systems is presented in this paper, where this problem is
fixed by overlapping adjacent blocks and preprocessing the
neighborhoods of the boundaries.

Keywords-lossless compression; string factorization; parallel
computing; distributed system; scalability; robustness

I. INTRODUCTION

Static data compression implies the knowledge of the in-
put type. With text, dictionary based techniques are particu-
larly efficient and employ string factorization. The dictionary
comprises typical factors plus the alphabet characters in
order to guarantee feasible factorizations for every string.
Factors in the input string are substituted by pointers to
dictionary copies and such pointers could be either variable
or fixed length codewords.

The optimal factorization is the one providing the best
compression, that is, the one minimizing the sum of the
codeword lengths. Efficient sequential algorithms for com-
puting optimal solutions were provided by means of dy-
mamic programming techniques [1] or by reducing the prob-
lem to the one of finding a shortest path in a directed acyclic
graph [2]. From the point of view of sequential computing,
such algorithms have the limitation of using an off-line
approach. However, decompression is still on-line and a very
fast and simple real time decoder outputs the original string
with no loss of information. Therefore, optimal solutions
are practically acceptable for read-only memory files where
compression is executed only once. Differently, simpler
versions of dictionary based static techniques were proposed
which achieve nearly optimal compression in practice.

An important simplification is to use a fixed length code
for the pointers, so that the optimal decodable compression
for this coding scheme is obtained by minimizing the
number of factors. Such variable to fixed length approach
is robust since the dictionary factors are typical patterns of

the input specifically considered. The problem of minimiz-
ing the number of factors gains a relevant computational
advantage by assuming that the dictionary is prefix (suffix),
that is, all the prefixes (suffixes) of a dictionary element
are dictionary elements [3]-[5]. The left to right greedy
approach is optimal only with suffix dictionaries. An optimal
factorization with prefix dictionaries can be computed on-
line by using a semi-greedy procedure [4], [5]. On the other
hand, prefix dictionaries are easier to build by standard
adaptive heuristics [6], [7]. These heuristics are based on
an ”incremental” string factorization procedure [8], [9]. The
most popular for prefix dictionaries is the one presented
in [10]. However, the prefix and suffix properties force
the dictionary to include many useless elements which
increase the pointer size and slightly reduce the compression
effectiveness. Moreover, the greedy approach to dictionary-
based static text compression is optimal, in practice, for
any kind of dictionary even if the theoretical worst case
analysis shows that the multiplicative approximation factor
with respect to optimal compression achieves the maximum
length of a dictionary element. A more natural dictionary
with no prefix and no suffix property is the one built by
the heuristic in [11] or by means of separator characters
as, for example, space, new line and punctuation characters
for strings of a natural language. Finally, given an arbitrary
dictionary, greedy static dictionary-based compression can
be executed by a finite state machine.

Theoretical work was done, mostly in the nineties, to
design efficient parallel algorithms on a random access
parallel machine (PRAM) for dictionary-based static text
compression [12]-[20]. Although the PRAM model is out of
fashion today, shared memory parallel machines offer a good
computational model for a first approach to parallelization.
When we address the practical goal of designing distributed
algorithms we have to consider two types of complexity, the
interprocessor communication and the input-output mecha-
nism. While the input/output issue is inherent to any parallel
algorithm and has standard solutions, the communication
cost of the computational phase after the distribution of
the data among the processors and before the output of
the final result is obviously algorithm-dependent. So, we
need to limit the interprocessor communication and involve

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4
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more local computation to design a practical algorithm. The
simplest model for this phase is, of course, a simple array
of processors with no interconnections and, therefore, no
communication cost. Parallel decompression is, obviously,
possible on this model [15]. With parallel compression, the
main issue is the one concerning scalability and robustness.
Standardly, the scale of a system is considered large when
the number of nodes has the order of magnitude of a
thousand. Modern distributed systems may nowadays consist
of hundreds of thousands of nodes, pushing scalability well
beyond traditional scenarios (extreme distributed systems).

In [21], an approximation scheme of optimal compression
with static prefix dictionaries was presented for massively
parallel architectures, using no interprocessor communica-
tion during the computational phase since it is applied
in parallel to different blocks of data independently. The
scheme is algorithmically related to the semi-greedy ap-
proach previously mentioned and implementable on extreme
distributed systems because adjacent blocks overlap and the
neighborhoods of the boundaries are preprocessed. However,
with standard large scale the overlapping of the blocks, the
preprocessing of the boundaries and the prefix property of
the dictionary are not necessary to achieve nearly optimal
compression. Starting from this observation, we present in
this paper two implementations of the greedy approach to
static text compression with an arbitrary dictionary on a large
scale and an extreme distributed system, respectively.

In Section II, we describe the different approaches to
dictionary-based static text compression. The previous work
on parallel approximations of optimal compression with
prefix dictionaries is given in Section III. Section IV shows
the two implementations of the greedy approach for arbitrary
dictionaries. Conclusions and future work are given in
Section V.

II. DICTIONARY-BASED STATIC TEXT COMPRESSION

In this section, we describe the main dictionary-based
static compression techniques and make a greedy versus
optimal analysis. Then, we provide a finite state machine
implementation of the greedy approach with an arbitrary
dictionary.

A. Optimal Solutions

As mentioned in the introduction, the dictionary com-
prises typical factors (including the alphabet characters)
associated with fixed or variable length codewords. The
optimal factorization is the one minimizing the sum of the
codeword lengths and sequential algorithms for computing
optimal solutions were provided by means of dynamic
programming techniques [1] or by reducing the problem to
the one of finding a shortest path in a directed acyclic graph
[2]. With suffix dictionaries we obtain optimality by means
of a simple left to right greedy approach, that is, advancing
with the on-line reading of the input string by selecting

the longest matching factor with a dictionary element. Such
procedure can be computed in real time by storing the
dictionary in a trie data structure (a trie is a tree where the
root represents the empty string and the edges are labeled by
the alphabet characters). If the dictionary is prefix and the
codewords length is fixed, there is an optimal semi-greedy
factorization which is computed by the procedure of Fig. 1
[4], [5]. At each step, we select a factor such that the longest
match in the next position with a dictionary element ends to
the rightest. Since the dictionary is prefix, the factorization
is optimal. The algorithm can even be implemented in real
time. The real time implementation employs an augmented
trie data structure, obtained by modifying the original one
[5].

j:=0; i:=0
repeat forever

for k = j + 1 to i + 1 compute

h(k): xk...xh(k) is the longest match in the kth position
let k′ be such that h(k′) is maximum

xj ...xk′−1 is a factor of the parsing; j := k′; i := h(k′)

Figure 1. The semi-greedy factorization procedure.

The semi-greedy factorization can be generalized to any
dictionary by considering only those positions, among the
ones covered by the current factor, next to a prefix that is
a dictionary element [4]. We will see in the next subsection
that the generalized semi-greedy factorization procedure is
not optimal while the greedy one is not optimal even when
the dictionary is prefix.

B. Greedy versus Optimal Factorizations

The maximum length of a dictionary element is an obvi-
ous upper bound to the multiplicative approximation factor
of any string factorization procedure with respect to the
optimal solution. We show that this upper bound is tight for
the greedy and semi-greedy procedures when the dictionary
is arbitrary. Such tightness is kept by the greedy procedure
even if the dictionary is prefix. Let baban be the input
string and let {a, b, bab, ban} be the dictionary. Then, the
optimal factorization is b, a, ban while bab, a, a, ..., a, ...a is
the factorization obtained whether the greedy or the semi-
greedy procedure is applied. On the other hand, with the
prefix dictionary {a, b, ba, bab, bak : 2 ≤ k ≤ n}, the
optimal factorization ba, ban is computed by the semi-
greedy approach while the greedy factorization remains the
same. These examples, obviously, prove our statement on
the tightness of the upper bound.

C. The Finite State Machine Implementation

We show the finite state machine implementation pro-
ducing the on-line greedy factorization of a string with
an arbitrary dictionary. The most general formulation for

2Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4
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a finite state machine M is to define it as a sixtuple
(A,B,Q, δ, q0, F ) with an input alphabet A, an output
alphabet B, a set of states Q, a transition function δ :
QxA− > QxB∗, an initial state q0 and a set of accepting
states F ⊆ Q. The trie storing the dictionary is a subgraph of
the finite state machine diagram. It is well-known that each
dictionary element is represented as a path from the root to
a node of the trie where edges are labeled with an alphabet
character (the root representing the empty string). The edges
are directed from the parent to the child and the set of
nodes represent the set of states of the machine. The output
alphabet is binary and the factorization is represented by a
binary string having the same length of the input string. The
bits of the output string equal to 1 are those corresponding to
the positions where the factors start. Since every string can
be factorized, every state is accepting. The root represents
the initial state. We need only to complete the function δ,
by adding the the missing edges of the diagram. The empty
string is associated as output to the edges in the trie. For
each node, the outcoming edges represent a subset of the
input alphabet. Let f be the string (or dictionary element)
corresponding to the node v in the trie and a an alphabet
character not represented by an edge outcoming from v. Let
fa = f1 · · · fk be the on-line greedy factorization of fa and
i the smallest index such that fi+1 · · · fk is represented by a
node w in the trie. Then, we add to the trie a directed edge
from v to w with label a. The output associated with the
edge is the binary string representing the sequence of factors
f1 · · · fi. By adding such edges, the machine is entirely
defined. Redefining the machine to produce the compressed
form of the string is straightforward.

III. PREVIOUS WORK

Given an arbitrary dictionary, for every integer k greater
than 1 there is an O(km) time, O(n/km) processors dis-
tributed algorithm factorizing an input string S with a cost
which approximates the cost of the optimal factorization
within the multiplicative factor (k+m−1)/k, where n and
m are the lengths of the input string and the longest factor
respectively [12]. However, with prefix dictionaries a better
approximation scheme was presented in [21], producing a
factorization of S with a cost approximating the cost of
the optimal factorization within the multiplicative factor
(k + 1)/k in O(km) time with O(n/km) processors. This
second approach was designed for massively parallel archi-
tecture and is suitable for extreme distributed systems, when
the scale is beyond standard large values. On the other hand,
the first approach applies to standard small, medium and
large scale systems. Both approaches provide approximation
schemes for the corresponding factorization problems since
the multiplictive approximation factors converge to 1 when
km converge to n. Indeed, in both cases compression is
applied in parallel to different blocks of data independently.

Beyond standard large scale, adjacent blocks overlap and the
neighborhoods of the boundaries are preprocessed.

To decode the compressed files on a distributed system,
it is enough to use a special mark occurring in the sequence
of pointers each time the coding of a block ends. The input
phase distributes the subsequences of pointers coding each
block among the processors. Since a copy of the dictionary
is stored in every processor, the decoding of the blocks is
straightforward.

In the following two subsections, we describe the two
approaches. Then, how to speed up the preprocessing phase
of the second approach is described in the last subsection.
In the next section, we present new results by arguing that
we can relax on the requirement of computing a theoretical
approximation of optimal compression since, in practice, the
greedy approach is optimal on data blocks sufficiently long.
On the other hand, when the blocks are too short since the
scale of the distributed system is beyond standard values, the
overlapping of the adjacent blocks and the preprocessing
of the neighborhoods of the boundaries are sufficient to
garantee the robustness of the greedy approach.

A. Standard Scale Distributed Systems

Given an input string of length n, we simply apply in
parallel optimal compression to blocks of length km, with
k integer greater than one and m maximum length of a
factor as stated at the beginning of this section. Every
processor stores a copy of the dictionary. For arbitrary
dictionary, we execute the dynamic programming procedure
computing the optimal factorization of a string in linear
time [1] (the procedure in [2] is pseudo-linear for fixed-
length coding and, even, super linear for variable length).
Obviously, this works for prefix and suffix dictionaries as
well and, in any case, we know the semi-greedy and greedy
approach are implementable in linear time. It follows that
the algorithm requires O(km) time with n/km processors
and the multiplicative approximation factor is (k+m−1))/k
with respect to any factorization. Indeed, when the boundary
cuts a factor the suffix starting the block and its substrings
might not be in the dictionary. Therefore, the multiplicative
approximation factor follows from the fact that m − 1 is
the maximum length for a proper suffix as shown in Fig. 2
(sequence of plus signs in parentheses). If the dictionary is
suffix, the multiplicative approximation factor is (k+1))/k
since each suffix of a factor is a factor.

+(+++++++)
———————/——————————–

Figure 2. The making of the surplus factors.

The approximation scheme is suitable only for standard
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scale systems unless the file size is very large. In effect,
the block size must be the order of kilobytes to guarantee
robustness. Beyond standard large scale, overlapping of
adjacent blocks and a preprocessing of the boundaries is
required as we will see in the next subsection.

B. Beyond Standard Large Scale

With prefix dictionaries a better approximation scheme
was presented in [21]. During the input phase blocks of
length m(k + 2), except for the first one and the last one
which are m(k+1) long, are broadcasted to the processors.
Each block overlaps on m characters with the adjacent block
to the left and to the right, respectively (obviously, the first
one overlaps only to the right and the last one only to the
left).

We call a boundary match a factor covering positions in
the first and second half of the 2m characters shared by
two adjacent blocks. The processors execute the following
algorithm to compress each block:

• For each block, every corresponding processor but
the one associated with the last block computes the
boundary match between its block and the next one
ending furthest to the right, if any;

• each processor computes the optimal factorization from
the beginning of its block to the beginning of the
boundary match on the right boundary of its block (or
the end of its block if there is no boundary match).

++(++++++)
———————/——————————–

xxxxxxxxxxx
..................

Figure 3. The making of a surplus factor.

Stopping the factorization of each block at the beginning
of the right boundary match might cause the making of
a surplus factor, which determines the multiplicative ap-
proximation factor (k + 1)/k with respect to any other
factorization. Indeed, as it is shown in Fig. 3, the factor in
front of the right boundary match (sequence of x’s) might
be extended to be a boundary match itself (sequence of
plus signs) and to cover the first position of the factor after
the boundary (dotted line). Then, the approximation scheme
produces a factorization of S with a cost approximating the
cost of the optimal factorization within the multiplicative
factor (k+1)/k in O(km) time with O(n/km) processors.

In [21], it is shown experimentally that for k = 10 the
compression ratio achieved by such factorizarion is about the
same as the sequential one and, consequently, the approach

is suitable for extreme distributed systems, as we will explain
in the next section.

C. Speeding up the Preprocessing

The parallel running time of the preprocessing phase
computing the boundary matches is O(m2) by brute force.
To lower the complexity to O(m), an augmented trie data
structure is needed. For each node v of the trie, let f
be the dictionary element corresponding to v and a an
alphabet character not represented by an edge outcoming
from v. Then, we add an edge from v to w with label a,
where w represents the longest proper suffix of fa in the
dictionary. Each processor has a copy of this augmented
trie data structure and first preprocess the 2m characters
overlapped by the adjacent block on the left boundary and,
secondly, the ones on the right boundary. In each of these
two sub-phases, the processors advance with the reading of
the 2m characters from left to right, starting from the first
one while visiting the trie starting from the root and using
the corresponding edges. A temporary variable t2 stores the
position of the current character during the preprocessing
while another temporary variable t1 is, initially, equal to t2.
When an added edge of the augmented structure is visited,
the value t = t2−d+1 is computed where d is the depth of
the node reached by such edge. If t is a position in the first
half of the 2m characters, then t1 is updated by changing its
value to t. Else, the procedure stops and t2 is decreased by
1. If t2 is a position in the second half of the 2m characters
then t1 and t2 are the first and last position of a boundary
match, else there is no boundary match.

IV. THE GREEDY APPROACH

In practice, greedy factorization is nearly optimal. As
a first approach, we simply apply in parallel left to right
greedy compression to blocks of length km. With standard
scale systems, the block size must be the order of kilobytes
to guarantee robustness. Each of the O(n/km) processors
could apply the finite state machine implementation of
subsection II.C to its block.

Beyond standard large scale, overlapping of adjacent
blocks and a preprocessing of the boundaries are required
as for the optimal case. Again, during the input phase
overlapping blocks of length m(k+2) are broadcasted to the
processors as in the previous section. On the other hand, the
definition of boundary match is extended to those factors,
which are suffixes of the first half of the 2m characters
shared by two adjacent blocks. The following procedure,
even if it is not an approximation scheme from a theoretical
point of view, performs similarly (observe that, in this case,
we compute the longest boundary match rather than the one
ending furthest to the right):

• For each block, every corresponding processor but
the one associated with the last block computes the
longest boundary match between its block and the next
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one;

• each processor computes the greedy factorization from
the end of the boundary match on the left boundary of
its block to the beginning of the boundary match on
the right boundary.

To lower the parallel running time of the preprocessing
phase to O(m), the same augmented trie data structure, de-
scribed in the previous section, is needed but, in this case, the
boundary matches are the longest ones rather than the ones
ending furthest to the right. Then, besides the temporary
variables t1 and t2, employed by the preprocessing phase
described in the previous section, two more variables τ1 and
τ2 are required and, initially, equal to t1 and t2. Each time
t1 must be updated by such preprocessing phase, before it
the value t2−t1+1 is compared with τ2−τ1. If it is greater
or τ2 is smaller than the last position of the first half of the
2m characters, τ1 and τ2 are set equal to t1 and t2−1. Then,
t1 is updated. At the end of the procedure, τ1 and τ2 are the
first and last positions of the longest boundary match. We
wish to point out that there is always a boundary match that
is computed, since the final value of τ2 always corresponds
to a position equal either to one in the second half of the
2m characters or to the last position of the first half. Again,
after preprocessing each of the O(n/km) processors could
apply the finite state machine implementation of subsection
II.C to its block.

The approach is nearly optimal for k = 10, as the ap-
proximation scheme of previous section. The compression
ratio achieved by such factorizarion is about the same as
the sequential one. Considering that typically the average
match length is 10, one processor can compress down to 100
bytes independently. This is why the approximation scheme
was presented for massively parallel architecture and the
approach, presented in this section, is suitable for extreme
distributed systems, when the scale is beyond standard large
values. Indeed, with a file size of several megabytes or more,
the system scale has a greater order of magnitude than the
standard large scale parameter. We wish to point out that the
computation of the boundary matches is very relevant for
the compression effectiveness when an extreme distributed
system is employed since the sub-block length becomes
much less than 1K. With standard large scale systems the
block length is several kilobytes with just a few megabytes
to compress and the approach using boundary matches is
too conservative.

V. CONCLUSION

We presented parallel implementations of the greedy
approach to dictionary-based static text compression suit-
able for standard and non-standard large scale distributed
systems. In order to push scalability beyond what is tradi-
tionally considered a large scale system, a more involved

approach distributes overlapping blocks to compute bound-
ary matches. These boundary matches are relevant to main-
tain the compression effectiveness on a so-called extreme
distributed system. If we have a standard small, medium or
large scale system available, the approach with no boundary
matches can be used. The absence of a communication
cost during the computation guarantees a linear speed-up.
Moreover, the finite state machine implementation speeds
up the execution of the distributed algorithm in a relevant
way when the data blocks are large, that is, when the size of
the input file is large and the size of the distributed system
is relatively small. As future work, experiments on parallel
running times should be done to see how the preprocessing
phase effects on the linear speed-up when the system is
scaled up beyond the standard size and how relevant the
employment of the finite state machine implementation is
when the data blocks are very small.
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Abstract—In this work, we develop a splitting characteristic
method for solving multi-component atmospheric aerosol spatial
dynamics, which can efficiently evaluate aerosol spatial transports
by using large time step sizes. The method can compute the multi-
component aerosol distributions in high-dimensional domains
with large ranges of concentrations and for different aerosol
types. Numerical tests show the computational efficiency of the
proposed method. An actual simulation focusing on the sulfate
pollution is taken in the domain with a varying wind field. We also
simulate multi-component aerosol transports in a large area in the
southeast of America. The developed algorithm can be applied
for the large scale predictions of multi-component aerosols in
multi-regions and multi-levels in atmospheric environment.

Keywords–Atmospheric aerosol transport; Multi-component;
Splitting; Characteristic method; Efficiency; High accuracy.

I. INTRODUCTION

Global climate change and warming in atmosphere have
been widely recognized. As one of most important con-
stituents, aerosols have a direct radiative forcing by scattering
and absorbing solar and infrared radiation in atmosphere, while
they have an indirect radiative forcing associated with the
changes in cloud properties by decreasing the precipitation
efficiency of warm clouds. In these processes, the physical
states including the gas and aerosol phases (i.e., gas, liquid and
solid) and the composition of aerosols including the aerosol-
associated water mass, and the multi-components of aerosols
are of great significance. Numerical modeling has been playing
a key role in the study of aerosol processes and aerosol
concentration distributions in the atmospheric environment
prediction and the air quality control.

Aerosol transport model in atmosphere is a complex multi-
component system that involves several physical and chemical
processes, such as emission, transport, dispersion, aerosol
dynamics and aerosol chemistry processes. The studied area
usually covers a large region. Odman and Russell [12] studied
the URM model and the UAM-AIM model in the aerosol
simulation in the southern California. Grell et al. [5] developed
the WRF/Chem model and simulated the aerosol distributions
in the eastern United States and contiguous areas. Further
applications have been done to some areas in the Europe [11].
However, in these computations, very small time steps have
to be used in order to ensure the numerical stability of the

numerical schemes, which brings a huge cost of computation
and some limitation of applications. Therefore, it has been
an important task to develop efficient numerical algorithm for
multi-component aerosol transports.

In this paper, we present our new development of the
efficient splitting method for solving aerosol transports in
atmosphere. We consider general spatial aerosol transport
problems in atmosphere and develop the splitting characteristic
method for modeling multi-component aerosol transports. For
the spatial transport systems, we propose the characteristic
finite difference method to solve the transport process by
combining with the operator splitting technique to deal with
processes of emission, aerosol dynamics and chemical process.
The methods of characteristics to treat convection terms were
studied for high dimensional convection-diffusion problems in
porous media [1][2][4][9]. In this study, we take the important
advantages of both the characteristic method and the operator
splitting technique to solve the spatial aerosol transport dy-
namical system, which can be solved in parallel computation.
The developed method can efficiently compute the multi-
component aerosol transport dynamics in high-dimensional
domains with a large range of aerosol concentrations and for
different types of aerosols. Numerical tests show the computa-
tional efficiency of the proposed method for both the spatially
homogeneous aerosol dynamic problems and the spatial trans-
port aerosol dynamic problems. An actual simulation focusing
on the sulfate pollution is then taken in the domain with a
varying wind field. Finally, a simulation of multi-component
aerosol transports in a large area in the southeast of America
is taken, which shows clearly that city areas usually have
high PM2.5 concentration and marine aerosols have affection
in marine and coast areas. The developed algorithm can be
applied for the large scale predictions of multi-component
aerosols in multi-regions and multi-levels in environment.

The paper is arranged as follows. The mathematical model
of multi-component aerosol dynamics is presented in Section
II. The splitting numerical method is proposed for the multi-
component aerosol transport equations in Section III. Numeri-
cal simulations are given in Section IV. Some conclusions are
addressed in Section V.
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II. MULTI-COMPONENT AEROSOL DYNAMIC MODELS

The multi-component aerosol spatial transport models are:

∂cl
∂t

= −U · ∇cl +∇ · (K∇cl) + LAerosol(~c)

+ElEmission
(~x, v, t), l = 1, 2, · · · , s, (1)

cl(~x, v, t) = cINl (~x, v, t), ~x ∈ ΓIN , (2)
K∇cl · ~ν = 0, ~x ∈ ΓOUT , (3)
K∇cl · ~ν = 0, ~x ∈ ΓTOP , (4)
K∇cl · ~ν = El,g, ~x ∈ ΓGR, (5)
cl(~x, v, 0) = c0l (~x, v), (6)

where cl(~x, v, t) is the mass concentration of aerosol species
l at position ~x = (x, y, z) in space at time t, and at particle
volume v; ~c = (c1, c2, · · · , cs); c0l and cINl are initial and
inflow boundary values. Ω is a three dimensional rectangle
computational domain, and the boundary of the domain is
partitioned into ∂Ω = ΓIN ∪ ΓOUT ∪ ΓGR ∪ ΓTOP , where
ΓIN denotes the inflow lateral boundary, ΓOUT denotes the
outflow lateral boundary, ΓGR is the ground level portion of the
boundary, and ΓTOP is the top level portion of the boundary.
~ν is the unit outward normal to the boundary ∂Ω. The volume
interval is [Vmin, Vmax]. At v = Vmin, the concentrations of
aerosols are zero. El,g is the rate of ground level emission of
the specie.

III. THE SPLITTING NUMERICAL SCHEME

Let ∆t be the splitting time step size, and tn = n∆t.
In a time interval (tn, tn+1], the splitting numerical scheme
for the multi-component aerosol spatial transport problems is
proposed as:

Step 1. From cnl , the value at t = tn, solve the aerosol
emission process over (tn, tn+1]

∂cl
∂t

= ElEmission
(~x, v, t), (7)

cl(~x, v, t
n) = cnl (~x, v) ~x ∈ Ω. (8)

The emission rates of multi-component aerosol particles are
different due to differences in the emission characteristics of
emitted particles from a variety of natural and anthropogenic
sources. We can get the solution cn+1

l,emission of problem (7 )(8)
at t = tn+1.

Step 2. Solve the multi-component aerosol dynamic pro-
cess in (tn, tn+1] with cn+1

l,emission being the initial value at
t = tn.

∂cl
∂t

= LAerosol(c1, c2, · · · , cs; ~x, v, t) (9)

cl(~x, v, t
n) = cn+1

l,emission(~x, v), l = 1, 2, · · · , s. (10)

The aerosol process includes the aerosol dynamic processes
(condensation, coagulation), and the aerosol chemical pro-
cess. Numerical methods, such as modal methods, sectional
methods, and wavelet methods ([10]), can be used to solve
the aerosol dynamic process. The aerosol chemical process
is described by aerosol thermodynamic equilibrium equations,
which can be solved ISORROPIA II ([7]) and the moving-cut
HDMR method ([3] [8]). Denote the solution by cn+1

l,aero.

Step 3. From cn+1
l,aero as the value at t = tn, the spatial

transport process is solved in (tn, tn+1].

∂cl
∂t

= −U · ∇cl +∇ · (K∇cl), (11)

cl(~x, v) = cINl (~x, v, tn), ~x ∈ ΓIN , (12)

K
∂cl(~x, v)

∂ν
= 0, ~x ∈ ΓOUT , (13)

K
∂cl(~x, v)

∂ν
= 0, ~x ∈ ΓTOP , (14)

K
∂cl(~x, v)

∂ν
= El,g, ~x ∈ ΓGR, (15)

cl(~x, v, t
n) = cn+1

l,aero(~x, v). (16)

We propose a characteristic method to solve systems (11)-(16)
in this step. Finally, the solution cn+1

l is obtained at t = tn+1.

IV. NUMERICAL SIMULATION

We now give numerical simulations of the spatially ho-
mogeneous aerosol dynamics and the multi-component atmo-
spheric aerosol spatial transport dynamics.

Example 1.

We consider the spatially homogeneous three-component
aerosol dynamics of aerosol water, black carbon and sulfate
components. The initial values are tri-modal log-normal distri-
butions. The spatially homogeneous three-component aerosol
dynamic equations are

∂ci(m, t)

∂t
= LAerosol(~c) := ηic(m, t)−

∂(mηci)

∂m

+

∫ m−Mmin

Mmin

β(m,m−m′)ci(m, t)
c(m−m′, t)
m−m′

dm′

−ci(m, t)
∫ Mmax

Mmin

β(m,m′)
c(m′, t)

m′
dm′, (17)

ci(Mmin, t) = 0, t ∈ [0, T ], (18)
ci(m, 0) = c0i (m), m ∈ Ω, i = 1, 2, 3. (19)

where t > 0 is the time, and T > 0 is the time period; the
finite mass interval I = [Mmin,Mmax] where Mmin > 0 is
the minimal mass and Mmax > 0 is a finite maximal mass.
β(m,m′) is the coagulation kernel function. ηi(m, t) is the
growth rate of species i, η(m, t) =

∑3
i=1 ηi(m, t). ci(m, t)

is the mass concentration of aerosol species i and c(m, t) =∑3
i=1 ci(m, t). Eq. (17) forms a system of nonlinear integral-

differential equations on time and particle mass m.

Let

Fi

(
m, t, ci(m, t), c(m, t)

)
(20)

=

∫ m−Mmin

Mmin

β(m′,m−m′)ci(m′, t)
c(m−m′, t)
m−m′

dm′

−ci(m, t)
∫ Mmax

Mmin

β(m,m′)
c(m′, t)

m′
dm′.
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We propose the time second-order characteristic method for
the three-component aerosol dynamic equations (17) as

ck+1
i,h (m)− cki,h(m̄)

∆t
+ η

ck+1
i,h (m) + cki,h(m̄)

2

−ηi
ck+1
h (m) + ckh(m̄)

2
=

3

2
Fi

(
m̄, ci,h(m̄, tk), ch(m̄, tk)

)
−1

2
Fi

(
¯̄m, ci,h( ¯̄m, tk−1), ch( ¯̄m, tk−1)

)
,

i = 1, 2, 3, (21)

where m̄k and ¯̄mk−1 are the intersection points of the charac-
teristic curve at time level t = tk and t = tk−1 respectively.

TABLE I. COMPARISON OF ERRORS BY OUR METHOD AND S-C-FEM
FOR THE THREE-COMPONENT AEROSOL CONDENSATION PROBLEM WITH A

TRI-MODAL INITIAL DISTRIBUTION.

∆t (hour) T
8

T
16

T
32

T
48

Our method E∞ 5.1358e-3 1.3000e-3 3.3209e-4 1.4579e-4
Ratio - 1.9821 1.9688 2.0304
E2 3.2027e-3 7.9209e-4 1.9431e-4 8.4280e-5

Ratio - 2.0155 2.0273 2.0601

S-C-FEM E∞ 3.6335e-1 1.7538e-1 7.8061e-2 4.5141e-2
Ratio - 1.0509 1.1678 1.3508
E2 2.2616e-1 1.0915e-1 4.8613e-2 2.8123e-2

Ratio - 1.0510 1.1669 1.3498

We solve the general problem on the Ω = [5.236 ×
10−22, 5.236× 10−7]g and time interval [0, T ] = [0, 5] hours.
Table I presents the comparison of the errors and ratios in
time step of the predicted results by our method and the stan-
dard characteristics FEM scheme (S-C-FEM), for the three-
component problems with a same three-modal distribution for
each species. It is obvious that our method is of second-order
accuracy in time step but the standard characteristic finite
element method (S-C-FEM) is only of first-order accuracy in
time step.

The predicted mass concentration distributions of the of
aerosol water, black carbon and sulfate components are shown
in Fig. 1 for problem with different initial species distributions.
We can see that the peaks of the distributions of aerosol water,
black carbon and sulfate components change a lot during the
simulation. For example, at time T = 0, the mass distribution
of aerosol water has the highest peak value of 28.307 in the
accumulation mode, while at time T = 5, the highest peak
value is 175.28 located in the coarse mode. Due to the highest
condensation rate among the three species, the concentration of
aerosol water is the smallest at time T = 0 hour, but becomes
the largest at time T = 5 hours. For the distribution of the total
mass, we can see that the peak values keep almost unchange.

Example 2.

We then do a simulation to the spatial multicomponent
aerosol transport by the developed method, where the WRF
([13]) is used to provide the information of wind components,
temperature, pressure, water vapor, clouds, and rainfalls, etc.
The studied domain is a 2400 km×1800 km area centered
at 79.25◦W longitude and 43.40◦N latitude with the hori-
zontal grid dimension 40 (west-east)×30 (south-north) with
the spacing of 60 km, the vertical interval of the domain
consist of 27 layers up to approximately 20.1 km. The layers
of the aerosol transport model are aligned with the layers in
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Figure 1. Initial distributions of the mass concentrations of aerosol water,
black carbon and sulfate components (top) and the numerical solutions at time
T = 5 hours (bottom) for the multi-component condensation problem. The
condensation rates of the aerosol water (aw), black carbon (bc) and sulfate (sul)
are αaw = 1.6×10−8 hour −1, αbc = 7×10−9 hour −1, αsul = 3×10−9

hour −1, Mmin = 5.236× 10−22g, Mmax = 5.236× 10−7g.

the meteorological WRF model, with a vertical mesh interval
from 60 m near the surface to 1.5 km at the domain top. The
emission inventory used in the simulation is the EPA U.S.
National Emissions Inventory (NEI-05) [14]. The simulation
period presented here consists of the last 72 hours of a 108-
hour simulation.

Fig. 2 presents the hourly predicted concentrations of total
PM2.5 total mass and the sum of PM2.5 sulfate, ammonium,
nitrate, sodium and chloride concentrations in New York, the
rural and marine area, which show that these five species are
the mainly constituents of PM2.5 total mass, and the sum of
their concentrations determines the variation trends of total
concentration of PM2.5 total mass.

The variation of the nitrate concentration and temperature
of NY are presented in Fig. 3. Thus, it is obvious that low
temperatures are more favorable to the generation of the nitrate
particulate phase. This result agrees well with existing theories
and experiment.

Example 3.

Finally, we simulate multi-component aerosol spatial trans-
ports in a large regional area in the southeast of the America.
The studied domain is a 40×40 mesh grid, which centered
at 82.5◦W longitude and 36◦N latitude and the spacing is
20km. We take a 228 hours simulation and analyze numerically
the last 120 hours simulation results, which will limit the
influence of the default initial condition of chemical species
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Figure 2. Predicted concentrations of total PM2.5 mass concentration and the
sum of major species, PM2.5 sulfate, ammonium, nitrate, sodium and chloride
concentrations in New York, the rural and marine area.
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Figure 3. Comparisons of hourly predicted concentrations of PM2.5 nitrate
and temperature in New York.

(top)

(bottom)

Figure 4. The predicted ground-level concentration distributions of PM2.5

total mass (top) and ammonium (bottom) (µg m−3).

concentration. For transport process, the time step size is used
as 1800s for the characteristic finite difference method, and
the time step of the aerosol process step is used as 120s in the

system.

Fig. 4 and Fig. 5 show the averaged ground-level concen-
trations of PM2.5 total mass, nitrate, ammonium, chloride (µg
m−3). We can see that, nitrate accounts for a large portion
of the PM2.5 total mass in the predicted domain, and PM2.5

nitrate, ammonium generally have high concentrations near
cities. For instance, the area near Atlanta (84.39◦W, 33.67◦N)
has the highest predicted concentrations of PM2.5 nitrate and
ammonium, and total mass with over 7 µg m−3, 3 µg m−3,
and 22 µg m−3, respectively. Marine aerosol of chloride only
exists in the marine and coast area,which is 0.03 to 0.14 µg
m−3 for chloride from the coast to the open sea.

(top)

(bottom)

Figure 5. The predicted ground-level concentration distributions of nitrate
(top) and chloride (bottom) (µg m−3).

V. CONCLUSION

In this paper, we developed a characteristic method,
combining with the splitting technique, for multi-component
aerosol spatial transports which involve several physical and
chemical processes of advection, dispersion, emission, deposi-
tion and aerosol dynamic processes. The developed algorithm
is robust, efficient, and highly accurate for the spatially ho-
mogeneous aerosol dynamics and the spatial multi-component
aerosol transports, in which large time steps can be used in
simulation. A simulation of multi-component aerosol trans-
ports over an area in the northeast America was further done
by the algorithm. The 72-hour simulation results at the New
York, a rural area and a marine area show that the PM2.5

has the highest concentration among the three areas, while the
marine area has the lowest. The major species of aerosols in
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the New York and rural areas are sulfate, nitrate and ammonia,
while chloride and sodium make the most portion of the marine
aerosol. The results also exhibited that the nitrate concentration
varies inversely with the temperature. The comparisons of
simulation results with and without dry deposition provided the
fact that dry deposition makes great contribution to the aerosol
decrease, and has more influence to larger particles. Finally,
a real life multi-component aerosol transport simulation was
carried out over a large area in the southeast of America,
which showed that, city areas usually have high concentration
of PM2.5, and marine aerosols only have affection of marine
and coast areas. The developed algorithm can be applied
to efficiently simulate multi-component atmospheric aerosol
spatial transports in large domains.

ACKNOWLEDGMENT

The work was supported partially by Natural Sciences
and Engineering Research Council of Canada and by Natural
Science Foundation of China under grant 11271232.

REFERENCES

[1] T. Arbogast and Ch.-S. Huang, “A fully conservative Eulerian-
Lagrangian method for a convection-diffusion problem in a solenoidal
field”, J. Comput. Phys., vol. 229, 2010, pp. 3415-3427.

[2] M.A. Celia, T.F. Russell, I. Herrera, and R.E. Ewing, “An Eulerian-
Lagrangian localized adjoint method for the advection-diffusion equa-
tion”, Adv. Water Resour., vol. 13, 1990, pp. 187-206.

[3] Y. Cheng, D. Liang, W. Wang, S. Gong, and M. Xue, “An Efficient
Approach of Aerosol Thermodynamic Equilibrium Predictions by the
HDMR Method”, Atmos. Environ., vol. 44, 2010, pp. 1321-1330.

[4] J. Douglas Jr. and T.F. Russell, “Numerical methods for convection
dominated diffusion problems based on combining the method of
characteristics with finite element or finite difference procedures”,
SIAM Journal on Numerical Analysis, vol. 19, 1982, pp. 871-885.

[5] G.A. Grell, et al., “Fully coupled ‘online’ chemistry within the WRF
model”, Atmos. Environ., vol. 39, 2005, pp. 6957-6975.

[6] M.E. Gustafsson and L.G. Frantzrn, “Dry deposition and concentration
of marine aerosols in a coastal area, SW Sweden”, Atmospheric
Environment, vol. 30, 1996, pp. 977-989.

[7] C. Fountoukis and A. Nenes, “ISORROPIA II: a computationally effi-
cient thermodynamic equilibrium model for K+-Ca2+-Mg2+-NH+

4 -
Na+-SO2−

4 -NO−
3 -Cl−-H2O aerosols”, Atmos. Chem. Phys., vol. 7,

2007, pp. 4639-4659, doi:10.5194/acp-7-4639-2007.
[8] K. Fu, D. Liang, W. Wang, Y. Cheng, and S. Gong, “Multi-component

atmospheric aerosols prediction by a multi-functional MC-HDMR ap-
proach”, Atmospheric Research, vol. 113, 2012, pp. 43-56.

[9] D. Liang, C. Du and H. Wang, “A fractional step ELLAM approach to
high-dimensional convection-diffusion problems with forward particle
tracking”, Journal of Computational Physics, vol. 221, 2007, pp. 198-
225.

[10] D. Liang, Q. Guo, and S. Gong, “A new splitting wavelet method for
solving the general aerosol dynamics equations”, Journal of Aerosol
Science, vol. 39, 2008, pp. 467-487.

[11] U. Nopmongcol, et al., “Modeling Europe with CAMx for the Air Qual-
ity Model Evaluation International Initiative (AQMEII)”, Atmospheric
Environment, vol. 53, 2012, pp. 177-185.

[12] M.T. Odman and A.G. Russell, “A multiscale finite element pollutant
transport scheme for urban and regional modeling”, Atmospheric En-
vironment, vol. 25A, 1991, pp. 2385-2394.

[13] W.C. Skamarock, A description of the Advanced Research WRF version
3, NCAR Tech. Note NCAR/TN-475+STR, 2008.

[14] US Environmental Protection Agency, 2010, Technical Support Docu-
ment: Preparation of Emissions Inventories for the Version 4, 2005-
based Platform, Office of Air Quality Planning and Standards, Air
Quality Assessment Division.

11Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                           22 / 156



Reusable Modeling of Diagnosis Functions for Embedded Systems

Shingo Nakano, Tatsuya Shibuta, Masatoshi Arai, Noriko Matsumoto, Norihiko Yoshida
Graduate School of Science and Engineering

Saitama University
Saitama, Japan

Emails:{nakano, shibuta, arai, noriko, yoshida}@ss.ics.saitama-u.ac.jp

Abstract—This paper presents a technique to embed diag-
nosis functions in model-based design of embedded systems,
allowing designers to do this at early design stages, before
separation of hardware and software (HW/SW) implementations
and derivation of several variations. First, we develop some
simple monitoring functions suitable for both HW/SW based
on JTAG (Joint Test Action Group). Then, in order to identify
faulty components in a complex embedded systems where a
fault in a component can affect others, we employ a method
proposed by Kutsuna et al., which is based on “model-based
diagnosis” studied in the field of Artificial Intelligence. This paper
uses MATLAB/Simulink as a modeling framework, and employs
aspect-oriented approach for diagnosis description to promote
reuse of diagnosis function models. This method enables to locate
a fault source even if the fault propagates multiple modules.

Keywords—Embedded System Diagnoses; Aspect-Oriented Sys-
tems

I. I NTRODUCTION

Recently, embedded systems are getting large, complex,
distributed, and are composed of many components both in
HW/SW. When a system fails, specifying the source is difficult
because it often involves a number of components. Therefore,
by implementing a function of detecting failure and specifying
the source in the system, one can reduce cost and increase
running rate of the system by shortening the average time to
repair.

There exist various techniques based on studies of di-
agnosis of embedded systems, such as abstract model-based
diagnosis [1], modelling and verification [2], and health assess-
ment [3]. Additionally, we can effectively develop embedded
systems by adding diagnosis functions at design modeling
stages in accordance with model-based design, since we can
verify the model of the system, which includes these functions,
and generate source code from these models [4].

However, these techniques [1][2][3][4] have been studied
individually, so it is still not clear how they will be applied in
actual development of embedded systems.

This paper proposes a technique to implement diagnosis
functions that detect failed components, and embed them at
modeling stage. We aim to include diagnosis functionality
into embedded systems in a way that allows implementing
HW easily and with less resources. In this research, we use
MATLAB/Simulink [5] for modeling.

First, we describe a function getting Input and Output
(I/O) of component in the modeling stage of implementing
the HW/SW (referring to a method proposed by Irizuki et al.
[6] for monitoring the I/O) in order to get I/O needed for the

diagnosis. Then, we model and implement a diagnosis method
proposed by Kutsuna et al. [1] to locate the fault source.

Embedding of the diagnosis functions occurs at the mod-
eling stage using aspect-oriented programming. By using as-
pects, we can easily add modularized functions, and it is
possible to handle variations as well as make design more
effective.

The structure of the paper is as follows. In Section II, we
propose how to obtain the I/O of components and create a
model using MATLAB/Simulink. In Section III, we summarize
the diagnosis methods proposed in [1] and explain our method.
In Section IV, we describe how to apply diagnosis functions
to the target using aspects, since it enables function parts to be
reused. In Section V, we simulate proposed diagnosis functions
using a simple model to verify feasibility of this research.
Finally, in Section VI, we describe the conclusion and outline
future work of this study.

II. OBTAINING INPUT AND OUTPUT OF A COMPONENT

A. Idea

Our idea is that diagnosis requires Input and Output of a
component in an embedded system. In this research, we use
JTAG (Joint Test Action Group) [7], which is the standard
test access port and boundary scan architecture of IC chips to
obtain Input and Output.

B. JTAG

Irizuki et al. propose a method which monitors Inputs and
Outputs of an embedded system using JTAG to prevent mal-
function [6]. In JTAG, it is possible to I/O cells corresponding
to the respective I/O pins of the IC chip from outside. The
controller for JTAG test is standardized as TAP (Test Access
Port) Controller and has at least four serial interfaces: TCK
(Test Clock), TMS (Test Mode Select), TDI (Test Data In)
and TDO (Test Data Out).

Fig. 1 shows the structure of the IC chip according to
JTAG. Cells are placed between I/O pins of the IC and the
internal logic, and store the values of the I/O. Since cells are
implemented as cascading shift registers, it is possible to input
from TDI and output to TDO.

C. Abstract JTAG

JTAG is implemented in HW and does not involve com-
plex computations, therefore it is also suitable for embedded
systems with limited resources and functionality. However,
because of that, it is only possible to monitor Inputs and

12Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                           23 / 156



Outputs in HW. In this research, we propose getting Inputs
and Outputs needed for diagnosis at the modeling stage before
separation of HW/SW, since diagnosis is HW/SW-independent.
For this purpose, we make JTAG more abstract in the following
way.

• Inputs and Outputs go directly into an IC without
using cells.

• There is no need for instructions and instruction
register.

• The value of TMS is used for control, instead of TAP
controller.

• We obtain the whole value of the Input and Output
rather than obtaining it bit by bit.

• The value of TDI is shifted only after the shift in
values of the Input and Output.

D. Getting Inputs and Outputs with abstract JTAG

Abstract JTAG obtains Inputs and Outputs switching the
following two states of the value of TMS.

TMS=0: Inputs and Outputs of diagnosis target are stored
in cells.

TMS=1: Stored values are shifted.

Then, we get Inputs and Outputs using above states as
follows.

Step 1 Input and Output values are stored in cells
(TMS=0).

Step 2 Saved values are shifted to TDO (TMS=1).
Step 3 Repeat Step 2 times the number of Inputs and

Outputs.

E. Modeling in MATLAB/Simulink

In this research, we make JTAG more abstract and model
it in MATLAB/Simulink, which is widely used in embedded
system design.

If HW implementation is done according to this model,
it becomes identical or similar to JTAG. On the other hand,
if SW implementation is done according to this model, there
is no need for dynamic memory assignment, and control is
performed with fixed amount of memory (determined by the
number of Inputs and Outputs) using assignment operations
and control statements.

Fig. 1. IC chip construction based on JTAG.

III. L OCATING FAULTS BY MODEL-BASED DIAGNOSIS

A. Idea

If one component fails and outputs abnormal value in
embedded systems, from the outside it may look like multiple
components fail, since components that receive the output
also output abnormal values. This problem is known as fault
propagation problem, which makes it difficult to identify faulty
component in large-scale systems.

In this research, we use abstract model-based diagnosis [1]
to identify the faulty component.

B. Abstract model-based diagnosis

Model-based diagnosis is a framework for system diagnosis
that defines the behavior of each component and determines
whether components are normal or not using logical relations
derived from the structure of the system, and observations of
data flows through the system [8][9]. For this purpose, it uses
statements SD (System Description), OBS (Observations) and
DIAG (Diagnosis).

SD Statement indicating the logical relations derived
from the structure of the system.

OBS Statement which represents observations of data
flows through the system.

DIAG Statement which represents whether each compo-
nent is normal or not.

Model-based diagnosis is usually necessary to describe
the behavior of components. However, writing down exact
behavior of the software is difficult. To solve this problem,
abstract model-based diagnosis has been proposed [1]. There,
the logical relations derived from the configuration of the sys-
tem are acquired by using the formula ”outputs are normal if
components and inputs are normal”, so it becomes unnecessary
to write down the behavior of the components.

As an example, let us show the steps of the abstract model-
based diagnosis using an abstract model shown in Fig. 2 which
is used as example in [1]. First, SD is defined as follows.

SD ≡ {ok(C1) ∧ ok(a) ∧ ok(b) → ok(c) ∧ ok(d)}
∧{ok(C2) ∧ ok(c) → ok(e)}
∧{ok(C3) ∧ ok(d) → ok(f)} (1)

The first line of the equation (1) shows that outputsc, d
are normal ifC1 is normal and inputsa, b are normal.

Fig. 2. Example of an abstract model.
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In abstract model-based diagnosis, OBS is defined as a
result of checking whether each data is normal or not according
to some criteria. For example, ifc, e are abnormal and other
data are normal in Fig. 2, OBS is defined as follows.

OBS ≡ ok(a) ∧ ok(b) ∧ ¬ok(c)
∧ok(d) ∧ ¬ok(e) ∧ ok(f) (2)

As for the method for determining whether data is normal
or not, the following two are considered.

• Methods based on designers knowledge, such as spec-
ifying range or period within which the data must be
generated.

• Methods that are not based on knowledge, such as us-
ing statistical learning or data mining on accumulated
data, or building separate model for the interior of
the component and using formal methods like model
checking.

DIAG shows whether each component is normal or not,
and in case componentC1, C3 are abnormal and component
C2 is normal, DIAG is written as follows.

DIAG ≡ ¬ok(C1) ∧ ok(C2) ∧ ¬ok(C3) (3)

¬ok(C) means that the componentC is abnormal. There-
fore we will write DIAG as a list of abnormal components
in parentheses. For example, DIAG of the equation (3) is
represented as{C1, C3}.

Model-based diagnosis seeks appropriate DIAG from SD
and OBS. That is, it seeks DIAG based on the condition ”given
what DIAG, conflict does not occur between SD and OBS”,
which is represented by the following equation.

SD ∧OBS ∧DIAG = True (4)

When SD is given by the equation (1) and OBS is
given by the equation (2), possible values of DIAG are
{C1},{C1, C2},{C1, C3}, {C1, C2, C3}. Among all the pos-
sible DIAGs, minimal diagnosis is defined as the one which
contains minimal number of components that does not make
(4) contradicting. In the example above,{C1} is the minimal
diagnosis. Minimal diagnosis may also contain two or more
faulty components, which means that it is possible to identify
multiple faults.

As shown in the example above, in abstract model-based
diagnosis, sometimes multiple DIAGs are obtained for given
OBS and SD. In this case, we consider the probability of
multiple abnormal components at the same time to be small,
and abstract model-based diagnosis will output the DIAG
which is minimal number of abnormal components as the
diagnosis result. Thus, in example above, abstract model-based
diagnosis outputs a result showing thatC1 is abnormal.

C. Modeling in MATLAB/Simulink

We propose the way to model diagnosis systems using
abstract model-based diagnosis (in particular, dealing with
OBS) similar to modeling the acquisition of Inputs and Outputs
in Section II, so that diagnosis is implemented independent
from HW or SW.

1) Placement of the diagnosis system:For example, we
place the diagnosis system for target model in Fig. 2 as shown
in Fig. 3. Here, Diagnosis Component (DC) stands for the
component that receives Inputs and Outputs of each component
from abstract JTAG (introduced in Section II) to determine
normality, and DCC (Diagnosis Component Center) stands for
the component that outputs OBS based on results from DCs.

2) Criteria of data normality: As mentioned in Section
III-B, in the abstract model-based diagnosis, there are two
types of methods for determining data normality. In this study,
we use the method based on designers knowledge with the
following two criteria.

1. Combination of Inputs and Outputs is determined
uniquely.

2. Inputs and Outputs must fall within a certain
range.

There is no established format describing information for
deciding whether Inputs and Outputs of each component are
normal or not in [1], so in this research, we use a matrix called
normal data matrix.

The normal data matrix is defined, as shown in Fig. 4. We
write the numbers of corresponding components to column
C, each input condition to columns of inputs (1,· · ·, m), each
output condition to columns of outputs (1,· · ·, n), and last two
columns contain position of the boundary between the Input
and Output data and the number of criteria.

DC determines whether Inputs and Outputs are normal or
not by corresponding criteria as following.

Fig. 3. Placement of diagnosis system.
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
C input 1 · · · input m output 1 · · · output n boundary between input and output criteria

x a1 · · · am b1 · · · bn m+ 1 y
...

...
.. .

...
...

. ..
...

...
...

x c1 · · · cm d1 · · · dn m+ 1 y


Fig. 4. Normal data matrix notation.

Criteria 1:

Step 1 Compose normal data matrix that contains com-
bination of the normal I/O of the diagnosis target
in each line.

Step 2 Given the observation values of I/O and values of
I/O values in normal data matrix, we choose the
ones that contain more identical values.

Step 3 Given the observation values and selected combi-
nation of I/O, we consider the same I/O as normal
and different ones as abnormal.

Criteria 2:

Step 1 Compose normal data matrix that contains the
smallest values of I/O of diagnosis target in a first
line, and the largest values in a second line.

Step 2 Define I/O that are within the range as normal and
others as abnormal.

3) Example of normal data matrix:As an example, here
we describe normal data matrix using the model from Fig. 3.

First, we assume that normality for Inputs and Outputs of
each component is determined as follows using two criteria
mentioned above.

C1: a is normal if−1 ≤ a ≤ 1. (Criteria 2)
C1: b is normal if−2 ≤ b ≤ 2. (Criteria 2)
C1: c is normal if0 ≤ c ≤ 1. (Criteria 2)
C1: d is normal if0 ≤ d ≤ 1. (Criteria 2)
C2: c,e are normal if value (c,e) is any of the following:

(0,0), (0,1), (1,0), (1,1). (Criteria 1)
C3: d,f are normal if value (d,f) is any of the following:

(0,−1), (0,1), (1,1), (1,−1). (Criteria 1)

Normal data matrices ofC1, C2, C3 are described as
follows.

Normal data matrix ofC1:(
1 −1 −2 0 0 3 2
1 1 2 1 1 3 2

)

Normal data matrix ofC2: 2 0 0 2 1
2 0 1 2 1
2 1 0 2 1
2 1 1 2 1



Normal data matrix ofC3: 3 0 −1 2 1
3 0 1 2 1
3 1 −1 2 1
3 1 1 2 1


4) Rapid increase in the size of normal data matrix:There

is a problem that normal data matrix size increases rapidly
with the number of I/O of a component and the number of
possible value combinations according to criteria 1. To address
this problem, we propose either creating a program describing
the combination of the normal I/O or using criteria 2. In order
to deal with situations where such approach is not possible, it
would be necessary to think of other criteria of data normality.

5) Procedures of DC and DCC:Procedures of DC and
DCC are described using normal data matrix as follows.

Procedure of DC:

Step 1 Obtain observed value of the I/O of the diagnosis
target from abstract JTAG.

Step 2 Get normal data matrix and choose normality
criteria.

Step 3 According to normality criteria, determine nor-
mality.

Step 4 Report each Input and Output as normal or not to
DCC.

Procedure of DCC:

Step 1 Get the information reported from the all DCs.
Step 2 Output OBS from reported information.

D. Modeling in MATLAB/Simulink

User-defined function block enables modeling diagnosis
functions in MATLAB/Simulink. Since users can write the
process of the block as a program, diagnosis system is modeled
by describing the process of DC and DCC like that.

IV. M ODULARIZE AND REUSE FUNCTIONS USING
ASPECTS

A. Idea

In this study, we propose embedding the diagnosis func-
tions by using aspects and model transformation, so that we
are able to reuse them. Because aspect can be applied after
the completion of the target model, changing the model and
adding functions can be done easily. Also, it allows variations,
such as implementation with just diagnosis functions removed.
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In this study, we use model transformation with aspects not
as specific means for embedding the diagnosis functions, but
in a way that enables to use it in the general model.

B. Model transformation with aspects

Aspect is a technique that is designed to extract and mod-
ularize process that is common in many models or programs.
Such process is called Crosscutting Concern [10], and while it
is difficult to modularize it only with modularization, aspects
perform well in this case.

Join point model, which is a representative model of the
aspect, consists of join point, pointcut and advice. Join point
is a ”point in code” to which aspect can be applied, and a set
of more than one join points is called pointcut. Advice is a set
of instructions that indicate what should be handled by aspect
code. Aspect can be applied to the target program at compile
time or at a run time. Action that adds the functionality defined
by advice to a join point specified by a pointcut is called weave,
and the utility which performs weave is called weaver.

Models created with MATLAB/Simulink are stored as a
code on a layer-structured document. Therefore, in this study,
we perform model transformation by changing the contents of
the code with aspects. That is, we indicate certain location
in code as a pointcut, and change internal structure of model
by changing the contents of the code with advice (Fig. 5).
For embedding the diagnosis functions modeled by MAT-
LAB/Simulink, we apply aspect that adds blocks, lines and
branches of line needed for diagnosis. However, since weaver
that can be used in aspect applying is currently incomplete,
we apply aspects by hand.

Since the amount of components and the amount and names
of each component’s I/O are different depending on diagnosis
targets, it is difficult to design common embedding diagnosis
functionality. Therefore, we divide diagnosis functionality ac-
cording to target and common parts, and modularize common
parts together. This way we can design efficiently only by
changing the point of embedding common part of diagnosis
functionality.

In this study we use MATLAB/Simulink for describing
model in XML, since we describe aspect using XML format
also. The outline of description is shown in Fig. 6. Here,
the entire aspect is contained in⟨aspect⟩ tag, description of
pointcut is contained in⟨pointcut⟩ tag, and advice is contained
in ⟨advice⟩ tag. When adding block and line, join point is
represented by target system, and for the branches of line,

Fig. 5. Model transformation with aspects.

join point is represented by a target line. The action in advice
is selected according to type. In this study, the type can be
block-add, line-add and branch-add.

V. EXPERIMENTS

A. Details of the experiment

We verify feasibility of proposed method using simple test
model. As test model, we use Wave.mdl [11] shown in Fig. 7.

Here, TwiceComponent has input of sine wavea with am-
plitude of 1. We regard this component asC1. C1 outputs sine
wave b with amplitude twice as large asa. Add Component
has inputs of sine wavec with amplitude of 1 and sine wave
b which is the output ofC1. We regard this component asC2.
C2 outputsd which is the sum of sine wavesb andc. We set
time step for performing Input and Output to 0.1, and perform
simulation from 0.0 till 6.0.

We embed diagnosis functions to Wave.mdl, and we iden-
tify the component that is causing error by obtaining I/O of
C1 andC2 and detecting error for each component.

We made WaveDCC JTAG.mdl shown in Fig. 8, which
models the embedding diagnosis functionality. Diagnosis mod-
ules may look complicated in the figure, but actually they have
a simple structure and does not require much resources to
implement.

Criteria for deciding whether Inputs and Outputs of each
component are normal or not are as follows.

C1: a is normal if−1 ≤ a ≤ 1. (Criteria 2)
C1: b is normal if−2 ≤ b ≤ 2. (Criteria 2)
C2: b is normal if−2 ≤ b ≤ 2. (Criteria 2)
C2: c is normal if−1 ≤ c ≤ 1. (Criteria 2)
C2: d is normal if−3 ≤ d ≤ 3. (Criteria 2)

Fig. 6. Outline of aspect description.

Fig. 7. Test model: Wave.mdl.
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Fig. 8. Model: WaveDCC JTAG.mdl.

TABLE I. T HE DETAILS OF CAUSING ERRORS

Time Position Error details
1.0 C1 Multiplies input a by 5.
3.0 C2 Multiplies input b by −1 before addition.

4.0 ∼ 5.0 C2 Multiplies input c by 3.
5.0 C1 Multiplies input a by −4.

TABLE II. D IAGNOSIS RESULT

Time Input and Output Component
0.0 All normal All normal

1.0
Outputb in C1, input b and
outputd in C2 are abnormal C1 is abnormal

2.0 All normal All normal
3.0 All normal All normal
4.0 Outputd in C2 is abnormal C2 is abnormal

5.0
Outputb in C1, input b and
outputd in C2 are abnormal C1 is abnormal

The diagnosis is performed at time steps 0.0, 1.0, 2.0, 3.0,
4.0 and 5.0. In addition, we raise errors shown in Table I and
verify whether diagnosis function can detect them.

B. Experiment results

Experiment results are shown in Table II. The results at 0.0,
1.0, 2.0 and 4.0 are all successful. However, the results at 3.0
and 5.0 show abnormalities. First, at 3.0, outputd is supposed
to become abnormal because we introduced an error toC2, but
the error was not detected, since it did not exceed the range
of normal values that were used in the criteria. When using
criteria that check if Input and Output fall within a certain
range, we can see that detection is not possible if the error
does not make Input and Output exceed the range. In addition,
at 5.0, we caused an error in both theC1 andC2, but onlyC1

was identified as abnormal component. The reason for this is
that model-based diagnosis outputs minimal diagnosis. That is,
if several components become abnormal at the same time, only
the component that is the starting point would be identified as
abnormal.

VI. CONCLUSION AND FUTURE WORK

In this paper, we described abstract JTAG which monitors
I/O of component, and abstract model-based diagnosis which
identifies faulty component at modeling stage. We also pro-
posed model transformation using aspects for modularizing
and reuse of those functions. This method enables to locate
a fault source even if the fault propagates multiple modules.

In the future, we will confirm the utility of proposed
method by actually generating HW and SW from MAT-
LAB/Simulink model and evaluating overhead and increase
in code size that is caused by embedding diagnosis functions.
In addition, since we currently calculate DIAG manually, we
need to automate it as well.
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Abstract—Rotations in three-dimensional Euclidean space can be
represented by the use of quaternions numerically efficient and
robust. In the present approach, rotational quaternions are used
as the primary quantities to describe the rotational degrees of
freedom for static and dynamic analysis of geometrically non-
linear beam-like structures. The classical concept of parametriza-
tion of the rotation matrix by the rotational vector is thus
completely abandoned. The consistent governing equations of the
beam in terms of the quaternion algebra are presented and several
quaternion-based numerical implementations are discussed.

Keywords–beam theory; non-linear geometry; quaternion alge-
bra; finite-element formulation, statics; dynamics

I. INTRODUCTION

Beams are important load-carrying members of various
engineering structures. A common characteristic of these struc-
tural elements is that one dimension is considerably longer than
the other two, which allows us to employ relatively simple
mathematical models to describe their geometry. Nevertheless,
modern demands for such structures impose the need to predict
accurately and efficiently large displacements and rotations and
finite strains that can occur during the deformation. Therefore,
the governing equations of the problem in general become non-
linear and too demanding to be solved analytically.

Efficient numerical implementation of three-dimensional
non-linear beam elements is still a challenge for researches.
Most of the problems in non-linear beam formulations reported
in literature stem from the properties of three-dimensional
rotations that are directly or indirectly incorporated into the
methods. The non-linearity of three-dimensional rotations re-
quires a special treatment in parametrization, discretization,
interpolation and iterative update. It is crucial for the overall
efficiency of the finite element formulation that in all these
procedures a sufficient attention is paid to the properties of
rotations.

Among various existing non-linear beam theories we here
study the ‘geometrically exact beam theory’ also denoted
as ‘Cosserat theory of rods’ as introduced by Antman [1],
Reissner [2], and Simo [3]. We will especially focus on the
treatment of rotations in numerical implementation. There is a
number of possible ways of choosing the suitable representa-
tion or parametrization of rotations. Widely used are the three-
component parametrizations as we directly avoid any algebraic
constraints. Among such parametrizations a ‘rotational vector’
[4] seems to be very popular. Simo [3], Bottasso and Borri
[5], Jelenić and Crisfield [6] and many others employed the

rotational vector as the members of the primary unknowns. In
contrast to these models, Betsch and Steinmann [7] used the
director triad with constraints. By the use of directors several
disadvantages of the rotational vector, such as singularity and
strain non-objectivity, are avoided with the additional cost of
six constraint equations that need to be considered at each
node. An interesting alternative is the algebra of quaternions
that was only recently recognized as a suitable tool in three-
dimensional beam formulations [8]–[12].

Quaternions are elements of the four-dimensional Eu-
clidean space. By introducing an additional operation called
‘quaternion multiplication’ we are able to represent rotations
with quaternions. Only one additional degree of freedom in
such parametrization is sufficient to avoid singularities while
it introduces only one algebraic constraint that needs to be
satisfied. The equations of the beam need to be properly
transformed and all the steps in the numerical procedure need
to be taken in accord with the new configuration space. In
this work, we therefore present the derivation of the dynamic
governing equations of the three-dimensional beam in terms of
quaternions using an energy-consistent approach and discuss
the numerical implementation in terms of quaternion algebra
for statics and dynamics.

This paper is structured in the following manner. Section 2
introduces quaternion algebra and its properties. In Section 3,
we describe the mathematical model of the three-dimensional
beam. Kinematic equations are reviewed in Section 4. Section
5 introduces the continuous governing equations in terms of
quaternion algebra, while, in Sections 6 and 7, the finite-
element implementations for static and dynamic problems
are described, respectively, and some numerical examples are
given. The paper ends with concluding remarks.

II. QUATERNIONS

The set of quaternions IH is a four-dimensional Euclidean
linear space. Its elements are often presented as the sum of a
scalar and a vector, i.e., x̂ = s+

⇀
v =

(
s,
⇀
v
)

, s ∈ IR,
⇀
v ∈ IR3.

Addition and scalar multiplication are inherited from IR4. We
additionally introduce the quaternion multiplication

x̂ ◦ ŷ =
(
s c−⇀

v ·⇀w
)

+
(
c
⇀
v + s

⇀
w +

⇀
v ×⇀

w
)
, (1)

where ŷ = c +
⇀
w ∈ IH . Here (·) denotes the scalar product

and (×) denotes the cross-vector product in IR3.
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Any quaternion q, with unit norm (|q̂| = 1) can be
expressed in polar form as

q̂ = cos
ϑ

2
+ sin

ϑ

2

⇀
n,

∣∣∣⇀n∣∣∣ = 1, (2)

where ϑ is the angle of rotation and
⇀
n is the unit vector on

the axis of rotation. That is why we also call them rotational
quaternions. Let

⇀

b ∈ IR3 denote a three-dimensional vector
obtained by rotating vector

⇀
a ∈ IR3 by an angle ϑ about an

axis, defined by unit vector
⇀
n . Then a relationship between

the two vectors can be expressed as
⇀

b = q̂ ◦⇀a ◦ q̂ ∗, (3)

where q̂ ∗ = cos ϑ2 − sin ϑ
2

⇀
n is the conjugated quaternion.

III. MODEL OF A THREE-DIMENSIONAL BEAM

A three-dimensional beam, Fig. 1, is described by
the family of position vectors

⇀
r (x, t), x ∈ [0, L],

of the line of centroids and local orthonormal bases{
⇀

G1 (x, t) ,
⇀

G2 (x, t) ,
⇀

G3 (x, t)

}
describing the inclination of

cross-sections, which are assumed to preserve their shape and
area during the deformation.
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Figure 1. A three-dimensional beam.

After introducing a global orthonormal basis{
⇀
g 1,

⇀
g 2,

⇀
g 3

}
each local basis can be defined by the

rotation of the global one. In terms of the quaternion algebra,
the relation between the moving and the fixed basis can be
written as

⇀

Gi (x, t) = q̂ (x, t) ◦⇀g i ◦ q̂ ∗ (x, t) , i = 1, 2, 3. (4)

For computational purposes, vectors will be expressed with
respect to either of the two bases and the component descrip-
tion will be denoted by bold face symbols. For quaternions
a trivial extension of these two bases into quaternion space
together with the fourth base vector - the identity element
1̂ = 1 +

⇀
0 will be used. An arbitrary quaternion, x̂ = s+

⇀
v ,

can thus be expressed as

x̂ = s 1̂+v1
⇀
g 1 +v2

⇀
g 2 +v3

⇀
g 3 = S 1̂+V1

⇀

G1 +V2
⇀

G2 +V3
⇀

G3

and the components are represented by one-column matrices
x̂ and X̂, respectively. The relationship between the two
representations of any quaternion is given by

X̂ = q̂ ∗ ◦ x̂ ◦ q̂, x̂ = q̂ ◦ X̂ ◦ q̂ ∗. (5)

We will identify vectors and quaternions with zero scalar
part since any vector in IR3 can be treated as an element of
the four-dimensional Euclidean space:

v ≡ v̂ = [ 0 v1 v2 v3 ]
T
.

The hat over the symbol will be omitted when the first
component equals zero since the appropriate size of one-
column representation will always be evident from the context.

IV. KINEMATIC EQUATIONS

In Reissner-Simo beam theory [2] – [3], the resultant strain
measures at the centroid of each cross-section are directly
introduced and expressed with kinematic variables by the first
order differential equations. For describing the rate of change
of the position vector we introduce the translational strain

γ = r′ − γ0, Γ = q̂ ∗ ◦ r̂ ′ ◦ q̂ + Γ0, (6)

where γ0 and Γ0 are variational constants, determined from
the initial configuration of the beam. The differentiation of
equation (4) with respect to parameter x results in rotational
strain vector. In terms of quaternions, the rotational strain, also
called the curvature, is determined by

κ = 2q̂′ ◦ q̂ ∗, K = 2q̂ ∗ ◦ q̂′. (7)

Analogously we have

v =
·
r, V = q̂∗ ◦ ·

r ◦ q̂. (8)

describing the velocity in both descriptions. The time-
dependent analogy to curvature is the angular velocity vector:

ω = 2
·
q̂ ◦ q̂ ∗, Ω = 2q̂ ∗ ◦

·
q̂. (9)

Again, ω denotes the angular velocity with respect to the fixed
basis while Ω is its local basis representation.

The weak or linearized form of kinematic equations (6) and
(7) relating the variations of strains, displacements and rota-
tional quaternions will also be needed. They can be derived by
direct linearization of the strong form of kinematic equations,
which leads to

δrelΓ = (q̂ ∗ ◦ δr̂′ ◦ q̂) + 2q̂ ∗ ◦ (r̂′ × (δq̂ ◦ q̂ ∗)) ◦ q̂ (10)
δrelK = 2q̂ ∗ ◦ (δq̂ ◦ q̂ ∗)

′ ◦ q̂. (11)

Note that by (10)–(11) the relative or objective variations of
strains are defined. The objective variations are variations of
components with respect to the local basis where the changes
of are not taken into account. It is also interesting to observe
that the same equations can be obtained from the virtual work
principle as presented in [13].

A result similar to (7) is obtained after we express the
variation of the rotational vector ϑ = ϑn with the variation of
rotational quaternion. After a short derivation we obtain

δϑ = 2δq̂ ◦ q̂ ∗. (12)

The above result is crucial for the replacement of rotational
vectors with quaternions in any variational principle.
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V. THE CONTINUOUS GOVERNING EQUATIONS

Our goal is to express the governing equations in terms
of quaternions as the only rotational degrees of freedom.
Quaternions will serve as a suitable replacement for both
rotational vector and matrix. We will start from the weak form
of the dynamic equilibrium of a three-dimensional beam:

L∫
0

[
N (x, t) · δrelΓ (x, t) + M (x, t) · δrelK (x, t)

]
dx

=

L∫
0

[
ñ (x, t)− ρA··

r (x, t)

]
· δr (x, t) dx

+

L∫
0

[
m̃ (x, t)−R (x, t) Jρ

·
Ω (x, t)

−ω (x, t)×R (x, t) JρΩ (x, t)

]
· δϑ (x, t) dx

+ fL(t) · δr (L, t) + hL(t) · δϑ (L, t)

− f0(t) · δr (0, t) + h0(t) · δϑ (0, t) , (13)

where the term on the left hand side denotes the virtual work
of internal forces and the terms of the right hand side denote
the virtual work of external (applied) and inertial forces and
moments. N and M are the stress-resultant force and moment
vectors of the cross-section; ñ and m̃ are external distributed
force and moment vectors per unit of the initial length; ρ
denotes mass per unit of the initial volume; R is the rotation
matrix; A is the area of the cross-section; Jρ is the centroidal
mass-inertia matrix of the cross-section; f0, h0, fL and hL are
the external point forces and moments at the two boundaries,
x = 0 and x = L. For simplicity and clearness of the notation,
the dependency on x and t will be omitted.

We will replace any rotation matrix acting on a vector by
the quaternion-based rotation, see (3). Further, we will replace
the variation of the three-parameter rotational vector by the
variation of the four-parameter rotational quaternion using (12)
and rearrange the scalar product in the following manner:

w · δϑ = 2w · δq̂ ◦ q̂ ∗ = 2 (w ◦ q̂) · δq̂ (14)

for any vector w.
The four components of the rotational quaternion are

mutually dependent due to the unit norm condition. The unit
norm constraint is enforced in the model by the method of
Lagrangian multipliers. The constraint (q̂ · q̂ = 1) is first
multiplied by an arbitrary unknown scalar function λ (x, t),
independent on the primary unknowns, varied and integrated
along the length of the beam:

L∫
0

2λq̂ · δq̂ dx+

L∫
0

(q̂ · q̂− 1) δλ dx. (15)

Equation (13) is rewritten in terms of quaternion algebra and
(15) is added to finally get

L∫
0

[
N · δrelΓ + M · δrelK

]
dx

=

L∫
0

[
ñ− ρAr

··
r

]
· δr dx

+ 2

L∫
0

[
{m̃− q̂ ◦

(
Jρ

·
Ω
)
◦ q̂ ∗

−ω × (q̂ ◦ (JρΩ) ◦ q̂ ∗) } ◦ q̂

]
· δq̂ dx

−
L∫

0

2λq̂ · δq̂ dx−
L∫

0

(q̂ · q̂− 1) δλ dx+ fL · δrL

+ 2
(
hL ◦ q̂

)
· δq̂L − f0(t) · δr0 − 2

(
h0 ◦ q̂

)
· δq̂0.

(16)

A. The quaternion-based equations of dynamic equilibrium
Equation (16) represents the variational principle in which

the variations δrelΓ, δrelK, δr and δq̂ are not independent
functions. The weak kinematic constraints (10)–(11) are there-
fore inserted into (16) to employ the fundamental lemma of
the calculus of variations, which yields the continuous balance
equations of a three-dimensional beam in quaternion notation:

n′ + ñ−ρAr
··
r = 0 (17)[

m′ + r′ × n + m̃− q̂ ◦
(

Jρ
·
Ω

)
◦ q̂ ∗

−ω × (q̂ ◦ (JρΩ) ◦ q̂ ∗)− λ1̂

]
◦ q̂ = 0̂ (18)

q̂ · q̂− 1 = 0 (19)

together with the boundary conditions:

n0 − f0 = 0 (20)(
m0 − h0

)
◦ q̂0 = 0̂ (21)

nL − fL = 0 (22)(
mL − hL

)
◦ q̂L = 0̂. (23)

Here, n and m represent stress-resultant force and moment
vectors of the cross-section with respect to the fixed basis, i.e.

n = q̂ ◦N ◦ q̂ ∗, m = q̂ ◦M ◦ q̂ ∗. (24)

Equations (17)–(19) represent a system of eight governing
equations for eight unknown functions – three components of
displacement vector, four components of rotational quaternion
and the Lagrangian multiplier. Equation (17) is identical to
the standard linear momentum balance equation as it does
not depend on rotation. In contrast, the balance equation
(18) differs from the standard angular momentum balance
equation. Using the notation M for the standard form of
balance equation

M = m′ + r′ × n + m̃−RJρ
·
Ω− ω ×RJρΩ (25)

and replacing rotation matrix with rotational quaternion (3) in
(18), yields [

M− λ1̂
]
◦ q̂ = 0̂. (26)
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Equation (26) represents the extension of the angular momen-
tum balance equation to quaternion algebra as it follows from
generalized d’Alembert principle. After (26) is multiplied on
the right by q̂∗ and the unity of quaternion q̂ is considered,
we get

M̂ − λ1̂ = 0̂

or, equivalently,

λ = 0 (27)
M = 0, (28)

since M is a pure quaternion and λ is a scalar. Thus,
Lagrangian multiplier λ vanishes for this problem and it could
be eliminated from the set of unknown quantities iff the unity
of quaternions is satisfied. Note that the unit-norm constraint is
not neccessarily preserved after the discretization. When (19)
is exactly preserved by the solution procedure the standard
moment equilibrium equation can be used. Both approaches
will be presented in numerical formulations.

VI. NUMERICAL IMPLEMENTATIONS FOR STATICS

In static analysis, inertial terms in governing equations
vanish, which leads to a system of ordinary algebraic equa-
tions. In finite element approach, these differential equations
are replaced by a set of non-linear algebraic equations and
therefore the algebraic constraint for quaternions fits well into
the numerical solution method. The consistent quaternion-
based approach introduced eight equations (17)–(19) for eight
primary unknowns r, q̂ and λ. The increments of the primary
unknowns can be interpolated in a standard manner:

∆r (x) =
∑
i

Pi (x) ∆ri, ∆ri = ∆r (xi) (29)

∆q̂ (x) =
∑
i

Pi (x) ∆q̂i, ∆q̂i = ∆q̂ (xi) (30)

∆λ (x) =
∑
i

Pi (x) ∆λi, ∆λi = ∆λ (xi) , (31)

where xi ∈ [0, L], i = 0, 1, 2, ..., N + 1, with x0 = 0 and
xN+1 = L, are the discretization points and Pi(x) are the
interpolation functions. It is evident that such approach intro-
duces additional degrees of freedom, but we should stress that
the elements of the tangent-stiff matrix are computationally
relatively inexpensive to evaluate. We could expect that the
constraint (19) would enforce the unity of quaternions and
that a standard additive update can be used. Unfortunately,
the incremental quaternions are not unit, which leads to
severe numerical problems observed at iteration procedure
when solving discrete non-linear equations. The normalization
of incremental quaternions does not result in considerably
better convergence properties, but they are extremely improved
after employing the kinematically consistent update. To obtain
the updated rotational quaternion in a consistent manner, the
following formula directly derived from (12) is used

Dq̂i = cos
(∣∣∆q̂i ◦ q̂∗i

∣∣)+
sin
(∣∣∆q̂i ◦ q̂∗i

∣∣)
|∆q̂i ◦ q̂∗i|

∆q̂i◦ q̂∗i. (32)

The updated rotational quaternion is then obtained by multi-
plying two unit quaternions:

q̂i[n+1] = Dq̂i ◦ q̂i[n]. (33)

The update procedure preserves the unity of rotational quater-
nions at interpolation points. Between the interpolation points
the unity is enforced in the resultant sense as we demand
L∫
0

Pi (q̂ · q̂− 1) dx = 0.

For comparison reasons a similar model was proposed
but without introducing the additional Lagrangian multiplier
λ and by omitting the constraint (19). Such approach reduces
the number of degrees of freedom, but requires greater care
since the unit norm constraint of rotational quaternions is
preserved only pointwise at the interpolation nodes following
(32)–(33). To increase the accuracy of numerical integration we
employed the same update procedure also for the quaternions
at the integration nodes, which were additionally stored during
iteration.

Both approaches were proven to be computationally ef-
ficient and they both give very accurate results. It was ob-
served, however, that the second approach might face some
convergence problems, especially when a very high order of
interpolation is used. The first approach does not suffer from
such problems wich results in better efficiency and robustness.

A. Bending of 45◦ arch
We will present the results for the classical test problem

by Bathe and Bolourchi [14], see Figure 2.

�

�

�

O

�
�

Figure 2. 45◦ arch.

The circular arch with the radius 100 is located in the
horizontal plane and clamped at one end. The cross-section
is taken to be a unit square. The arch is subjected to a vertical
load F = 600 at the free end. The elastic and the shear moduli
of material are E = 107 and G = E/2.

TABLE I. FREE-END POSITION OF THE 45◦ BEND CANTILEVER.

formulation rX rY rZ
present, consistent, N = 1 15.29 47.42 53.47
present, consistent, N = 3 15.29 47.42 53.47
present, consistent, N = 7 15.29 47.42 53.47
present, consistent, N = 15 15.29 47.42 53.47
present, reduced, N = 1 15.91 46.98 53.94
present, reduced, N = 3 15.79 46.92 53.42
present, reduced, N = 7 15.74 47.15 53.43
present, reduced, N = 15 15.74 47.15 53.43
[14] 15.9 47.2 53.4
[3] 15.79 47.23 53.37
number of elements=8, N=number of internal points.
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In Table I, we compare the results for the position vector
of the free end of the cantilever. Eight straight elements of
various order were used to obtain the results of the present
formulation. The present results agree well with the results of
other authors. Slightly better behaviour of consistent formula-
tion with additional degree of freedom can be observed.

VII. NUMERICAL IMPLEMENTATIONS FOR DYNAMICS

In dynamics analysis, we base our model on the reduced set
of equations (17) and (28). To avoid obtaining the system of
the algebraic-differential equations we enforce the constraint
(19) as a part of numerical algorithm. Primary unknowns
are therefore only r (x, t) and q̂ (x, t) . They are replaced
by a set of one-parameter functions r i (t) = r (xi, t) and
q̂i (t) = q̂ (xi, t) at N + 2 discretization points from the
interval [0, L]. Similarly as for static case it is suitable to
introduce an interpolation of these functions with respect to
parameter x:

r (x, t) =
∑
i

Pi (x) ri (t) q̂ (x, t) =
∑
i

Pi (x) q̂i (t) .

(34)
Discretization with respect to x results in a system of
7 (N + 2) ordinary second-order scalar differential equations
for dynamic analysis for 7 (N + 2) unknown scalar functions
r i (t) and q̂i (t).

Several procedures are possible for the time discretization.
We have successfully employed the methods of the Runge-
Kutta family. Note that the standard methods for solving
systems of ordinary differential equations do not automatically
conserve the unit norm of the rotational quaternion. In order
to obtain the kinematically admissible results, the rotational
quaternions are normalized after each time step has been
completed.

An interesting alternative is to derive time integrators spe-
cially designed for rotational quaternions. Based on the stan-
dard Newmark scheme on the additive configuration spaces:

r[n+1] = r[n] + ∆tv[n] + ∆t2
[(

1

2
− β

)
·
v
[n]

+ β
·
v
[n+1]

]
v[n+1] = v[n] + ∆t

[
(1− γ)

·
v
[n]

+ γ
·
v
[n+1]

]
and the kinematically consistent update of quaternions (32)–
(33) the following scheme is obtained:

∆q̂[n] = q̂[n] ◦ 1

2

{
∆tΩ[n]

+∆t2

[(
1

2
− β

)
·
Ω

[n]

+ β
·
Ω

[n+1]
]}

q̂[n+1] =

[
cos
∣∣∣∆q̂[n] ◦ q̂[n]∗

∣∣∣
+

sin
∣∣∆q̂[n] ◦ q̂[n]∗

∣∣∣∣∆q̂[n] ◦ q̂[n]∗
∣∣ ∆q̂[n] ◦ q̂[n]∗

]
◦ q̂[n]

Ω[n+1] = Ω[n] + ∆t

[
(1− γ)

·
Ω

[n]

+ γ
·
Ω

[n+1]
]
.

For both schemes β ∈
[
0, 12
]

and γ ∈ [0, 1]. The upper indices
[n] and [n+ 1] denote the quantities at the previous and at the

current time, tn and tn+1, respectively, while ∆t = tn+1− tn
is the time increment.

A. Right angle cantilever
This example is taken from [15]. The geometry and loading

data are presented in Fig. 3. The remaining data reads:

A1 = A2 = A3 = A EA = GA = 106

J1 = J2 = J3 = J EJ = GJ = 103

Aρ = 1 Jρ = diag [ 20 10 10 ] .

50

21

t

L =10

A

B

L =10

F

F

Y

Z X

1

2

Figure 3. The right-angle cantilever beam subjected to out-of-plane loading.

The present results of the Newmark scheme-based method
were obtained using the mesh consisting of 2 × 10 elements
with three internal collocation points per element and the 6-
point Gaussian integration rule.
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Figure 4. The right-angle cantilever: The right-angle comparison of
displacements at point A.
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Figure 5. The right-angle cantilever: The right-angle comparison of
displacements at point B.
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On the whole time interval, [0, 30], we used the same time
step as Simo and Vu-Quoc [15]: ∆t = 0.25. The results based
on Runge-Kutta method were obtained for the mesh of 2× 12
elements with two internal collocation points per element and
the 4-point Gaussian integration rule. In contrast to Newmark
scheme, the time step is not fixed and varies with respect to
the prescribed local error tolerance, taken to be ε = 10−5.

After the loading is removed at t = 2, the cantilever
continues to vibrate freely, undergoing bending, torsion, axial
deformations and large rotations. As observed from Fig. 4 and
Fig. 5, the displacements are in a good agreement with [15],
particularly in the time interval [0, 15]. With time differences
between different time integrators become more evident.

VIII. CONCLUSION

Novel rotational-quaternion based approaches in finite-
element methods for analysis of spatial frame structures under
static and dynamic loads has been presented. The quater-
nion algebra was employed for the derivation of continuous
equations of dynamic equilibrium with a special consideration
of the unit norm constraint of rotational quaternion. Several
approaches in discretization of the system of governing equa-
tion in terms of quaternions and several solution approaches
are possible. The most suitable are the ones that are fully
in accord with the nature of three-dimensional rotations and
their quaternion representation. When properly treated the
quaternions were found to be a computationally efficient, and
robust tool for describing incremental and iterative rotations
in non-linear beams.
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Abstract—New applications of using bioluminescent proteins 
(BLPs) are constantly increasing in a variety of research fields 
such as protein engineering of using single-cell bioluminescent 
organisms to determine how animals move through water. In 
this study, we propose a knowledge acquisition method for 
characterizing BLPs and understanding their functions using a 
compact set of fuzzy rules. The rule set was obtained by 
designing an if-then fuzzy-rule-based bioluminescent protein 
classifier (named iFBPC) with physicochemical properties as 
input features. In designing iFBPC, feature selection, 
membership function design, and fuzzy rule base generation 
are all simultaneously optimized using an intelligent genetic 
algorithm (IGA). We used the same benchmark dataset for 
comparisons used in existing SVM-based prediction methods 
BLProt and PBLP using 100 and 15 features of 
physicochemical properties, respectively. The classifier iFBPC 
has two fuzzy rules (one for BLP and the other for non-BLP) 
and four physicochemical properties with test accuracy of 
74.82% where BLProt and PBLP have accuracies of 80.06% 
and 81.79%, respectively. The four physicochemical properties 
are structures, protein linkers, nucleation, and membrane 
proteins in the AAindex database. The analysis of 
characterizing BLPs was conducted based on knowledge of the 
fuzzy rule base. 

Keywords-bioluminescent proteins; feature selection; fuzzy 
rules; genetic algorithm; knowledge acquisition; 
physicochemical properties. 

I.  INTRODUCTION 

Bioluminescence of organisms occurs in diverse forms 
of morphology, with various mechanisms of light emission. 
Then the cited state of the emitter will emit light with a very 
short lifetime. After releasing the energy in the form of a 
photon, the reaction time just keep a few nanoseconds. At 
quite another situation, fluorophore is another substance, 
which can generate light. It can acquire its excitation energy 
in bypassing excitation of primary emitter. For example, the 
green flurocense protein (GFP) usually use the covalently 
bond of fluorophore. In Aequorea GFP [1], the post-
translational reaction of cyclization, dehydration and 
oxidation of Ser65-Tyr66-Gly67 [2] because the emitting 
light and hence it can be easily expressed in eukaryotic and 
prokaryotic orgasms without losing its emitting function. No 
coelenterate-specific enzymes are needed to join the 

reaction. Understanding physicochemical properties of the 
bioluminescent proteins (BLPs) may help improve the 
applications of BLPs. 

The experimental methods [3][4] to identify the BLPs 
could be often time-consuming expensive and have very 
limited scopes due to some restrictions for many enzymatic 
reactions. Recently, researchers have interests in 
computational methods, which have been developed to 
predict BLPs. 

Kandaswamy et al. [5] first proposed a predictive 
method, as known as BLProt, based on support vector 
machine (SVM) and physicochemical properties to predict 
BLPs. The three different filter approaches, ReliefF, 
infogain, and mRMR were utilized to identify the most 
informative features. In 2011, Huang et al. [6] proposed a 
novel method using the physicochemical properties (PBLP). 
In that work PBLP, an efficient algorithm inheritable bi-
objective genetic algorithm (IBCGA) [7] was used to select 
significant features, which could discriminate the two 
classes of BLPs. Recently, Zhao et al. [8] developed a new 
computational method to predict BLPs using a model based 
on position specific scoring matrix and auto covariance 
(PSSM-AC). Their results showed that accuracy of PSSM-
AC model was higher than BLProt and PBLP. The existing 
methods [5][6][8] can predict BLPs but suffer from 
obtaining human-interpretable knowledge from sequences. 

In our previous work, PBLP [6] investigates the optimal 
design of predictors for predicting from amino acid 
sequence using both informative features and an appropriate 
classifier. Furthermore, we obtained a set of relevant 
physicochemical properties can advance prediction 
performance. The proposed PBLP identified m=15 features 
of properties for predicting BLPs with an independent test 
accuracy of 81.79%. Since the set of 15 physicochemical 
properties performs well, we would apply it to acquire the 
rule-based knowledge for predicting and analyzing BLPs. 

In this paper, we design an interpretable fuzzy rule 
classifier based on the 15 physicochemical properties as 
features [6]. The proposed classifier with an accurate and 
compact fuzzy rule base using a scatter partition of feature 
space for BLPs is named iFBPC. Because BLPs from 
database [6] have the property of natural clustering, fuzzy 
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classifiers using a scatter partition of feature spaces often 
have a smaller number of rules than those using grid 
partitions. The design of iFBPC has three objectives to be 
simultaneously optimized: maximal classification accuracy, 
minimal number of rules, and minimal number of used 
physicochemical properties. In designing iFBPC, the 
flexible membership function, fuzzy rule, and 
physicochemical properties selection are simultaneously 
optimized. Huang et al. [9] applied an intelligent genetic 
algorithm (IGA) [10] to efficiently solve the design problem 
with a large number of tuning parameters. 

The iFBPC built with 2 rules and 4 physicochemical 
properties have fine training accuracy of 73.67% and test 
accuracy of 74.82%. These results are suggested that iFBPC 
provides the interpretable and confidant rules that can will 
identify the BLPs. The results show that the membrane 
protein properties are most important to BLPs and the amino 
acids prone to locate at terminal of the alpha-helix are not 
preferred in BLPs. This is might be caused from the working 
environment of BLPs and these results would also give the 
biologists the considerations about the protein engineering 
examinations for altering the BLP stability. 

The rest of this paper is organized as follows. Section II 
describes the materials and methods used. Section III 
describes the results and performance, and Section IV 
addresses the conclusions of this paper. Finally, the 
acknowledgement closes the article. 

II. MATERIALS AND METHODS 
We propose a fuzzy rule-based knowledge acquisition 

system based on interpretable if-than fuzzy classifiers 
(iFBPC). The design of iFBPC is provided with an accurate 
and compact fuzzy rule base using a scatter partition of 
feature space for bioluminescent protein data analysis. The 
framework is presented in Fig. 1. 

A. Dataset 

The bioluminescent proteins (BLPs) were extracted from 
Kandaswamy et al. [5]. More details about this data set can 
be found by [5][6][8]. After all, a total 441 BLPs are kept as 
positive dataset. The statistic of the training and test sets is 
shown in Table I. 300 BLPs are random selected from the 
441 positive dataset and served as training dataset. The 
others are served as testing dataset. 300 non-BLPs are also 
randomly picked from seed proteins of Pfam protein families. 
These proteins, served as negative dataset, are unrelated to 
BLPs. The negative testing dataset is composed of the 141 
non-BLPs Pfam protein families and are different from 
training non-BLPs. Finally, the testing dataset is composed 
of 141 BLPs and 141 non-BLPs.  

TABLE I - THE STATISTIC OF THE TRAINING/TEST SETS. 

Dataset Number of BLPs Number of non-BLPs 
Training 300 300 
Test  141 141 

B. Feature set 

Considering the BLPs data set, the set of m=15 
informative properties (PCPs) identified by PBLP performs 
best where the best solution with accuracy of 84.11% is used 
[6]. The PBLP is a systematic approach to automatically 
identify a set of physicochemical and biochemical properties 
in the AAindex database to design SVM-based classifiers for 
predicting and analyzing BLPs. The set of m=15 PCPs is 
identified by PBLP, we would apply it to acquire the rule-
based knowledge for predicting and analyzing BLPs data set. 
The set of 15 PCPs is described in Table II.   

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The framework of if-than fuzzy rule-based classifier for bioluminescent proteins (iFBPC). 
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TABLE II - THE PBLP INDENTED A SET OF M=15 

PHYSICOCHEMICAL PROPERTIES ON BLPs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
An FGPMF  with a single fuzzy set is defined as 

C. Acquisition of the rule-based knowledge 

The performance of iFBPC mainly arises from two 
aspects. One is to simultaneously optimize all parameters in 
the design of iFBPC where all the elements of the fuzzy 
classifier design have been transformed into parameters of a 
large parameter optimization problem. The other is to use an 
efficient optimization algorithm IGA, which is a specific 
variant of the intelligent evolutionary algorithm [10]. The 
intelligent evolutionary algorithm uses a divide-and-conquer 
strategy to effectively solve large parameter optimization 
problems. IGA is shown to be effective in the design of 

accurate classifiers with a concise fuzzy rule base using an 
evolutionary scatter partition of feature space [11]. 

The proposed iFBPC design involves: 1) flexible generic 
parameterized membership functions (FGPMFs) and a 
hyperbox-type fuzzy partition of feature space, 2) 
determining a fuzzy reasoning method and fuzzy if-then 
rules corresponding to fuzzy regions, and 3) determining a 
fitness function and a chromosome representation for using 
IGA to optimize the system’s tuning parameters. 


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where x ∈ [0, 1] and a ≤ b ≤ c ≤ d. Some illuminations of 
FGPMF are shown in Fig. 2. The variables a, b, c and d 
determining the shape of a trapezoidal fuzzy set are the 
parameters to be optimized. This transformative scheme of 
training patterns and the encoded parameters of the IGA’s 
chromosomes have been described more detail in previous 
research [9].  

D. Fuzzy if–then rule and Fuzzy reasoning method 

The following fuzzy if–then rule base for n-dimensional 
classification problems are used in the design of iFBPC: 

Rj : If x1 is Aj1 and . . . and xn is Ajn then class CLj with 
CFj,  j = 1, . . . , N. 
where Rj is a rule label, xi denotes a variable of 
physicochemical property, Aji is an antecedent fuzzy set, C 
is a number of classes, CLj ∈ {1, . . ., C} denotes a 
consequent class label, CFj is a certainty grade of this rule in 
the unit interval [0, 1], and N is a number of initial fuzzy 
rules in the training phase. In this study, C=2 (two classes 
for BLPs and non-BLPs), n=15 (initial number in the feature 
set to be selected), and N=3C (initial number in the rule set 
to be selected). 

To enhance interpretability of fuzzy rules, linguistic 
variables in fuzzy rules can be used. Each variable xi has a 
linguistic set U = {S (small), SM (small medium), M 
(medium), ML (medium large), L (large)}. Each linguistic 
value of xi equally represents 1/5 of the domain [0, 1]. 
Examples of linguistic antecedent fuzzy sets are shown in 
Fig. 3. 

 
 
 

Feature ID AAindex ID Description 
8 BHAR880101 Positional flexibilities of amino acid 

residues in globular proteins 
13 BROC820102 The isolation of peptides by high-

performance liquid chromatography 
using predicted elution positions 

18 BUNA790103 1H-nmr parameters of the common 
amino acid residues measured in 
aqueous solutions of the linear 
tetrapeptides H-Gly-Gly-X-L-Ala-OH

95 FINA910104 Physical reasons for secondary 
structure stability: alpha-helices in 
short peptides 

107 GEIM800111 Amino acid preferences for secondary 
structure vary with protein class 

202 NAKH920101 The amino acid composition is 
different between the cytoplasmic and 
extracellular sides in membrane 
proteins 

223 PALJ810101 Protein secondary structure 
310 RACS820111 Differential geometry and polymer 

conformation. 4. Conformational and 
nucleation properties of individual 
amino acids 

380 VENT840101 Hydrophobicity parameters and the 
bitter taste of L-amino acids 

439 PARS000102 Protein thermal stability: insights from 
atomic displacement parameters (B 
values) 

473 MITS020101 Amphiphilicity index of polar amino 
acids as an aid in the characterization 
of amino acid preference at membrane-
water interfaces 

475 TSAJ990102 The packing density in proteins: 
standard radii and volumes 

489 PUNT030101 A knowledge-based scale for amino 
acid membrane propensity 

491 GEOR030101 An analysis of protein domain linkers: 
their classification and role in protein 
folding 
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Figure 2. Illuminations of FGPMF: (a) a>0 and d< 1; (b) a<0<b, (c) b≦0; (d) b≦0 and c≧1. 

 

 
Figure 3. Examples of an antecedent fuzzy set Aji with linguistic values (L: low, ML: medium low, M: medium, MH: medium high, H: high): (a) Aji 

represents {ML, M, MH}; (b) Aji represents {ML, M, MH, H}, i.e., not Low; (c) Aji represents {L, ML, M, MH, H} or ALL. 

In the training phase, all the variables CLj and CFj are 
treated as parametric genes encoded in a chromosome and 
their values are obtained using IGA. The following fuzzy 
reasoning method is adopted to determine the class of an 
input pattern xp = (xp1, xp2, . . ., xpn) based on voting using 
multiple fuzzy if–then rules: 
Step 1: Calculate score SClassv (v = 1, . . . , C) for each class as 

follows: 
SClassv =    



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
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i
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where FC denotes the fuzzy classifier, and μji(·) 
represents the membership function of the antecedent 
fuzzy set Aji. 

Step 2: Classify xp as the class with a maximal value of SClassv. 
Notably, xp is classified into the BLP or non-BLP 

class for one iFBPC. The final classification of xp is 
determined using the proposed classifier iFBPC in the study. 

E. IGA to optimize the system’s tuning parameters 

A GA-chromosome consists of control GA-genes for 
selecting useful features and significant fuzzy rules, and 
parametric GA-genes for encoding the membership functions 
and fuzzy rules. The control GA-gene comprises two types 
of parameters. One is parameter rj, j=1,…N, represented by 
one bit for eliminating unnecessary fuzzy rules. The other is 
parameter fi, i=1,…N, represented by one bit or eliminating 
useless features. The parametric genes determine variables of 

three types:
 

t
jiV ∈ [0, 1], t=1, …, 5, for determining the 

antecedent fuzzy set Aji, CLj for determining the consequent 
class label of rule Rj, and CFj ∈ [0, 1] for determining the 
certainty grade of rule Rj , where j=1, …, N and i=1, …, n. A 
rule base with N fuzzy rules is represented as an individual. 
The detailed explanation of the chromosome representation 
and implementation can be referred to [9]. The design of an 
efficient fuzzy classifier is formulated as a large parameter 

optimization problem. Once the solution of IGA is obtained, 
an accurate classifier with a concise fuzzy rule base can be 
obtained. 

We define the fitness function of IGA for designing 
iFBPC as follows: 

max Fit(FC) = ACC − WrNr − WfNf                        (3) 
where Wr and Wf are positive weights. In this study, the 

fitness function is used to optimize the three objectives:  
1) to maximize the classification accuracy ACC,  
2) to minimize the number Nr of fuzzy rules, and  
3) to minimize the number Nf of selected features.  
The trade-off between prediction accuracy and conciseness 
of the rule base can be determined by tuning the weights Wr 
and Wf. For obtaining an easily-interpretable and compact 
knowledge rule base with concise iFBPC, the small values of 
Nr and Nf are preferred. Therefore, we used large values of 
penalty weights Wr = 0.6 and Wf = 0.1. If the high accuracy 
of an individual iFBPC is the most important objective, 
small values of penalty weights are preferred. The simulation 
results show that the weights Wr and Wf are not very 
sensitive to the accuracy of the obtained solutions using IGA. 
To further advance the prediction accuracy of predicting 
BLP is utilized. 

III. RESULTS 

The parameter settings of IGA [10] are Npop = 20, Pc = 
0.7, Ps =1−Pc, Pm = 0.01 and α = 15. Because the search 
space of the optimal design of iFBPC is proportional to the 
number Np of parameters to be optimized, the stopping 
condition is suggested to use a fixed number 100Np of fitness 
evaluations. 

A. Prediction performance evaluation 

The training samples with 15 properties in the dataset 
BLPs are represented as 15-dimensional feature vectors. This 
set of 15 physicochemical properties is identified by PBLPs 
[12]. Due to the non-deterministic characteristic of genetic 
algorithms, the average performance of 30 independent 
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iFBPC is given in Table III. The top six of high selected 
frequency PCPs in the 30 runs are shown in Table IV. 
 

TABLE III. THE AVERAGE VALUES OF 30 INDEPENDENT RUNS 
OF THE PROPOSED iFBPC. 

 
Training Test 

Accuracy. (%) Feature no. Rule no. Accuracy (%) 
73.67 3.67 2 74.82% 

 
TABLE IV. THE TOP SIX OF HIGH SELECTED FREQUENCY PCPs 

IN THE 30 RUNS. 
 
 
 
 
 
 
 
 
 
 

 

B. Rule-based knowledge 

We selected one iFBPC1 with best training accuracy in 
the independent 30 runs, to illustrate the rules for 
bioluminescent proteins mechanism. The iFBPC1 has 
training accuracies of 73.67%, the test accuracies of 74.82%, 
the feature numbers Nf of 4, and the rule numbers Nr of 2, 
respectively. The selected physicochemical properties are 
BHAR880101 (Protein linker), GEIM800111 (Structure), 
PUNT030101 (Membrane Protein) and FINA910104 
(Nucleation), shown in Fig 4. The fuzzy rules are 
linguistically interpretable as follows: 

Fuzzy Classifier iFBPC1: 
R1: if BHAR880101 is ALL, GEIM800111 is {medium, 

large}, PUNT030101 is {small, medium} and 
FINA910104 is {small, medium}, then BLPs with 
CF=0.714. 

R2: if BHAR880101 is ALL, GEIM800111 is ALL, 
PUNT030101 is {medium, large} and FINA910104 
is {medium, large}, then non- BLPs with CF= 0.267. 

 

 
Figure 4. Fuzzy rules of the selected 4 PCPs, the training ACC is 73.67% and testing ACC is 74.82%. Class: 1 for BLPs and 0 for non-BLPs. 

 

C. The physicochemical properties of BLPs 

The 15 informative PCPs are further classed into 5 
categories that are structures, hydrophobicity, protein 
linkers, nucleation and membrane proteins. The importance 
of bioluminescence protein versus protein linker, 
hydrophobicity, structure is documented in previous work 
[11][12]. The BLPs works, sometimes they will meet a 
hydrophobic environment that caused by the luciferin, a 
quite hydrophobic substance [13]. The rules, which could 
stabilized the structures of BLPs at hydrophobic 
environments, of membrane protein folding could be also 
considered. 

From the fuzzy rules, the BHAR880101, the structure of 
flexibility, and GEIM800111, aperiodic indices for 
alpha/beta-proteins, should be considered both in BLPs or 
non-BLPs. PUNT030101, a membrane protein properties, 
and FINA910104, the helix termination parameter at 

position, show reversed results in BLP and non-BLPs. In 
BLPs, the property, PUNT030101, should be small to 
medium. In original study [14] of this properties, the authors 
defined that a negative value indicated a high membrane 
propensity. This can be interpreted that the BLPs would 
have some properties that membrane proteins also have as 
mentioned in previous study [6].  

It is interesting that the FINA910104 also shows reversed 
results in BLPs and non-BLPs. This property, the index 
about the amino acids locate at the C-terminal of alpha-helix, 
is driven from the nucleus structure study. From previous 
study, some proteins mainly composed of beta-sheets will 
transform to alpha-helices in partial organic solvent 
suggesting that this kind of solvent could keep the alpha-
helical structure [15]. Forming the C-Capping will increase 
in alpha-helicity [16] and would cause the BLPs to form 
alpha-helix from native structures, which are not alpha-helix 
in such partial organic solvent. The BLPs would use the 

 BHAR880101 GEIM800111 PUNT030101 FINA910104 Class CF 

R1 1 0.714

R2 0 0.267

Freq.  Feature 
No. 

AAindex No.  Category 

20  489  PUNT030101  Membrane Protein 
17  202  NAKH920101 Membrane Protein
12  491  GEOR030101  Protein linker 
10  223  PALJ810101 Structure
10  475  TSAJ990102  Structure 
10  502  ZHOH040103 Hydrophobicity
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strategy that to avoid being composed of the amino acids, 
which favors to locate at the alpha-helix terminal and often 
forms the C-Capping structure to escape alpha-helixes. This 
can keep the original structure of BLPs away from the 
structural transformation and would maintain the biological 
function of BLPs. 

IV. CONCLUSION 

The iFBPC is a high performance sequence-based 
classifier for identifying the BLPs based on fuzzy-rule 
classifier. It provides a high confident fuzzy rule that could 
identify the BLPs well and also provide some useful 
knowledge. In BLPs, the membrane properties are important 
because BLPs work at the partial organic solvent, which will 
change the folding nature of proteins and make the proteins 
lose their functions. BLPs would use the strategy that 
avoiding being composed of the amino acids favoring to 
locate at the terminal of alpha-helices. This strategy could 
provide the protein engineers a new though for protein 
engineering. 
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Abstract—Based on the Takagi Sugeno (TS) fuzzy model of DC 

series motor, an integral controller is designed for controlling 

its speed. The nonlinear plant is converted into regional fuzzy 

models for which the control gains are found through a set of 

linear matrix inequalities (LMIs). The local fuzzy controllers 

are blended afterwards through parallel distributed 

compensation scheme to yield the final control law. MATLAB 

simulation results are presented to show the effectiveness of the 

designed controller. 

Keywords-DC series motor;TS fuzzy model;LMI integral 

controller;Parallel distributed compensation;MATLAB Simulink 

I.  INTRODUCTION 

DC series motor is constructed by placing the field circuit 
in series wit the armature circuit and is therefore a popular 
choice for wide variety of applications which require high 
torques at low speeds such as electric traction applications 
[1]-[3]. The mathematical model of this motor is nonlinear 
due to a square law relationship between the torque it 
produces and the current supplied to it. Another source of 
nonlinearity is the product of current and speed which 
constitutes the back EMF. The model can be linearized for 
small range of operation. However, the dynamic operation 
requires the nonlinear model for designing the motor 
controller. 

A variety of nonlinear control methods have been 
reported in literature for the speed control of dc series motors 
[4]-[15]. The use of feedback linearization technique is 
reported in [4]. Through nonlinear state transformation, a 
linear control law is designed to regulate the speed of the 
motor. A nonlinear observer for speed and load torque is also 
constructed based on the current measurements. The real 
time results of the proposed approach are also presented. 
Another nonlinear control method known as back stepping is 
employed in [8] to control the speed of dc series motor. By 
introducing the virtual control inputs in a recursive fashion, 
the control Lyapunov functions are found. An improved 
version of this method is reported in [9] for achieving better 
transient performance. 

The model free techniques such as fuzzy logic and neural 
networks have also been used for the control of dc series 
motors [10]-[13]. A PID-ANN controller in [10] acquires 
training data from a conventional PID controller and the 
trained controller drives the dc motor through a chopper. The 
controller is also implemented in real time using an 80C51 

microcontroller. A rule base fuzzy logic controller is 
described in [11] which employs speed and current 
controllers for dc series motor. Both the controllers accept 
error and change in error from the set points as inputs and 
generate the firing signals for thyristors after evaluating 49 
rules in the rule base. The performance of the designed fuzzy 
scheme shows improvement compared with classical PI 
control strategy. The power of fuzzy logic controller for 
speed of dc series motors is presented in [12] where a simple 
fuzzy logic controller with a single input and single output is 
shown to perform better than PI controller. 

This paper describes model based fuzzy control of dc 
series motor. Using Takagi-Sugeno fuzzy modeling 
approach, the nonlinear terms in the mathematical model are 
translated as fuzzy sets which yield a number of local linear 
models. A set of local controllers corresponding to these 
models are obtained after solving a set of LMIs which also 
guarantee the global stability of the control scheme. 
MATLAB simulations are performed to show the validity of 
the designed controller. The contribution of the paper lies in 
the design of integral fuzzy disturbance rejection controller 
for DC series motor with an objective to improve the 
transient performance of the system when load torque is 
changing frequently. The proposed controller clearly 
performs better than the pole placement state feedback 
controller as evident from the simulation results. 

We start by developing the TS fuzzy model of DC series 
motor in Section II. Controller design is presented in Section 
III followed by results in Section IV. Conclusions are drawn 
in Section V. 

II. TS FUZZY MODEL 

The motion model of DC series motor after neglecting 
the magnetic saturation in field circuit can be given as [9]: 

di
L u Ri Mi

dt
ω= − −                         (1) 

2

L

d
J Mi T

dt

ω
= −                         (2) 

2

e
T Mi=                          (3) 

E Miω=                          (4) 

where, ‘ i ’is the armature (or field) current, ‘ u ’is the 

terminal voltage, ‘ ω ’is the rotation speed of the motor, 

‘ L ’is the net armature and field circuit inductance, ‘ R ’is 
the net armature and field circuit resistance, ‘ J ’is the inertia 

associated with both the motor and the load, ‘ M ’is the 
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motor constant, ‘
L

T ’is the load torque, ‘
e

T ’is the 

electromagnetic torque, and ‘ E ’is the back EMF. The motor 
parameters are adopted from [9] and are listed in Table 1. 

Let, the state variables for the system be: 

1 2 1
, ,x x i y xω= = =                                                    (5) 

Using (5), the system equations (1)-(2) can be given as: 

21

2

Ldx TM
x

dt J J
= −           (6) 

2

2 1 2

dx M R u
x x x

dt L L L
= − − +                        (7) 

We can write (6)-(7) in matrix form as: 

[ ]

2
1 1

2
2 2

1

2

100

1

0

1 0

L

M
x

x xJ
u TJ

xM R
x x L

L L

x
y

x

•

•

 
      −      = + +           − −         

 
=  

 

       (8) 

The general form of (8) is given as: 

u d

y

•

= + +

=

x Ax B E

Cx
                        (9) 

where, ‘ A ’is the system matrix, ‘ B ’is the input vector, 
‘ E ’is the disturbance vector, ‘ x ’ is the system state vector, 

‘ u ’is the control input which is the motor voltage, ‘ d ’is the 

disturbance input which in this case is taken to be the load 
torque and ‘ C ’is the output vector.  

2

2

100

, ,1

0

M
x

J
J

M R
x L

L L

 
    −  = = = 
   − −       

A B E                (10) 

It can be seen from (10) that system matrix is state 
dependent. Thus, we will represent it in TS frame work. Let 

the state variable ‘
2

x ’ be taken as premise variable (also 

known as the scheduling variable) that takes on values in the 

interval [ ]2 2
,

L U
x x . Then we can define the two triangular 

fuzzy sets namely ‘
1

M ’and ‘
2

M ’ that will be centered at 

2L
x and 2U

x respectively, as shown in Fig. 1. Thus, we have 

two local subsystems given as: 

,   1, 2i i i i
u d i

•

= + + =x A x B E                                   (11) 

where, 

TABLE I.  DC SERIES MOTOR PARAMETERS 

Parameters Values 

R 1 Ω  

L 0.05 H 

M 0.027 H 

J 0.5 Kgm2 

 

Figure 1.  Fuzzy sets for the premise variable 

 

2

1 1 1

2

2

2 2 1 2 1

2

100

, ,1

0

0

, ,

L

L

U

U

M
x

J
J

M R
x L

L L

M
x

J

M R
x

L L

 
    −  = = = 
   − −       

 
 

= = = 
 − −
  

A B E

A B B E E    (12) 

Based on (11)-(12), the two rule TS-fuzzy model for the 
nonlinear DC series motor model (8) can be constructed as: 

Rule 1: IF ( )2
x t is 

1
M THEN 1 1 1 1

u d
•

= + +x A x B E  

Rule 2: IF ( )2
x t is 

2
M THEN 2 2 2 2

u d
•

= + +x A x B E  

The net TS-fuzzy model is then given as: 

( )( )( )
2

2

1

i i i i

i

h x t u d
•

=

= + +∑x A x B E                    (13) 

where, ( )( )2ih x t is the normalized firing strength of 

th
i rule.  

( )( )
( )( )

( )( )

2

2 2

2

1

i

i

i

i

w x t
h x t

w x t
=

=

∑
                    (14) 

where, ( )( )2iw x t is the firing strength of th
i rule. 

( )( ) ( )( )
2

2 2

1

0, 1
i i

i

w x t w x t
=

≥ =∑                     (15) 

III. TS FUZZY CONTROLLER 

The control objective here is to design a controller 

‘ u ’that will be able to maintain the reference speed ‘
ref

ω ’ 

by rejecting the jumping load torque disturbances. The 
employed control structure is shown in Fig. 2. From the 
integral controller in Fig. 2, we can write the error dynamics 
as: 

ref ref
yξ ω ω

•

= − = − +Cx                     (16) 

M1 M2 

x2L x2U 

x2 
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Figure 2.  Fuzzy LMI integral controller 

Combining (11) and (16), the augmented system 
dynamics can be given as: 

[ ]

0 0 0 1

0

i i i i i

ref

i

u d

y

ω
ξ

ξ

ξ

•

•

 
           = + + +           −         

 

 
=  

 

x A 0 x B E 0

C

x
C

       (17) 

The general form of (17) is given as: 

i i i i ref
u d ω

•

= + + +x A x B E F
∼ ∼ ∼ ∼ ∼ ∼

                    (18) 

The control rules for the augmented TS-fuzzy model (17) 

can be formulated as:Rule 1: IF ( )2
x t is 

1
M THEN 

( ) ( )1
u t t= −K x

∼ ∼

  

Rule 2: IF ( )2
x t is 

2
M THEN ( ) ( )2

u t t= − K x
∼ ∼

 

where, 
i i

i IK = − K K
∼

is the control gain for 
th

i rule. 

The overall TS-fuzzy control law will be given as: 

( ) ( )( ) ( )
2

2

1

i i

i

u t h x t t
=

= −∑ K x
∼ ∼

                    (19) 

In order to find the control gains ‘
i

K
∼

’ for the local fuzzy 

models, we impose certain performance constraints [15]. 
First, the controller should be able to minimize the effect of 
jumping load torque disturbances on the speed profile of the 
DC series motor i.e., ‘γ ’in the following inequality needs to 

be minimized:  

( )

( )

( )
2

2

0 2

sup
d t

y t

d t
γ

≠

≤                      (20) 

 
Second, the controller should provide good transient 

performance for disturbance rejection and reference tracking 
tasks. Thus, the states should decay at a rate ‘ α ’ which 

requires the derivative, ( )V t
•  
 
 

x
∼

 of quadratic lyapunov 

function, ( )
T

V t
 

= 
 

x x P x
∼ ∼ ∼

 to satisfy the following 

inequality:   

( ) ( )2V t V tα
•    

< −   
   

x x
∼ ∼

                    (21) 

Third, the control input should be realizable in real time, 
i.e.: 

( )
2

u t µ≤                       (22) 

For the design constraints in (20)-(22), the inequalities in 
(23)-(25) should hold for a symmetric positive definite 
matrix, 0P > . 

, , , ,

2

1

2

1
0

2

1

2

T T

c ij c ij c ji c ji

T

i j

i j

γ

  
− + + + ∗ ∗  

  
 

  − + ≥ 
  
 

  + 
  
 

A P P A A P P A

E E P I 0

C C 0 I

∼ ∼ ∼ ∼

∼ ∼

∼ ∼

 (23) 

, ,

, , , ,

2 0,

2 0,
2 2

T

c ii c ii

T

c ij c ji c ij c ji

i

i j

α

α

+ + < ∀

   
+ +   

   + + ≤ <

A P P A P

A A A A

P P P

∼ ∼

∼ ∼ ∼ ∼   (24) 

( )
( ) 2
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where, ‘ ∗ ’denotes the transposed entry, and 

,c ij i i j= −A A B K
∼ ∼ ∼ ∼

        (26) 
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The inequalities in (23)-(25) are not LMIs. However, 
they can be recast as LMIs through congruence 
transformation (which preserves the definiteness property) 
and intermediate matrix variables. By pre- and post-
multiplying (23)-(24) with matrices, 

{ }1
, ,diag

−=X P I I , 1−=Y P ,respectively and by defining 

1−=P P ,
i i

=Q K P
∼ ∼

,the control gains can be determined as:   

1

i i

−=K Q P
∼ ∼

                      (27) 

By considering, 
2

20
L

x = ,
2

200
U

x = , 0.2γ = , 5α = , 

230µ = ;the following control gains and  symmetric positive 

definite matrix are obtained using LMI toolbox of 
MATLAB: 

[ ]1
66.8561 4.9888 -350.7599=K

∼

                         (28) 

[ ]2
57.6915 6.0023 -332.9448=K

∼

                        (29) 

3

0.0421 -0.2594 0.0034

-0.2594 4.1790 -0.0006 10

0.0034 -0.0006 0.0006

 
 = × 
  

P                      (30) 

IV. RESULTS 

The designed controller is simulated in 
MATLAB/Simulink environment for various speed 
references and load torques. For a reference speed of 
80rad/sec and load torque of 50Nm, the simulation results 
are shown in Fig. 3. With the same load torque applied, the 
controller is made to track a set of reference speeds 
({90,100,110} rad/sec) while motor is already running at 
80rad/sec. The results for this case are shown in Fig. 4. Then 
a sequence of jumping load torques ({60,70,80}Nm) are 
applied while the motor is running at reference speed of 100 
rad/sec with initial load torque of 50Nm. The controller is 
able to reject the load torque disturbances as evident from 
Fig. 5.  

From the simulation results, the settling time for the 
controller is found to be 0.72 sec. The deviation from the 
reference speed is recorded to be 0.36 rad/sec when the load 
torque disturbance is applied in steady state and is rejected in 
0.64 sec by the two rule fuzzy controller. The ripples in the 

current are limited to ± 0.4A of the actual value during 
steady state. 

The ripples in the current and voltage can be reduced by 
employing a larger rule base controller which implies the 
need of using more membership functions covering the 
universe of discourse. 

The proposed TS FLC is also compared with pole 
placement controller (PPC). The pole placement controller is 
designed based on averaged system model for the same 

transient specifications ( 0.72 , 1.0
s

T s ξ= = ). The second 

order desired characteristic equation is therefore formed as: 
2 11.1 30.8025 0s s+ + = . The third pole is placed 20 times 

farther than the dominant closed loop poles. The comparison 
of TS-FLC and PPC for a reference speed of 50rad/sec is 
shown in Fig. 7. It can be observed that PPC shows both 

undershoot and overshoot while tracking the set speed. 
However, no overshoot is seen in case of TS-FLC. The 
rejection of load torque disturbances ({60,70,80}Nm) by 
both the controllers is shown in Fig. 7 while the motor is 
running at a reference speed of 50 rad/sec. The deviation in 
speed is found to be less in case of TS-FLC as compared to 
PPC.         

 

 
(a) 

 
(b) 

 
(c) 

Figure 3.  Simulation results for 
ref

ω = 80 rad/s and TL=50 Nm 
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Figure 4.  Simulation results for 
ref

ω = {90,100,110} rad/s and TL=50 Nm 
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(d) 

Figure 5.  Simulation results for 
ref

ω = 100 rad/s and TL= {60,70,80} Nm 

 

Figure 6.  Comparison results for 
ref

ω = 50 rad/s and TL=50 Nm 

 

Figure 7.  Comparison results for 
ref

ω = 50 rad/s and TL= {60,70,80} Nm 

V. CONCLUSIONS 

A simple two rule TS fuzzy model of the DC series 
motor is constructed followed by a two rule integral 
controller which shares the same premise membership 
functions as that of model. The control gains are determined 
through a set of LMIs which guarantee the closed loop 
stability of the system for fuzzy regions. The performance of 
the controller is evaluated through simulation runs in 
MATLAB environment for various reference speeds and 
load torque disturbances. Future work involves the design of 
type-2 fuzzy logic controller.     
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Abstract—This paper considers a classification of estimation of
rice planted area by using remote sensing data. The classification
method is based on a competitive neural network and the
sattelite data are remote sensing data observed before and
after planting rice in 1999 in Hiroshima, Japan. Three RADAR
Satellite (RADARSAT) and one Satellite Pour l’Observation de
la Terre(SPOT)/High Resolution Visible (HRV) data are used
to extract rice-planted area. Synthetic Aperture Radar (SAR)
back-scattering intensity in rice-planted area decreases from
April to May and increases from May to June. Thus, three
RADARSAT images from April to June are used in this study.
The SOM classification was applied the RADARSAT and SPOT
to evaluate the rice-planted area estimation. It is shown that
the Self-Organizing feature Map (SOM) of competitive neural
networks is useful for the classification of the satellite data by
SAR to estimate the rice planted area.

Keywords–Remote Sensing; RADAR Satellite; Synthetic Aper-
ture Radar; Self-Organizing Feature Map

I. INTRODUCTION

We have noticed that rice is the most important agricultural
product and widely planted in the wide area in Japan. But,
it is still difficult to estimate rice-planted areas every year.
Therefore, the development of a system for monitoring the
rice crop will be prefarable. Satellite remote sensing images by
optical sensors like LANDSAT TM or SPOT HRV, have been
used to estimate a rice-planted area. However, these optical
sensors have been unable to get necessary data at a suitable
time because it is often cloudy or rainy during the rice planting
season in Japan [1][2][3][4].

On the other hand, SAR penetrates through the cloud
covered. Hence, it can observe the land surface under all
weather conditions [5][6][7][8]. The back-scattering intensity
of C-band SAR images, such as RADARSAT or ERS1/SAR,
changes greatly from non-cultivated bare soil condition before
rice planting to inundated condition just after rice planting [1].
In addition, RADARSAT images are rather sensitive to the
change of rice biomass in a growing period of rice [9][10].

Thus, a rice area estimation is expected to be achieved in
an early stage. In previous works [2][3][4], we attempted to
estimate rice-planted area using RADARSAT fine-mode data in
an early stage. The estimation accuracy of a rice-planted area
by Maximum Lkelihhood Method (MLH) was approximately
40% by comparing with the estimated area by SPOT multi-
spectral data. In this study, we attempt to detect the rice-

planted area from RADARSAT data using SOM that is the
unsupervised classification [11].

In Section II, test site and remote sensing data used here
will be explained and in Section III, data correction of geo-
metric distortion will be shown. In Section IV, SOM algorithm
will be explained and in Section V, evaluation indexes will be
introduced. In Section VI, training results will be shown and
in Section VII, selection of training iteration will be discussed.
After that, in Section VIII, classification results will be shown
and in Section IX, experimental results will be shown. Finally,
in Section X, we will conclude the results and state some future
aspects.

II. TEST SITE AND DATA

The test area has a size of about 7.5×5.5 km in Higashi-
Hiroshima, Japan shown, as a white block in Fig. 1; the
enlarged image is shown in Fig. 2. This site is located at
the eastern part of Hiroshima, Japan. Three multi-temporal
RADARSAT fine-mode (F1F) images, taken on April 8, May
26, and June 19, in 1999 were used as the test data. SPOT/HRV
multi- spectral data taken on June 21, 1999 were used to
generate a reference image for rice-planted area extraction.

Three merged RADARSAT and one SPOT images in a
part of the test site are shown in Figs. 3 and 4. The land
surface condition in the rice-planted area of April 8 is a non-
cultivated bare soil before rice planting with rather rough soil
surface. The surface condition of May 26 is almost smooth
water surface just after rice planting, and that of June 19 is
a mixed condition of growing rice and water surface. It is
found that the rice-planted areas are shown in a dark tone
in the RADARSAT image. The RADARSAT raw data were
processed using Vexcel SAR Processor (VSARP) and single-
look power images with 6.25 meters ground resolution were
generated. Then, the images were filtered using median filter
with 7×7 moving window. All RADARSAT and SPOT images
were overlaid onto the topographic map with 1:25,000 scale.
As RADARSAT images are much distorted by foreshortening
due to topography, the digital elevation model (DEM) with
50 meters spatial resolution issued by Geographical Survey
Institute (GSI) of Japan [2] was used to correct foreshortening
of RADARSAT images.

The specifications of RADARSAT-1/SAR fine mode pa-
rameters and SPOT-2/HRV parameters are given by Table I
and Table II, respectively.
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Figure 1. RADARSAT fine mode image of Higashi-Hiroshima, Japan where
the area enclosed by a white line denotes the analised area.

Figure 2. RADARSAT fine mode image of Higashi-Hiroshima where the
area enclosed by a white line in Fig. 1 is enlarged..

III. DATA CORRECTION OF GEOMETRIC DISTORTION

SAR or SPOT data observe the land surface from an
oblique position as shown in Fig. 5. In Fig. 5, θ denotes
incident angles and in case of optical remote sensing data,
a deformation D at the height h is given by D = h tan θ. In
case of SAR remote sensing data, it becomes D = h/ tan θ.
Therefore, we must correct the remote sensing data according
to the hight of the target pixcel. We adopt the mesh data

Figure 3. SPOT-2/HRV image(1999/6/21, R:Band 3, G:Band 2, B:Band 1)
where the area enclosed by a white line denotes the test area息 CNESS 1999.

Figure 4. SPOT-2/HRV image(1999/6/21, R:Band 3, G:Band 2, B:Band 1)
in the test site 息 CNESS 1999.

TABLE I. THE PARAMETERS OF RADARSAT-1/SAR FINE MODE
PARAMETERS

Launching agency Canadian Space Agency
Launching date 1995/11/04
Attitude 798km
Repeat cycle 24 days
Frequency 53GHz
Polarization HH
Resolution 8m
Observation range 45km

TABLE II. THE PARAMETERS OF SPOT-2/HRV PARAMETERS

Launching agency CNES
Launching date 202/05/4
Attitude 822km
Repeat cycle 26 days
Band width Multi-spectral mode

XS1 0.50-0.59 µ m
XS2 0.61-0.68 µ m
XS3 0.79-0.89 µ m

Resolution 5m
Observation range 60km

published at GSI of Japan[2].
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DP = a1P + a2L+ a3h+ a4 (1)
DL = b1P + b2L+ b3h+ b4. (2)

Here, DP and DLare distortions of pixel and line directions,
P and L denote coordinate values of pixel and line directions,
respectively. Furthermore, h is the hight of area and ai, i =
1, 2, 3, 4 and bi, i = 1, 2, 3, 4 are regression coefficients.

IV. SOM ALGORITHM

We briefly summarize the algorithm for SOM. The struc-
ture of SOM consists of two layers. One is an input layer and
the other is a competitive layer. The total input to a neuron j
is denoted by netj and modeled by the following equations:

netj =

n∑
i

wjixi = (wj1, wj2, . . . , wjn)(x1, x2, . . . , xn)
t

= WjX
t (3)

Wj = (wj1, wj2, . . . , wjn), X = (x1, x2, . . . , xn) (4)

where (·)tdenotes the transpose of (·) and xi and wji show
an input in the input layer and a weighting function from the
input xi to a neuron j in the competitive layer, respectively.
For simplicity, we assume that the norms of X and Wj are
equalt to one, that is,

∥x∥ = 1, ∥Wj∥ = 1, j = 1, 2, . . . , N (5)

where ∥ · ∥ shows Eucridean norm and N denotes the total
number of neurons in the competitive layer.

When an input vector X is applied to the input layer, we
find the nearest neighboring weight vector Wc to the input
vector X such that

∥Wc −X∥ = min
i

∥Wi −X∥. (6)

The neuron c corresponding to the weight vector Wc

is called a winner neuron. We select neighborhood neurons
within the distance d which are shown in Fig. 6 and a set of
indices for neurons located in the neighborhood of c is denoted
by Nc. Then, the weighting vectors of the neurons contained
in Nc are changed such that those weighting vectors could
become similar to the input vector X as close as possible. In
other words, the weighting vectors are adjusted as follows:

∆Wj = η(t)(Wj −X) ∀j ∈ Nc (7)
∆Wj = 0 ∀j /∈ Nc (8)

θ

θ

D

SAR

h

OPS θ

D

h

θ

Figure 5. The principle of distortion of remote sensing data depending on
the hights in case of optical sensory data and SAR data.

 

Input layer 

   d 

  c 

  Nc 

Competitive  

Layer 

Figure 6. SOM structure of the neural network.

where

∆Wj = Wj(new)−Wj(old) (9)

η(t) = η0(1−
t

T
), d(t) = d0(1−

t

T
). (10)

Here, t and T denote an iteration number and the total iteration
number for learning, respectively. η0 and d0 are positive and
denote initial values of η(t) and d(t), respectively where d(t)
denotes an Euclid distance from the winner neuron c.

V. EVALUATION OF SOM

We will introduce two criteria, namely, precision and recall
to find a suitable SOM. The precision is defined by

Pr =
R

N
× 100(%) (11)

and the recall is defined by

Rr =
R

C
× 100(%) (12)

where Pr and Rr denote the precision rate and the recall rate,
respectively and N is a trial number, R is a correct classified
number, and C is a total correct number. As shown in Fig. 7,
if we try to increase Pr, then, Rr will decrease. Therefore, we
adopt a criterion f-measure defined by

fm =
2× Pr ×Rr

Pr +Rr
× 100(%). (13)

VI. TRAINING OF SOM

In order to find a suitable size of competitive layer, we
assume map size m as 3×3, 4×4, 5×5, 6×6, and 7×7. We
take an initila learning rate α0=0.2 and an initial value of
neighborhood d0=2. Furthermore, we assume initial values
of connection weights as random numbers of [0.1, 0.9] and
itelation number t=5. The training results of SOM are shown
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Figure 7. Classification region for the precision and the recall.

in Fig. 8 and Fig. 9 for SPOT remote sensing data and
RADARSAT remote sensing data, respectively.

3 x 3 4 x 4 5 x 5 6 x 6 7 x 7

Figure 8. Learning results for SPOT remote sensing data.

3 x 3 4 x 4 5 x 5 6 x 6 7 x 7

Figure 9. Learning results for RADARSAT remote sensing data

After taining the neural network of SOM, we calculate
the Pr, Rr, and fm for SPOT and RADARSAT remote
sensing data. The results are shown in Table III and Table IV,
respectively. From Table III, we can see that the classification
result of the map size 4×4 is highest value of fm=84.49. Thus,
in case of a small number of category, we can set small number
of neurons in the competitive layer. From Table IV, we can
see that fm becomes largest in case of 4×4.

TABLE III. Pr ,Rr , AND fm FOR SIZES OF SPOT REMOTE SENSING
DATA

Size of map Pr Rr fm
3times3 98.95 64.67 78.22
4times4 100 73.15 84.49
5times5 93.62 76.65 84.29
6times6 85.65 68.65 76.21
7times7 96.16 63.00 76.13

TABLE IV. Pr ,Rr , AND fm FOR SIZES OF RADARSAT REMOTE
SENSING DATA

Size of map Pr Rr fm
3times3 63.08 47.72 54.34
4times4 60.99 51.38 55.77
5times5 62.73 46.41 53.35
6times6 60.48 51.02 55.35
7times7 47.63 64.70 54.87

VII. SELECTION OF TRAINING ITERATION

We consider the iteration t for learning. Here, we count
t=1when an input image of 1,800,000 pixels of 1,500pixels
per line ×1,200 lines has been trained. In this experiment, we

take t=1 (1,800,000 training), t=5 (9,000,000 training), t=10
(18,000,000 training), t=20 (36,000,000 training). Except for
t, we take a size of neurons in the competitive layer as 4×4,
α0=0.2, and an initial vector W0 of weighting functions are
random numbers of [0.1, 0.9]. The results are shown in Table
V and Table VI for SPOT and RADARSAT remote sensinr
data, respectively.

TABLE V. Pr , Rr , AND fm FOR ITERATIONS OF SPOT

Iteration Pr Rr fm
1 100 64.67 78.22
5 100 73.15 84.49
10 100 76.65 84.29
20 100 68.65 76.21

TABLE VI. THE VALUES OF Pr ,Rr , AND fm FOR ITERATIONS OF
RADARSAT

Iteration Pr Rr fm
1 58.40 50.29 54.04
5 60.99 51.38 55.77
10 61.00 51.31 55.74
20 61.01 51.34 55.76

From Table V, we can see the maximum value of fm=84.55
is obtained when t=5 for SPOT remote sensing data and from
Table VI, the maximum value of fm=55.77 is obtained when
t=5. Therefore, we set t=5 in what follows.

VIII. CLASSIFICATION RESULTS

A rice-planted area was extracted by using SOM from three
temporal RADARSAT images and one SPOT image. SOM is
a classification method based on competitive neural networks
without teacher. It was applied to the remote sensing data by
using the parameters as shown in Table VII. RADARSAT and
SPOT images were classified into 16 categories by SOM. Then,
we labeled the categories into a rice-planted area, a forest area
and an urban area.

IX. EXPERIMENTAL RESULTS AND DISCUSSION

In order to make the proposed method effective, we classify
the satellite image data by SOM. Fig. 10 shows the classifica-
tion image by SPOT and Fig. 11 shows the classification image
by RADARSAT. By comparing Fig. 10 with Fig. 11, one can
see that the rice-planted area by RADARSAT was extracted
less than that by SPOT. The speckle noise was still seen in the
image of rice-planted area, the majority filter with 7×7 window
was applied to the rice extracted images by RADARSAT and
SPOT. For the evaluation of the rice-planted area extraction,
we defined two indices, True Production Rate (TPR) and False
Production Rate (FPR). The TPR and FPR are calculated by

TPR =
α

α+ β
× 100 (14)

FPR =
γ

α+ γ
× 100 (15)

where α means the number of relevant rice-planted area
extracted, β means the number of relevant rice-planted area not

TABLE VII. THE PARAMETERS OF SOM

Neurons Training iterations η0 d0

4 × 4 1080,000 0.03 2
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extracted, and γmeans the number of irrelevant rice-planted
area extracted. Extraction rice-planted area of SPOT image
by supervised MLH was used as reference rice-planted area
image.

Figure 10. Classification result of SPOT image by SOM (White: rice, Light
gray: forest, Dark gray: urban).

Figure 11. Classification result of RADARSAT image by SOM (White: rice,
Light gray: forest, Dark gray: urban).

Table VIII shows the results of TPR and FPR by SOM
and MLH classification for SPOT data and RADARSAT data.
From this results we can see that in case of RADARSAT data,
the values of TPR (extraction rate of rice-planted area) are,
50.97% and 60.96% for MLH and SOM, respectively. This

Figure 12. Extraction result of rice-planted area by SPOT data.

Figure 13. Extraction result of rice-planted area by multi temporal
RADARSAT data.

means that SOM is better than MLH for extraction of rice-
planted area by about 10%. As for FPR (misclassification rate)
SOM is also better than MLH by about 3%. The SPOT data
is very fine images like 5m per pixel and we can assume the
image of SPOT reflects almost all land surface. Using SPOT
data TPR and FPR are 70.41% and 21.51%, respectively. Thus,
we could extract rice-planted area a certain level in practice
fron Table VIII.

Figs. 12 and 13 show the extraction result of rice-planted
area by SPOT and RADARSAT, respectively. The results show
that fine rice-planted area could be extracted by using SOM
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compared with MLH from there figures.

TABLE VIII. THE RESULTS OF TPR AND FPR FOR RICE-PLANTED
AREA EVALUATION

Comparison data Classification method TPR(%) FPR(%)
SPOT SOM 70.4 21.51
RADARSAT MLH 50.97 51.44
RADARSAT SOM 60.97 48.59

X. CONCLUSION AND FUTURE WORK

Rice-planted area extraction was attempted using multi-
temporal RADARSAT data taken in an early stage of rice
growing season by SOM classifications. The SOM is unsuper-
vised classification whose computational time is shorter than
the other supervised classification method like MLH [3] or
LVQ [4][11]. We have been engaged with image analysis on
remote sensing data analysis. Especially, we are concentrated
on SAR data analysis to land cover classification by using
neural network classification methods. Since the SAR data is
completely different with optical sensor images, it is difficult
to obtain usual land cover map although it can observe the
earth at any time and under any weather conditions such as
rainy or cloudy occasion. Thus, we must develop the special
attention to get suitable classification results. In this paper,
we have developed a method to allocate seasonal data to get
the color image and show the change of rice field area in a
visual way. It takes much time for extraction of features of
SAR images, we must speed up the classification. we are now
developing nearest neighbor algorithm. As for this results, we
will show the results near future. The future study, we will
apply this proposed and other neural network method to other
SAR data due to the extraction rice-planted area. As we could
obtain more high resolution images, we are checking the preset
results for those big data and trying to make senario for them.
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Abstract—In this paper, we investigate the application of the
topological derivative in combination with the level set method
for the topology optimization. The level set method and the
gradient technique are based on shape and topology
optimization approach to the Electrical Impedance
Tomography problems with piecewise constant conductivities.
The Finite Element Method and the Boundary Element
Method have been used to solve the forward problem. The cost
of our numerical algorithm is moderate since the shape is
captured on a fixed mesh. The proposed solution algorithm is
initialized by using topological sensitivity analysis. Shape
derivatives and topological derivatives have been incorporated
with the level set method to investigate shape optimization
problems. Then it relies on the notion of shape derivatives to
update the shape of the domains where conductivity takes
different values. The shape derivative measures the sensitivity
of boundary perturbations while the topological derivative
measures the sensitivity of creating a small object in the
interior domain. The coupled algorithm is a relatively new
procedure to overcome this problem.

Keywords-Image Reconstruction; Inverse Problem; Level Set
Method; Optimization Methods.

I. INTRODUCTION

Numerical methods of the shape and the topology
optimization were based on the level set representation and
the shape differentiation [8][10]. Level set methods have
been applied very successfully in many areas of the scientific
modelling, for example in propagating fronts and interfaces
[6][7][12][13]. Therefore, they are used to study shape
optimization problems. Instead of using the physically driven
velocity, the level set method typically moves the surfaces by
the gradient flow of an so-called energy functional [1]. These
approaches based on shape sensitivity include the elastic
boundary design. There are two features that make these
methods suitable for the topology optimization. The structure
is represented by an implicit function such that its zero level
set defines the boundary of the object. This function is often
discretized on a regular grid that conveniently coincides with
the finite or boundary element mesh used for structural
analysis. The next valid feature is the simple update of the
implicit function using the Hamilton-Jacobi equation [8],
where the velocity function is determined by the shape
sensitivity of the structure. These properties enable natural
topology changes. The discussed technique can be applied to

the solution of inverse problems in the Electrical Impedance
Tomography [6][7][10][11][14].

In this work, there were implemented the novel
algorithms to identify unknown conductivities. The purpose
of the presented method is obtaining the better image
reconstruction than gradient methods. We also want to
accelerate the iterative process by using different shapes of
the zero level set functions.

In the second section, we present some information about
Electrical Impedance Tomography. In the third section,
discussion of numerical methods is given, and in the fourth
section, numerical results are shown. The last section
contains conclusions.

II. ELECTRICAL IMPEDANCE TOMOGRAPHY

The Electrical Impedance Tomography (EIT) is a non-
destructive imaging technique which has various
applications. Its purpose is to reconstruct the conductivity of
hidden objects inside a medium with the help of boundary
field measurements. Efficient algorithms for solving forward
and inverse problems have to be developed in order to use
this approach for practical tasks. Moreover, it is necessity to
improve performance of selected numerical methods.
Typical problem in EIT requires the identification of the
unknown internal area from near-boundary measurements of
the electrical potential. It is assumed that the value of the
conductivity is known in subregions whose boundaries are
unknown. The forward problem in EIT is described by
following partial differential equation:

0,)(  u (1)

where  denotes conductivity. Symbol u represents

electrical potential. Function u is taken under Dirichlet
condition [7] in boundary points adjacent to electrodes and
Neumann condition [7] on remaining part of the boundary.
The problem can be reduced to determination of the
minimum value of the functional:

.dxdy
2

1
][

2




 uuI  (2)

III. NUMERICAL METHODS

Our optimization algorithm relays on several numerical
methods. This section is devoted to them.
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A. Boundary Element Method

Boundary Element Method (BEM) is a well known
numerical technique used to solve partial differential
equations [3]. In literature, there are a lot of extensions of
BEM. For example, a lot of effort has been put into
combining BEM and the Finite Element Method (FEM).
Another example is coupling BEM with infinite elements
[4][5]. It gives us the possibility to solve equations with
boundaries described by open curves. In the forward
problem, we start our considerations from the following
formula (proper for all boundary points) [3]:
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The symbol u represents electrical potential, whereas q
defines its normal derivative. The Green’s function [4,14]
and its normal derivative are denoted by u* and q*,
respectively. In (3), we have N finite boundary elements.
Next, we have introduced infinite boundary elements and
the governing equation (4) has been derived. This integral
equation is given by:
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Symbol
S denotes the sum of the interpolation functions

with exponential decay along infinite boundary elements.
One should notice that in our model there is only one open
boundary curve. However, generalizations of (4) can be
easy done. In mathematical model, we assume that in N – 2
nodes the normal derivatives q equal zero. Only in two
nodes we set the electrical potential.

B. Level Set Method

The level set function ϕ has the following properties:
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



(5)

The motion is seen as the convection of values (levels) from

the function ϕ with the velocity field 


. Such process is
described by the Hamilton-Jacobi equation:

.0





 

t
(6)

Here, 


is the desired velocity on the interface, and is
arbitrary elsewhere. Actually, only the normal component of




is needed (   /


nn
), so (6) becomes:

.0






n

t
(7)

We can update the level set function ϕ by solving discretized
version of the Hamilton-Jacobi equation:
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Transforming above equation, we get:

.Δ1 tv kk
n

kk  
(9)

The gradient of the level set function in the k-th time step

(
k ) has been calculated by the essentially non-

oscillatory (ENO) polynomial interpolation scheme. The
stability of received solution is achieved by Courant-
Friedreichs-Lewy condition (CFL condition):

.
|)max(
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|

ΔyΔx
Δt  (10)

Inequality (10) is satisfied by choosing the CFL number α:

α,
),min(

|)max(


ΔyΔx

|
Δt




(11)

where 0 < α < 1. The optimum value equals 0.9.
The calculated velocity must be extended off the

interface to the whole domain. This process is called the
extension of velocity and is based on the solution of the
additional partial differential equation. The reference [1]
suggests:
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



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
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where S(ϕ) is defined as following [1]:

.
22 





)S( (13)

In (13) |ε| << 1. Additionally, we need to extend the velocity
to neighborhood of the interface, by defining velocity along
normal direction (see Fig. 1).

a) b)

Figure 1. The velocity calculated for the first iteration step: a) - before
extension; b) - after extension.

a) b)

Figure 2. The level set function ϕ: a) - before reinitialization process;
b) - after reinitialization process.
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Reinitialization is necessary when flat or steep regions
complicate the determination of the zero contour. The level
set function ϕ is signed distance function if at given time for
every point (x,y):

.1 (14)

Reinitialization is based on replacing ϕ by another function
that has the same zero level set, but satisfies condition (14)
(see Fig. 2). This process is described by following partial
differential equation [1]:

.0)1|(|)( 






S

t
(15)

Differential equation (15) is solved until a steady state is
achieved. Similar to the velocity extension, a first order
upwind scheme for the spatial dimension and forward Euler
time discretization is used.

C. Shape derivative

The topological methods are used in order to solve the
inverse problem in EIT. Very important concept for our
research is so-called shape derivative. The shape derivative
is often used in optimization problems [7].

Let λ be the adjoint function satisfying:

.Δλ muu  (16)

The material derivative (Lagrangian derivative) )(u x is

given by:
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where
tΩ)y(x,  . The shape derivative is following:
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The steepest descent direction 


is given by [7]:

.λ)u( n


 (19)

We need the shape derivative so that derive formula for
velocity (19). The normal velocity is evaluated by using
weighted least squares interpolation to get:

.ε kkkk
n u   (20)

In next step of our procedure the level set function ϕ is
updated:

  ,ε1 tu kkkkkk   (21)

where tΔ is obtained from CFL condition (11).

D. Optimization algorithm

For the minimization problem iterative coupling of the
level set method and the topological gradient method has
been proposed. Both methods are gradient-type algorithms,
and the coupled approach can be cast into the framework of
alternate directions descent algorithms.

The level set method relies on the shape derivative,
while the topological gradient method is based on the
topological derivative. The proposed algorithm is iterative
method, structured as follows:

 From the level set function at initial time, find
necessary interface information.

 Use FEM or BEM to solve the equation (1) and next
compute the difference of the obtained solution with
the observed data.

 Solve the Poisson’s equation (adjoint equation) – (16).
 Find velocity in the normal direction – (20).
 Update the level set function – (21).
 Reinitialize the level set function – (15).
 Calculate value of the objective function.

IV. NUMERICAL RESULTS

In the examples reported below, several numerical
models with different discretization elements are presented.
Additionally, we present different geometries of the
conductivity distributions. We assume that the electrical
conductivity of searched objects is known. The
representation of the boundary shape and its evolution during
an iterative reconstruction process is achieved by the level
set method and the gradient method coupled together. In
forward problem which is given by equation (1), we have
used FEM or BEM. Additionally, different zero level set
functions have been selected. Therefore, quality of the image
reconstruction can be evaluated in different cases.

a) b)

c) d)

Figure 3. Images reconstruction: a), c) - the original objects and the zero
contour from the level set function; b), d) - the process of the image

reconstruction.

Fig. 3 shows the image reconstruction with two different
groups of objects. Fig. 3a) and Fig 3c) depict two objects.
The zero contour curve from the level set function is red, the
following iterations are blue. The images from Fig. 3 show
the original objects and reconstruction after indicated
number of iterations. In the example from Fig. 3c), the zero
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level at initial step is represented by circle. The process of
reconstruction is good, because the region borders are
located nearly the object edges. The object function in the
Fig. 3b) achieves minimum after 185 iterations, whereas the
same object in the Fig. 3d) achieves the minimum after 502
iterations.

a) b)

Figure 4. The image reconstruction: a) - 3 objects; b) - 4 objects.

Results of the iteration process as described above are
shown in Fig. 4. Unknown structures are marked by the
black line; simulated objects are marked by the pink line.
For indicated numbers of iterations, the unknown structures
have been found.

a) b)

Figure 5. The black line marks the outside border of the examined
structure with the internal unknown objects ( marked by the blue lines ).

The red line marks simulated objects of zero level contours: a) - first
iteration step; b) - the last iteration step ( 300th ).

The last example of the reconstruction technique is
given in Fig. 5. The image reconstructions were achieved by
coupling of the level set method, the gradient technique and
BEM. Our optimization algorithm works well.

V. CONCLUSIONS

An algorithm based on topological and shape derivative
and the level set method have been proposed in this work. It
is iterative algorithm where repeatedly the shape boundary
evolves smoothly and new small objects are detected. An
efficient algorithm for solving the forward and inverse
problems would also improve a lot of the numerical

performances of the proposed methods. In the model
problem from EIT, it is required to identify unknown
conductivities from near-boundary measurements of the
potential. The level set function techniques have been shown
to be successful to identify the unknown boundary shapes.
The accuracy of the image reconstruction is better than
gradient methods. The number of iterations determine the
position and shape of zero level set functions. In this
algorithm, we can control the process of the image
reconstruction. Next advantage of this algorithm is obtaining
a good quality results for the poor mesh (16x16 and 32x32
resolution). Other methods have not such properties.

REFERENCES

[1] S. Osher and R. Fedkiw, “Level Set Methods and Dynamic
Implicit Surfaces”, Springer, New York 2003.

[2] J. A. Sethian, “Level Set Methods and Fast Marching
Methods”, Cambridge Univeristy Press, 1999.

[3] P. K. Kythe, “An introduction to Boundary Elements
Methods”, CRC Press, 1995.

[4] G. Beer and J. O. Watson, “Infinite boundary elements”,
International Journal for Numerical Methods in Engineering,
vol. 28, 1989, pp. 1233-1247.

[5] G. Beer, J. O. Watson, and G. Swoboda, “Three-dimensional
analysis of tunnels using infinite boundary elements”,
Computers and Geotechnics, vol. 3, 1987, pp. 37-58.

[6] G. Allaire, F. De Gournay, F. Jouve, and A. M. Toader,
“Structural optimization using topological and shape
sensitivity via a level set method”, Control and Cybernetics,
vol. 34, 2005, pp. 59-80.

[7] K. Ito, K. Kunish, and Z. Li, “The Level-Set Function
Approach to an Inverse Interface Problem”, Inverse Problems,
vol. 17, no. 5, 2001, pp. 1225-1242.

[8] S. Osher and J. A. Sethian, “Fronts Propagating with
Curvature Dependent Speed: Algorithms Based on Hamilton-
Jacobi Formulations”, Journal of Computational Physics, vol.
79, 1988, pp. 12-49.

[9] S. Osher and R. Fedkiw, “Level Set Methods: An Overview
and Some Recent Results”, Journal of Computational Physics,
vol. 169, 2001, pp. 463-502.

[10] S. Osher and F. Santosa, “Level set methods for optimization
problems involving geometry and constraints. Frequencies of
a two-density inhomogeneous drum”, Journal of
Computational Physics, vol. 171, 2001, pp. 272-288.

[11] T. Rymarczyk, S. F. Filipowicz, J. Sikora, and K. Polakowski,
“A piecewise-constant minimal partition problem in the
image reconstruction”, Electrical Review, vol. 12, 2009, pp.
141-143.

[12] J. Sokolowski and A. Zochowski, “On the topological
derivative in shape optimization”, SIAM Journal on Control
and Optimization, vol. 37, 1999, pp. 1251–1272.

[13] C. Tai, E. Chung, and T. Chan, “Electrical impedance
tomography using level set representation and total variational
regularization”, Journal of Computational Physics, vol. 205,
no. 1, 2005, pp. 357–372.

[14] T. Rymarczyk, J. Sikora, and B. Waleska, “Coupled
Boundary Element Method and Level Set Function for
Solving Inverse Problem in EIT”, Proc. 7th World Congress
on Industrial Process Tomography, Sep. 2013, pp. 312-319.

45Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                           56 / 156



The Development and Analysis of Analytic Method as Alternative
for Backpropagation in Large-Scale Multilayer Neural Networks

Mikael Fridenfalk
Department of Game Design

Uppsala University
Visby, Sweden

mikael.fridenfalk@speldesign.uu.se

Abstract—This paper presents a least-square based analytic solu-
tion of the weights of a multilayer feedforward neural network
with a single hidden layer and a sigmoid activation function,
which today constitutes the most common type of artificial neural
networks. This solution has the potential to be effective for
large-scale neural networks with many hidden nodes, where
backpropagation is known to be relatively slow. At this stage,
more research is required to improve the generalization abilities
of the proposed method.
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I. INTRODUCTION

The artificial neural network constitutes one of the most
interesting and popular computational methods in computer
science. The most well-known category is the multilayer Feed-
forward Neural Network, here called FNN, where the weights
of the network are estimated by an iterative training method
called backpropagation [6]. Although this iterative method is,
given the computational power of modern computers, relatively
fast for small networks, it is rather slow for large networks [1].
To accelerate the training speed of FNNs, many approaches has
been suggested based on the least square method [2]. Although
the presentation on the implementation, as well as of the data
on the robustness of these methods may be improved, the
application of the least square method as such seems to be
a promising path to investigate [7].

What we presume to be required for a new method to
replace backpropagation in such networks, is not only that it
is efficient, but also that it is superior compared to existing
methods and is easy to understand and implement. The goal
of this paper is therefore to investigate the possibility to find
an analytic solution for the weights of an FNN, i.e., without
any iterations involved, that is easily understood and that may
be implemented relatively effortlessly, using a mathematical
application such as Matlab [5]. As a brief overview, the
analytic solution proposed in this paper is formulated in
Section II, followed by a description of the experimental setup
in Section III, and by experimental results in Section IV,
presented in Tables I-V.

II. ANALYTIC SOLUTION

To start with, a textbook FNN is vectorized, based on a
sigmoid activation function S(t) = 1/(1+e−t). The weights V
and W of such a system (often denoted as WIH versus WHO),
may be expressed according to Figs. 1-2. In this representation,
defined here as the normal form, the output of the network may

x1

x2

hk

x3

1

vk1

vk2

vk3

vk4

Figure 1. An example with three input nodes (M = 3), hk = S(vku) =
S(vk1x1 + vk2x2 + vk3x3 + vk4), using a sigmoid activation function S.

x1

h1

y1

x2

h2

y2

x3 y3

y4

1

1

V W

Figure 2. A vectorized model of a standard FNN with a single hidden layer,
in this example with M = 3 input nodes, H = 2 hidden nodes, K = 4
output nodes and the weight matrices V and W, using a sigmoid activation
function for the output of each hidden node. In this model, the biases for the
hidden layer and the output layer correspond to column M + 1 in V versus
column H + 1 in W.

be expressed as:

y = Wh = W

[
S(Vu)

1

]
, u =

[
x
1

]
(1)

where x = [x1 x2 . . . xM ]T denotes the input signals, y =
[y1 y2 . . . yK ]T the output signals, and S, an element-wise
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∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
1 1 1 1 1 1


H

=


S


[ ∗ ∗ ∗

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

]
V

[ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
1 1 1 1 1 1

]
U


[ 1 1 1 1 1 1 ]

1T


 ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗


WT

=

 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
1 1 1 1 1 1

 ∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ 1

−1

(HHT )−1


 ∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
1 1 1 1 1 1


H

 ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗


YT

0


 ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗


HYT

0[ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

]
Y

=

[ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

]
W

 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
1 1 1 1 1 1


H

Figure 3. A visual representation of the evaluation of weights V and W by the analytic method presented in this paper, and the actual output Y, in this
example as a function of six training points, N = 6, the training input and output sets U and Y0, with two inputs, M = 2, four outputs, K = 4, and five
hidden nodes, H = N − 1 = 5. In this figure, an asterisk denotes a floating-point number. To facilitate bias values, certain matrix elements are set to one.

sigmoid function. In this paper, a winner-take-all classification
model is used, where the final output of the network is the
selection of the output node that has the highest value. Since
the sigmoid function is a constantly increasing function and
identical for each output node, it can be omitted from the
output layer, as max(y) results in the same node selection
as max(S(y)). Further on, presuming that the training set is
highly fragmented (the input-output relations in the training
sets were in our experiments established by a random number
generator), denoting N as the number of training points, the
number of hidden nodes is preferred to be set to H = N − 1.
Defining a batch (training set), the input matrix U, may be
expressed as:

U =


x11 x12 · · · x1N

x21 x22 · · · x2N

...
...

. . .
...

xM1 xM2 · · · xMN

1 1 · · · 1

 (2)

where column vector i in U, corresponds to training point i,
column vector i in Y0 (target output value) and in Y (actual

output value). Further, defining H of size N ×N , as the batch
values for the hidden layer, given a training set of input and
output values and M+ = M + 1, the following relations hold:

U =

[
X

1T

]
: [M+ ×N ] (3)

H =

[
S(VU)

1T

]
: [N ×N ] (4)

Y = WH : [K ×N ] (5)

To evaluate the weights of this network analytically, we need to
evaluate the target values (points) of H0 for the hidden layer.
In this paper, the initial assumption is that any point is feasible,
as long as it is unique for each training set. Therefore, in this
model, H0 is merely composed of random numbers. Thus, the
following evaluation scheme is preliminary suggested for the
analytic solution of the weights of such network:

VT = (UUT )−1UHT
0 : [M+ ×H] (6)

WT = (HHT )−1HYT
0 : [N ×K] (7)
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where a least square solution is used for the evaluation of
each network weight matrix. Such an equation is nominally
expressed as Ax = b, with the least square solution [2]:

x = (ATA)−1ATb (8)

where (8) corresponds to input row vectors uTi . It is the use
of column input vectors, ui, that yield the expressions found
in (6)-(7). Since the mathematical expressions for the analytic
solution of the weights of a neural network may still be difficult
to follow, an attempt has been made in Fig. 3 to visualize
the matrix operations involved. Note that while a nonlinear
activation function (such as the sigmoid function) is vital for
the success of such network, the inclusion of a bias is not
essential. It is for instance possible to omit the biases and
to replace H0 with an identity matrix I. Such configuration
would instead yield the following formula for the evaluation
of V and H (where UI can further be simplified as U):

VT = (UUT )−1UI : [M+ ×N ] (9)

H = S(VU) : [H ×N ] (10)

III. EXPERIMENTAL SETUP

To test the solution presented in this paper, a minimal
mathematical engine was developed in C++, with the capability
to solve X in a linear matrix equation system of the form:

AX = B (11)

where A, B, and X denote matrices of appropriate sizes,
since it is numerically more efficient to solve a linear equation
system directly, than by matrix inversion. In this system, the
column vectors of X are evaluated using a single Gauss-
Jordan elimination cycle, where each column vector xi in X
corresponds to the column vector bi in B, thereby increasing
the evaluation speed compared with standard equation solvers.

Backpropagation was in our experiments implemented in
C++, using the code presented by Jones [4], as a reference.
To measure the efficiency of the new method compared with
the standard method (backpropagation), we used a typical
definition for the mean-squared error:

ε =
1

2N

K∑
i

N∑
j

(aij − yij)
2 (12)

where aij denotes an element in Y0 (target value), and yij
the corresponding element in Y (actual value). Although the
new method does not intrinsically benefit from such definition
(since there is no need here for differentiation of the mean-
squared error, which is however useful for backpropagation),
to simplify comparison in Tables I-V, the same definition of
the mean-squared error was also used for the new method.

IV. EXPERIMENTAL RESULTS

The experimental results presented in this paper, as shown
in Tables I-V, are based on ten individual experiments for each

parameter setting using different random seeds, where t̄ de-
notes average execution time, using a single CPU-core on a
modern laptop computer, ε̄, the average value of the mean-
squared errors, and ε̃, the median value. The success rate, s̄, is
similarly based on an average value. Since the variation of the
results is large between the experiments, the average values
are in general larger than the median values. If the number of
experiments per parameter setting is increased, according to
our experiments, the average value tends to increase as well.

On a note of preliminary experiments with respect to
robustness, regarding the generalization abilities of the net-
work, the new method showed to steeply lose accuracy with
the addition of noise to the input values, compared with a
network trained by backpropagation. This shows that although
the results seem to be in order according to the tables presented
in this paper, the new method lacks robustness for direct
use. Further experiments showed however that even small
measures, such as an increase in the input range of the network
by doubling the size of the training set with the addition
of perturbation and a more conscious design of H0, by for
instance the clustering of the random values as a function of
the output values, or for layers with few hidden nodes, the
binary encoding [3] of H0, led to significant improvements
of the robustness of the new method. This is an encouraging
sign, since the sizes of UUT and HHT are as shown in
Fig. 3, independent of N (assuming H is kept intact as N is
increased). There is thus a chance that these robustness issues
can be solved, in this context, without any significant impact
to the computational speed of the new method.

V. CONCLUSION

The method proposed in this paper is fast, accurate for
networks with a sufficient number of hidden nodes, and
straightforward to implement; but is, at this stage, based on
preliminary robustness tests, significantly much less robust
(thus, resembling an overtrained network), compared with a
well-trained FNN through backpropagation. Even small modi-
fications of the new method showed however to increase ro-
bustness significantly, which is promising for further research.
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Table I. BACKPROPAGATION WITH H = N − 1 AND AVERAGE SUCCESS RATE s̄

M N H K Iterations t̄ ε̄ ε̃ s̄ (%)

5 20 19 5 104 46.6 ms 0.0671 0.0620 93.0

5 20 19 5 106 4.39 s 0.0175 4.64 · 10−5 96.5

10 50 49 10 104 182 ms 0.116 0.114 83.2

10 50 49 10 106 18.1 s 0.0680 0.0650 86.4

20 50 49 20 104 333 ms 0.0394 0.0392 94.6

20 50 49 20 106 33.3 s 0.0170 0.0200 96.6

40 100 99 40 104 1.27 s 0.0671 0.0670 88.9

40 100 99 40 106 127 s 0.0180 0.0200 96.4

Table II. NEW METHOD WITH H = N − 1

M N H K t̄ ε̄ ε̃ s̄ (%)

5 20 19 5 332 µs 3.34 · 10−8 2.00 · 10−13 100.0

10 50 49 10 3.74 ms 6.99 · 10−9 2.26 · 10−12 100.0

20 50 49 20 4.79 ms 2.68 · 10−13 5.93 · 10−16 100.0

40 100 99 40 36.7 ms 3.93 · 10−12 2.33 · 10−13 100.0

Table III. BACKPROPAGATION WITH H < N − 1 AND 104 ITERATIONS

M N H K t̄ ε̄ ε̃ s̄ (%)

5 20 5 5 14.7 ms 0.130 0.125 86.5

10 50 10 10 43.1 ms 0.227 0.237 71.6

20 50 20 20 144 ms 0.0624 0.0599 94.2

40 100 40 40 531 ms 0.115 0.115 84.8

Table IV. NEW METHOD WITH H < N − 1

M N H K t̄ ε̄ ε̃ s̄ (%)

5 20 5 5 59 µs 0.281 0.289 58.5

10 50 10 10 370 µs 0.350 0.350 50.0

20 50 20 20 1.30 ms 0.279 0.277 91.8

40 100 40 40 9.24 ms 0.290 0.290 98.5

Table V. SELECTIVE USE OF BIAS FOR THE NEW METHOD, WITH M = 40, N = 100, H = 99, AND K = 40

Hb Yb t̄ ε̄ ε̃ s̄ (%)

No No 35.7 ms 0.00514 0.00513 100.0

No Yes 36.4 ms 1.35 · 10−12 1.91 · 10−14 100.0

Yes No 36.2 ms 0.00544 0.00534 100.0

49Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                           60 / 156



A Formal Online Monitoring approach to Test Network Protocols

Xiaoping Che, Stephane Maag and Jorge Lopez

Institut Mines-Telecom/Telecom SudParis, CNRS UMR 5157 SAMOVAR.
Evry, France

Email: {xiaoping.che,stephane.maag,jorge.eleazar.lopez_coronado}@telecom-sudparis.eu

Abstract—While the current network protocols and systems
become more and more complex, the testing process of their
functional and non-functional behaviors comes to be crucial.
Among the testing techniques, we herein focus on their test at
runtime in an online way which requires the ability to handle
numerous messages in a short time with the same offline testing
preciseness. Meanwhile, since online testing is a long term contin-
uously process, the tester has to undergo severe conditions when
dealing with large amount of nonstop traces. In this paper, we
present a novel logic-based online passive testing approach to test,
at runtime, the protocol conformance and performance through
formally specified properties with new definitions of verdicts.
Furthermore, we experimented our approach with several Session
Initiation Protocol (SIP) properties in a real IP Multimedia
Subsystem environment and obtained relevant verdicts.

Keywords–Online Testing; Network Protocols; Monitoring

I. INTRODUCTION

In order to evaluate the quality and conformance of a
system or an implementation under test (IUT) in relation with
a standard, the testing process is a crucial activity. Among the
well known and commonly applied approaches, the passive
testing techniques (also called monitoring) are today gaining
efficiency and reliability [1]. These techniques are divided
in two main groups: online and offline testing approaches.
Offline testing computes test scenarios before their execution
on the IUT and gives verdicts afterwards, while online testing
continuously tests during the operation phase of the IUT.

When we apply online testing approaches, the collection
of traces is avoided and the traces are eventually not finite.
Indeed, testing a protocol at runtime may be performed during
a normal use of the system without disturbing the process.
Several online testing techniques have been studied by the
community in order to test systems or protocol implementa-
tions [2] [3] [4]. These methods provide interesting studies
and have their own advantages, but they also have several
drawbacks such as the presence of false negatives, space and
time consumption, often related to a needed complete formal
model [5], etc. Although they bring solutions, new results
and perspectives to the protocol and system testers, they also
raise new challenges and issues. The main ones are the non-
collection of traces and their on-the-fly analysis. The traces
are observed (through an interface and an eventual sniffer)
and analyzed on-the-fly to provide test verdicts and no trace
sets should be studied a posteriori to the testing process. In
this work, we propose a novel formal online passive testing
approach that is applied at runtime to test the functional and
non-functional requirements of an implementation under test.

Based on a previous proposed methodology [6] [7], we
propose its extension to present a logic-based passive testing

approach for checking the requirements of communicating
protocols. In [6] and [7], we presented our formalism that was
applied to test in an offline way the conformance and perfor-
mance of an IUT. In this new paper, we develop our approach
to test these two aspects in an online way in considering the
above mentioned inherent constraints and challenges. Further-
more, our framework is designed to test them at runtime, with
new required verdicts definitions of ‘Pass’, ‘Fail’, ‘Time-Fail’,
‘Data-Inc’ and ‘Inconclusive’. Finally, in order to demonstrate
the efficiency of our online approach, we apply it on a real IP
Multimedia Subsystem (IMS) communicating environment.

Our paper’s primary contributions are:

• A formal passive online testing approach to avoid
stopping the execution of the testing process when
monitoring a tested protocol. New verdicts are pro-
vided in order to consider that the monitored traces
are not cut.

• A testing process that is executed in a transparent
way without overloading, overcharging the CPU and
memory of the used equipment on which the tester
will be run. Mechanisms of notifications is defined.

The reminder of the paper is organized as follows. In Sec-
tion II, a short review of the related works and problems
are provided. In Section III, we describe the architecture and
testing process in detail. Our approach has been implemented
and relevant experiments are depicted in Section IV. Finally,
we conclude and provide perspectives in Section V.

II. RELATED WORKS

When studying the literature, we note that there are very
few papers tackling online passive testing. We can however
cite the following ones.

In [8], the authors proposed two online algorithms to detect
802.11 traffic from packet-header data collected passively at a
monitoring point. They built a system for online wireless traffic
detection using these algorithms. Besides, some researchers
presented a tool for exploring online communication and
analyzing clarification of requirements over the time in [9].
It supports managers and developers to identify risky require-
ments. In [10], the authors defined a formal model based on
Symbolic Transition Graph with Assignment (STGA) for both
peers and choreography with supporting complex data types.
The local and global conformance properties are formalized by
the Chor language in their works. We should also cite the work
[11] from which an industrial testing tool has been developed.
This work is based on formal timed extended invariant to
analyze runtime traces with deep packet inspection techniques.
However, while most of the functional properties can be easily
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designed, complex ones with data causality can not. Moreover,
although their approach is efficient with an important data flow,
the process is still offline with finite traces that are considered
as very long. To be complete, we have to mention that studies
have also been performed to generate invariant from model-
checkers. However, it requires a formal model and it still raises
unresolved issues [12].

We may also cite some online active testing approaches
from which we got inspired. In [4], the authors presented a
framework that automatically generates and executes tests for
conformance testing of a composite of Web services described
in BPEL. The proposed framework considers unit testing and
it is based on a timed modeling of BPEL specification, and an
online testing algorithm that assigns verdicts to every generated
state. In [13], they presented an event-based approach for
modeling and testing the functional behavior of Web Services
(WS). Functions of WS are modeled by event sequence
graphs (ESG) and they raised the holistic testing concept that
integrates positive and negative testing. [14] proposed a data-
centric approach to test a protocol by taking account the control
parts of the messages as well as the data values carried by the
message parameters contained in an extracted execution trace.
Interesting and promising results were obtained while testing
the SIP protocol.

Inspired from all these above cited works, we propose an
online formal passive testing approach by defining functional
properties of IUT, without modeling the complete system
(contratry to Model Based Testing - MBT) and by considering
eventual false negatives. For this latter, we introduce a new
verdict ‘Time-Fail’ for distinguishing the real functional faults
and the faults caused by timeouts. In addition, since online
protocol testing is a long-term continuously testing process,
we provide a temporary storage to keep the integrity of
incoming traces. Furthermore, for the lacking attention to test
data portions of messages in current researches, our approach
provides the ability to test both the data portion and control
portion, accompanying with another new verdict ‘Data-Inc’
triggered when no data portions are available during the testing
process.

III. ONLINE TESTING APPROACH

In this section, we describe the architecture and testing
process of our online testing approach. We also provide the
new definitions of online testing verdicts.

A. Architecture of the approach
In our approach, the Horn logic [15] is used for formally

expressing properties as formulas. This logic has the bene-
fit of allowing the re-usability of clauses. And it provides
better expressibility and flexibility when analyzing protocols.
A syntax tree generated from the formulas will be used for
filtering incoming traces and optimizing evaluation processes.
For the evaluation part, we use the SLD-resolution algorithm
for evaluating formulas. The architecture of our online testing
approach is illustrated in Figure 1.

B. Testing Process
As shown in Figure 1, the testing process consists of eight

parts: Formalization, Construction, Capturing, Generating Fil-
ters/Setup, Filtering, Transfer/Buffering, Load Notification and
Evaluation.

Figure 1. Architecture of our online testing approach

a) Formalization: Initially, informal protocol require-
ments are formalized using Horn-logic based syntax. A mes-
sage of a protocol P is any element m ∈ Mp. For each
m ∈ Mp, we add a real number tm ∈ R+ which represents
the time when the message m is received or sent by the
monitored entity. Data domains are defined as atomic or
compound. Once given a network protocol P , a compound
domain Mp can be defined by the set of labels and data
domains derived from the message format defined in the
protocol specification/requirements.

A term is defined in Backus-Naur Form (BNF) as term ::=
c | x | x.l.l...l where c is a constant in some domain, x is a
variable, l represents a label, and x.l.l...l is called a selector
variable. An atom is defined as the relations between terms,
A ::= p(term, ..., term) | term = term | term 6= term
| term < term. The relations between atoms are stated by
the definition of clauses. A clause is an expression of the form
A0 ← A1 ∧ ... ∧ An, where A1, ..., An are atoms. Finally, a
formula is defined by the BNF: φ ::= A1 ∧ ... ∧ An | φ →
φ | ∀xφ | ∀y>xφ | ∀y<xφ | ∃xφ | ∃y>xφ | ∃y<xφ, where
∃ and ∀ represent for ”it exists” and ”for all” respectively.
The semantics used in our work is related to the traditional
Apt-Van Emdem-Kowalsky semantics for logic programs [16],
from which an extended version has been provided in order to
deal with messages and trace temporal quantifiers. Due to the
space limitation, we will not go into details of the semantics.
The interested readers may have a look at the works [6] and [1].

Then the verdicts {‘Pass’, ‘Fail’, ‘Time-Fail’, ‘Inconclu-
sive’, ‘Data-Inc’} are provided to the interpretation of obtained
formulas on real protocol execution traces. However, different
from offline testing, definite verdicts should be immediately
returned in online testing process. This indicates that only
‘Pass’, ‘Fail’ and ‘Time-Fail’ should be emitted in the final
report, and indefinite verdicts ‘Data-Inc’ and ‘Inconclusive’
will be used as temporary unknown status, but finally must be
transformed to one of the definite verdicts at the end of the
testing process.

b) Construction: From formalized formulas, a syntax
tree is constructed for further testing processes. In this process,
each formula representing a requirement will be transformed
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to an Abstract Syntax Tree (AST) using the TREEGEN algo-
rithm [17]. The standard BNF representation of each formula
is the input to construct an AST. All the generated ASTs
are finally combined to a syntax tree using a fast merging
algorithm [18]. The syntax tree will be transferred to the tester
as requirements and will be used to filter the captured traces.

c) Capturing: The monitor consecutively captures
traces of the protocol to be tested from points of observations
(P.Os) of the IUT, until the testing process finishes. When
messages are captured, they are tagged with a time-stamp tm
in order to test the properties with time constraints and to
provide verdicts on the performance requirements of the IUT.

d) Generating Filters and Setup: Once the syntax tree
is constructed, it will be applied to captured traces for playing
the role of a filter. Meanwhile, the tree will also be sent to the
tester with the definition of verdicts. According to different
conditions, verdicts are defined as below:
- PASS: The message or trace satisfies the requirements.
- FAIL: The message or trace does not satisfy the requirements.
- TIME-FAIL: The target message or trace cannot be observed
within the maximum time limitation. Since we are working
on online testing, a timeout is used to stop searching target
message in order to provide the real-time status. The timeout
value should be the maximum response time written in the
protocol standard. If we cannot observe the target message
within the timeout time, then a Time-Fail verdict will be
assigned to this property. It has to be noticed that this verdict
is only provided when no time constraint is required in the
requirement. If any time constraint is required, the violation
of this requirement will be concluded as Fail, not as a Time-
Fail verdict.
- INCONCLUSIVE: Uncertain status of the properties. Differ-
ent from offline testing, this verdict will not appear in the final
results. It only exists at the beginning of the test or when the
test is paused, in order to describe the indeterminate state of the
properties (e.g., a property that requires a special occurrence
on the protocol that did not occur yet).
- DATA-INC (Data Inconclusive): In the testing process, some
properties may be evaluated through traces containing only
control portion (there is no data portion or the latter case
mentioned in Step ‘Transferring’). If any property requires for
testing the data portion, Data-Inc verdicts will be assigned to
the property, due to the fact that no data portion can be tested.
However, these Data-Inc verdicts will be eventually updated to
Pass or Fail based on the data (coming from complete traces)
analyzed on the tested properties. Currently we are using
worst-case solution (all concluded as Fail verdicts). It won’t
affect the overall results, since Data-Inc verdicts only represent
a tiny proportion (less than 0.1%) of the whole traces in
our experiments. However, expecting eventual contingencies,
we plan, in the future, to apply a support vector machine
(SVM) approach [19] in order to train our testing processes
and predicate the Data-Inc verdicts.

e) Filtering: The incoming captured traces will go
through the filtering module, and messages in the traces are
filtered into different sets. The unnecessary messages irrelevant
to any of the requirements are filtered into the “Unknown” set,
and they will not go through the testing process. Finally, traces
will be filtered to multiple optimized streams. This step will
obviously reduce the processing time, since futile comparisons
with irrelevant messages are omitted.

f) Transferring: The filtered traces are transferred (6a)
to the tester when the tester is capable for testing. If the tester
priority has to be decreased (e.g., the CPU and RAM must
be used for another task on this computer of the end-user), a
”load notification” (7) is provided to the monitor in order to
transfer/store incoming traces. Based on the message format
of the protocols to be tested, different buffering methods will
be applied. itemsep=2.5pt, topsep=2pt, partopsep=0pt

• If in the message format, the size of its header is larger
than its body. Then the whole message will be buffered
in the temporary storage.

• On the contrary, if the size of its header is equal
or less than its body, then only the control portion
of the packets are buffered (6b) in the temporary
storage. Since not all the protocol requirements have
specific needs on the data portion, only buffering the
control portion will save a lot of memory space when
buffering millions of messages.

When the tester is available (notification obtained), the stored
traces are retransferred (6c) to the tester. In the latter case
mentioned above, only the control portion of packets are
provided. In both cases, the continuity of traces is ensured,
since no packet will be dropped in any condition. If the
protocol requirement has specific needs on the data portion,
then the new verdict Data-Inc can be given and will be
eventually updated to final verdicts by future analysis with
the entire traces (the tester is indeed available again).

Figure 2. Process of buffering and notification

g) Load Notification: When the tester reaches its limit
regarding the amount of data processable or is given a lower
priority (e.g., to discharge the CPU / RAM), it sends a ”Load
Notification Y ” to pause incoming filtered traces and store
them in the temporary storage. When the tester is available
back, a ”Load Notification N” to release stored traces and
to pursue incoming packets is sent. A brief description of
processes 6 and 7 is shown in Figure 2.

As the figure illustrates, when captured traces from the
IUT are transferred to the tester buffer, a checking overflow
function will be called. If the buffer already reached to its
maximum capacity, it will notify the IUT to redirect incoming
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traces to temporary storage in order to avoid the overflow.
On the contrary, if the buffer is in a stable condition, it will
send the available notification N to the temporary storage for
releasing stored messages and to the IUT for returning back
to normal transport process.

h) Evaluation: The tester checks whether the incoming
traces satisfy the formalized requirements, and provides the
final verdicts Pass, Fail or Time-Fail and temporary verdicts
Inconclusive or Data-Inc.

IV. EXPERIMENTS

A. Environment
The IMS is a standardized framework for delivering IP

multimedia services to users in mobility. It aims at facilitating
the access to voice or multimedia services in an access
independent way, in order to develop the fixed-mobile conver-
gence. Most communication with its core network and between
the services is done using the Session Initiation Protocol
(SIP) [20].

Figure 3. Experiments environment

For our experiments, communication traces were obtained
through ZOIPER [21] which is a VoIP soft client, meant to
work with any IP-based communication systems and infras-
tructure. We run four ZOIPER VoIP clients on the virtual
machines using VirtualBox for Mac version 4.2.16. On the
other side, the server is provided by Fonality [22], which is
running Asterisk PBX 1.6.0.28-samy-r115. As Figure 3 shows,
the tests are performed in the virtual machines by opening a
live capture on the client local interface. This live capture is
processed by the clients using an implementation of the formal
approach above mentioned and was developed in C code.

B. Test Results
For better understanding how our approach works, we

illustrate a simple use case tested on one of the clients.
As shown in Figure 4, we have a SIP requirement to be
tested: “Every 2xx response for INVITE request must
be responded with an ACK within 2s”, which can be
formalized to a formula: ∀x(request(x) ∧ x.method =
INVITE→ ∃y>x(responds(y, x) ∧ success(y)) →
∃z>y(ackResponse(z, x, y) ∧ withintime(z, y, 2s))).

This formula will be transformed to a syntax tree. When
the syntax tree is generated and transferred to the IUT monitor,
it will start to capture the trace and apply the syntax tree as
a filter (step 3 and 4) for captured messages. Meanwhile, the
syntax tree will be applied in the tester as requirement. Once
the captured trace is filtered into different sets (step 5), it will
check the Load Notification value first. Currently, the Load
Notification value equals to N, which makes the tester available
to test incoming traces. Then all incoming traces will be sent
to the tester directly (step 6a). As soon as the tester receives

the trace, it tests the trace through the formalized property.
When the tester is almost reaching to its maximum capacity,
it will send a load notification value Y back to the monitor
(step 7 and 8). In this case, all incoming traces will be stored
in the temporary storage (step 6b) until the tester recovers to
an available state (step 6c). Finally, after our 2 hours testing
process, we got 18864 ‘Pass’ verdicts, 5 ‘Fail’ verdicts caused
by violation of the time constraint and no Time-Fail verdicts.

Secondly, we test our approach in a more complex environ-
ment. It has been performed to concurrently test five properties
on a huge set of messages: “Prop.1: Every request must be
responded”, “Prop.2: Every request must be responded within
8s”, “Prop.3: Every INVITE request must be responded”,
“Prop.4: Every INVITE request must be responded within 4s”
and “Prop.5: Every REGISTER request must be responded”.

The table I shows a snapshot of temporary testing verdicts
after 3 hours online continuously testing. Benefited from the
filtering function, more than 70% irrelevant messages are
filtered out before testing process, which apparently reduce
the cost of computing resources. Besides, numbers of Fail
and Time-Fail verdicts can be observed. Time-Fail verdicts
in Prop.1, Prop.3 and Prop.5 indicate that there are 61432,
29673 and 3924 messages respectively that cannot be observed
within the timeout, in other words, they are lost during the
communication between the client and the server. Besides, the
‘0’ Fail verdict indicates there is no error observed in the data
portion for these three properties currently. On the other side,
Fail verdicts reported in Prop.2 and Prop.4 indicate that there
are 194579 and 97339 messages that cannot satisfy the time
requirement. These Fail verdicts include the Time-Fail verdicts
reported in Prop.1 and Prop.3, since lost messages also violate
the time requirement.

Moreover, several ‘Inconclusive’ verdicts indicating the
numbers of pending procedures for each property can be
observed. We also used the control-portion-only buffering
mechanism to test the usage of ‘Data-Inc’. All the buffered
messages without data portion are successfully reported as
‘Data-Inc’ shown in Table I. Since they take a tiny proportion
of whole traces (between 0.015% and 0.09%), we conclude
them as Fail in the worst-case. During the whole testing
process, our approach successfully handled this huge set of
messages and did not suspend.

V. CONCLUSION

This paper presents a new logic-based online passive test-
ing approach to test conformance and performance of network
protocol implementation. Our approach allows to formally
define relations between messages and message data, and then
to use such relations in order to define the conformance and
performance properties that are evaluated on real-time protocol
traces. The evaluation of the property returns a Pass, Fail,
Time-Fail, Inconclusive or Data-Inc result, derived from the
given trace. The approach also includes an online testing
framework. To verify and test the approach, we designed
several SIP properties to be evaluated by our approach. Our
methodology has been implemented into an environment which
provides the real-time IMS communications, and we success-
fully obtained relevant results from testing several properties
online.

Furthermore, as future works, we aim at applying our
approach under billions of messages and extending more
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Requirement:

Every 2xx response for INVITE request

must be responded with an ACK within 2s
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ACKUnknown
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... ... ...
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Step 5 Filtering

Step 6(a) Transferring

Step 6(c)
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Step 6(b) Buffering

Step 7 Load Notification

Step 8 Evaluation

Step 4 Generating Filter

Tester:

Evaluation
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Temporary Storage

30798
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Step 4: Setup

Step 7 Load Notification

No. Messages

80000
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18864

Fail

5

Time-Fail

0

Final Result:

Formalized Formula:

Figure 4. Use case for Testing Process

Properties Total Messages Filtered out Messages Filtered out Rate Pass Fail Time-Fail Incon Data-Inc
Prop.1 2324506 1631797 70.19% 631271 0 61432 52 2164
Prop.2 2324506 1631797 70.19% 498124 194579 0 52 2164
Prop.3 2324506 1979904 85.17% 314923 0 29673 14 1086
Prop.4 2324506 1979904 85.17% 247257 97339 0 14 1086
Prop.5 2324506 2259032 97.18% 61550 0 3924 6 371

TABLE I. Online Testing result for Properties

testers in a distributed environment. Thus, the efficiency and
processing capacity of the approach will be scalably tested.
Meanwhile, we will work on the optimization of our algo-
rithms to severe situations in case of several distributed P.Os,
and try to use SVM for predicting Data-Inc verdicts and thus
to avoid non relevant situations.
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Abstract—In a simple clausal logical structure, a set of clauses
determines models, each of which is a subset of some prede-
termined set G and represents a possible state of a world. A
multiple-world clausal logical structure is an extension of a simple
clausal logical structure, wherein multiple worlds are considered
simultaneously. Each world model may be related not only to
its corresponding set of clauses, but also to other world models.
We define a method for multiple-world extension of a clausal
logical structure. By applying this extension, we propose a new
multiple-world clausal logical structure for S-expression atoms
with definitions of several concrete constraints, which together
provide rich expressive power including function variables and
concepts such as argmax and negation.

Keywords–Multiple-world logical structure; Referential con-
straint; Specialization system; Declarative description.

I. INTRODUCTION

An abstract notion of a logical structure has been in-
troduced since 2006 [1], by which the general concepts of
descriptions (formulas), interpretations, models, and their inter-
relations are formalized axiomatically. Let G denote the set of
all ground first-order atoms. First-order formulas constitute a
logical structure, where interpretations and models are subsets
of G. Similarly, clause sets form another logical structure,
where interpretations and models are again subsets of G. A
logical structure defines a relation between a description k
and a model x of k, i.e., x ∈ Models(k), where Models is
a mapping that determines the set of all models of a given
description.

Basic methods for construction of logical structures have
been proposed by Akama and Nantajeewarawat [2], including
generation of a logical structure from a specialization system,
construction of a conjunctive logical structure, and logical
structure morphing. Such construction methods are essential
for formulating and understanding new logical structures and
extending existing logical structures to obtain richer expressive
power, computation efficiency, and computation completeness
[3].

This paper proposes a new method for constructing logi-
cal structures, by which a logical structure for dealing with
multiple worlds is constructed from simple clausal logical
structures. This is typically explained by the following system
of membership constraints:

xJ ∈ Models(kJ, xJ, xH)
xH ∈ Models(kH, xJ, xH)

They together represent a situation in which there are two
persons, say John and Henry, and their beliefs, say xJ and
xH, respectively, are described by kJ and kH together with the
beliefs themselves.

There are two main important features:

1) There may be multiple worlds; a pair of a description
and a set of possible models is called a world.

2) The mapping Models is used and it takes models as
arguments.

By applying this construction method to an S-expression
clausal logical structure, we propose a multiple-world clausal
logical structure for S-expression atoms. We show that this
extension provides rich expressive power.

For example, when we want to find all persons who earn
maximum salary in a department, we may write the following
clause:

(h ∗name)← (argmax ∗name (∗n ∗s) ((emp ∗n ∗a ∗s ∗d))).

The predicate argmax takes three arguments. The third one is
in general a sequence of atoms. Its second and third arguments
are used to represent a relation between names and salaries:

S = {(n, s)|(emp n a s d)}.

We need to maximize s by changing n in the set S. The
predicate argmax can not be defined by usual clauses. By
the theory to be proposed in this paper, argmax is defined as
a new type of constraint. By adding a clause C, given by

C = ((p ∗n ∗s)← (emp ∗n ∗a ∗s ∗d)),

to a set Cs of clauses, the new multiple-world semantics
proposed in this paper allows us to construct a constraint that
refers to a model of Cs ∪ {C}, and thus, to refer to its subset
S.

Multiple-world extension of clausal logical structures is
also useful for representing other database constraints such
as max, min, summation, and average. Moreover negation
is also represented by using the same semantics. Together
with function variables, the proposed logical structure has a
very rich expressive power that is purely declarative and it
is rigorously formulated based on an abstract definition of a
logical structure.
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The rest of the paper is organized as follows: Section II
recalls an abstract notion of a logical structure and its related
basic concepts, and identifies the main objective of the paper.
Section III provides a general notion of a specialization system,
and defines a specialization system for S-expressions and
that for function variables and function constants. Section IV
formalizes constraints, defines declarative descriptions along
with their models, associates with a declarative description a
system of membership constraints, and formulates a logical
structure for declarative descriptions. Section V shows rich
expressive power of an S-expression-based logical structure,
which is directly created by instantiation of the general theory,
by defining constraints and func-atoms, which cannot be sup-
plied by the conventional first-order logic. Section VI provides
conclusions.

Preliminary Notation

The following notation will be used. For any sets A and
B, pow(A) denotes the power set of A, Map(A,B) the set
of all mappings from A to B, and partialMap(A) the set of
all partial mappings on A (i.e., from A to A itself). Given a
binary relation r, dom(r) and ran(r) denote the domain and
the range of r, respectively. For any partial mappings f and
g such that dom(f) ⊇ ran(g), f ◦ g denotes the composition
of f with g, i.e., for each a ∈ dom(g), (f ◦ g)(a) = f(g(a)).
Let Bool = {true, false}.

II. LOGICAL STRUCTURES AND BASIC RELATED
CONCEPTS

A. Logical Structures

An abstract notion of a logical structure [1] is recalled first.

Definition 1: Let G be a set. A logical structure L on G
is a triple 〈K, I, ν〉, where

1) K is a set,
2) I = pow(G),
3) ν : K → Map(I,Bool).

An element of K is called a description. An element of I is
called an interpretation.

Given an arbitrary set G, a logical structure L = 〈K,
I, ν〉 on G is a representation system. Intuitively, when we
have a subset G of G in mind as a target atom set to be
represented, we can provide information about the target atom
set G using some description k ∈ K, i.e., G satisfies the
condition ν(k)(G) = true.

The concept of an interpretation in Definition 1 is very
different from an interpretation in the usual logic [4][5]. The
set G in Definition 1 is more similar to the Herbrand Base
[6] for a given description, but they are not exactly the same.
The Herbrand Base depends on a given description (logical
formula). There is no common set like G in the definition of
the Herbrand Base. However, in our theory, a unique set G
is firstly given. The objective of defining a logical structure
is to define a representation system in which a description
determines a set of possible subsets of G.

Despite its simplicity, the abstract notion given by Defini-
tion 1 provides a sufficient structure for defining the concepts

of logical equivalence, models, satisfiability, and logical con-
sequence, which will be given in Definition 2.

Definition 2: Let L = 〈K, I, ν〉 be a logical structure. Two
descriptions k1, k2 ∈ K are logically equivalent in L, denoted
by k1 ≡L k2, iff ν(k1) = ν(k2). An interpretation I ∈ I is
a model in L of a description k ∈ K iff ν(k)(I) = true. A
description k ∈ K is satisfiable in L iff there exists a model
in L of k. A description k1 ∈ K is a logical consequence in
L of a description k2 ∈ K, denoted by k2 |=L k1, iff every
model in L of k2 is a model in L of k1.

For these concepts to have practical meanings, it is neces-
sary to give appropriate structure to elements of K and I and
also to the mapping ν. This process is called logical structure
instantiation, which is illustrated below.

B. Logical Structure Instantiation: Examples

Instantiation of the abstract notion of a logical structure into
first-order logic and into a clausal logical system is illustrated
below.

1) First-Order Logic: Let G be the set of all variable-free
atomic formulas (atoms) and K the set of all closed first-order
formulas. Let ν be defined by: for any k ∈ K and any G ⊆ G,
ν(k)(G) = true iff k is true with respect to G. Then 〈K,
pow(G), ν〉 is a logical structure on G.

2) Clausal Logical Systems: Let G be the set of all variable-
free atoms and K the set of all sets of clauses. Let ν be defined
by: for any k ∈ K and any G ⊆ G, ν(k)(G) = true iff all
clauses in k are true with respect to G. Then 〈K, pow(G), ν〉
is a logical structure on G.

C. The Primary Objective of the Paper

The objective of the paper is twofold:

1) To develop a method for multiple-world extension of
logical structures (Section IV).

2) To introduce a concrete logical structure in the S-
expression space by the instantiation of the proposed
method (Section V).

The resulting concrete logical structure provides multiple-
world knowledge representation based on an extended space
with (i) clauses and iff-formulas, and with (ii) function vari-
ables and function constants.

III. SPECIALIZATION SYSTEMS

A. Specialization Systems

The notion of a specialization system [7] is recalled below.

Definition 3: A specialization system Γ is a quadruple 〈A,
G,S, µ〉 of three sets A, G, and S, and a mapping µ from S
to partialMap(A) that satisfies the following conditions:

1) (∀s′, s′′ ∈ S)(∃s ∈ S) : µ(s) = µ(s′) ◦ µ(s′′).
2) (∃s ∈ S)(∀a ∈ A) : µ(s)(a) = a.
3) G ⊆ A.

Elements of A, G, and S are called atoms, ground atoms,
and specializations, respectively. The mapping µ is called the
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specialization operator of Γ. A specialization s ∈ S is said to
be applicable to a ∈ A iff a ∈ dom(µ(s)).

In the sequel, assume that a specialization system Γ = 〈A,
G,S, µ〉 is given. A specialization in S will often be denoted
by a Greek letter such as θ. A specialization θ ∈ S will
be identified with the partial mapping µ(θ) and used as a
postfix unary (partial) operator on A (e.g., µ(θ)(a) = aθ),
provided that no confusion is caused. Let ε denote the identity
specialization in S, i.e., aε = a for any a ∈ A. For any
θ, σ ∈ S, let θ ◦ σ denote a specialization ρ ∈ S such that
µ(ρ) = µ(σ) ◦ µ(θ), i.e., a(θ ◦ σ) = (aθ)σ for any a ∈ A. A
subset A′ of A is said to be closed iff aθ ∈ A′ for any a ∈ A′

and any θ ∈ S.

B. A Specialization System for S-Expressions

Next, a specialization system for S-expressions is intro-
duced. It will be used for providing concrete examples of
constraints and declarative descriptions in Section V.

An alphabet ∆ = 〈K,V〉 is assumed, where K is a
countably infinite set of constants, V is a countably infinite set
of variables, K and V are disjoint, and nil ∈ K. Assume that
K includes the set of all numbers. As notational conventions,
each variable begins with an asterisk (e.g., ∗x), while constants
do not.

An S-expression (symbolic expression) on ∆ is defined
inductively as follows:

1) A constant in K is an S-expression on ∆.
2) A variable in V is an S-expression on ∆.
3) If a and a′ are S-expressions on ∆, then (a|a′) is an

S-expression on ∆.

An S-expression (a1|(a2| · · · |(an|nil) · · · )) is often written as
(a1 a2 · · · an). The S-expression nil is often written as ().

A substitution on ∆ is a finite set of bindings
{v1/a1, . . . , vn/an} such that for each i ∈ {1, . . . , n}, vi ∈ V

and ai is an S-expression on ∆ such that vi 6= ai.

A specialization system ΓS = 〈A,G,S, µ〉 for S-
expressions is defined by:

1) A is the set of all S-expressions on ∆.
2) G is the set of all variable-free S-expressions on ∆.
3) S is the set of all substitutions on ∆.
4) µ : S → partialMap(A) such that for any a ∈ A and

any s ∈ S, µ(s)(a) is the S-expression obtained from
a by simultaneously applying all bindings in s to a.

C. A Specialization System for Function Variables and Func-
tion Constants

The conventional Skolemization is not a meaning-preserv-
ing transformation [6]. Meaning-preserving Skolemization was
recently developed in [3], in which function variables are used
in place of Skolem functions. For example,

(motherOf ∗x ∗y)← 〈ffunc, h1, ∗y, ∗x〉

is used for representing the statement “every person has his/her
mother”, where h1 is a function variable, which determines
a mother ∗x of ∗y by ∗x = f1(∗y) using some unknown

function f1 obtained by instantiation of h1. The specialization
system ΓF is introduced below for function variables and their
instantiations.

Let FV be the set of all function variables, and let

FC =
⋃

n∈N

Map(Gn,G),

where N is the set of all nonnegative integers. Elements of
FC are called function constants. Let ΓF be defined as a
specialization system 〈AF,GF,SF, µF〉 as follows:

1) AF = FV ∪ FC,
2) GF = FC,
3) SF the set of all substitutions on 〈FV ,FV ∪ FC〉,
4) µF : SF → partialMap(AF) such that for any f ∈

AF and any s ∈ SF, µ(s)(f) is obtained from f by
applying the substitution s to it.

IV. DECLARATIVE DESCRIPTIONS AND THEIR MODELS

A description, called a declarative description, is intro-
duced in this section. Declarative descriptions form a knowl-
edge representation scheme with the following characteristics:
(i) multiple-world representation, (ii) clauses and iff-formulas,
and (iii) function variables and function constants.

A. Constraints

Assume that Γ = 〈A,G,S, µ〉 and Γc = 〈Ac,Gc,S, µc〉
are specialization systems with the set S of specializations in
common. They are used below, along with the specialization
system ΓF (Section III-C), for defining constraints, clauses,
and declarative descriptions.

A constraint is an expression such that the truth value of its
ground instantiation is predetermined. In this paper, constraint
is represented by using a tuple enclosed by a pair of angle
brackets. A constraint of the simplest type uses only terms as
its arguments, e.g., an equality constraint 〈feq, t1, t2〉. We also
use function variables/constants as arguments. For example
〈ffunc, h0, t, t

′〉 is a constraint with a unary function variable
h0, and it is true iff h0(t) = t′. The most important type of con-
straints for multiple-world semantics is the one that refers to
models of some sets of clauses. For example, 〈fnot, (p ∗x), l2〉
is a not-constraint, which has a world label l2 that refers to a
model of a set of clauses. Intuitively, 〈fnot, (p ∗x), l2〉 means
that (p ∗x) /∈ model(l2), where model(l2) is a model of the
world l2.

Definition 4: Let L be a set of labels. A constraint on
〈Γ,Γc, L,ΓF〉 is an (m+ 1)-tuple 〈φ, d1, d2, . . . , dm〉, where

1) m ≥ 0,
2) φ : (Gc ∪ G ∪ pow(G) ∪ GF)m → Bool, and
3) for each i ∈ {1, . . . ,m}, di ∈ Ac ∪ A ∪ L ∪ AF.

A constraint 〈φ, d1, d2, . . . , dm〉 on 〈Γ,Γc, L,ΓF〉 is called
a referential constraint if di is a label in L for some i ∈
{1, . . . ,m}. It is called a simple constraint otherwise. It is
called a ground constraint iff for any i ∈ {1, . . . ,m}, di ∈ Gc∪
G ∪ L ∪ GF. Let CON(Γ,Γc, L,ΓF) and GCON(Γ,Γc, L,ΓF)
denote the set of all constraints and that of all ground con-
straints, respectively, on 〈Γ,Γc, L,ΓF〉.
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A specialization θ ∈ S is always applicable to labels and
elements in AF and its application does not change them, i.e.,
for any label l and any a ∈ AF, the results of applying θ
to l and a, denoted by lθ and aθ, are l and a, respectively,
themselves. Given a constraint c = 〈φ, d1, d2, . . . , dm〉 and
a specialization θ ∈ S, (i) θ is applicable to c iff it is
applicable to each of d1, d2, . . . , dm, and (ii) when applicable,
the result of applying θ to c, denoted by cθ, is defined by
cθ = 〈φ, d1θ, d2θ, . . . , dmθ〉. A specialization θ ∈ SF is
always applicable to elements of Ac∪A∪L, and its application
does not change them. A specialization θ ∈ SF is always
applicable to an element f in AF , and its application changes
it into fθ.

B. Clauses and Iff-Formulas

A declarative description proposed in this paper consists
of clauses and iff-formulas. Some set of clauses can be
equivalently and more concisely represented by an iff-formula
with higher chance of transformation. For example, the set of
three clauses

(q ∗A ∗B), (r ∗B)← (p ∗A ∗B),
(p ∗A ∗B)← (q ∗A ∗B),
(p ∗A ∗B)← (r ∗B)

can be represented by the iff-formula

(p ∗A ∗B)↔ ({(q ∗A ∗B)} ∨ {(r ∗B)}).

Definition 5: Let L be a set of labels. A clause C on
〈Γ,Γc, L,ΓF〉 is an expression of the form

a1, a2, . . . , am ← b1, b2, . . . , bn,

where (i) m,n ≥ 0, (ii) for each i ∈ {1, . . . ,m}, ai is an atom
in A, and (iii) for each j ∈ {1, . . . , n}, bj is an atom in A or a
constraint on 〈Γ,Γc, L,ΓF〉 (i.e., bj ∈ A∪CON(Γ,Γc, L,ΓF)).
The set {a1, a2, . . . , am} is called the left-hand side of C,
denoted by lhs(C), and the set {b1, b2, . . . , bn} is called the
right-hand side of C, denoted by rhs(C). The set rhs(C)−A
is denoted by con(C). C is called a referential clause if there
exists i ∈ {1, . . . , n} such that bi is a referential constraint.
It is called a simple clause otherwise. It is called a ground
clause iff (i) for each i ∈ {1, . . . ,m}, ai ∈ G, and (ii)
for each j ∈ {1, . . . , n}, bj ∈ G ∪ GCON(Γ,Γc, L,ΓF).
Let CL(Γ,Γc, L,ΓF) and GCL(Γ,Γc, L,ΓF) denote the set
of all clauses and that of all ground clauses, respectively,
on 〈Γ,Γc, L,ΓF〉. Let GCL(G) denote the set of all ground
clauses that consist only of atoms in G.

Given a clause C = (a1, a2, . . . , am ← b1, b2, . . . , bn) and
a specialization θ ∈ S ∪ SF, (i) θ is applicable to C iff it
is applicable to each of a1, a2, . . . , am, b1, b2, . . . , bn, and (ii)
when applicable, the result of applying θ to C, denoted by Cθ,
is defined by Cθ = (a1θ, a2θ, . . . , amθ ← b1θ, b2θ, . . . , bnθ).

Definition 6: An if-and-only-if formula (for short, iff-
formula) I on 〈Γ,Γc, L,ΓF〉 is a formula of the form

a↔ (conj1 ∨ conj2 ∨ · · · ∨ conjn),

where (i) n ≥ 0, (ii) a ∈ A, and (iii) each of the conji is a fi-
nite subset of A∪CON(Γ,Γc, L,ΓF). For each i ∈ {1, . . . , n},
conji corresponds to the conjunction

∧

{b | b ∈ conji}
of atoms and constraints in conji, and this conjunction is
denoted by F(conji). The atom a is called the head of the
iff-formula I , denoted by head(I); n is called the number
of conjunctions in I , denoted by #Conj(I); and for each
i ∈ {1, . . . , n}, conji is called the ith conjunction in the right-
hand side of I , denoted by rhsi(I). The set of all constraints
occurring in I is denoted by con(I). I is called a ground iff-
formula if a, conj1, conj2, . . . , conjn are all ground. When
emphasis is given to its head, an iff-formula whose head
is an atom a is often referred to as iff(a). An iff-formula
I = (a↔ (conj1∨· · ·∨conjn)) corresponds to the universally
quantified formula ∀(a↔ (F(conj1)∨· · ·∨F(conjn))), which
is denoted by F(I). Let IFF(Γ,Γc, L,ΓF) and GIFF(Γ,Γc,
L,ΓF) be the set of all iff-formulas and that of all ground iff-
formulas, respectively, on 〈Γ,Γc, L,ΓF〉. Let GIFF(G) denote
the set of all ground iff-formulas that consist only of atoms in
G.

If I is an iff-formula a ↔ (conj1 ∨ conj2 ∨ · · · ∨ conjn)
on 〈Γ,Γc, L,ΓF〉, then:

• For any θ ∈ S ∪ SF and any i ∈ {1, . . . , n}, if
conji = {b1, b2, . . . , bk}, then (i) θ is applicable to
conji iff it is applicable to each of b1, b2, . . . , bk, and
(ii) when applicable, the result of applying θ to conji,
denoted by conjiθ, is defined by conjiθ = {b1θ, b2θ,
. . . , bkθ}.

• For any θ ∈ S ∪ SF, (i) θ is applicable to I iff it is
applicable to a and each of conj1, conj2, . . . , conjn,
and (ii) when applicable, the result of applying θ to I ,
denoted by Iθ, is defined by Iθ = (aθ ↔ (conj1θ ∨
conj2θ ∨ · · · ∨ conjnθ).

C. Declarative Descriptions

A declarative description consists of clauses and iff-
formulas. They may have labels inside referential constraints,
by which we can have richer expressive power. For example,
the constraint in the right-hand side of the iff-formula

l3 : (odd ∗x)↔ {〈φnot, (even ∗x), l3〉, (int ∗x)}

means that ∗x is an odd number iff ∗x is an integer that is not
even.

Definition 7: Let L be a set of labels. A declarative
description D on 〈Γ,Γc,L,ΓF〉 is a triple 〈l, L, f〉, where

1) l ∈ L,
2) L ⊆ L, and
3) f : L→ pow(CL(Γ,Γc, L,ΓF) ∪ IFF(Γ,Γc, L,ΓF)).

D is called a referential declarative description if there exists
a referential clause in the set

⋃

{f(l) | l ∈ L}. It is
called a simple declarative description otherwise. The set of
all declarative descriptions on 〈Γ,Γc,L,ΓF〉 is denoted by
DD(Γ,Γc,L,ΓF).
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D. Evaluation of Constraints

Let D = 〈l0, L, f〉 be a declarative description on 〈Γ,Γc,
L,ΓF〉 and l0, l1, . . . , lk are all the labels in L, listed according
to some predetermined order. Mappings

• val : GCON(Γ,Γc, L,ΓF)× pow(G)k+1 → Bool,

• TCON : pow(G)k+1 → pow(GCON(Γ,Γc, L,ΓF))

are introduced for evaluation of constraints and determination
of the sets of all true constraints with respect to ground atom
sets associated with l0, l1, . . . , lk. They are defined as follows:

1) For any constraint

c = 〈φ, d1, d2, . . . , dm〉 ∈ GCON(Γ,Γc, L,ΓF)

and any G0, G1, . . . , Gk ⊆ G,

val(c,G0, G1, . . . , Gk) = φ(g1, g2, . . . , gm),

where for each i ∈ {0, 1, . . . ,m},

gi =

{

di if di ∈ G ∪ Gc,
Gj if di = lj for some j ∈ {0, 1, . . . , k}.

2) For any G0, G1, . . . , Gk ⊆ G, TCON(G0, G1, . . . ,
Gk) is the set

{c ∈ GCON(Γ,Γc, L,ΓF)
| val(c,G0, G1, . . . , Gk) = true}.

E. Evaluation of Clauses and Iff-Formulas

Using the mapping TCON, ground clause sets and ground
iff-formula sets, respectively, are associated with the labels of
D by the mappings

• gclSet : L× pow(G)k+1 → pow(GCL(G)),

• giffSet : L× pow(G)k+1 → pow(GIFF(G)),

which are defined as follows:

1) For any j ∈ {0, 1, . . . , k} and any G0, G1, . . . , Gk ⊆
G, gclSet(lj , G0, G1, . . . , Gk) is the set

{C ′ ∈ GCL(G)
| (∃C ∈ f(lj) ∩ CL(Γ,Γc, L,ΓF))
(∃θ ∈ S)(∃σ ∈ SF) :

(Cθσ ∈ GCL(Γ,Γc, L,ΓF)) &
(con(Cθσ) ⊆ TCON(G0, G1, . . . , Gk)) &
(lhs(C ′) = lhs(Cθσ)) &
(rhs(C ′) = rhs(Cθσ) − con(Cθσ))}.

2) For any j ∈ {0, 1, . . . , k} and any G0, G1, . . . , Gk ⊆
G, giffSet(lj , G0, G1, . . . , Gk) is the set

{I ′ ∈ GIFF(G)
| (∃I ∈ f(lj) ∩ IFF(Γ,Γc, L,ΓF))
(∃θ ∈ S)(∃σ ∈ SF) :

(Iθσ ∈ GIFF(Γ,Γc, L,ΓF)) &
(con(Iθσ) ⊆ TCON(G0, G1, . . . , Gk)) &
(head(I ′) = head(Iθσ)) &
(#Conj(I ′) = #Conj(I)) &
(∀i ∈ {1, 2, . . . ,#Conj(I)} :

rhsi(I ′) = rhsi(Iθσ) − con(Iθσ))}.

F. Models of Declarative Descriptions

Truth values of ground clauses in GCL(G) and ground iff-
formulas in GIFF(G) are defined below. Let G be an arbitrary
subset of G. Then:

• A ground clause C ∈ GCL(G) is true with respect to
G iff lhs(C) ∩G 6= ∅ or rhs(C) 6⊆ G.

• A ground iff-formula I ∈ GIFF(G) is true with
respect to G iff one of the following conditions is
satisfied:

1) head(I) ∈ G and for some i ∈ {1, 2, . . . ,
#Conj(I)}, rhsi(I) ⊆ G.

2) head(I) 6∈ G and for any i ∈ {1, 2, . . . ,
#Conj(I)}, rhsi(I) 6⊆ G.

Given these definitions, a mapping

Models : pow(GCL(G) ∪ GIFF(G))→ pow(pow(G))

is then defined by: For any K ⊆ GCL(G)∪GIFF(G) and any
G ⊆ pow(G), G ∈ Models(K) iff for any k ∈ K, k is true
with respect to G.

Now let D = 〈l0, L, f〉 be a declarative description on
〈Γ,Γc,L,ΓF〉 and l0, l1, . . . , lk are all the labels in L, listed
according to some predetermined order. For any j ∈ {0, 1, . . . ,
k}, a mapping

modelj : pow(G)k+1 → pow(pow(G))

is defined as follows: For any G0, G1, . . . , Gk ⊆ G,

modelj(G0, G1, . . . , Gk) = Models(Kj),

where Kj is the union of the following two sets:

• gclSet(lj , G0, G1, . . . , Gk) ⊆ GCL(G)

• giffSet(lj , G0, G1, . . . , Gk) ⊆ GIFF(G)

Using the mappings model0,model1, . . . ,modelk, the
declarative description D determines a collection of the fol-
lowing membership constraints:

x0 ∈ model0(x0, x1, . . . , xk)
x1 ∈ model1(x0, x1, . . . , xk)

· · ·
xk ∈ modelk(x0, x1, . . . , xk)

This collection is called the system of membership constraints
for D, denoted by SMC(D).

Definition 8: [G,G1, G2, . . . , Gk] is an extended model
of D iff the set of equations {x0 = G, x1 = G1, x2 =
G2, . . . , xk = Gk} satisfies SMC(D).

Definition 9: G is a model of D iff there exist G1, G2,
. . . , Gk such that [G,G1, G2, . . . , Gk] is an extended model
of D.
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G. A Logical Structure for Declarative Descriptions

Using the class of declarative descriptions proposed so far,
a logical structure L = 〈K, I, ν〉 for declarative descriptions
on 〈Γ,Γc,L,ΓF〉 is defined as follows:

1) K = DD(Γ,Γc,L,ΓF).
2) I = pow(G).
3) ν : K → Map(I, Bool) is defined as follows: Let

L ⊆ L. Let D = 〈l0, L, f〉 be a declarative descrip-
tion on 〈Γ,Γc,L,ΓF〉 and l0, l1, . . . , lk are all the
labels in L, where l1, . . . , lk are listed according to
some predetermined order of labels in L. Then for any
G ⊆ G, ν(D)(G) = true iff there exist G1, . . . , Gk ⊆
G such that (x0 = G;x1 = G1; . . . ;xk = Gk)
satisfies SMC(D).

V. CONSTRAINTS IN THE S-EXPRESSION SPACE

Referring to the specialization system ΓS = 〈A,G,S, µ〉
given in Section III-B, we define important constraints in the
specific domain of S-expressions. We also show that func-
atoms can be realized in the same class of constraints. In the
rest of this paper,

• we assume that Γ = Γc = ΓS, and we consider
DD(ΓS,ΓS,L,ΓF);

• let H = Gc ∪ G ∪ pow(G) ∪ GF.

A. Reference to a Database

The iff-formula in Fig. 1 represents an employee table con-
sisting of four columns, i.e., name, age, salary, and department,
where eq-atoms are defined by the set of iff-formulas

{((eq ā b̄)↔ (true)) |
(ā and b̄ are variable-free S-expressions in G) &
(ā = b̄)}.

Reference from a world to a table in another world is
realized by the use of a referential constraint. For example,
for referring to the 4th argument (i.e., the department column)
of employee table above, the constraint 〈φrefer, l0, emp, 4, ∗a4〉
can be used by assuming a mapping φrefer : H

4 → Bool given
by: φrefer(G, t1, t2, t3) = true iff G ⊆ G, t1, t2, t3 ∈ Gc, and
(refer t1 t2 t3) ∈ G, where refer is defined by the clause

l0: (refer emp 4 ∗d)← (emp ∗n ∗a ∗s ∗d).

Several kinds of constraints can be constructed for formu-
lating aggregate operations concerning a referenced database,

l0: (emp ∗n ∗a ∗s ∗d) ↔
({(eq ∗n John), (eq ∗a 34), (eq ∗s 8600), (eq ∗d d1)} ∨
{(eq ∗n Morgan), (eq ∗a 24), (eq ∗s 6300), (eq ∗d d2)} ∨
{(eq ∗n Lewis), (eq ∗a 42), (eq ∗s 9000), (eq ∗d d3)} ∨
{(eq ∗n Long), (eq ∗a 34), (eq ∗s 8500), (eq ∗d d2)} ∨
{(eq ∗n Henry), (eq ∗a 29), (eq ∗s 12300), (eq ∗d d1)} ∨
{(eq ∗n Thomas), (eq ∗a 31), (eq ∗s 7300), (eq ∗d d3)} ∨
{(eq ∗n Martin), (eq ∗a 45), (eq ∗s 7500), (eq ∗d d1)})

Figure 1. Representing an employee table

including operations that are commonly supported by a stan-
dard SQL, e.g., max, min, average, and sum [8][9][10], and
those that are not, e.g., argmax and argmin. Formulation of
the sum, argmax, and argmin operations using constraints is
illustrated below.

B. Summation

Summation can be formulated using a constraint defined
by the mapping

φsum : H3 → Bool,

where φsum(id,G, t) = true iff t is the sum of the elements of
the multi-set {s | (sum id n s) ∈ G}. Using φsum, the query
“find the sum of salaries of all the employees who work in the
department d1 or the department d2” is represented by:

l0: (ans ∗ x)← 〈φsum, id, l0, ∗x〉.
l0: (sum id ∗n ∗s)← (emp ∗n ∗a ∗s d1).
l0: (sum id ∗n ∗s)← (emp ∗n ∗a ∗s d2).

C. Argmax and Argmin

Argmax stands for the argument of the maximum. Given a
mapping f , argmax gives a value x that maximizes f(x). The
argmax constraint is defined using

φargmax : H
3 → Bool,

given by: φargmax(id,G, t) = true iff id ∈ Gc, G ⊆ G, t ∈ Gc,
and there exists t′ ∈ Gc such that

1) (argmax id t t′) ∈ G, and
2) for any t1, t2 ∈ Gc, if (argmax id t1 t2) ∈ G, then

t2 ≤ t′.

For instance, the query “find all persons who earn the maxi-
mum salary” is represented by:

l0: (ans ∗x)← 〈φargmax, id, l0, ∗x〉.
l0: (argmax id ∗n ∗s)← (emp ∗n ∗a ∗s ∗d).

Similarly, given a mapping f , argmin gives a value x that
minimizes f(x). The argmin constraint is defined using

φargmin : H3 → Bool,

given by: φargmin(id,G, t) = true iff id ∈ Gc, G ⊆ G, t ∈ Gc,
and there exists t′ ∈ Gc such that

1) (argmin id t t′) ∈ G, and
2) for any t1, t2 ∈ Gc, if (argmin id t1 t2) ∈ G, then

t2 ≥ t′.

The query “find all the youngest persons who work at the
department d1,” for example, is represented by:

l0: (ans ∗x)← 〈φargmin, id, l0, ∗x〉.
l0: (argmin id ∗n ∗a)← (emp ∗n ∗a ∗s d1).
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D. func-atoms

Atoms of a special kind, called func-atoms, are used for
meaning-preserving Skolemization [3]. They can be repre-
sented by constraints with function variables and function
constants as arguments. A mapping

φfunc : FC× G
n+1
c → Bool

is defined by: φfunc(f, t1, t2, . . . , tn, tn+1) = true iff f is an n-
ary function constant and t1, t2, . . . , tn, tn+1 are variable-free
terms such that f(t1, t2, . . . , tn) = tn+1.

Let a first-order formula F be given by:

F : ∃x : (hasChild(Peter, x) ∧ (∃y : motherOf(x, y)))

By meaning-preserving Skolemization [3], F is converted into
{C1, C2}, given as follows:

C1: (hasChild Peter ∗x)← 〈φfunc, ∗h1, ∗x〉
C2: (motherOf ∗x ∗y)← 〈φfunc, ∗h1, ∗x〉, 〈φfunc, ∗h2, ∗y〉

E. Negation

Negation [8] can also be represented as constraints using

φnot : G × pow(G)→ Bool,

given by: for any g ∈ G and any G ⊆ G, φnot(g,G) = true iff
g /∈ G.

Example 1: Assume that L = {l0} and a is an arbitrary
atom. Let definite clauses C1 and C2 be given by:

C1 : a← (not a)
C2 : (not a)← 〈φnot, a, l〉

Let D be a declarative description 〈l0, L, f〉, where f(l0) =
{C1, C2}. Let G = rep(a) ∪ rep(not(a)). We show that G is
a model of D as follows: Let C ′

1 = (g ← (not g)) be any
ground instance of C1. C ′

1 is true since g ∈ G. So C1 is true
with respect to G. Let C ′

2 = ((not g) ← 〈φnot, g, l0〉) be any
ground instance of C2. C ′

2 is true since (not g) ∈ G. So C2 is
true with respect to G.

Example 2: Assume again that L = {l0} and a is an
arbitrary atom. Let I1 and I2 be the following iff-formulas:

I1 : a↔ {(not a)}
I2 : (not a)↔ {〈φnot, a, l〉}

Let D be a declarative description 〈l0, L, f〉, where f(l0) =
{I1, I2}. We show that D is not satisfiable as follows: Assume
that G is a model of D. Let θ ∈ S such that aθ ∈ G and let
aθ = g. From I1θ = (g ↔ {(not g)}), we have: g ∈ G iff
(not g) ∈ G. From I2θ = ((not g)↔ {〈φnot, g, l0〉}), we have:
(not g) ∈ G iff φnot(g, l0) = true. From the definition of φnot,
φnot(g, l0) = true iff g /∈ G. Then g ∈ G iff g 6∈ G, which is
a contradiction.

VI. CONCLUSIONS

We have defined a method for multiple-world extension of
a clausal logical structure, and by applying this extension, we
have introduced a multiple-world clausal logical structure for
S-expression atoms. We can consider multiple worlds simul-
taneously. Not only usual terms but also models themselves
can be considered as arguments of a relation. This class of
declarative descriptions can be used for representing open
worlds, closed worlds, and their mixtures, by using clauses
and iff-formulas. This gives one solution for unifying open
and closed world. Function variables in constraints enables us
to use func-atoms, which are essential for meaning-preserving
Skolemization [3].
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Abstract—The zero-sum matrix, or in general, tensor, reveals
some consistent properties at multiplication. In this paper, three
mathematical rules are derived for multiplication involving such
entities. The application of these rules may provide for a more
concise and straightforward way to formulate mathematical
proofs that rely on such matrices.
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I. INTRODUCTION

On the topic of rare matrices, some properties of a matrix,
here defined as a zero-sum matrix, are analyzed and three rules
are derived governing multiplication involving such matrices.
The suggested category (the zero-sum matrix) does not seem
to presently exist, and is as expected neither included in lists,
such as [3]. In this paper, a zero-sum matrix is defined as a
matrix where the sum of the column vectors is equal to a zero
column vector and/or the sum of the row vectors is equal to
a zero row vector, or in the general case, a zero-sum tensor
of size N1 × N2 × · · · × NQ, where summation along one,
or several dimensions, results in a P -dimensional tensor (with
P = Q − 1), that consists of zero-elements only. This rule
applies to any tensor T of dimension Q ∈ N2 (all integers
equal or greater than two). A matrix where the sum of the
columns and rows both are equal to zero vectors, could further
be defined as a complete zero-sum matrix, and similarly in the
general case, a complete zero-sum tensor could be defined as
a tensor where summation along all dimensions results in a
P -dimensional tensor that consists only of zero-elements.

x

y

t1

t2

t3

αδ

Figure 1. An example with a 2-simplex matrix T2 = [t1 t2 t3]
T ,

with the dihedral angle δ = π − α.

An example of a zero-sum matrix is a regular n-simplex
matrix, based on the n-dimensional geometric object called
the n-simplex. A few examples are the 0-simplex (point),
the 1-simplex (line segment), the 2-simplex (triangle) and
the 3-simplex (tetrahedron). If the object is fully symmetric

(all edges are of equal length), it is called regular. Scaled
appropriately, the regular n-simplex exhibits the following
properties:

ti · tj =
{

1, i = j
−1/n, i 6= j

(1)

n+1∑
i=1

ti = 0 (2)

where ti and tj with i, j ∈ {1, 2, . . . , N} and N = n + 1
denote any unit vectors i and j pointing from the center of the
regular n-simplex to its i:th and j:th vertices. These properties
were confirmed in [4] and [6] in context with an elementary
mathematical proof of the relation δ = arccos( 1n ), where δ
denotes the dihedral angle of the regular n-simplex. For n = 1,
t1 = −t2 = 1. For n = 2, as shown in Fig. 1:

t1 =

[
1
0

]
t2 =

[
− 1

2√
3
2

]
t3 =

[
− 1

2

−
√
3
2

]
(3)

In this example, the vectors ti spanning the coordinate system
of the regular n-simplex, are placed so that t1 coincides with
the x-axis.

As a brief overview, we start by the derivation of three
mathematical rules, followed by an example for the demon-
stration of Rule III (which is slightly more complex than the
other two), and finally conclude, by the application of Rule III
to reconfirm an already existing mathematical proof.

II. GENERAL CASE

The idea behind the derivation of the rules presented in this
paper originated from the evaluation of H = TTT in [1], with
the proposition of the extension of minimax [5], and alpha-beta
pruning [2], from the two-person case to the general N -person
case, which as a side effect led to the discovery of a new
elementary method for the calculation of the dihedral angle
of the regular n-simplex. The relation in (2), was used in this
context by Fridenfalk [1], to derive a generic algorithm for the
recursive calculation of T = [ t1 t2 . . . tN ], for N ∈ N2, with
N = n+ 1:

tii =

√√√√1−
i−1∑
j=1

γ2j

γi = −
tii

n+ 1− i


1 ≤ i ≤ n (4)
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T =



1 γ1 γ1 · · · γ1 γ1 γ1 γ1
0 t22 γ2 · · · γ2 γ2 γ2 γ2
0 0 t33 · · · γ3 γ3 γ3 γ3
...

...
...

. . .
...

...
...

...
0 0 0 · · · t(n−2)(n−2) γn−2 γn−2 γn−2
0 0 0 · · · 0 t(n−1)(n−1) γn−1 γn−1
0 0 0 · · · 0 0 tnn γn


(5)

An alternative and concise proof of the relation in (2)
follows by the derivation of Rule III in this paper. Before the
presentation of this rule, we start by the establishment of two
basic rules.

Rule I. Given the matrices A, B, and H of size M × N ,
N ×K, and M ×K, respectively, such that H = AB, if sum
a of the row vectors of A, is equal to a zero row vector 0T

N
of size 1×N , then sum u of the row vectors of H, is equal
to a zero row vector 0T

K of size 1×K.

Proof. Given:

u =


b11(a11+...+aM1)+...+bN1(a1N+...+aMN )

b12(a11+...+aM1)+...+bN2(a1N+...+aMN )

...
b1K(a11+...+aM1)+...+bNK(a1N+...+aMN )


T

(6)

a = 0T
N → u = 0T

K .
�

Rule II. Given the matrices A, B, and H of size M × N ,
N ×K, and M ×K, respectively, such that H = AB, if sum
b of the column vectors of B is equal to a zero column vector
0N of size N × 1, then sum v of the column vectors of H is
equal to 0M of size M × 1.

Proof 1. Given:

v =


a11(b11+...+b1K)+...+a1N (bN1+...+bNK)

a21(b11+...+b1K)+...+a2N (bN1+...+bNK)

...
aM1(b11+...+b1K)+...+aMN (bN1+...+bNK)

 (7)

b = 0N → v = 0M .
�

Proof 2. Given Rule I and the rules for matrix transpose, H =
AB⇔ HT = BTAT , thus, b = 0N → v = 0M .
�

Rule III. Given the real matrices A, B, and H of size M×N ,
N ×M , and M ×M , respectively, such that H = AB, if
A = BT , v, defined as the sum of the column vectors of the
symmetric matrix H, is equal to a zero column vector 0M of
size M × 1, then b, defined as the sum of the column vectors
of B, is equal to a zero column vector 0M of size M × 1.

Proof. Given (7), 1M = [1 1 . . . 1]
T of size M × 1 and

s, a positive-definite scalar, equal to the sum of the elements
of the symmetric matrix H:

s = 1T
MH · 1M = 1T

Mv (8)

as akj = bjk and v = 0M → s =
∑N

j=1(bj1 + bj2 + . . . +

bjM )2 = 0→ b = 0N , since:

s = 1T
Mv = 0⇒


b11 + b12 + . . . + b1M = 0
b21 + b22 + . . . + b2M = 0

...
bN1 + bN2 + . . .+ bNM = 0

(9)

Thus, v = 0M → b = 0N .
�

Once u and v are derived, as shown in (6)-(7), the deriva-
tion of the first two rules is straightforward. To concretize,
the following example demonstrates the third rule for a 2× 3
matrix, B = AT . Given:

B =

[
a b c
d e f

]
(10)

If H = AB, 13 = [1 1 1]
T and s = 1T

3 H · 13 = 1T
3 v,

then:

s = 1T
3

[
a(a+ b+ c) + d(d+ e+ f)
b(a+ b+ c) + e(d+ e+ f)
c(a+ b+ c) + f(d+ e+ f)

]
= (a+ b+ c)2 + (d+ e+ f)2 (11)

Thus, v = 03 → s = (a+b+c)2+(d+e+f)2 = 0→ b = 02,
since s = 0→ a+ b+ c = d+ e+ f = 0. Or in other words,
if H = BTB is a 3× 3 zero-sum matrix, then the sum of the
columns of B is a zero-vector of size 2× 1.

III. APPLICATION

As an example of the application of Rule III, given (1),
a new and a more straightforward proof of (2) is hereby
produced:

Proposition. The sum of the unit vectors ti of a regular n-
simplex, where each vector i points from the center of the
object to its i:th vertex, is equal to 0.

Proof. Given a n-simplex matrix T = [t1 t2 . . . tn+1], H =
TTT (of size n+ 1× n+ 1), and:

hij = ti · tj =
{

1 i = j
−1/n i 6= j

(12)

given (1), where hij denotes an element in H. Thus, the sum of
any row (or column) in H is equal to 1− 1

n ·n = 0, and since
H is a (symmetric) zero-sum matrix, according to Rule III,∑n+1

i=1 ti = 0.

�
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IV. CONCLUSION

In this paper, a zero-sum matrix (or tensor) has been closely
defined, along with the related concept complete. Three rules
have been presented governing multiplications involving such
entities, along with an example of the application of Rule III
for a concise reconfirmation of (2), exemplified in this paper
by a proposition.
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Abstract—Mobile edge computing aims at reducing network
latency and network stress by deploying mobile applications at
the network edge. This paper proposes network virtualization in
the context of mobile edge computing networks as an enabler
for future, flexible and shared network infrastructures (IaaS).
Network virtualization leads to the Virtual Network Embedding
(VNE) problem, which aims at deploying virtual networks onto
a shared, physical infrastructure. This paper is a position paper
discussing new challenges for future VNE algorithms. To this
end, new parameters specific to the mobile edge computing
scenario are analyzed which are not considered by state-of-the-
art VNE algorithms. Furthermore, novel and edge-specific VNE
optimization objectives are derived.
Keywords—Virtual Network Embedding, Next-gen Cellular Net-
works, Edge Computing

I. INTRODUCTION

Starting with the introduction of the first smartphones, one
of the most apparent challenges for mobile network operators
is handling future bandwidth demands, which are expected to
further increase dramatically over the next years [1].

Mobile data traffic is predicted to continue doubling each
year. Video contributes heavily to overall mobile network
traffic. The usage of mobile applications (apps) accessing ser-
vices deployed in the Internet is expected to further contribute
to this trend, resulting in a growth of around 12 times by
2018 [2]. This trend becomes even more remarkable as novel
mobile devices (like Google Glass and other, wearable devices)
and applications arise. Offering more and more hardware
capabilities, these devices pave the way for novel application
types like augmented reality [2].

Network operators spend enormous efforts to keep up with
these demands in order to satisfy the needs of their users,
providing low-latency network access. Upgrading base stations
and core network routers to higher-capacity equipment reduces
high utilization in the core network, but comes with significant
operational cost. Furthermore, network operators are impelled
to quickly integrate upcoming technologies (like Long Term
Evolution, LTE) at the edge of their networks, offering better
quality of experience. Higher bandwidth capacities at the
network edge, however, directly affect core network utilization
and require further investments.

Two technologies have recently been proposed as a remedy
to this dilemma: 1) Mobile edge computing and 2) network
virtualization. Mobile edge computing aims at reducing latency
by shifting computational efforts from the Internet cloud to
the mobile edge. Network virtualization increases management
flexibility of the mobile infrastructure and enables resource
sharing between multiple providers.

1) Mobile edge computing (MEC) is an emerging tech-
nology that is seen as an alleviating factor in this context
[3], [4], [5]. MEC aims at reducing both network latency
and resource demands by shifting computing and storage
capacities from the Internet cloud to the mobile edge. Instead

of uploading or downloading content generated or demanded
by the mobile user, mobile applications refer to a service
located close to the current position of the user. Services are
hosted on devices directly attached to base stations or smart
cells (i.e., macrocells, microcells, or picocells). These hosts are
also known as MEC servers and are operated by the mobile
infrastructure provider. The proximity of the MEC servers to
the mobile device not only takes load from the mobile core
but also increases responsiveness of mobile applications.

2) Network virtualization is commonly seen as a key tech-
nology for the Future Internet and has recently been proposed
in the context of mobile networks [1], [6], [7], [8]. Network
Virtualization enables sharing of physical network resources
like base stations, core routers, and MEC servers between
multiple network operators. Network virtualization enables
operators to fully isolate their (virtual) resources from those
hosted by others on the same physical device (data and control
plane). Network sharing not only reduces cost for deployment
of new hardware resources but also operational cost [1][6][8].
Increasing network management flexibilities, virtualization of
network resources is also seen as a key technology to mitigate
the ossification of the core protocols.

This paper proposes a fully virtualized MEC infrastruc-
ture. Virtualizing both the mobile core and the mobile edge
network enables infrastructure providers to shared resources
between several mobile operators (Infrastructure as a service,
IaaS), including computing and storage capacities of the MEC
servers servers, and enhances management flexibilities. One
major challenge of network virtualization is the embedding of
virtualized resources onto the physical network. This problem
is known as the VNE problem. VNE algorithms aim to embed
multiple Virtual Network Requests (VNRs) onto a shared
substrate network, enabling virtual network operators to share
a common substrate infrastructure flawlessly by assigning
sufficient resources. While virtualization is a technique that is
well-known both in mobile networks and computer networks,
the VNE problem has not been discussed in the context of
MEC so far. Therefore, this paper addresses this shortcoming
and identifies new research directions for future, MEC-specific
VNE approaches.

The remainder of this paper is structured as follows: In
section II, network topologies of MEC networks are ex-
plained. Furthermore, the VNE problem is formalized and
the formalization is extended with respect to the mobile
edge scenario. Section III-A introduces new VNE parameters
and Section III-B introduces VNE optimization objectives for
MEC networks. In section III-C, challenges for future VNE
approaches are discussed. Section IV discusses related work
and section V concludes the paper.

II. VIRTUALIZATION OF MOBILE EDGE
INFRASTRUCTURES

This section discusses mobile edge computing, motivates
network virtualization in the context of mobile networks, and

65Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                           76 / 156



formulates the VNE problem in the context of mobile edge
networks.

A. Mobile Edge Computing

Mobile edge computing is an emerging concept becoming
more and more feasible with the shift towards the LTE
wireless communication standard. LTE’s new core network,
System Architecture Evolution (SAE), is an all-IP network
with a simplified architecture, allowing for greater flexibility
of the network’s topology and more heterogeneous access
networks, integrating legacy systems (e.g., air interfaces of
GPRS or UMTS) and LTE’s new Evolved Universal Terres-
trial Radio Access (E-UTRA). Due to LTE’s low-latency and
high-bandwidth radio access networks, deployment of new
computing resources at the mobile edge becomes a promising
approach for supporting novel latency-sensitive applications.

MEC servers provide computing, storage and bandwidth
capacity that is shared by multiple virtual machines installed
on top of them. Fig. 1 depicts the mobile edge computing
scenario. MEC servers, being owned and managed by the in-
frastructure provider, are directly attached to the base stations.
Traditionally, all data traffic originating at the data centers is
forwarded by Internet routers to the mobile core network. The
traffic is routed through the core network to a base station
which delivers the content to the mobile devices. In the mobile
edge computing scenario, MEC servers take over some or
even all of the tasks originally performed in a data centers.
Being located at the mobile edge, this eliminated the need of
routing these data through the core network, leading to low
communication latency.

Two different, but related usage scenarios have been pro-
posed in the context of mobile edge computing: The first one
proposes mobile devices to delegate calculations to the MEC
servers (offloading of resource- or power-intense tasks) [5],
while the second one proposes application service providers
(ASPs) to deploy services traditionally hosted within data
centers on the MEC servers (Edge Deployment) [3], [4].
Both aim at making the edge of the mobile network smarter,
leading to a reduction of core network utilization and decreased
latency:

1) Offloading Some applications running on a mobile de-
vice are capable of offloading resource- or power-intense tasks
to MEC servers. Therefore, the mobile application invokes
additional services deployed at a virtual machine hosted on a
MEC servers. MEC servers are placed nearby, offer excellent
Internet connectivity, and are easily reachable by the mobile
device: In the best case, there is a one-hop communication
between mobile device and host, offering low-latency access.
The concept is expected to increase limited computing, storage,
or bandwidth capacities of mobile devices by referring to ex-
ternal, resource-rich resources. Another objective of offloading
is to reduce power consumption of a mobile device.

If no MEC server is available, the mobile device degrades
gracefully to a more distant MEC server, a remote Internet
cloud server, or use its own hardware resources [5], [9].

2) Edge Deployment In the edge deployment scenario,
network providers offer MEC capacities for the deployment of
ASP-operated virtual machines running at the edge. ASPs offer
additional services at the network edge, increasing responsive-
ness of their applications. Services or parts of services tradi-
tionally hosted in data centers are now shifted to the network
edge. Since traffic between MEC servers and mobile devices
has not to be routed through the core network, this leads to
decreasing core network utilization and lower communication
latency.

B. Network Virtualization

Network virtualization has been proposed both in the
context of computer networks and for mobile core networks
[3], [4], [5]. This paper proposes the application of network
virtualization techniques for the whole network infrastructure,
including network core, base stations, and MEC servers.
Network virtualization is proposed as a key technology to
overcome the ossification of core protocols, since it enables
the deployment of several, isolated virtual networks on top of
a shared physical infrastructure. Virtual networks are co-hosted
on a common substrate infrastructure and, since they are fully
isolated, are even capable of deploying different communica-
tion protocols (e.g., IPv4/v6 or proprietary protocols) on the
same substrate links.

Infrastructure providers (InPs) offer physical network re-
sources to several mobile network operators. Operators specify
network topologies and hardware resource demands to be
deployed within the infrastructure of the InP. Operators are
usually external customers of the InP. This does not exclude,
however, that InP itself can also deploy networks on its
own on top of its infrastructure, renting spare resources to
other operators. The InP provides its physical resources to the
operators, ensuring that all network requests of the operators
are fulfilled. In this paper, fully-virtualized MEC networks are
proposed. This means that both the network core, and also the
network edge, i.e., MEC servers and base stations resources
provide virtualization capabilities. Network virtualization is a
useful technique in order to separate several internal networks
and to increase manageability. Furthermore, it enables the InP
to rent spare resources to other operators.

One important aspect in this area of research lies in the
embedding of virtual network entities to the physical (or to be
more general: the substrate) infrastructure. This is commonly
known as the Virtual Network Embedding (VNE) problem
[10]. Physical resources are limited and have to be shared
between the virtual network entities that are assigned to these
resources. This is depicted in Fig. 2: two network requests are
assigned to a substrate network. The VNE problem is divided
in two sub-problems: Virtual Node Mapping and Virtual Link
Mapping: Virtual nodes are assigned to substrate nodes offer-
ing sufficient resources. Virtual links are either assigned to a
single substrate link, or span a path of multiple links in the
substrate network, where each link offers sufficient resources.
This is shown in Fig. 2 for the virtual link demanding
100MBit/s bandwidth capacity. The VNE problem becomes
NP-hard when substrate nodes and links have finite resources
[10].

C. Problem Formulation

In this subsection, a formal description for the general VNE
problem as depicted in Fig. 2 is presented. This formal model
will then be enhanced with respect to MEC specific properties.

A substrate network S = (N,L) is modeled as a set of
substrate nodes N and a set of links L mutually connecting
some of the nodes. Similar to the substrate network, a VNR
is modeled as a collection of virtual nodes N i and links
Li. Substrate nodes and links offer resources R, assigned by
cap : N ∪ L → 2R. Virtual nodes and links demand these
resources, formally described as demi : N i ∪ Li → 2R.
The objective of a VNE algorithm is to embed several Virtual
Network Requests VNRs, denoting VNRi = (N i, Li) as being
the i-th request. Virtual entities that are embedded onto a
substrate entity consume substrate resources they demanded.
Therefore, the VNE has to assure that a sufficient amount of
resources is provided by a substrate entity before a virtual
entity gets assigned to it. The embedding is modeled as a
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function fi : N i → N assigning nodes of VNRi to the
substrate network, and a function gi : Li → SN′ ⊆ SN
assigning edges of the VNR to the substrate links (or a
combination of links, i.e., paths). The notation used here is
in line with the one introduced in [10].

The VNE problem in the mobile edge scenario is depicted
in Fig. 3: For this scenario, a differentiation between edge and
core nodes is needed. Therefore, the following new variables
are introduced: Nedge and Ncore for substrate edge/core nodes,

Ledge and Lcore for substrate edge/core links, and, respec-
tively, N i

edge, N i
core, Li

edge, and Li
core for the virtual nodes

and edges.
Edge nodes are nodes located at the edge of the network,
i.e., nodes providing network access to the mobile devices
(representing base stations) or computing and storage capa-
bilities (representing MEC servers). Core nodes are all other
nodes (network core devices), e.g., routers, Serving Gateways
(SGW) (connecting the base stations to the core network) or
Packet Data Network Gateways (PGW) (connecting the core
network to the internet). A main characteristic of edge nodes
representing base stations is their relatedness to a specific
geographic region. Fig. 3 depicts the embedding of a VNR.
In this case, the VNR demands base stations with affiliated
MEC servers in two specific regions (region 1 and 2), thus
not allowing to, e.g., only use the two base stations with
MEC capabilities in region 1. Geographic constraints of edge
nodes are one of the new challenges for VNE in the MEC
scenario, and are reflected in the proposed VNE parameters
and optimization objectives which are discussed in the next
section.

III. EMBEDDING VIRTUAL NETWORKS IN MOBILE EDGE
COMPUTING SCENARIOS

This section introduces the VNE problem in the context
of mobile edge computing. To this end, the VNE problem (1)
is extended with respect to edge-specific parameters and (2)
new optimization objectives are introduced. Furthermore, (3)
general challenges for future VNE algorithms in mobile edge
networks are discussed. To the best of our knowledge, these
parameters, optimization objectives, and mobile edge related
challenges have not been discussed in literature before.

A. New VNE parameters

VNE algorithms take different parameters of network re-
sources into account for calculating network embeddings. As
an example for such parameters, substrate resources have indi-
vidual capacities, and virtual resources have respective require-
ments (also known as demands). Various kinds of resources are
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assigned to nodes and links: For example, in traditional VNE
scenarios, CPU resources are assigned to nodes and bandwidth
resources to links. Such a strict distinction in node and link
parameters, however, is problematic, since some parameters
influence each other. For example, CPU utilization of a node
being part of a path between two nodes influences available
bandwidth on that communication path.

Fischer et al. propose a classification of VNE parame-
ters: Primary/secondary and functional/non-functional [10].
Primary parameters like CPU resources are directly assigned to
a substrate resource. Secondary parameters, however, depend
on other primary parameters and these side-effects have to
be considered first. As an example, packet loss at a node
depends on the primary parameters CPU resource and memory
resource. Functional parameters like CPU-/bandwidth capacity
specify low-level functionality. Non-functional parameters are
high-level properties. For example, resilience and security are
both non-functional parameters.

Being two well-known parameters common to most ex-
isting VNE approaches, CPU and bandwidth also apply in
the context of MEC. Both core and edge nodes provide CPU
capacities. On core nodes, CPU capacity is consumed for tasks
like routing and mobility-specific tasks like authorization and
billing. Edge nodes, i.e., MEC servers, provide CPU capacity
for applications deployed by the ASPs. In the following, new
VNE parameters are introduced that are applicative to the MEC
scenario. Parameters are classified as being primary/secondary
and functional/non-functional.

MEC Coverage (primary & functional) Base stations pro-
vide wireless link capacity, connecting mobile devices to the
mobile network. The range of a typical macrocell base station
covers several dozens of kilometers. Other types of base
stations, small cells like microcells, cover much lower ranges.
Relay nodes are base stations providing enhanced coverage at
cell edges and hot-spot regions, covering the same region as
the main base station.
Coverage refers to the geographical region covered by the base
stations of the same mobile operator, i.e., the geographical
region in which mobile devices are able to communicate with
the operator’s core network. Coverage depends on lower level
characteristics such as physical location of the base station,
transmission power and environmental influences. Increasing
the transmission power of a base station increases the radius
of the covered region, but also decreases average bandwidth
available to the mobile users. Increasing coverage leads to
interferences with other base stations if frequencies are reused.
In the MEC scenario, coverage also influences availability of
resources provided by MEC servers due to the fact that MEC
servers are directly connected to base stations. Thus, increas-
ing coverage also increases availability of MEC resources.
However, since more mobile users are able to reach the MEC
server, this leads to higher utilization of the MEC server and,
thus, to higher latency. Therefore, there is a tradeoff between
availability and utilization/latency of MEC resources.

MEC Server Storage (primary & functional) MEC servers
provide disk storage for virtual machines running on top of
them in order to, e.g., cache proximity-related data. This re-
quirement is not considered by most existing VNE approaches.

Latency (secondary & functional) If the VNE algorithm
embeds a latency-sensitive link to a path spanning several
substrate links, the sum of all latency properties of these
links may never exceed the demanded maximum latency of
the corresponding virtual link. Latency is a critical factor
for several mobile applications. Therefore, operators define
an upper bound for reaching a MEC server from a certain
base station. Depending on this value, the VNE is either able

to choose between any nearby MEC server or is forced to
use substrate resources of a MEC server right at the given
base station. Communication latency is a secondary, functional
parameter, since it depends on CPU utilization and refers to
low-level functionality.

Regional Bandwidth Capacity (secondary & functional)
Cell capacity refers to available bandwidth resources provided
by one or more base stations within a region (up- and down-
link). Bandwidth capacity is increased by operating multiple
geographically adjacent base stations, each covering a subset
of the same region, instead of just one macrocell. Furthermore,
LTE Advanced allows the parallel deployment of small cells
within the same region that is covered by a macrocell (en-
hanced Inter-cell interference coordination, eICIC), leading to
improved bandwidth capacity. In the MEC scenario, regional
bandwidth capacity is proportional to the amount of available
MEC server resources that are accessible within a geographical
region. Bandwidth capacity, being a secondary parameter, is
limited by bandwidth resources of deployed base stations
and by bandwidth resources of the links connecting the base
stations to the core network.

Regional MEC Computing and Storage Capacity (sec-
ondary & functional) Similar to regional bandwidth capacity,
CPU/storage capacity refers to CPU/storage resources avail-
able in a region. CPU/storage capacity compounds of the
resources of MEC servers directly connected to the base
stations deployed in that region and computing capacity of
logically adjacent MEC servers, i.e., MEC servers that are
either directly connected to base stations covering that region
or well-connected through the mobile network to the base
stations.

MEC Resources per Mobile Device (secondary & func-
tional) Since all mobile devices in a single cell share resources
corresponding to the above parameters CPU capacity, storage,
bandwidth and latency, VNRs demand resources on a per-user
basis, e.g., a certain minimum amount of bandwidth per user
in order to achieve the intended quality of experience. As a
consequence, the VNE has to lower the average number of
users in certain cells, which is done by adjusting the coverage
of adjacent cells (i.e., to distribute the users among multiple
smaller cells). Vice versa, when resource requirements are
smaller than available resources, the VNE is able to utilize
a smaller number of base stations, omitting certain nodes
completely, allowing to (temporarily) shut down these nodes
for energy-saving purposes.

The next subsection discusses MEC-specific optimization
objectives for the VNE problem. Due to the fact that many
MEC-related parameters are secondary, i.e., they depend on
other, primary parameters –, the interdependencies are empha-
sized.

B. New Optimization Objectives

VNE algorithms compute the optimal (or near-optimal)
embedding of a set of VNRs. An embedding is optimized with
respect to an optimization objective. As an example, such an
optimization criterion is, in order to reduce cost for the IsP, to
minimize the number of substrate resources that are utilized by
the embedded virtual networks. This section discusses various
VNE optimization objectives in the context of MEC.

Increase MEC Coverage One main objective for network
operators is to provide cell coverage to their mobile users.
Operators both aim at expanding geographical dimension of
cell coverage, and the capacity of their cells: The more
bandwidth resources are available in a region, the more users
are able to connect to their networks (and pay for using their
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services). Therefore, one objective for future VNE algorithms
is to share resources provided by the base stations optimally
between VNRs with respect to coverage and bandwidth. How-
ever, this is not limited to base stations: In MEC, this also
applies to resources provided by MEC servers. Cells providing
bandwidth resources also provide computing capabilites. These
capabilities have to be adequately shared between network
operators covering the same regions.
There is a tradeoff between power consumption and coverage,
since more resources are needed to cover larger areas or to
provide higher bandwidth capacities.

Reduce Latency Reducing communication latency is of
major importance for today’s mobile network operators. VNE
algorithms are obliged to take this aspect into account by
embedding VNRs in a way that minimizes latency at the edge
and/or in the core network. Reducing latency at the edge,
i.e., between MEC servers and base stations, leads to small
response times between services hosted at the MEC servers and
mobile users. To reduce overall network delay, delay between
base stations and gateway nodes connecting the network core
to the Internet (PGWs, cf. Fig. 3) has to be considered by
future VNE approaches.

Provide QoS-compliant Embeddings Besides latency, future
VNE algorithms have to consider flexible QoS- and QoE-
considerations. VNRs either demand strict resource assign-
ments which have to be reserved exclusively. As an example,
a VNR requests 1km cell capacity in a specific area and 10GB
of MEC server storage capacity. These resources are then
exclusively reserved for the VNR and thus can not be shared
with other VNRs. As an alternative, VNE algorithms should
balance utilization throughout the substrate network resources
in order to guarantee equivalent QoS for all VNRs. In this
case, VNRs do not request such strict assignments and the
VNE aims at providing well-balanced cell coverage and MEC
server capacities for all VNRs.

Maximize Regional MEC Capacities Regional bandwidth/
computing/ storage capacity refers to available resources pro-
vided by one or more base stations or MEC servers within
a region. Bandwidth is limited by resources of the base
stations, but also by the links connecting the base station to the
core network. Bandwidth capacity is increased by overlapping
coverage of geographically adjacent base stations. Computing
capacity is increased by utilizing logically adjacent MEC
servers, i.e., MEC servers that are well-connected through the
core network to a base station covering the region.

Provide Resilience / Fault Tolerance for MEC services
Resilience at the network edge is provided by a VNE by
allocating resources of additional, geographically adjacent base
stations covering the same region. If another base station fails,
this backup resource takes over. The VNE has to ensure that
the backup resource does not introduce any interferences with
other base stations. Backup MEC server capabilities are pro-
vided by allocating logically adjacent MEC server resources.
The path from the base station to the backup MEC server
should provide similar latency conditions as the old one.

Reduction of Power Consumption Only few VNE ap-
proaches aim at reducing power consumption of substrate
resources [10]. However, since they focus on data center
routers and servers, these approaches are only partly applicable
in the context of MEC. In the MEC scenario, new power
models and interdependencies have to be considered: Increas-
ing transmission power of base stations extends coverage,
but also influence other base stations [11]. Decreasing power
consumption decreases coverage, impelling mobile devices to
re-register to other base stations due to poor connection quality
to the current BS. This leads to load shifting both at the edge

of the mobile network and, as a consequence, also in the
network core. Current energy-aware VNE approaches aim at
switching off as many substrate entities as possible in order
to decrease overall power consumption. However, in the MEC
scenario, this not only results in decreased coverage, but also
in reduction of MEC server computing and storage capacity. If
the connection of the base station to the core network is shut
down, the MEC server gets isolated. MEC servers connected
to base stations that are already in use should be preferred
instead of switching on MEC servers connected to inactive
core resources.
Therefore, there is a tradeoff that should be taken into account
by future VNE algorithms: Coverage of base stations, available
bandwidth, and MEC server capacity in this region vs. energy
efficiency. How sparse can network infrastructure be / how
many cloudlets can be switched off, while still ensuring enough
bandwidth and CPU capacities?

Provide Security at the Edge Due to security considera-
tions, not all operators or ASPs want to share MEC servers
running their applications with other operators. Therefore,
virtual MEC servers of different providers are embedded onto
different substrate MEC servers in order to reduce the risk of
any malicious influence (e.g., denial of service attacks). The
challenge for new VNE approaches is to find an embedding
that considers security constraints by still ensuring latency/QoS
demands.

C. Challenges in Mobile Edge Networks

This subsection outlines several general challenges for
VNE algorithms in the context of large-scale, fully-virtualized
mobile networks.

Scalability As mentioned before, the VNE problem is NP-
hard. Therefore, most VNE approaches are based on heuristics.
This results in non-optimal solutions, but decreases the size
of the problem and leads to significant improvements with
respect to runtime. However, almost all algorithms rely on
a single, central node calculating the VNE. Centralization
hinders scalability for large-scale, dynamic networks. In fact,
most algorithms were evaluated with substrate networks span-
ning only few dozens or hundreds of nodes. Such settings
might be realistic in the context of middle sized networks
like testbeds. However, it is far away from national-wide or
transnational mobile networks. One might be puzzled by the
fact, therefore, why only few approaches are distributed: In
fact, almost all VNE algorithms are centralized and require
full knowledge of the substrate network topology and substrate
resources [10], [12]. In large-scale environments like real-life
mobile networks, current VNE algorithms are stretched to their
limits [13].

Mobility-Awareness of Embeddings Another VNE chal-
lenge in MEC networks is to provide mobility-awareness.
Mobile users move between neighbored cells, resulting in
additional handoff overhead and routing of traffic through
different paths. Therefore, embedding communication paths
of virtual base stations covering adjacent cells on similar core
network paths reduces variations in latency (jitter). A mobility-
aware VNE algorithm aims at providing both physical and
logical proximity for virtual base stations covering adjacent
regions.

Utilization-Awareness of Embeddings In mobile networks,
both edge and core utilization fluctuates significantly depend-
ing on the time of day. Demand also varies due to big sports
events, new year’s Eve, etc. Davy et al. propose the usage of
user mobility models for shared network resources, predicting
aggregated movement patterns of mobile users. Furthermore,
popularity prediction methods for video content discussed,
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predict distribution of video content based on their expected
popularity [13]. Integrating such prediction methods is seen as
promising step towards utilization-awareness VNE algorithms.
Being static and centralized, most VNE algorithms cannot
cope with dynamic and flexible VNR requirements in large-
scale environments. Therefore, novel VNE algorithms should
be both dynamic and distributed in order to provide flexibility
and adaptability in large network scenarios.

IV. RELATED WORK

This section discusses related work: Several papers related
to mobile network virtualization are mentioned. To the best
of our knowledge, there is neither related work on network
virtualization in the context of edge computing networks nor
on VNE algorithms in this context.

Virtualization-based isolation techniques in the context of
mobile networks are proposed as an enabling technology for
future, cost-efficient mobile networks, shared and operated by
multiple network operators. Different network infrastructure
sharing scenarios are discussed and sharing options are clas-
sified based on different business models [1].

A general virtualization-enabled network architecture is
proposed in [6]. The advantages of shared, hereogeneous
network infrastructures are emphasized and applications of
network virtualization in this context is discussed. An approach
towards the virtualization of LTE networks has been introduced
by [8]. Authors discuss the advantages of virtualizing LTE
infrastructures and elaborate on virtualization of the LTE air
interface.

An extensive and up-to-date classification of current VNE
parameters and objectives is given in [10]. Many VNE ap-
proaches have been proposed so far, focussing on embedding
objectives like cost-optimization, resilience etc. While some
objectives are related to the ones presented in this paper (e.g.,
resilience and security), none considers the special demands of
MEC networks. Since InPs and network operators usually aim
for a combination of multiple (possibly contrary) objectives
(e.g., reducing power consumption to a certain extend by also
providing a sufficient degree of network resilience), an in-depth
evaluation of these approaches in combination with the novel
VNE parameters and objectives presented in this paper is left
for future work.

V. CONCLUSION

This paper proposes network virtualization as a key tech-
nology for future mobile edge computing networks. The Vir-
tual Network Embedding problem is analyzed in this context
and new challenges for future embedding algorithms are
discussed. To the best of our knowledge, no VNE approach
has been published so far considering the MEC-specific net-
work parameters and optimization objectives presented here.
Therefore, the authors hope that this position paper provides
an initial step towards new VNE approaches. As a first step,
the authors are currently implementing a delay-aware VNE
algorithm that considers geographical constraints as well as
latency considerations.
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Abstract—The linear least square method constitutes one of the
most useful statistical methods in mathematics. This paper shows
that in this method, real, versus imaginary points may act as
minimizers, versus maximizers of the error. The use of imaginary
points provides thereby an additional degree of freedom in the
design of methods based on this statistical method.
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I. INTRODUCTION

Previous research on complex numbers in conjunction with
the linear least square method has been restricted to applica-
tions, such as constrained phases [2], stochastic processes [5],
and complex monomial neural networks [1]. In this paper,
a new application is presented, using real, versus imaginary
points as error minimizers, versus maximizers. The initial
motivation for the development of the method presented in
this paper was to accelerate the backpropagation process in the
evaluation of the weights of a large-scale feedforward neural
network. An analytic solution was however found along the
way with the potential to replace backpropagation in large-
scale neural networks [4]. As a brief overview, in Section II,
the theory behind the linear least square is reiterated, along
with a curve-fitting example. In Section III, a new and more
generalized method is proposed for linear least square fitting,
including imaginary points, followed by experimental results
in Section IV for the verification of the proposed method.

II. STATE OF THE ART

To begin with, the theory behind the standard method is
reiterated. To reproduce a textbook example on the subject [3],
given the inconsistent linear equation system:

x1 + x2 = 4 (1)
2x1 + x2 = 8 (2)
x1 + 2x2 = 5 (3)

or alternatively expressed, using a matrix A of size M × N
(with M = 3 and N = 2), and the vectors x and b:

Ax = b (4)

A =

[
1 1
2 1
1 2

]
= [ c1 c2 ] =

[
r1
r2
r3

]
(5)

x =

[
x1
x2

]
(6)

b =

[
4
8
5

]
=

[
b1
b2
b3

]
(7)

where c1 and c2 are the column vectors of A, and r1, r2,
and r3 the row vectors of A. It is possible to schematically
represent such system by Fig. 1, with:

b = p+ q (8)

where b denotes in this example a vector outside a plane V,
spanned by c1 and c2, and p denotes the orthogonal projection
of b on V, as shown in Fig. 1. Due to orthogonal projection,
the smallest distance from b to V is ε = |p−b|, and therefore
ε2 = |p − b|2 is minimal. The least square error may in this
example be expressed as:

ε2 = ε21 + ε22 + ε23 (9)

|p−b|2 = (r1 ·x− b1)2+(r2 ·x− b2)2+(r3 ·x− b3)2 (10)

O

V

c1

c2

b

p

q

Figure 1. Orthogonal projection of b on plane V, spanned by c1 and c2.

or in the general case, given row m in A and element m in
b, with p = Ax, as:

εm = |rm · x− bm| (11)

Given an arbitrary vector y in RN :

Ay = y1c1 + y2c2 + . . .+ yNcN (12)

Since Ay will always lie in V, and is, therefore, orthogonal
to q, the linear least square method can be derived by the
following equations:

(Ay) · q = (Ay)
T
q = 0 (13)

(Ay)
T
(Ax− b) = 0 (14)

yTAT (Ax− b) = 0 (15)
yT (ATAx−ATb) = 0 (16)

Thus:
ATAx = ATb (17)

x = (ATA)−1ATb (18)
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The estimated solution x, is for maximum evaluation speed,
preferably solved by the direct solution of (17). As an example
of a curve fitting application, given M points (am, bm):

a =


a1
a2
...
aM

 , b =


b1
b2
...
bM

 (19)

and a second degree polynomial:

b = x1 + x2a+ x3a
2 (20)

A =


1 a1 a21
1 a2 a22
...

...
...

1 aN a2N

 (21)

Equations (19) and (21) with (17) give thus the least square
solution x for the polynomial in (20), that best approximates
the distribution of the sample points in (19).

III. PROPOSAL

As an example of the extension of the standard method
described above for least square curve fitting, we present here
a similar method, but with the addition of imaginary points.
The definition of an imaginary point is in this paper any row
m in A and element m in b, that has been multiplied with i,
as in

√
−1. In the following example, m = 2 is designated as

an imaginary point:

a =


a1
a2 · i
...
aM

 , b =


b1
b2 · i
...
bM

 (22)

Given the polynomial equation in (20):

A =


1 a1 a21
i a2 · i a22 · i
...

...
...

1 aN a2N

 (23)

and the definitions of the square matrix U = ATA and the
vector v = ATb:

U =

 1 i . . . 1
a1 a2 · i . . . aN
a21 a22 · i . . . a2N




1 a1 a21
i a2 · i a22 · i
...

...
...

1 aN a2N

 (24)

v =

 1 i . . . 1
a1 a2 · i . . . aN
a21 a22 · i . . . a2N



b1
b2 · i
...
bN

 (25)

Since i2 = −1, both U and v will only consist of real numbers,
yielding the least square equation:

Ux = v (26)

Given the standard least square method, based on M sample
points, the squared error may for any sample m be expressed
as:

ε2m = (rmx− bm)2 (27)

or more explicitly:

ε2m =

[ am1 am2 . . . amN ]


x1
x2
...
xN

− bm


2

(28)

Therefore, the total squared error is equal to:

ε2 =

M∑
m=1

(rmx− bm)2 (29)

The division of the M sample points into J real points (aj , bj),
versus K imaginary points (ak, bk), yields the following
equations for the squared errors:

ε2j =

([
1 aj a2j

] [ x1
x2
x3

]
− bj

)2

(30)

ε2k =

([
i ak · i a2k · i

] [ x1
x2
x3

]
− bk · i

)2

(31)

By extraction of i and the relation i2 = −1:

ε2k = (rkx · i− bk · i)2 (32)

ε2k = i2(rkx− bk)2 (33)

ε2k = −(rkx− bk)2 (34)

ε2 =

J∑
j=1

(rjx− bj)2 −
K∑

k=1

(rkx− bk)2 (35)

Thus, imaginary points seem to reverse the direction or “po-
larity” of the least square method. However, since this method
is based on projection, and the parameter that is minimized is
|ε|, large error components may reverse the expected polarities
of sample points.

IV. EXPERIMENTAL RESULTS

An equation solver was developed in C++ for the solution
of linear equation systems of the form Ux = v. To optimize
the evaluation speed of U and v, a specialized matrix multipli-
cation method was implemented, by the reversal of the signs
of the products that correspond to imaginary points. Using this
equation solver, Figs. 2-9 show the results of curve fitting of
a third degree polynomial, based on real (•), versus imaginary
points (×).

To comment these figures, Fig. 2 presents a curve fitting
experiment using a third degree polynomial, with four real
points, and an imaginary point, placed slightly above the
line formed by the real points, yielding due to symmetry, a
parabolic curve. As shown here, while the distance to the real
points is minimized, the distance to the imaginary point is
maximized. Figure 3 presents the same case as in previous
figure, but with an imaginary point placed on the same line as
the one formed by the real points, yielding as expected a flat
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line. Figure 4 presents the same case as in previous figure, but
here with an imaginary point placed slightly below the line
formed by the real points. Figure 5 presents the inversion of
real versus imaginary points with respect to previous figure.
Since the least square method minimizes |ε|, even if the system
is reversed (with ε2 < 0, where ε is an imaginary number), as
expected by the derived theory, the result remains the same.
Figure 6 presents a least square curve fitting of a third degree
polynomial based on seven real points. Figures 7-8 present the
same case as in Fig. 6, except for the replacement of a real
point with an imaginary. Regarding Fig. 9, in our experiments,
a borderline point such as this showed to nominally reverse the
polarity of an imaginary point. A borderline point seems thus
to be able to affect the error by a significant amount.

×

Figure 2. Curve fitting using a third degree polynomial, with four real points
(•), and an imaginary point (×).

×

Figure 3. Same as previous figure, but with an imaginary point placed on
the same line as the one formed by the real points.

×

Figure 4. Same as previous figure, but here with an imaginary point placed
slightly below the line formed by the real points.

× × × ×

Figure 5. Inversion of real versus imaginary points.

Figure 6. Least square curve fitting of a third degree polynomial based on
seven real points.

×

Figure 7. Same as previous figure, except for the replacement of a real point
with an imaginary.

×

Figure 8. Same as previous figure.

×

Figure 9. A demonstration of the effect of a borderline point.

V. CONCLUSION

The linear least square method is associated with the eval-
uation of coefficients of linear equation systems, minimizing
errors. This paper shows that pure imaginary points (as defined
in this paper) in a such system, tend nominally to act as
squared error maximizers instead of minimizers. According
to experimental results, the new method needs to be used with
caution, since crossover between real and imaginary errors
affects the behavior of the system.
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Abstract—For handling the complex ophthalmic knowledge 
concerning surgical cataract interventions on human eyes 
knowledge domains are modeled as ontologies to guarantee a 
consistent knowledge at each moment. The different 
ophthalmic knowledge domains are developed with special 
wiki models (Semantic Wiki KnowWe). Based on the concepts 
and the relations between these concepts, the knowledge is 
represented by a semantic network. For user specific 
comfortable handling of the information, different 
visualization methods are designed, realized and compared. 
The visualization aims to satisfy the needs of ophthalmic 
experts (clinical surgeons) as well the knowledge engineers. So, 
different approaches of visualization are shown and evaluated 
by the clinical partners of the project.  

Keywords-knowledge base; computer aided assistance; 
knowledge representations; visualization; wiki representation; 
surgical intervention; ontology modeling ;semantic net. 

I.  INTRODUCTION 

Concerning the complex surgical interventions on human 
eyes [1], it is very helpful for the clinical experts to get a 
support by a computer based knowledge system. Such a 
support system must guarantee a well-structured consistent 
information and a comfortable access to this information [2] 
[3]. The knowledge has to be formalized also for a logical 
reasoning process of the system. The final aim is to support 
the decision process of the ophthalmic surgeons by the 
visualized semantics. Different graphical visualization 
methods enhance the decision support of the doctors and 
enhance so the quality of the surgical process.  

In Section II, a short medical background for the cataract 
surgical interventions is illustrated. The complex situation 
leads to a knowledge based approach, which is performed by 
the ontologies in Section III. Section IV shows the most 
important concepts and relations, realized for the cataract 
situation. In Section V, the same ontologies are represented 
by different visualizations, which the surgeon can choose 
and switch, dependent on his demand. 

II. MEDICAL BACKGROUND 

     In the biomechanical system of the human eye, the 
intraocular lens is the most important component for the 

refraction process to focus the rays to the retina. Parallel to 
the human aging process there is no possibility to prevent a 
fix dark cloudy lens with medical treatments. Cataract 
surgical interventions on human eyes are the single method 
to replace the old dark cloudy human lens by a new clear 
artificial lens [1]. This is performed about 700.000 times per 
year only in Germany. On the market, a lot of lens systems 
with different haptics, optics, materials and power refraction 
values complicate the selection of the most appropriate 
system (Fig. 1). A special configuration and selection of a 
patient related lens system can guaranteed by a computer-
aided decision support system. 

III.  CONCEPT OF ONTOLOGY SUPPORT 

        For the ophthalmic surgical assistance different 
knowledge domains are used as ontologies, realized as a 
network of concepts and special relations between these 
concepts [4]. In order to build a semantic net and provide 
the users more expressive types of knowledge, domain-
specific relation types between the so called concepts are 
created in the ontology network:  
“subconcept”: A refinement of the given concept, used to 
arrange the concepts in a hierarchical order. 
“has to”:  Connection between complications, which may 
occur due the operation and their necessary treatments. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1.  Planning a special lens implantation. 
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“can”:  A relation used to identify possible reactions to the 
given state of the patient. 
“cave”:  This relation is used to connect concepts that 
should be urgently considered. 
The resulting ontology is formalized in the RDF vocabulary 
description language. 

IV. OPHTHALMIC ONTOLOGIES 

A. Knowledge concepts and relations 

     Fig. 2 shows a developed wiki-based knowledge concept, 
describing the domain “Augenuntersuchung Befund” (eye 
examination results) in its special structure. In an analogue 
way each concept is structured under the following two 
aspects. A custom concept definition markup defines a new 
concept of the ontology (A). A list of subconcepts defines 
the hierarchical structure of this given concept 
(“Unterkonzepte”) (C). Furthermore, relations of the 
selected concept within the semantic network can be defined 
(D). The informal description of the concepts is described in 
standard wiki syntax (E) [6]. 
 
 
 
. 

 
 
 
 

B. Realisation by special wikis 

    In the left panel of Fig. 2, a hierarchical collection of 
concepts is shown (H). It resembles a selection of the 
domain concepts from the ontology that recently were 
within the focus of the user, i.e., that have been used for 
editing or appeared on the visited documents. For the 
editing of the formalized parts of the content, i.e., the 
comma-separated lists of sub-concepts or other kinds of 
relations, the system enables drag-and-drop editing. Any 
concept within the left panel can be dragged onto a list of 
the document content and will be appended to it in the 
source text of the document. When a desired concept is 
currently not present in the left panel, it can be looked up 
using the search slot above it. The auto-completion 
functionality allows selecting the concept and adds it to the 
collection of concepts. In this way, the whole semantic 
network can easily changed by using drag-and-drop 
methods, while freedom and simplicity of document editing 
is retained [8]. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.  The wiki document of the concept “Augenuntersuchung” with subconcepts and relations. 
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V. VISUALISATION CONCEPTS 

Additionally to the wiki-based description of knowledge 
concepts and the relations, a good performed visualization 
enhances the fast understanding and leads to a better 
overview about the refinement structure of the semantic 
network and the relations within the net. The visualization 
methods are oriented at the different user interesting cases. 
As user requests by knowledge acquisition following results 
are found:  

- Obtain an overview of the knowledge base by reducing 
complexity by using visualization methods. 

- Obtain an overview of the processes and dependencies 
between procedure steps of ophthalmic surgery. 

- Browsing through the entire knowledge base to identify 
interesting spots. 

- Retrieve detailed information on special relations 
between concepts and procedure steps on demand. 

- Help the user to find quickly the category of a concept. 
Concerning these demands, the following visualizations are 
modeled and realized. 

  

A. Hierarchical forest Visualization 

The hierarchical forest visualization is a combination of 
the process history and the classical graph representation 
with hierarchical refinement (Fig. 3). This representation is 
very comfortable to combine time dependant concepts with 
the temporal relation ”before” or “after” and the “consists 
of” relation of a concept in the vertical direction. Based on 
this combined workflow-refinement concept, the user can 
find out the time scale, where special concepts are integrated. 
Furthermore a class-subclass structure is represented from 
each basic concept in the upper temporal process chairs. 

B. Circle Pack Visualization 

 As seen before the hierarchical view of concepts is well 
represented by a tree structure. However, the view becomes 
confusing very quickly by presenting the entire content of a 
large knowledge base. The tree diagram  

 
 

Figure 3.  Hierarchical Forest visualization. 
.  

 

 
 

Figure 4.  Circle Pack visualization. 
 

becomes too large when too many nodes and branches must 
be placed on a single page. Addressing those disadvantages, 
the Circle Pack visualization (Fig. 4) provides a useful 
alternative by representing hierarchical relations through 
containment. It is possible to see an overview of the overall 
structure and the position of a certain concept. Concepts are 
displayed as circles. Child-concepts are located inside their 
parents. 

C. Reingold Tilford tree 

The Reingold Tilford tree (Fig. 5) has advantages by 
concentrating the representation of many concepts with their 
relations on a very small space.  

 
 
 

Figure 5. Reingold Tilford tree with radial orientation. 
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The semantic refinement, based on the subgraphes is 
performed by a radial orientation. The basic nodes are in the 
centre. The different sublevels are represented by 
concentrated circles around the superclass. The level of 
refinement is shown very directly. The semantic topology is 
the same as for the other representations, but the graphical 
visualization is different. 

D. Collapsle Tree 

A collapsible tree (Fig. 6) is a classical representation of 
hierarchical graphs, well known from the structure of 
explorer data files. This concept is accepted and very easy 
understandable. The hierarchical structure is based on the 
concepts and the refinement method by subconcepts. So, the 
information, embedded in concepts, can be refined to a very 
special subclass with specific features (attributes). This fact 
allows a very comfortable navigation on each semantic level. 
By selecting interactively a concept, the following subtree is 
expanded and the specialized subconcepts are graphically 
represented. Otherwise, concepts, not interesting at the 
moment can be retracted. The semantic relation is “consists 
of” with the inverse relation “belongs to”. 
     All visualizations try to implement the well-known 
visualization mantra by Shneiderman: Overview First, 
Zoom and Filter, Then Details-on-Demand [9]. The 
implementation was realized with the JavaScript library 
jsPlumb and with d3js. 

VI.  CONCLUSIONS 

The developed knowledge based assistance system is 
suitable to support the surgeon’s decision for complex 
cataract operations.  Especially the model of the knowledge 
continuum based on ontologies is responsible and necessary 
for a correct consistent enhancement of the knowledge 
domains. The different visualization methods are useful for 
the development of the ontology as well as for the   

 

Figure 6. Collapsible Tree visualization. 
 

application in user cases. Situation dependent and user 
dependent, classical hierarchical tree representations or 
semantic networks with their refinement possibilities are 
modeled and realized. They are used from the clinical 
experts (surgeons) in use of decision support and for tutoring 
system. The user has also the possibility to switch from one 
visualization model to another and can select the currently 
best for him. So, the user has a comfortable access to the 
information he needs. Because of that the ontology 
visualization models and their realization are accepted in the 
clinical process. 
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Abstract— The success of any advanced computing method
(ACM) depends as much on its excellence as it does on a) whether
it is optimally deployed and b) if it matches the problem at hand.
Neural Networks, which are ACMs of remarkable potential,
receive severe penalties in both of the latter aspects, due to
reasons, put forth and addressed herein. This paper presents a
theoretical foundation for an inference engine decision space and
a taxonomic framework for a knowledge base, which are part of
our proposed knowledge-driven decision support system (DSS)
for optimal matching of a neural network (NN) setup against the
given learning task. Such DSS supports solving a multiple criteria
optimization problem, considering specific design constraints of
the given NN-based machine learning application.

Keywords — Neural Networks; Decision Support System;
Knowledge base; Taxonomy; Multiple-Criteria Optimization
Problem.

I. INTRODUCTION

The compelling notion, that NNs are universal approxima-
tors [1], leads quickly to believe, that any NN will do well on
any presented machine learning task. However, the universal
approximation theorem only guarantees the existence of an
approximation, but not that it can be learned, nor that it would
be efficient. Practice shows that every given problem requires
a carefully crafted NN design and that advanced NN concepts,
tailored to specific types of tasks are necessary to attain best
results. This factor, among others, has led to the existence of
a large number of conceptually varying NN architectures and
learning algorithms [2].

For best results, any researcher or practitioner of today
needs to understand a vast domain of knowledge in order
to find a NN solution most suitable to their task. Due to
domain vastness, researchers often limit themselves to NN
domains they are familiar with, preventing new knowledge
from propagating efficiently among all who would benefit from
it. Specifically, we thus face a twofold handicap for progress
of NN research: a) practitioners use suboptimal NN setups for
real-world applications [2], inhibiting broader NN acceptance
in the industry and b) researchers delve into local extrema of
research (e.g., through jumping on the bandwagon of imminent
peers [3]), pushing frontiers of NN research in suboptimal
directions.

Figure 1 shows a simple flowchart view of the current
typical approach to selection of NNs for chosen learning task.
It can be seen, that the lack of systematic approach to NN
selection often yields suboptimal results. This has a negative
effect on a wider acceptance of NNs in the industry. A key
prerequisite in current NN design is expert intuition, which
can be attained either through significant experience with NN
implementation and applications in practice, or through access
to expert intuition in an environment of experienced NN users.
When expert intuition is present in early stages of design, the
subsequent efforts give good results (Figure 1, left); when not,
design efforts too often lead to suboptimal results (Figure 1,
right).

Figure 1. Typical design flow of selection and implementation of NNs for a
given learning task.

The NN community needs a streamlined way of enabling
existing and potential NN users to make optimal technological
choices efficiently and systematically. Having today’s foremost
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NN research applied in the industry can foster wider accep-
tance of NNs into practice and improve NN research. In 2006,
Taylor and Smith [4] created an important taxonomy-based
evaluation of NNs, which aids in validating whether a given
problem is solvable with a NN at all. The next concern, which
they point out and we hereby address, is to choose the right NN
architecture and its concrete implementation for the problem.
Our goal is to provide a decision support system (DSS) for
industry practitioners and researchers to systematically find the
right NN for their application or research interest. This paper
proposes a solution that enables (1) a systematical overview
of the complete NN knowledge domain to (2) compare NN
instances through their capabilities in a (3) quickly interpreta-
tive way using a framework that is (4) adaptable in terms of
NN properties, even classification dimensions.

The state of the art in NN design methodology can be
split into two groups. The first group focuses on choosing
the optimal NN macrostructure (e.g., Support Vector Machine
versus Recurrent Neural Network). In the second group, there
are guidelines and (semi)automated methods, that help find
the optimal microstructure (e.g., number of hidden layers
and neurons) of a selected macrostructure. The first group
of approaches consists of guidelines and overview literature
[5][6][7]. The problem (and virtue) with this set of methodolo-
gies is, that they require understanding of a vast set of NN con-
cepts, before the designer is able to make an optimal choice.
Dreyfus [5] states, for example: ”No recipes will be provided
here. It is our firm belief that no significant application can be
developed without a basic understanding of the principles and
methodology of model design and training.” Of course, we
agree with this position. However, it can be observed in prac-
tice, that there is a lack of systematic approach in choosing the
macrostructure. As a consequence, Feedforward NN (FFNN)
[1], learned with Backpropagation (BP) [21], is still chosen
in the majority of applications, which we consider a negative
trend [8]. The second group of approaches is necessary for the
fine microstructural tuning of a chosen macrostructure (also
usually demonstrated on FFNN with BP). These approaches
are either given as a set of rules and recipes, or as an automated
optimization tool. The most systematic approaches rely on
the Design of Experiments (DoE) method, involving Taguchi
principles [9][10][11]. Such methods systemize and automate
the selection of, e.g., number of hidden layers or neurons,
through experimenting with different setups. Similar methods
are constructive and pruning algorithms, that add or remove
neurons from an initial architecture [12][13]. Also, related are
evolutionary strategies, which employ genetic operators for
similar purposes [14][15][16].

Our proposed approach fits between these two groups and
improves the results of both group’s goals. It exhibits the main
qualities of the second group (ability to automate the decision
process) and applies them to the problematic of the first group
(i.e., choosing the macrostructure), which is a crucial step in
NN design, because the effect of any design actions depends
greatly on early decisions. The aim of our proposed DSS is to
improve the performance of NN-based based applications on

a large scale, through enabling designers to perform optimal
early design decisions. Figure 2 illustrates how our proposed
DSS improves the NN design process by enabling users to
systematically find optimal NN instances for their application.

Figure 2. Our proposed DSS improves the NN design process by enabling
users to systematically find optimal NN instances for their application.

At the heart of our proposed DSS is the taxonomic
framework that facilitates a qualitative measure between NN
instances. However, directly comparing NN instances from
literature in detail is prohibitively problematic due to bias or
lack of method in the description process [17]. In contrast to
related taxonomic efforts, our taxonomy must thus provide a
significant level of abstraction, allowing both a complete field
overview and sufficient depth to aid qualitative comparison,
while providing the flexibility for future adaptations of the
proposed classification.

The Andrews-Diederich-Tickle (ADT) taxonomy [18] en-
ables two NNs to be compared pairwise through ADT 5 crite-
ria (defined by Andrews et al. [18] and refined by Tickle et al.
[19]), but this taxonomy lacks orthogonality since some of its
taxonomical categories (dimensions) are interdependent. Other
taxonomies classify NNs purely through topology [20] or
realization method [21]. And more recently, researchers create
taxonomies that assist in choosing the best solution for the task
[3][22] within a limited application area and solve locally what
our work solves globally. Our generically specified ranking
between feasible solutions permits us to deliver rule-of-thumb
guidance that provides an excellent starting point for further
in-depth analysis based on, e.g., ADT 5 criteria.

After review of DSS theory in existing literature, we decide
to design our proposed DSS as a Knowledge-Driven DSS
[23], as it fits our application best. Therefore, our Knowledge-
Driven DSS will comprise the following components:
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1. Knowledge base
2. User interface
3. Inference engine model
4. Communications component
Corresponding to the above components, our proposed system
comprises the following: NN Knowledge base (Section III),
3D visualization of data and qualitative relations (Section
IV-A), inference engine and qualitative relations in data (Sec-
tion IV-B), interaction with 3D environment and entry of
objective parameters (Section V), respectively.

II. INFERENCE ENGINE DECISION SPACE

The main and fundamental result of our work is the concep-
tualization and theoretical foundation for the inference engine
decision space (this Section) and knowledge base framework
(Section III), that enables a global overview of the complete
NN domain. The decision space, presented hereby, serves also
as a coherent terminology and context for our knowledge base
framework. Mathematical structure of interrelations must be
well defined, to facilitate an effective inference engine, used
in solving multiple-objective optimization problems [24]. The
decision space is defined via the following descriptors of the
NN knowledge domain:
• Set of NN instances I: contains the subset of elements of

the NN knowledge domain, which are neural networks.
From the whole neural network knowledge domain (NNs,
research initiatives, research groups, research goals, ap-
plication areas, etc.), we gather concrete NN implemen-
tations and form the set of NN instances.

• NN classifier ζ : I → P: provides a classification of
each member of I into a particular set of groups P .

• Property P: the co-domain of a classifier ζ, with the latter
considered as a function.

• Property value pi ∈ P: a specific group of some classifier.
It is given a name, which is then identified as this property
value.

• NN framework F : ordered list of classifiers relevant for
a given user’s interest.

• NN universe U : defined by a framework F , it is an
|F|-dimensional space, which is Cartesian product of the
properties defined by the classifiers in F .

• NN instance Ii ∈ I: Ii = (p1, . . . , pf ); an f -tuple of
property values, each coming from its corresponding NN
property.

• NN category Cp ⊆ P: subset of a specific property,
containing a set of values (classifier groups) of this
property. Possibly a singleton.

• NN landscape L = C1×C2×C3× . . .×Cf with at least
one Ci being equal to the whole property Pi. Subspace
of a NN universe.

• NN type T = C1×C2×C3× . . .×Cf : Cartesian product
of categories. If all categories in the cartesian product are
singletons, the NN type is also a NN instance.

• NN comparator δ: innate comparative quality, defining a
partial order >δ on the set of NN instances I, by which
some pairs of NN instances can be compared. In our

proposed DSS, NN comparators are chosen by defining
the NN selection criteria (see section III). NN compara-
tors are represented as colored arrows between NN types,
with the color specifying different NN instance selection
criteria and the thickness of the arrow proportional to
number of evidence papers supporting the comparison.

• NN selection criteria ∇: a set of possibly competing NN
comparators used for comparison of NN instances.

• Pareto front R of given NN selection criteria ∇: a set of
(discrete) NN instances j ∈ R such that whenever some
NN instance i ∈ I is better than j with respect to some
NN comparator δ ∈ ∇, i.e., j >δ i, then there is some
other comparator δ′ ∈ ∇, such that i >δ′ j, i.e., i is better
than j w.r.t. δ′. In other words, a NN instance belongs
to the Pareto front of ∇, if it cannot be improved over
without harming at least one of the NN selection criteria
in ∇.

What signifies our approach is the decision to abandon
the aim for back-to-back comparison of specific NN imple-
mentations via rigid criteria (which would limit us to NN
research subdomains) and employ a flexible DSS, enabling
self-organization of data and allowing the evolution of the
framework, together with the evolution of knowledge base
contents.

III. TAXONOMY FOR KNOWLEDGE BASE

With the inference engine decision space theoretically de-
fined in Section II, we proceed to determine the principal
dimensions for classification of NN instances. As no single
source provides a definitive field overview, we as first step
systematically create a taxonomic blueprint for our knowledge
base. We define the NN classifiers ζ as operators for sorting
of NN instances into main taxonomic branches:
ζ1 Implementation Platform
ζ2 NN Architecture
ζ3 Learning Paradigm
ζ4 Learning Algorithm
ζ5 Learning Task

Using our defined NN classifiers, we proceed to build the
taxonomy. For its core, we extract the classification used in
the book Neural Networks: A Comprehensive Foundation [4],
which offers a wide overview of main concepts in NN domain.
To build upon this core, we add the overviews of evolutionary
methods [25], Spiking Neural Networks [26] and a recent 20-
years overview of hardware-friendly neural networks [27]. A
principal quality of our system lies in our choice of high
abstraction when defining the taxonomy; e.g., while there exist
numerous flavors of the BP algorithm, our taxonomy does not
differentiate between them. Only by obscuring a such detail,
we can achieve a domain-wide overview. Still, as the field of
NNs is very diverse, an ultimate taxonomy requires broader
community collaboration and finally, consensus; both of which
exceed the scope of this work.

We find that our chosen NN classifiers map NN instances
into NN properties (i.e., sets of NN categories C, possibly
singletons) P1,P2,P3,P4 and P5, respectively:
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P1 (ζ1: Implementation Platform) takes values from:
• General Purpose (C11 ): Software Simulation on general

purpose computer of Von Neumann Architecture (CPU),
Digital Signal Processor (DSP) Graphical Processing Unit
(GPU), Supercomputer (SCP)

• Dedicated Hardware (C12 ): Field Programmable Gate Ar-
ray (FPGA),Neural Hardware / Neural Processing Unit
(NPU), Analog Implementation (ANLG), Application
Specific Integrated Circuit (ASIC)

P2 (ζ2: NN Architecture) takes values from:
• Feedforward Neural Network (FFNN)
• Second Generation NNs (C22 ): Recurrent Neural Network

(RNN),Long Short-Term Memory (LSTM)
• Spiking Neural Network (SNN)
• Cellular Neural Network (CNN)
• Self-organizing Map (SOM)
• Reservoir Networks (RSVN) (C26 ): Echo-state Network

(ESN), Liquid-state Machine (LSM)
• Convolutional NN (CONN)
• Deep Belief Network (DBN)
• Hybrid (HYB)
P3 (ζ3: Learning Paradigm) takes values from:
• Supervised Learning (SUP)
• Reinforcement Learning (REINF)
• Unsupervised Learning (UNSUP)
• Genetic Learning (GENL)
P4 (ζ4: Learning Algorithm) takes values from:
• Error Correction (C41 , ECR): Backpropagation (BP), Ex-

tended Kalman Filter (EKF), Stochastic Gradient Descent
(SGD),

• Hebbian Learning (HBL)
• Competitive Learning (CPL)
• Evolutionary (C44 , EVOL): Evolution of Architecture

(EVLARCH), Evolution of Weights (EVLWT), Evolution
of Learning Algorithm (EVLALG)

• Reservoir Computing (RSV)
• Hybrid (HYB)
P5 (ζ5: Learning Task) takes values from:
• Pattern Association (C51 ): Autoassociation (PASCAUT),

Heteroassociation (PASCHET)
• Pattern Recognition (C52 , PREC): Natural Language Pro-

cessing (NLP), Principal Component Analysis (PCA),
Speech (SPC), Dimensionality Reduction (DRED),
Spatio-temporal (SPT)

• Control (C53 , CTL): Indirect (CTLIND), Direct (CTLDIR)
• Function Approximation (C55 , FAPPROX): System Iden-

tification (SYSID), Inverse System (INVSYS)
• Classification (CSF)
• Regression (RGR)
Property P2 thus comprises 11 NN property values, gathered

in 9 categories, of which C22 and C26 each contain two property
values; C22 contains p2 and p3 and C26 contains p7 and p8.
Property value indices run free from category indices.

The presented property values and categories can be further
manipulated and refined. However, to enable efficient domain

overview, a significant level of abstraction is required. For
further detailed inspection, more specialized taxonomies can
be used (see Section I). For example, the Backpropagation
learning algorithm has a multitude of variants [17], but for a
comprehensive overview, abstraction is crucial.

A. Qualitative comparison through NN selection criteria ∇
With the taxonomic backbone defined, we can proceed

with classification of NN instances from processed literature
through property values P , using our set of NN classifiers ζ.
This comparative dimension, well-defined but very permitting,
is a core facility of our knowledge base and the heart of our
DSS’ inference engine. Therefore, we also extract from liter-
ature sources the qualitative comparison information between
NN instances w.r.t. the following set of chosen NN selection
criteria ∇:
δ1 Low cost of ownership (feasibility, practicality, low hard-

ware cost, low development complexity, presence of user
community)

δ2 Capability (effectiveness, convergence speed, generaliza-
tion performance, benchmark success, high learning rate,
low error)

δ3 Real-time requirement (speed of execution, on-line vs.
off-line learning, pre-learned vs. adaptive learning)

δ4 Design maturity(proven solution vs. emerging technology)
While estimates for all NN criteria can be extracted from lit-

erature or provided by a domain expert, design maturity could
also be automatically calculated as a measure of occurrence
frequency in literature.

B. 5-letter notation and knowledge base formation
In the 5-dimensional NN universe, defined by our NN

framework F , that we define in Section III through selecting
our set of NN classifiers ζ1,...5, each NN instance is described
via five NN properties P1,...5. Therefore, each element in the
database compares two NN instances or NN landscapes in
terms of five parameters. To construct our formal notation, we
build upon the idea of 3-letter notation used in the theory of
scheduling problems [28] and adapt it to a 5-letter notation for
describing NN instances. Our resulting formal representation
of relation(s) between two NN instances is as follows:

(P1,P2,P3,P4,P5) >δi...n (P ′1,P ′2,P ′3,P ′4,P ′5), (1)

where each NN property P1...5 can be a comma-separated
list of elements (NN property values), n is the total number of
selection criteria and where i, i ∈ {1 . . . n} denotes the group
of indices of NN qualifiers, by which the ’greater’ NN instance
is superior to the ’lesser’ NN instance.

In our knowledge database, the following example statement
extracted from a scientific source [27]: ”FPGA is a superior
implementation platform to ASIC in terms of flexibility and
cost for implementations of FFNN or RNN with supervised or
reinforcement learning, using stochastic learning algorithms.”
is formally denoted as follows:

(P1[4],P2[3, 4],P3[1, 2],P4[3],P5[x]) >δ2
(P1[6],P2[3, 4],P3[1, 2],P4[3],P5[x]),

(2)
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Or:

(FPGA, {FFNN,RNN}, {SUP,REINF},
SGD, x)
>δcost,flexibility

(ASIC, {FFNN,RNN}, {SUP,REINF},
SGD, x)

(3)

This example also illustrates the case where the paper does
not specify all property values (in this example, the learning
task P5[x]), the statement is incomplete and it may mean
either that the relation is indifferent to that property, or that
there is no information present about that property’s role
in the relationship. After reviewing selected literature (e.g.,
[27][29][25][30]–[36]), we get a number of such specific state-
ments that comprise our knowledge base seed information,
which serves as basis for development of our inference engine
and visualization scheme.

IV. RESULT: KNOWLEDGE-DRIVEN DSS WITH INFERENCE
ENGINE AND VISUALIZATION TOOL

The proposed inference engine, together with knowledge
base visualization, are the final results of our efforts presented
in this paper. Both modules operate on the data in the
knowledge database in a read-only fashion. In the following
subsections, we present our scheme for exploratory visualiza-
tion of our multidimensional knowledge database and describe
our interactive inference engine.

A. Visualization scheme

Every point in the NN universe’s graphical representation
corresponds to one NN instance. The most valuable informa-
tion in our knowledge database is the qualitative comparison
between NN instances. This is shown in Figure 3, illustrating
the graphical representation of Statement (3) from Section
III-B. We have found, that using three dimensions for the
visualization is optimal, because it allows users to navigate
the environment interactively and to recognize interdependen-
cies, even after switching between the chosen set of three
dimensions. The 3D visualization can only represent three
dimensions at a time and the user can explore the NN
knowledge domain using any dimension set.

Figure 4 shows the 3D representation our NN universe U ,
containing points from our prototype knowledge base. This
view allows users to examine the NN knowledge domain in
a full 3D environment, visually exploring (through zoom and
rotation of view around any axis) the comparative relations
between NN instances. Axes correspond to NN properties
P; each dot corresponds to a single NN instance Ii; arrows
represent qualitative comparators δ1...4 between two NN in-
stances; arrow thickness and dot size indicate the quantity of
source papers (database entries) for the shown information;
call-out-type labels are references to source literature. Each
of the selection criteria is assigned its own arrow color (red,
magenta, blue and black for δ1, δ2, δ3 and δ4, respectively).
Coloring of NN instances aids in visual comparison (blue is
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xLearning Paradigm SUP
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UNSUP

x

Learning
Task
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Figure 3. Example graphical representation of qualitative relation between two
NN instances. The figure represents Statement (3) from Section III-B.

better, green is worse). Using the inference engine (Section
IV-B), the visualization can be actively augmented according
to the user’s decision input.

B. Inference Engine

Our inference engine approaches our NN instance selection
process as a multiple-objective optimization problem [24] and
applies a Pareto front method [37], using our Pareto front R,
as defined in Section II, to find the suitable, multiple, non-
dominant solutions. After the user specifies their boundary
conditions and sets weights of the NN selection criteria ∇
through the graphical user interface, the DSS automatically
identifies the discrete-equivalent of Pareto frontR and the user
can directly locate and examine the source literature, relating
the NN instances in R. Rating of alternatives is based on a
weighted pairwise comparison matrix [38], resulting in levels
within a discrete-space equivalent of Pareto front, which guide
the user towards NN instances, specified as superior with re-
spect to their criteria. The user can iteratively and interactively
further fine-tune the selection of best candidates via weights
of their criteria ∇, to determine the optimal NN instance for
their problem, until the final choice is made. Information,
inferred by the inference engine, is also used as input into the
visualization tool, to augment the database visualization by
superimposing relationships, marking Pareto points and their
scores, hiding a subset of NN instances, etc. (see Figure 5).
Both the visualization tool and the inference engine can be
extended with additional inference and visualization functions.
Section V gives further insight into the typical application of
the inference engine, through step-by-step explanation.

V. PRACTICAL EXAMPLE OF DSS USE

The two major user groups that can gain remarkable benefits
from using our proposed DSS, are Industry Practitioner
and Academic Researcher. Both user groups share the main
interest of finding the optimal NN instance for their scenario,
but have a different angle: a) the industry practitioner’s goal
is to find the best fitting, well proven NN implementation
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Figure 4. The 3D representation our NN universe U , containing points from our prototype knowledge base. See Section III for axis label definitions.

for their application (with set boundary conditions on task
type, implementation platform, etc.), and b) the academic
researcher’s aim is to find an active research area or synergies
between domains, to systematically selects the most meaning-
ful research direction. In this section, we illustrate step-by-
step a typical use case for the industry practitioner. Let our
example demand a highly accurate and real-time capable NN
instance for image-based object recognition using supervised
learning. The following steps illustrate how this ground truth
is used with our DSS as decision input and how the inference
engine results are interpreted and used:

1) Enter task requirements into DSS: the practitioner enters
their set of boundary conditions by selecting the NN instance
properties, that are defined by the application. In our example,
these are the learning task and learning paradigm. The DSS
considers these two properties as pivots, therefore, only the
remaining three properties (dimensions) are shown in the
3D visualization tool (Figure 5a). After the axes are deter-
mined, the user specifies pivot axis values (learning task =
classification, CSF and learning paradigm = supervised, SUP).
The effect of this is shown in Figure 5b, where only those
NN instances are shown, whose pivot property values are as
specified by the user. Thus, this step narrows down the search
down to three dimensions and defines the NN landscape, which
optimal solutions can be chosen from. If more than two pivot
axes are specified by the use case, the NN landscape is 2- or
1-dimensional, further focusing the search.

2) Set weights for selection criteria ∇: once the 3D NN
landscape is defined in the previous step, the user specifies
weights for each of ∇ within the range from -5 to 5. In our
example, the selected weights for δ1...4 are 2, 5, 5 and 3,
respectively (see Section III-A for list of criteria).

3) Examine Pareto front R: based on weighted criteria,
the inference engine extracts NN instances, that belong to the

discrete Pareto front R. These are NN instances, for which
there is no NN instance superior w.r.t. any of the selection
criteria (no arrows leaving the NN instance). These points are
highlighted by the DSS via black squares. For better viewing
of the points in R, the user can interact with the 3D view by
rotation around any axis. This is seen in 5c (left), showing
the R points in an updated view, obtained by rotating 5b
around the ’view rotation axis’ in the indicated direction. In the
lower left corner of eachR-marking is the NN instance’s score
(closeup view in Figure 5c, right), calculated by the inference
engine using the weighted pairwise comparison matrix.

4) Analyze top alternative in Pareto front: the user chooses
the highest-ranking NN instances in the Pareto frontier and
analyzes their corresponding source literature, indicated by
call-outs (see Figure 3). Our example gives the highest score
of 12 to NN instance, described in database entries 314 and
502 (Figure 5c). From corresponding source papers [32] and
[33], the practitioner learns, that a) FFNNs can be used as
convolution NNs, b) GPU implementation in [33] has better
flexibility than previously known implementations, c) GPU
implementation of CONN has better real-time capabilities than
CPU implementation, d) Hybrid between pure CONN and
FFNN has better recognition performance than any of these
two used alone, e) hybrid implementation in [33] has won an
impressive series of image classification competitions, etc.

In conclusion, based on the industry practitioner’s input
criteria, the DSS recommends, that a GPU-based hybrid
CONV-FFNN NN should be investigated as best choice for
the given use case. This simple case illustrates how a user
can, using our DSS in a few simple steps, rapidly traverse
an immensely diverse knowledge base, in order to choose an
optimal direction for further investigation, and finally, concrete
implementation.
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(a) (b)

(c)

Figure 5. Rapid assessment of complete knowledge domain. Typical step-by-step application of the inference engine, together with the visualization scheme,
used for finding an optimal NN instance, based on user input parameters.

VI. CONCLUSION AND FUTURE WORK

In this work, we have identified the need for an abstract-
level overview of the NN knowledge domain and alleviate the
barriers, which an industry practitioner or researcher meet,
when selecting the right NN instance or research direction for
their specific scenario. We devised a theoretical foundation for
a decision support system, comprising a knowledge database
and inference engine, that can automate the decision process
of choosing the best NN architecture for the task at hand.
We also presented a prototype implementation and a proof-of-
concept through step-by-step use of our DSS. This illustrated
its potential in aiding users to exploit the whole knowledge
of NN research domain and improve NN results in research
and industry, through choosing optimal approaches to machine
learning problems.

In our future work, we will study how the inference engine
could be expanded to automatically find promising combina-
tions of NN properties, based on current highest-scoring NN
instances within the database. This will enable our system to
automatically highlight synergies between existing approaches.

Future work also includes making the knowledge base and
its visualized interaction accessible online. Moderated, col-
laborative editing of the knowledge base among researchers
is also considered. Once the knowledge base reaches critical
mass, researchers will be motivated to contribute their own
work, or populate it with entries where they notice a lack of
coverage. An editorial group could, on a per need basis, revise
the taxonomy when novel NN properties or categories emerge.
The proposed 5-letter notation enables automatic parsing of
the literature, keeping the knowledge database up-to-date at
all times and solving this problem once and for all. An
automatically-generated dynamic survey paper could always
be kept up-to-date and available in printed form for a quick
overview of recent developments.
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Abstract—The dual in-line memory module (DIMM) tree 

architecture was proposed to solve signal integrity and data 

access latency problems of many-DIMM system. Although the 

DIMM tree demands a memory controller specific to it, there 

has been little research on the memory controller for the 

DIMM tree. For this reason, this paper proposes a new 

memory controller architecture for the DIMM tree. This 

architecture was modeled using DRAMSim2 for its verification 

and analysis, and the experimental results show that the 

proposed DIMM tree memory controller works properly and 

efficiently. 

Keywords-DIMM tree; many-DIMM system; DIMM to 

DIMM transfer; memory controller 

I.  INTRODUCTION 

In the traditional computer systems, there are two 
memory access methods: one is the multi-drop bus based 
memory access and the other is the point-to-point link-based 
memory access. The former method is mainly used in the 
traditional computer systems [1], but it is not appropriate for 
implementation of large-capacity main memory systems due 
to its signal integrity issues [2]. In the latter method, DIMM 
modules are connected through daisy chains. The fully 
buffered DIMM (FB-DIMM) is an example that uses point-
to-point links [3]. In this method, the control signals are 
buffered and repeated at each DIMM. This method has the 
disadvantage that as the number of connected DIMM 
modules increases, the transmission time of control signals 
also increases. In order to resolve these problems, the DIMM 
tree architecture has been proposed. The DIMM tree 
architecture overcomes the transmission delay time and 
signal integrity issues by a tree structure connection of 
DIMM modules [4]. 
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Slow Partition DIMM
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Figure 1.  Partitioned DIMM tree structure. 

The structure and operation of the DIMM tree 
architecture were presented for the implementation of the 
DIMM tree architecture, and the concept of the partitioned 
DIMM tree architecture and the direct DIMM-to-DIMM 
transfer was established in order to efficiently manage large-
capacity memory of the DIMM tree architecture [5]. The 
memory controller for the DIMM tree architecture is also 
very important for the implementation of the DIMM tree 
architecture. However, there was little concrete discussion on 
the memory controller for the DIMM tree architecture. Thus, 
this paper proposes a hardware architecture of a memory 
controller for the management of the DIMM tree architecture. 

The rest of the paper is organized as follows. Section 2 
describes the background of the DIMM tree architecture. 
Section 3 presents the hardware architecture of the proposed 
DIMM tree memory controller. In Section 4, we present the 
experimental environments, and analyze the results of the 
experiments. Finally, Section 5 concludes the paper. 

II. DIMM TREE ARCHITECTURE 

Therdsteerasukdi et al. [4] presented the DIMM tree 
architecture of better scalability by connecting DIMM 
modules in a tree structure to solve signal integrity and 
access latency problems. Then, they improved their research 
by proposing the partitioned DIMM tree and the direct 
DIMM-to-DIMM transfer for efficient memory management. 

A. Partitioned DIMM Tree 

The partitioned DIMM tree architecture consists of a fast 
partition and a slow partition, as in shown Fig. 1 [5]. The fast 
partition corresponds to the DIMMs at a level closer to the 
CPU. Thus, it takes one DIMM access latency to access the 
fast partition. The slow partition contains the remaining 
DIMMs. The fast partition is used as a cache of the slow 
partition, which works as the main memory. The relation 
between the fast partition and the slow partition is similar to 
that between main memory and hard disk in a virtual 
memory system, so data transfer between the fast partition 
and slow partition is performed by page units. In addition, 
the page fault handler to process page faults is necessary in 
the memory controller [5][6]. 

B. Page Fault Handler 

The partitioned DIMM tree architecture uses a small 
space in the fast partition for a fast partition page table to 
manage page translation between the fast and slow partitions. 
When memory access is requested from the CPU, the fast 
partition page table in the fast partition is checked to find the 
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fast partition page corresponding to the requested page of the 
slow partition. When a page fault occurs, the page fault 
handler updates the requested page to the fast partition from 
the slow partition, and writes back the replaced page to the 
slow partition from the fast partition. These update and write 
back are processed with the proposed direct DIMM-to-
DIMM transfer [5]. This direct DIMM-to-DIMM transfer 
reduces the overhead of page fault processing. 

III. PROPOSED DIMM TREE MEMORY CONTROLLER 

In this section, a hardware architecture of a memory 
controller is proposed for the DIMM tree architecture 
described in Section 2. The proposed hardware architecture 
of the DIMM tree memory controller is shown in Fig. 2. The 
organization and operation of the DIMM tree memory 
controller is as follows. 

When a read or write request is entered from the CPU to 
the bus, and the request is loaded into the Transaction Buffer, 
and then four fast partition page table entries, which are 
accessed using the least significant bits of the requested slow 
partition page number as the index, as shown in Fig. 3, are 
loaded into the Page Table Buffer. The Hit/Miss Control 
Unit is used to check whether a page fault occurs or not for 
the request. This module compares the tag of the slow 
partition address with each of the slow partition page number 
tags of four page table entries loaded on the Page Table 
Buffer. When one of the four page table entry tags matches 
the tag of the slow partition address and the valid bit of the 
corresponding page table entry is 1, the state becomes ‘hit’. 
Otherwise the state is ‘miss’ meaning that a page fault occurs. 
In case of ‘hit’, the hit/miss signal of the Hit/Miss Control  

 

 
Figure 2.  Architecture of the proposed DIMM tree memory controller. 

 
Figure 3.  Address translation from the slow partition to fast partition. 

Unit is set to 1, and the Page Table Buffer outputs the way 
number of the ‘hit’ page table entry. 

The Page Fault Control Unit generates the DIMM-to-
DIMM transfer command. When the hit/miss signal from the 
Hit/Miss Control Unit is “1”, the Page Fault Control Unit 
directly transfer the request command in the Transaction 
Buffer to the Page Transaction Control Unit. However, when 
a page fault occurs, Some DIMM-to-DIMM commands are 
inserted. When the page-faulted request command is a write, 
the Page Fault Control Unit inserts the DIMM-to-DIMM 
update command (D2D_RD) to transfer the faulted page 
from the slow partition to the fast partition. After the write 
request command, the DIMM-to-DIMM writeback command 
(D2D_WR) is issued to write the corresponding page of the 
fast partition to the slow partition. When the request 
command is a read, the Page Fault Control Unit inserts the 
DIMM-to-DIMM update command (D2D_RD) for getting 
the faulted page of the slow partition to the fast partition 
before issuing the read request command to read data from 
the fast partition. These generated command streams are 
transferred to the Page Transaction Control Unit. 

The Page Transaction Control Unit processes the 
commands from the Page Fault Control Unit, and makes 
DRAM control commands such as row active (RAS), 
column read (CAS), CAS source to destination (CAS_S2D), 
REFRESH, and PRECHARGE. The CAS_S2D is a special 
command for the DIMM tree architecture [5], but the others 
are common commands for controlling DRAM. When the 
command from the Page Fault Control Unit is either a write 
or read, the Page Transaction Control Unit generates RAS 
and CAS commands. Since the CPU can only access the fast 
partition, the RAS and CAS from the Page Transaction 
Control Unit are associated with the fast partition. On the 
other hand, if the command from the Page Fault Control Unit 
is either D2D_WR or D2D_RD, the Page Transaction 
Control Unit generates RAS and CAS_S2D commands. The 
D2D_WR and D2D_RD have two addresses, one is a source 
address and the other is a destination address. The source 
address and destination address are determined depending on 
the type of the command. If the command is D2D_WR, the 
source address is a fast partition address, and the destination 
address is a slow partition address. It is vice versa in case of 
the D2D_RD command. 
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TABLE I.  SIMPLESCALAR PARAMETERS 

Simulation Tool SIM-cache 

Processor ISA PISA instruction 

L1 D-cache 256 sets, 32 bytes cache line, 
4-way set-associative, LRU policy L1 I-cache 

L2 D-cache 1024 sets, 64 bytes cache line, 

4-way set-associative, LRU policy L2 I-cache 

I-TLB 
16 sets, 4096 bytes cache line, 

4-way set-associative, LRU policy 

D-TLB 
32 sets, 4096 bytes cache line, 

4-way set-associative, LRU policy 

TABLE II.  DRAMSIM2 PARAMETERS 

DRAM type DDR3-1600a  

DRAM Data Width 8 bytes 

Row buffer policy close page policy 

Bank per rank 8 

Row count 16384 

Column count 1024 

DIMM size 1 GB 

Page size 1 KB 

a. Micron, x8 DDR3-1600 DIMM [12] 

The command generated by the Page Transaction Control 
Unit, is transferred to the Command Buffer. The Command 
Buffer sends the DIMM tree commands (RAS, CAS and 
CAS_S2D) and addresses (rank, bank, row and column) to 
DIMM modules, which process those commands. 

IV. EXPERIMENTS 

For the verification of the proposed DIMM tree memory 
controller hardware architecture, we modeled the proposed 
hardware architecture by DRAMSim2 [7] and generated six 
workloads each of which has 500 thousand requests for the 
simulation. 

A. Workload 

For the performance verification of the proposed DIMM 
tree memory controller hardware architecture, we need 
workload of large size with a wide range of memory 
addresses. For this reason, we extracted the memory 
transaction traces by running bzip2, gromacs, hmmer, lbm, 
mcf and milc in the SPEC CPU 2006 benchmark [8] in the 

SimpleScalar simulator [9]. Bzip2, gromacs and hmmer use 
a wide range of memory addresses, but have high locality. 
Lbm, mcf and milc have high locality and use a small range 
of memory addresses [10]. Experiments were carried out 
using the SimpleScalar with the parameters describes in 

Table Ⅰ. Also, the PIN [11] was used to attach the time 

stamp to the memory transaction traces extracted from the 
SimpleScalar. 

B. Experimental Environments 

The DRAMSim2 was used for modeling the proposed 
DIMM tree memory controller. It is assumed that capacity of 
each DIMM is 1GB and the page size is 1 KB. The DIMM 
tree architecture has a tree structure with the depth of 2 and 
the degree of 4, as shown in Fig. 4. The fast partition has the 
size of 4 GB, and the slow partition is composed of 16 GB. 
The block diagram of the proposed DIMM tree memory 
controller model is shown in Fig. 5. The detailed parameters 

applied to DRAMSim2 is shown in Table Ⅱ. 

 

 
Figure 4.  DIMM tree structure used in experiments. 

 
Figure 5.  Simulation environment of the proposed DIMM tree memory controller.
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C. Results 

The generated workloads, each of which has a total of 
500 thousand requests, are used for the CPU Requests of the 
DIMM tree memory controller model of DRAMSim2. 
Through simulations with workloads, it was verified that the 
proposed DIMM tree memory controller operates properly. 
In addition, performance analysis of the proposed DIMM 
tree memory controller was carried out as follows. 

Fig. 6 shows hit rate per 1,000 traces when a total of 10 
thousand traces of each workload are processed. Lbm, mcf 
and milc are memory-intensive workload, thus have high hit 
rate. After 5 thousands of traces have been processed, the hit 
rates of lbm, mcf and milc was maintained at about 73%. On 
the other hand, hit rates of bzip2, gromacs and hmmer were 
continuously increased. As shown in Fig. 7, the hit rates of 
gromacs and hmmer increased rapidly after 50 thousands of 
traces were processed. This is mainly because that the 
number of compulsory misses, which occur intensively at the 
early time of simulation, decreases after running 50 thousand 
traces. Workloads such as bzip2, gromacs and hmmer have a 
wide address range, so they need a longer time to fill the fast 
partition pages. The number of cycles taken to run all the 

traces is shown in Table Ⅲ . The performance for the 

workload hmmer is measured best because the hit rate for 
hmmer is best. 

V. CONCLUSIONS AND FUTURE WORK 

This paper proposed a hardware architecture of the 
DIMM tree memory controller. The proposed architecture 
was modeled using the DRAMSim2, Workloads were 
generated using the SPEC CPU 2006 to verify the 
functionality and performance. The experimental results 
show that the proposed DIMM tree memory controller works 
properly. This paper presented a DIMM tree memory 
controller which can be used as a reference model in DIMM 
tree based large memory systems. The study of this paper 
assumes that he DIMM tree memory controller operates on 
the single-processor environment. However, recently, the 
multiprocessor environment is used widely. So, our future 
work is to run multiple loads in parallel on the DIMM tree 
memory controller for multiprocessor systems. 
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TABLE III.  CLOCK CYCLES TAKEN TO PROCESS EACH WORKLOAD 

Workloads 
10000 traces 

(cycles) 

100,000 traces 

(cycles) 

500,000 traces 

(cycles) 

bzip2 1,263,919 12,720,015 39,481,566 

gromacs 538,966 3,409,885 11,668,567 

hmmer 508,589 1,999,400 6,265,317 

lbm 522,217 5,168,498 25,814,382 

mcf 535,822 5,276,435 26,298,294 

milc 535,397 5,279,990 26329965 

 

 
Figure 6.  Hit rate per 1,000 traces when running 10,000 traces of each 

workload. 

 

 
Figure 7.  Hit rate per 10,000 traces when running 100,000 traces of each 

workload. 

 

 
Figure 8.  Hit rate per 50,000 traces when running 500,000 traces of each 

workload. 
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Abstract—This paper proposes the implementation of a Support
Vector Machine (SVM) for automatic recognition of numerical
speech commands. Besides the pre-processing of the speech signal
with mel-ceptral coefficients. Also, this paper is used to Discrete
Cosine Transform (DCT) to generate a two-dimensional matrix
used as input to SVM algorithm for generating the pattern of
words to be recognized. The Support Vector Machines representa
new approach to pattern classification. SVM is used to recognize
speech patterns from the mean and variance of the speech signal
input through the two-dimensional array aforementioned, the
algorithm trains and tests those data showing the best response.
Finally, the experimental results are presented for the speech
recognition applied to Brazilian Portuguese language process.

Keywords–Support Vector Machines; Classification; Pattern
Recognition; Statistical Learning Theory; Application in Speech
Recognition.

I. I NTRODUCTION

A. Digital Processing of the Speech Signal

Digital speech processing is a specialty in full expansion.
There are numerous applications of this research area, we
can refer to automatic speech recognition for purposes of
interpretation of commands by machines or robots, automatic
speech recognition for the purpose of biometric authentication,
recognition of pathology in the mechanism of speech pro-
duction for biometric and or medicinal purposes. The speech
processing systems are divided basically into three sub-areas:
speech coding, speech synthesis and automatic speech recog-
nition. Regardless of the specific purpose, the initial stages of
a system for processing digital speech is sampling followedby
segmentation of words or phonemes [1] for short-term analysis
by Fourier transform [2] or by spectral analysis [2]. The
speech signal processing first involves obtaining a parametric
representation based on a certain model and then applying a
transformation to represent the signal in a more convenient
form for recognition. The last step in the process is the
extraction of important characteristics for a given application.
This step can be performed either by human listeners or
automatically by machines [2]. Among the techniques that
have been developed for segmentation of speech, those based
on Hidden Markov Models (HMM) [2] are quite traditional.
Hybrid methods based on Artificial Neural Networks (ANN)
[3] and criteria, such as average energy, selection of voiced
phonemes and non voiced, Mel Frequency Cepstral Coeffi-
cients (MFCCs) [2], spectral metrics [2], and others, are also

used. Speech coding systems include those cases in which the
purpose is to obtain a parametric representation of the speech
signal, based on the analysis of the frequency, average power
and other characteristics of the spectrum of the signals. The
techniques of encoding the speech signal are used both for
transmission and for compact storage of speech signals. One
of the main applications of speech coding is to transmit the
speech signal efficiently [4]. Systems for automatic speech
recognition or Speech Recognition Systems (SRS) are focused
on the recognition of the human voice by intelligent machines.

B. Methodology Proposed

This article uses as a recognition default
locutions from Brazillian Portuguese of the digits
′0′,′ 1′,′ 2′,′ 3′,′ 4′,′ 5′,′ 6′,′ 7′,′ 8′,′ 9′. The speech signal
is sampled and encoded in mel-cepstral coefficients and
coefficients of Discrete Cosine Transform (DCT) [2] in
order to parameterize the signal with a reduced number of
parameters. Then, it generates two dimensional matrices
referring to the mean and variance of each digit. The elements
of these matrices representing two-dimensional temporal
patterns will be classified by Support Vector Machines
(SVMs) [3]. The innovation of this work is in the reduced
number of parameters lies in the SVM classifier and in the
reduction of computational load caused by this reduction of
parameters.

C. SVM (Support Vector Machine)

Based on Statistical Learning Theory, SVM classifier is
another category of feed-forward, whose outputs of neurons
from a layer feed neurons from the next layer where feedback
doesn’t occur [3]. This technique originally developed for
binary classification, seeks to build hyperplanes as decision
surfaces, in such a way so that the separation between classes
is maximum, assuming that the patterns are linearly separable.
As for non-linearly separable patterns, the SVM seeks an
appropriate mapping function to make the mapped set lin-
early separable. Due to its efficiency in working with high-
dimensional data, it is cited in the literature as a highly
robust technique [5]. The results of applying this technique
are comparable and often superior to those obtained by other
learning algorithms, such as ANN.
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1) Theory of Statistical Learning:The Theory of Statistical
Learning aims to establish mathematical conditions that allow
the selection of a classifier with good performance for the
data set available for training and testing. In other words,
this theory seeks to find a good classifier with good gen-
eralization regarding the entire data set. But, this classifier
abstains from particular cases, which defines the capability
to correctly predict the class of new data from the same
domain in which the learning occured.Machines Learning
(ML) [3] employs an inference principle called induction, in
which general conclusions are obtained from a particular set
of examples. A model of supervised learning based on Theory
of Statistical Learning is given in Figure 1 [3].

Environment X:

distribuition of
Probability

F ( )X x

Machine of Learning
ω Wє

( )x ,d ; x ,d ;.., x ,d1 1 2 2 N N

x ,x ,...,x1 2 N

F(x, )ω ≈dx X

Supervisor

Figure 1. Flowchart of a model of supervised learning.

Environment: It is stationary. It provides an input vectorx
with a function of distribution of cumulative probability fixed,
but unknownFx(x).

Supervisor: It shows a desired responsed for each input vector
x is provided by the environment accordance to a conditional
cumulative distribution functionFx(x|d) which is also fixed
but unknown. The desired response due to input vectorx is
related by (1):

d = f(x, v) (1)

wherev is noise that allows the supervisor to be noisy. The
kind of learning discussed in this work is supervised, but not
noisy.

2) Functional of Risk:The desired performance of a clas-
sifier f is that it gets the smallest mistake during training,
with the error being measured by the number of incorrect
predictions of f . Therefore, its defined as Empirical Risk
Remp(f) the extent of loss between the desired response and
the actual response. In (2), it is shown the definition of the
Empirical Risk.

Remp(w) =
1

N

N
∑

i=1

c(f i(xi, yi)) (2)

whereyi = F (xi, wi), wi is a vector of adjustable weights,c
is the cost function related to the predictionf(xi), with desired
outputf(yi), where one type of cost function is the “loss 0/1”
defined by (3). The process of search by an equationf(x)

that represents a smaller value ofRemp(f) is called Empirical
Risk Minimization.

c(f i(xi, yi) =

{

1, if yif(xi) < 0
0, otherwise (3)

Assuming that the patterns used for training(xi, yi) are gener-
ated by an independent and identically distributed distribution
(iid) of probability P (x, y). The probability of incorrect
Classification from classifierf is called Functional Risk, which
quantifies the capability of generalization, according to (4) [6].

R(f) =

∫

c(f(xi, yi))dP (xi, yi) (4)

During the training process,Remp(f) can be easily obtained,
while R(f) cannot, since probabilityP is unknown. Given a
set of training data(xi, yi) with xi ∈ ℜN andyi ∈ {±1}, i =
1, 2, ..., n, i = 1, 2, ..., n, the input vectorxi and yi is the
output related to classxi, then the goal is to estimate a
function f : ℜN → {±1} and if no restriction is imposed
on the class of functions in which one chooses to estimatef ,
it may happen that the function obtains a good performance
in the training set, but not having the same performance
in unknown patterns. This phenomenon is called the error
“overfitting”. Thus, the minimization of the empirical risk does
not guarantee a good generalization capability, and being a
great classifier is desiredf∗ such thatR(f∗) = minf∈FR(f),
where F is the set of possible functionsf . The Theory
of Statistical Learning provides ways to limit the class of
functions (hyperplanes), in order to exclude bad models, that
is, those leading to the error of overfitting, implementing a
function with an adequate capacity to correctly classify the
set of training data. Restrictions on Risk Functional use the
concept of VC dimension [7].

3) SVM (Mathematical Modeling):Classifiers that separate
the data through a hyperplane are called Linear and SVM fits
this definition, therefore, we must pay attention to all that
there is to train and classify, for as a SVM must also deal
with non-linearly separable sets, this will resort to techniques.
In the application of Techniques of Statistics Learning (TSL),
the classifier must be chosen the classifier with the lowest
possible empirical risk and which also satisfies the constraint
of belonging to a familyF with a small VC dimension. Also,
to determine the separability of the optimal hyperplane, asit
was assumed that the training set is linearly separable. The
equation of a decision surface folows below:

ωTx+ b = 0 (5)

where x is an input vector,ω is a vector of adjustable
weight (maximum separation possible between true and false
examples) andb is abias. And from this consideration follows
a sequence of calculations in order to find the hyperplane with
higher separability between classes. Under these conditions,
the surface found is called optimal. In Figure 2, the geom-
etry of an optimal hyperplane for two-dimensional space is
illustrated.

For the case of a non-linear set, SVM creates another
feature space from the original space, and the concepts and
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Figure 2. Optimal hyperplane for linearly separable patterns.

calculations of linear optimal hyperplane are applied in this
new space [3].

4) SVM for multiple classes:The SVM is a dichotomic
algorithm, that is, for pattern classfication based on two classes
[3]. However, it is possible to obtain a classifier for multiple
classes using the SVM algorithm. Scholkopf et al. proposed
a classifier model of type “one vs. all” [8]. Clarkson and
Brown have proposed a classifier model of the “one vs. one”
[9]. However, both models are indeed classifiers of only two
classes: Class +1 and Class -1 [3]. On system “one vs. all”, one
machine for each group is used, in which each group is trained
separately from the rest of the set. In the system “one vs. one”,
only three machines are used, in which a group is classified
against another; then, this one is rated against another group
and so on, until the whole set is trained.

5) Functions Kernel: The decision surface of the SVM,
which in the feature space is always linear, usually is nonlinear
in the input space. As seen earlier, the idea of SVM depends
on two mathematical operations:

1) Nonlinear mapping of an input vector into a feature
space of high dimensionality, which is hidden from
the entry and exit;

2) Build an optimal hyperplane to separate the features
discovered in the first step. To design the optimal
hyperplane, a kernel function is needed, or a core of
the inner product. A Kernel function is a function that
receives two pointsxi andxj of the input space and
calculates the scalar product of the data in the feature
space, given by (6).

k(xi, xj) = ΦT (xi) · Φ(xj) (6)

To ensure the convexity of the optimization problem and
introduce the Kernel mapping in which the calculation of
scalar products is possible, a kernel function that followsthe
conditions set by Mercers Theorem [10][11]must be used. The
kernels that satisfy Mercers conditions are characterizedfor
giving origin to semi-definite positive matricesk, in which
each elementkij is defined bykij = k(xi, xj), ∀i, j =
1, 2, ..., n. Once the mapping is performed by a SVM kernel
function, and not directly byΦ(x), it is not always possible to
know exactly which mapping is actually performed, because
the kernel functions perform an implicit mapping. Table I

shows the main features commonly used as kernel functions.
The expansion of the inner product coreK(xi, xj) in (6)
makes it possible to find a decision surface that is non-linear
in the input space, but whose image in the feature space is
linear [3].

TABLE I. A PPLICATION OFSVM

Name of Kernel Function

Polinomial

(

xT xi + 1

)p

RBF Kernel exp

(

− 1

2σ2
‖x − xi‖

2

)

Perceptron tanh

(

β0x
T xi + β1

)

The Kernel functions used have the following restrictions:

• In the Polynomial kernel, the parameterp is first
specified by the user;

• In the kernel RBF, the parameterσ2 is common to all
cores;

• In the perceptron, Mercer’s theorem is satisfied only
for some values ofβ0, β1;

6) Automatic Systems for Speech Recognition with SVM:
Hidden Markov Models (HMMs) have become the most em-
ployed technique for Automatic Speech Recognition (ASR).
However, the HMM-based ASR systems may reach their limit
of performance. Hybrid systems based on a combination of
artificial intelligence techniques provide significant improve-
ments of performance. However, the progress in this paradigm
has been hindered by their training computational requireents,
which were excessive when these systems were proposed.
Recently, several methods of Speech Recognition have been
proposed using mel-frequency cepstral coefficients and Neural
Networks Classifiers [12][13][14], Sparse Systems for Speech
Recognition [15], Hybrid Robust Voice Activity Detection
System [16], Wolof Speech Recognition with Limited vocabu-
lary Based HMM and Toolkit [17], Real-Time Robust Speech
Recognition using Compact Support Vector Machines [6].

Thus, the SVM has many functions; it is a binary algo-
rithm, based in the Theory of Statistical Learning and in the
Functional of Risk. And, finally, it has many functions for
classification, such as in the case of multiple classes.

II. SYSTEM OF SPEECHRECOGNITION

A. Pre-processing of Speech Signal

Initially, after the segmentation of the speech is passed
through the process of windowing, the speech signal is sam-
pled and segmented into frames and is encoded in a set of
melcepstral parameters. The number of parameters obtained
is determined by the order of mel-cepstral coefficients. The
obtained coefficients are then encoded by Discrete Cosine
Transform (DCT) [2] in a two dimensional matrix that will
represent the speech signal that to be recognized. The process
of windowing in a given signal, aims to select a small portion
of this signal, which will be analysed and named frame. A
short-term Fourier analysis performed on these frames is called
signal analysis frame by frame. The length of the frameTf is
defined as the length of time upon which a parameter set is
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valid. The term frame is used to determine the length of time
between successive calculations of parameters. Normally,for
speech processing, the time frame is between 10ms and 30ms
[18].

B. Generation of two-dimensional DCT-temporal matrix

After being properly parameterized in mel-cepstral coeffi-
cients, the signal is encoded by DCT performed in a sequence
of T observation vectors of mel-cepstral coefficients on the
time axis. The coding by DCT is given by the equation
following:

Ck(n, T ) =
1

N

T
∑

t=1

mfcck(t)cos
(2t+ 1)nπ

2T
(7)

wherek, 1 ≤ k ≤ K, refers to thek−th line (number of Mel
frequency cepstral coefficients) oft−th segment of the matrix
n, 1 ≤ n ≤ N component refers to then−th column (order
of DCT), mfcck(t) represents the mel-cepstral coefficients.
Thus, one obtains the two-dimensional matrix that encode the
long term variations of the spectral envelope of the speech
signal [19]. This procedure is performed for each spoken word.
Thus, there is a two-dimensional matrixCk(n, T ) ≡ Ckn for
each input signal. The matrix elements are obtained as the
following:

1) For a given model of spoken wordP (digit),
ten examples of this model are pronounced. Each
example is properly divided into T frames dis-
tributed along the time axis. Thus, we have:
P 0
0 , P

0
1 , ..., P

0
9 , P

1
0 , P

1
1 ..., P

1
9 , P

2
0 , P

2
1 , ..., P

2
9 ,..., P j

m,
where j=0,1,2,...,9 is the number of patterns to be
recognized andm=1,2,3,...,10, is the number of sam-
ples to generate each pattern.

2) Each frame of a given example of modelP generates
a total ofK mel-frequency cepstral coefficients, and
then, significant characteristics are obtained within
each frame over this time. The DCT of orderN is
then calculated for each mel-cepstral coefficient of
the same order within the frame, that is,c1 in the
frame t1, c1 in the frame t2, ...,, c1 in the frame
tT , c2 in the frame t1, c2 in the frame t2, ...,,
c2 in the frame tT , and so on, generating ele-
ments{c11, c12, c13, ..., c1N}, {c21, c22, c23, ..., c2N},
{cK1, cK2, cK3, ..., cKN} in the matrix given in (7).
Thus, a two-dimensional temporal array DCT is gen-
erated for eachm example of modelP, represented by
C

jm
kn . Finally, arrays of meanCM

j
kn (8) e variance

CV
j
kn (9) are generated. The parameters ofCM

j
kn

andCV
j
kn are used as datas of input in SVM algo-

rithm.

CM
j
kn =

1

M

M−1
∑

m=0

C
jm
kn (8)

CV
j

kn
=

1

M − 1

M−1
∑

m=0

[

C
jm

kn
−

(

1

M

M−1
∑

m=0

C
jm

kn

)]2

(9)

C. Generation of machines

In the technical literature about SVMs, the standards are
called classes. The mean and variance matrices are transformed
in two column vectors,CMe (vector with means) andCV ar
(vector with variances).

CMe
j

i
= 〈CM0

11
,CM0

12
,...,CM0

1N ,CM0

21
,CM0

22
,...,CM0

2N ,

CMJ
KN〉

(10)

CV ar
j

i
= 〈CV 0

11
,CV 0

12
,...,CV 0

1N ,CV 0

21
,CV 0

22
,...,CV 0

2N ,

CV J
KN〉

(11)

For example, in the case of a matrixCM
j
22, that is, where

K=2 e N=2, the matricesCMe andCV ar take the following
form:

CMe
j

i
= 〈CM0

11
,CM0

12
,CM0

21
,CM0

22
,CM1

11
,

CM1

12
,CM1

21
,CM1

22
,...,CMJ

22〉
(12)

CV ar
j

i
= 〈CV 0

11
,CV 0

12
,CV 0

21
,CV 0

22
,CV 1

11
,CV 1

12
,

CV 1

21
,CV 1

22
,...,CV J

22〉
(13)

Each class in this example is represented by 4 elements
in the vector of mean and 4 elements in vector of variance
according to (12) and (13), that is, the first 4 elements of the
vector of mean and of the vector of variance refer into class
0, the following 4 elements of each vector to the class 1, and
so on. Figure 3 shows data of the peers of mean and variance
of the speech signals from the examples of (12) and (13).
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Figure 3. Classes and their different points.

The set of functions mapping of type input-output is given
by (14):

Ω = f
(

[CMe
j
i ;CV ar

j
i ], w

)

(14)

whereΩ is the real response produced by the learning machine
associated with the entry pairs of means and variances, and
w is a set of free parameters, called weights for weighting,
selected from the parameter space related to patterns. Figure
4 shows a general model of the supervised learning from the
examples, having three components:

94Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                         105 / 156



Environment Supervisor d

Ω

xi

ML

Figure 4. Model of Learning.

The Environment is the fixed input system; this
yields xi (points that come from the pairs of coordinates
(CMe,CV ar)) from the response of the DCT matrix of
speech signals. TheSupervisor returns a value of the desired
output di for each input vectorxi in accordance with a
conditional distribution functionF (di|xi)), also set.Machine
of Learning (ML) , is an algorithm capable of implementing
a set of functionsf

(

[CMe
j
i ;CV ar

j
i ], w

)

, where ω ∈ W ,
where W is a set of parameters belonging to the set of
desired responses. In this context, the learning problem can be
interpreted as aproblem of approximation, which involves
finding a functionf

(

[CMe
j
i ;CV ar

j
i ], w

)

that generates the
best approximation to theΩ output of the supervisor. The
selection is based on a set of independent training examplesI
and identically distributed(iid), generated according to:

F (x, d) = F (x)F (d|x) : (xi, di) (15)

where (xi, di) are peers with desired input and output with
di ∈ Rn and i = 1, ..., I.

III. E XPERIMENTAL RESULTS

A. Training

After performing the pre-processing of the speech signal
coding and generation of temporal matricesCM

j
kn andCV

j
kn,

the models were trained by SVM machinesCM
j
22 andCV

j
22,

that is, K=2 andN=2, as shown in Figure 5, forCM
j
33 and

CV
j
33, that is,K=3 andN=3, as shown in Figure 6 , andCM

j
44

eCV
j
44,i.e.,K=4 eN=4, as shown in Figure 7. The best results

for matrices withK=2, N=2 , K=3 andN=3 were generated by
polynomial function of order 3. However, the best results for
matrices withK=4 eN=4 were generated byKernelcachelimit
function, because as each class is represented by 16 points and
there are 10 classes to be classified (separated), there are 160
points separated and thePolynomialfunction obeys an orderP
as shown in Table I and1 ≤ P ≤ 3, P ∈ Z resulting in a very
limited hyperplane relative to the curvature that the function
line can make with a limitP equal to 3. TheKernelcachelimit
function provides a value that specifies the size of the cache
memory of the kernel matrix, while the algorithm maintains a
matrix with up to5000 × 5000 of double precision floating-
point numbers in memory.

In Bresolin [20], the use of SVM with wavelet digital voice
recognition in Brazilian Portuguese, obtained an average of
97.76% using 26 MFCC’s in the pre-processing of voice and
SVM machine’s with the following characteristics: MLP as
Kernel functions, ten machines (one for each class) and “one
vs. all” as method of multiple classes. In comparison to this

work, the results of this remain more effective, because the
amount of MFCC’s is smaller and, also, the input of parameters
in the machines are lower. Consequently, the computational
load is lower.
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B. Test

With the result of the best function from training, the
tests were made from voice banks where the speakers are
independent and classified with the best function of training:
Polynomialof order 3, except the matrices withK=4 e N=4
were tested (classified) with the same function of the training:
Kernelcachelimit. The speakers 1 and 2 are male and the
speaker 3 is female. The Tables II, III and IV show the rates
of successes.
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TABLE II. T EST PERFORMED FROM MATRICESCM
j
22

AND CV
j
22

Machines Training Test
Speaker 1 Speaker 2 Speaker 3

Class 0 10 10 10 10
Class 1 10 10 7 10
Class 2 8 5 7 5
Class 3 8 5 5 5
Class 4 10 5 5 5
Class 5 10 3 5 7
Class 6 8 5 7 5
Class 7 10 7 5 5
Class 8 10 10 10 10
Class 9 10 3 0 0
TOTAL 94 63 61 62

TABLE III. T EST PERFORMED FROM MATRICESCM
j
33

AND CV
j
33

Machines Training Test
Speaker 1 Speaker 2 Speaker 3

Class 0 10 9 8 9
Class 1 10 10 9 10
Class 2 8 8 7 7
Class 3 10 9 7 10
Class 4 10 3 4 2
Class 5 10 3 4 3
Class 6 10 6 7 7
Class 7 8 9 8 9
Class 8 10 9 10 7
Class 9 10 6 7 7
TOTAL 96 72 71 71

TABLE IV. T EST PERFORMED FROM MATRICESCM
j
44

AND CV
j
44

Machines Training Test
Speaker 1 Speaker 2 Speaker 3

Class 0 8 8 8 8
Class 1 10 10 10 10
Class 2 10 8 9 8
Class 3 10 9 7 8
Class 4 10 6 7 8
Class 5 10 8 9 7
Class 6 8 8 7 8
Class 7 10 10 10 10
Class 8 10 10 10 10
Class 9 10 6 6 5
TOTAL 96 82 83 82

IV. CONCLUSION

Analysing the methodology and applications of SVM, one
realises that it is a technique with excellent response timeof
computational execution. Despite being a dichotomic method
of classification, this also has possible means to work with a
larger number of classes of different data types to be separated.
In the standards classification proposed in this work, the SVM
presented problems to correctly classify points very close
among to each other, because of the form generalization of one
versus all. However, as it has a very wide scope in relation to
the classification functions during the learning process ofthe
machines, the SVM ends up compensating for the problem of
generalization with the use of more points for classification.
That is, the greater the number of points to represent the
class the higher the amount of hits. In general, the patterns
were classified very well, except with the digit ‘9’. The digits
‘1’ and ‘8’ obtained the highest classifications. The use of
mean and variance chosen as characteristics of the data to
be generated patterns was the most appropriate way to find
a better separability between points and therefore a better
classification.
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Abstract— Understanding source code is crucial for a software
engineer. To efficiently grasp the semantics of source code, an
experienced engineer recognizes semantic chunks and relations
(code patterns) in source code as clues. If a rich repository of
searchable code patterns, together with human understandable
meanings, is available, comprehension of unfamiliar source code
would be easier. However, explicitly defining a source code query
even for a simple code pattern can be prohibitively complex
for human. In this paper, a tool for search-by-example through
abstract syntax tree is presented. A programmer gives sets of
desired and undesired nodes, then the system presents some
candidate nodes resembling desired ones. This kind of implicit
definition by examples is suitable for constructing and revising a
repository socially. The method is supervised incremental learning
of decision trees. The proposed system uses a set of primitive
attributes to reflect domain-specific knowledge safely and easily.

Keywords—source code search; search by example; abstract
syntax tree

I. INTRODUCTION

Observing common programming habit, an engineer seems
to locate and loosely combine apparent semantic chunks of
various granularity to understand source code. We call such
an apparent semantic chunk a code pattern. Although formal
correctness of this coarse understanding is not guaranteed, this
often successfully outlines the structure of the source code, and
thus it becomes good guidance to the engineer. Rich knowledge
of code patterns is one of the primary sources of the strength
of an experienced software engineer.

If code patterns in source code can be explicitly given by
the author or other person who understands the code before,
or automatically searched by a tool, understanding unfamiliar
source code would be easier. Unfortunately, neither of them is
realized. As for the former, comment lines embedded in source
code are too ambiguous for automatic processing. As for the
latter, defining syntactic search pattern for a code pattern would
be too complicated for human, since a code pattern may appear
with many minor variations.

We believe that software engineering community should
share and socially evolve the “dictionary for code understand-
ing” in the form of queries through source code. This is like
a searchable code snippet. Contributors are expected to add
and refine these searchable snippets together with description
in natural language and example codes.

In this paper, a define-by-example framework for a code
pattern is presented based on [1]. In the framework, each
instance of a code pattern is represented as an anchored
abstract syntax tree (AST). An anchored AST is a tuple

(t1, t2, · · · , tn; T ) (1)

where (t1, t2, · · · , tn) is a tuple of AST nodes, or anchors,
and T is the enclosing AST, say a class. A tuple of
anchors provides a syntactically clear (i.e., tightly coupled
with source code) chunk for semantic annotaion, while T
indicates the maximum extent (context) of the interest in which
possible relationships among (t1, t2, · · · , tn) are searched for.
The number of anchors n may be arbitrarily chosen by a user.
A prototype system is presented, too.

In the next section, related work is presented. In Section III,
a motivating example of the code pattern is presented. In
Section IV, anchored abstract syntax tree is propsed as a means
of representing instances of a code pattern, then a system
which infers a candidate definition of a code pattern from
user specified code pattern examples is presented. Section V
outlines the algorithm for inferring a code pattern definition.
Some experience with our prototype system is in Section VI,
the conclusion in Section VII.

II. RELATED WORK

Comprehension of computer programs by human program-
mer is one of the most important activities in software engi-
neering. There are a wide variety of researches in the literature.
Dynamic analyses [2] try to understand runnable programs,
while static approaches analyse source codes without running
them. The essential difficulty of program comprehension exists
in the broad gap of complexity between human and software.
When coding a program, abstraction mechanisms such as
libraries, code fragments (code snippets), or design pattern help
a programmer. However, when reading a code in practice, a
programmer can rely only on comments in source code and
documents. Feature (concept) location systems may suggest
possible locations of interest in source code, but a programmer
still have to read the code line by line. Design pattern detection
systems may report the meaning of the located code, but their
targets are small number of well-known design patterns.

When searching through source code, conventional string
search tools are not suitable, because they do not assume the
syntax of a programming language. Some tools search source
code based on its structure to overcome this limitation. For
example, sourcerer[3] is a search engine for open source
code. sourcerer allows a user to ask about implementation
and program structure. They compare some ranking methods
for the search result ordering.

A brief history of software reuse is presented in [4].
Signature matching [5] tries to search a function using types
of its parameters and the return value as a query. There are
extensions, such as, [6] using formal semantics, [7] using a
specification language, [8] using contract-based specification
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matching, or [9] using a type system for specification descrip-
tion. All of these approaches are based on “static” information
which is extracted from source code or specification without
running it.

Another way of charactrising a function is specifying a set
of expected (input, output) pairs as a query. Each candidate
function is run against these inputs to check whether the output
becomes the same with the specified ones. This is “dynamic”
characteristics of a function. Researches based on this method
include [10], [11], and [12]. Generally, however, signature or
type matching alone seldom gives satisfactory search result.

While above approaches aim at reusing functions or meth-
ods, other techniques such as [13] or [14] are intended for
reusing code fragments.

III. CODE PATTERN

As an example of code pattern, we will compare some
implementations of memoization in Java language. Memoiza-
tion [15] is a technique to avoid redundant computation of a
referentially transparent function, at the cost of storing and
recalling already computed results. Referential transparency
requires a function to always return the same result for
the same given arguments. Memoization is effective when
computationally expensive function is called repeatedly. In the
design pattern, the flyweight pattern is essentially similar with
this technique.

The code in Fig. 1 illustrates a typical memoization. The
method get(P p) returns the value of function calc(P p)
either by actually calculating it or by recalling it from al-
ready calculated table. For this purpose, this method has a
table Map<P, V> values which is used to keep already
calculated values. If get(P p) is called with p for the first
time, the value calc(P p) is added into the table with p
as its key. If get(P p) is called again, this method returns
the result by retrieving it from the table without calculating it
again.

Although memoization is a quite simple technique, it
may be implemented in various ways like in Fig. 2. Some
characterizations of memoization should be given to a system,
but it is practically impossible for a user to define a search
pattern which matches all of these code patterns selectively.

abstract class Memoize<P, V> {

Map<P, V> values = new HashMap<P, V>();

public V get(P p) {
if (! values.containsKey(p)) {

values.put(p, calc(p));
}
return values.get(p);

}

public abstract V calc(P p);

}

Fig. 1: Example code of memoization in Java language.

if (! values.containsKey(p)) { // Code A
values.put(p, calc(p));

}
return values.get(p);

if (tab.containsKey(this.d)) // Code B
return tab.get(this.d);

else {
Node newNode = new Node(this.d,

new P(this.d - 1, this.t),
new P(this.d + 1, this.t));

tab.put(this.d, newNode);
return newNode;

}

if (memo.get(n) == null) { // Code C
memo.put(n,

memoizedFibonacci(n - 1).
add(memoizedFibonacci(n - 2)));

}
return memo.get(n);

Byte cb = (Byte) cache.get(nInt); // Code D
if (cb == null) {

byte b = runAlgorithm(n);
cache.put(nInt, new Byte(b));
return b;

} else {
return cb.byteValue();

}

if (r[x][z] == -1) { // Code E
r[x][z] = compute(x, z);

}
return r[x][z];

Fig. 2: Examples of the memoization code pattern.

To cope with this difficulty, we have adopted a decompose-
and-conquer strategy. Let us focus on the conditional ex-
pression of if statement as an example. The followings are
from Fig. 2 and other codes:
if (! values.containsKey(p)) {...
if (tab.containsKey(this.d)) ...
if (built.containsKey(m)) ...
if (value == null) {...
if (memo.get(n) == null) {...
if (solved.get(newVal) != null) {...
if (cb == null) {...
if (rem[x][z] == -1) {...
if (c[i][j] == -1) {...

Some common patterns are observed. If the table is im-
plemented as a Collection object, a predicate method
containsKey() is used. If the result type is int, the value
-1 seems to represent the absence of the data in the table,
while null is used for reference types (e.g., objects) after
trying to get the value using get().

We expect the code pattern would be something like the
followings:
_X_.containsKey(_Y_)
_X_.get(_Y_) == null
_X_ = _Y_.get(_Z_); ...; _X_ == null
_X_[_Y_][_Z_] == -1

allowing boolean negation such as ! or !=. Note that this
pseudo notation is only for explanation here.
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IfStatement // root ASTNode of this part
// conditional expression of the if-statement
// ASTNode for condition expression
EXPRESSION

PrefixExpression
> (Expression) type binding: boolean
OPERATOR: ’!’
OPERAND

MethodInvocation
> (Expression) type binding: boolean
> method binding:

Map<P,V>.containsKey(Object)
EXPRESSION

SimpleName
> (Expression) type binding:

java.util.Map<P,V>
> variable binding:

Memoize<P,V>.values
IDENTIFIER: ’values’

TYPE_ARGUMENTS (0)
NAME

SimpleName
> (Expression) type binding:

boolean
> method binding:

Map<P,V>.containsKey(Object)
IDENTIFIER: ’containsKey’

ARGUMENTS (1)
SimpleName

> (Expression) type binding: P
> variable binding: p
IDENTIFIER: ’p’

THEN_STATEMENT // then-part
Block // then-part is a block

STATEMENTS (1)
ELSE_STATEMENT: null // no else-part

Fig. 3: AST for if statement of Fig. 1 (generated using [17] and
adapted).

Once this code patter is defined, this can be used as
a building block of other code patterns. Of course, these
syntactic characteristics do not guarantee that this conditional
expression is a constituent element of memoization. Although
they just suggest it, the existence of multiple clues gradually
increases the confidence of it.

IV. CODE PATTERN BY EXAMPLE: USER INTERACTION

A. Code Pattern as Anchored AST

Source code that conforms to the syntax specification
of the language can be represented as AST. Fig. 3 is
an AST which corresponds to the if statement in Fig. 1.
This AST is generated by Java development tools (JDT)[16]
in Eclipse IDE. The root node IfStatement represents
the whole if statement, which has three branches, namely,
EXPRESSION (condition expression), THEN_STATEMENT
(then-part), and ELSE_STATEMENT (else-part). In this ex-
ample, ELSE_STATEMENT is null since the if statement
has no else-part. Fig. 3 shows just an overview the AST for
simplicity.

We represent an instance of a code pattern as an anchored
AST. If a user wants to express a code pattern for the

conditional expression in the above example, anchored AST’s
(t1; T ) where t1 is conditional expression such as
values.containsKey(p)

or
cb == null.

As for the latter one, if a user wants to give explicit hint for
the constraint on variable cb, constraining AST node
Byte cb = (Byte) cache.get(nInt);

may be specified as an additional anchor t2, resulting an
anchored AST (t1, t2; T ).

B. User Interaction Model

A user interactively defines a new code pattern by giving
positive or negative examples of a code pattern. Each example
is an anchored AST. Negative example refers to an anchored
AST which is not an instance of the code pattern. Typically,
a negative example is obtained when the system mistakenly
locate a false positive code pattern. In such a case, a user
teaches that it is a negative example.

We will give the overview of this user interaction using
our prototype system. The prototype system has been im-
plemented as a plug-in of Eclipse IDE [18]. A plug-in can
take advantage of functions for manipulating Java source code
provided by Eclipse JDT [16]. Fig. 4 is the screen shot of the
prototype system. In the window, a special pane for anchored
AST registration and classification is placed on the right-hand-
side.

Part (a) through (d) in Fig. 5 are screen snapshots when
a user is defining an single anchored AST (t1; T ). A user
selects a code region corresponding to the intended AST node
(part (a)), then add this either as a positive (part (b)) or as
a negative (part (c)) example by clicking appropriate button.
Added AST node is displayed in the pane with a character ‘P’
or ‘N’ indicating positive or negative, respectively.

For each code pattern, the system keeps positive example
set S+ and negative example set S-. A user can add arbitrary
number of positive examples to S+. Once a user thinks that he
has put enough positive/negative examples, the system infers
a hypothetical definition of the intended code pattern from S+
and S-, the system infers the definition of a code pattern as a
supervised discrimination learning on AST.

Then, the sytem searches through source code for a tuple
of AST nodes that match the hypothetical definition. If such
a tuple is found, it is presented to the user. The user judges
whether the found tuple is an instance of the intended code
pattern or not, and add it as either positive or negative example
to the system. Updated S+ and S- are used for the next search.
A user continues this interaction until he is satisfied with the
inferred code pattern.

V. CLASSIFYING ATTRIBUTE VECTORS

A. Projecting Anchored AST onto Attribute Vector

The problem to solve is finding a common pattern in S+
and not in S-. Since anchored AST has complex structure to
compare directly, we have decided to project an anchored AST
onto a vector of attributes. Let us illustrate an attribute vector
with a simple example. Suppose that we are interested in a
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Fig. 4: A screen shot of the prototype system.

(a) (b) (c) (d)

Fig. 5: (a) Select an AST node on source code, add it as a (b) positive or (c) negative example, repeat this to register some examples, then
(d) classfy to compose a decision tree.

code pattern represented as anchored AST’s with two anchors.
That is,

S+, S- ⊆ U (2), S+ ∩ S+ = ∅ (2)

where U (2) = {(t1, t2; T )} denotes the set of all anchored
AST’s with two anchors. And suppose that we have choosen
a vector of four attribute functions A = (a1, a2, a3, a4) where

ai : U
(2) 7→ (various attribute value) (i = 1, · · · , 4) (3)

as shown in Table I. Then, if t1 is the if-statement

TABLE I: ATTRIBUTE FUNCTIONS (EXAMPLE).

a1(t1, t2; T ) true if t1 is an if-statement; false otherwise
a2(t1, t2; T ) true if t2 is an if-statement; false otherwise
a3(t1, t2; T ) Method name if t2 is a method invocation; null otherwise
a4(t1, t2; T ) true if t2 is under t1 in AST T ; false otherwise

if (! values.containsKey(p)) {
values.put(p, calc(p));

}

and t2 is “put(p, calc(p));” in t1, A(t1, t2; T ) would
be an attribute vector (true, false, ”put”, true).

B. Generating Attribute Vector

An attribute function vector A is generated by recursively
combining predefined primitive attribute functions. Table II
is an excerpt of the list of primitive attribute functions used
in the current prototype system. There are primitive functions
too that have multiple inputs not shown in this table.

ASTNode is a class type which represents AST node in
JDT. Current implementation of primitive attribute function
returns null when its imput(s) are illegal or nonsense. For
instance, paIfThenStatement returns the AST node of
then-part if the input is if-statement and then-part exists, but
it returns null otherwise.

An attribute function vector A for an anchored AST
with one anchor U (1) is shown in Fig. 6. Line 0 is
the given AST node t1. After that line, generated at-
tributes follow. For example, line 1 means that this at-
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TABLE II: PRIMITIVE ATTRIBUTE FUNCTIONS (EXAMPLE).

Function name Input type Output type
paAstNodeType (ASTNode) Class
paIfExpression (ASTNode) Expression
paIfThenStatement (ASTNode) Statement
paBlockStatements (ASTNode) List<Statement>

...
...

...

tribute is defined as application of primitive attribute func-
tion paAstNodeType() to the value of line 0, that
is t , and the type of value is java.lang.Class .
Similarly, line 2 uses another primitive attribute function
paIfExpression() , which returns another AST node
of class org.eclipse.jdt.core.dom.Expression
(subclass of ASTNode). If line 0 is not an instance of if-
statement, the value would be null. The value type of line 2
is obtaind as an attribute at line 11.

By applying generated attribute function vector A to an
anchored AST, an attribute value vector is obtained. Fig. 7
shows an example of attribute value vector. This is logically
single vector (wrapped to fit the page width). NA denotes the
value which is not used for constructing a decision tree. For
example, if a value is an instance of ASTNode, it is used as an
input of other attributes, but is not directly used as an attribute
for classification.

C. Discrimination by Constructing Decision Tree

From attribute value vectors projected from S+ and S-, a
decision tree is constructed for classification. A decision tree
is a tree-structured cascade of decisions in which each node
represents a decision on a certain attribute at a time. Current
prototype system uses J48 in [19]. Fig. 8 is an example of
constructed decision tree. N0. . . are nodes, and N0->N1. . . are
transitions labeled with a condition. For example, At the root
node N0, primitive attribute functions paIfExpression(),
paInfixExpressionRightOperand(), and
paAstNodeType() are applied to the given ASTNode
( param0 ) in this order. paIfExpression()
assumes the given ASTNode is an if-statement,
and returns its condition expression. Then,
paInfixExpressionRightOperand() assumes the
condition is infix expression, and returns its right-hand-side
operand. Finally, paAstNodeType() extracts its node
type. Depending on the type, one of N0->N1, N0->N2, . . . ,
N0->N5 is chosen. If the decision flow reaches N1, that
indicates that the given tuple is classified as positive.

VI. EXPERIENCE WITH PROTOTYPE SYSTEM

A. Searching a Tuple Through Source Code

A decision tree can classify a given tuple of ASTNode.
Current prototype system does not have efficient search mech-
anism yet. It uses brute-force exhaustive search by enumerating
all combination of ASTnode’s in the given source code.
This works when applied to small tuple and source code,
improvement is necessary.

B. Current Set of Primitive Attribute Functions

The primitive attribute functions currently implemented in
our prototype system are in two types, namely, (1) function
which gives some value describing a feature of the given
ASTnode, (2) function which traverses to another ASTnode
from the given ASTnode.

Since most of type (2) follow parent-to-child relationship in
AST, structurally similar code pattern can be defined. However,
anchored AST’s that have different structures to each other
are recognized as different ones. For instance, x = 3; and
{ x = 3; } are semantically equivalent, but the existence
of an extra block prevents the intended recognition. In the
same way, an operator such as equivalence operator == is
commutative (if there is no side effect), but current system
cannot generalize x == null and null == x. Rather, the
system just enumerate these two patterns as distinct ones.

Another example is ASTnode traverse by following data
flow or control flow. When the AST node at if-statement is
given as an anchor in the next code, the variable cb should
be treated as if it is cache.get(nInt).

Byte cb = (Byte) cache.get(nInt);
if (cb == null) {

This can be realized if a primitive function exists which
traverse AST following data flow backward.

To improve such situations, more sophisticated primitive
functions should be introduced.

VII. CONCLUSION

A framework for incremental definition of a code pattern
has been presened. In the framework, a code pattern is repre-
sented as an anchored AST by a user. An anchored AST is
then projected onto an attribute vector for classification using
a decision tree. An attribute function vector is generated by re-
cursively combining primitive attribute functions. A prototype
system is implemented as a plug-in of Eclipse IDE. Inferred
decision tree if good for exact exact search.

Future improvements include enriching primitive attribute
functions, reducing redundant or nonsense attributes.
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0: Given parameter: value type class org.eclipse.jdt.core.dom.ASTNode
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Abstract—Growing demand for higher performance, safety 

and reliability of industrial systems has increased the need for 

condition monitoring and fault diagnosis. A wide variety of 

techniques were used for process monitoring. This study will 

mainly investigate a technique based on principal component 

analysis in order to improve the accuracy for fault diagnosis of 

casting process. The process faults are identified using the 

following statistical parameters: Q-statistic, also called squared 

prediction error, and Q-residual contribution. The proposed 

method is evaluated using real sensor measurements from a 

pilot scale. The monitoring results indicate that the principal 

component analysis method can diagnose the abnormal change 

in the measured data. 

Keywords-fault diagnosis; process monitoring; principal 

component analysis; Q-statistic; Q-residual contribution 

I.  INTRODUCTION 

The fault detection and diagnosis is an extremely 
important task in process monitoring. It provides operators 
with the process operating information, which helps monitor 
the process and quickly detect and diagnose the fault.  

Investment casting process has known a great 
development due to its wide use in automotive industry. It 
can be used to create complex castings at a high production 
rate and low cost. Even in a controlled process, defects in 
the output can occur. 

One critical process step is filling the mold with molten 
metal. Significant research has been performed to link 
factors like pouring temperature, metal velocity, sand and 
refractory coating, to the filling process and defect 
formation [1][2][3]. 

Casting defects are often very difficult to characterize. 
They will fall into one or more of the established seven 
categories of casting defects: metallic projections, cavities, 
discontinuities, defective surface, incomplete casting and 
incorrect dimensions or shape [4][5]. 

In a controlled process, defects do not just happen, 
they are caused. If a defect occurs, measures must be 
adopted to eliminate its cause and prevent its repetition. 
It is the purpose of this paper to diagnose process faults 
that can cause casting defects. Casting process fault 
diagnosis is an important research domain, and gotten large 
attention by a number of researchers. Several methods have 
been proposed to identify possible causes for reducing or 
eliminating casting defects, e.g., Abdelrahman et al. [6] 

presented a methodology for monitoring the metal filling 
process. In order to achieve this, a data collector and sensors 
were designed. An electrostatic simulation package was 
used to interpret signature obtained from the sensors during 
the metal filling. An artificial neural network was trained to 
indicate the metal filling profile based on the results of the 
electrostatic simulations. The results were verified by 
comparing the metal filling profile inferred from the neural 
network to the actual metal filling profile captured by an 
infrared camera. Similarly, a novel approach based on a 
fuzzy inference system was applied by Deabes et al. [7] for 
obtaining the profile of the liquid metal to monitor the 
filling process. Dobrzański et al. [8] developed a computer 
code based on the X-ray imaging and the artificial 
intelligence tools. The proposed method was used to ensure 
the automatic identification and classification of possible 
defects in cast aluminum alloys in order to reduce and even 
eliminate them. To quickly detect process faults, a 
monitoring method of the metal filling profile was proposed 
by Okaro et al. [9]. This method makes use of an array of 
capacitive sensors to detect the position and amount of the 
molten metal as it displaces into the mold. An iterative 
algorithm for the estimation of metal filling time was also 
used to provide a good prediction of the filling time. A 
recent study [10] has been carried out by Jafari et al. on the 
effects of some important casting process parameters on the 
quality and the properties of castings using full-factorial 
design of experiment. These methods usually adopt 
measurements as the essential basis and provide aid in early 
detection and diagnosis of process faults by extracting 
useful information from measured data.  

The accuracy of diagnosing process faults from 
measured data can be improved using Principal Component 
Analysis (PCA) method [11]. The PCA is a data 
compression method; it produces a lower dimensional 
representation in a way that preserves the correlation 
structure among the original data. The PCA method has 
received a great deal of attention in recent years for their 
ability to successfully determine when a fault has occurred, 
a large number of applications have been reviewed 
[12][13][14][15]. 

This paper presents the PCA method for fault detection 
and diagnosis with application to low pressure lost foam 
casting process. The PCA is used to establish the statistical 
correlation among the measured data to detect and diagnose 
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the abnormal situations and to provide information about the 
process state by using the statistical parameters; Q-statistic, 
also called SPE (Squared Prediction Error), and Q-residual 
contribution. The main goal of this method is to obtain more 
detailed information contained in the measured data.  

The paper is organized as follows. Section II presents a 
brief overview of the low pressure lost foam casting process 
and the proposed method for its monitoring. The PCA 
method and process fault diagnosis using PCA, along with 
its formulations, are described in Section III. The monitoring 
results are discussed in Section IV. Finally, Section V 
concludes our contributions. 

II. MATERIALS AND METHOD 

In this section, the experimental setup and the proposed 
method used to monitor the casting process are presented. 

A. Casting Process 

The low pressure lost foam casting process was 
developed by Lang [16]; it is used to create complex 
castings. The casting process uses air pressure to push liquid 
metal up into a flask containing the foam pattern and 
unbounded sand. Fig. 1 illustrates the schematic of the low 
pressure lost foam casting process.  

The casting machine employs a resistance furnace 
capable of melting standard aluminium base alloys. The 
components contacting the liquid metal, like the tube and 
the adapter, are made of cast iron with a refractory coating. 
A thin sheet of aluminium foil is used to protect the foam 
from thermal radiation of the liquid metal before the 
beginning of the mold filling process. Air pressure is 
applied to the chamber containing the crucible to raise the 
liquid metal into the mold.  

B. Data Acquisition 

The foam pattern was supported in the flask. The 
thermocouples were wired to the data acquisition unit. 
When the vessel is pressurized, the liquid metal rises 
through a steel pipe into the flask. All test parts were cast 
using AlSi12 alloy at temperatures between 730°C and 
750°C, as presented in Table I. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Schematic of low pressure lost foam casting process. 

TABLE I.  MEASUREMENT CONDITIONS 

Test 

n° 

Pouring 

Temperat-

ure (°C) 

measured 

Temperatu

-re (°C) 

Holding 

Pressure 

(bar) 

Mold 

Filling 

time (s) 

Holding 

time (s) 

1 735 711 0.24 6 90 

2 750 705 0.24 6 90 

3 750 700 0.24 6 90 

4 730 711 0.24 6 90 

 
Five temperature transducers were used to acquire data 

by five thermocouples for temperature input. These sensors 
were implemented in the process. Both the pressure and 
temperature inputs were wired to a National Instruments 
data acquisition board. Other signals are also included as 
well as the ability to drive outputs as needed. National 
Instruments DASY Lab software was used to collect and 
analyze the signals from the temperature sensors. The 
measured variables are listed in Table II and presented in 
Fig. 2. 

TABLE II.  PROCESS VARIABLES 

Variables Description unit 

T 

P 

S 

T1 

T2 

T3 

T4 

T5 

Temperature 

Pressure 

Rise (height of filling) 

Temperature 1 

Temperature 2 

Temperature 3 

Temperature 4 

Temperature 5 

°C 

Bar 

M 

°C 

°C 

°C 

°C 

°C 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Measures of the process variables. 
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C. Method 

Casting defects will generally fall into one or more 
of the established seven categories of defects. Generally, a 
casting defect is defined as all observable and unplanned 
variation. When defects exist, the possible causes can be 
examined and the corrective action can be taken. 

In the casting industry, there is little and inconsistent 
data about the conditions that cause casting defects. There is 
a temptation to attempt to diagnose a process fault by the 
possible causes. The proper identification of a fault is 
required to correct and control the quality of castings. 

The requirements of productivity and quality impose the 
application of advanced monitoring methods. In this work, 
the PCA method is used for casting process monitoring with 
surface defect. The PCA model is trained with input matrix 
X that contains the eight variables presented in Table II; the 

matrix X ∈ R
m×8

 represents m observations or samples of 
these variables. 

In the next section, the PCA algorithm that is in charge 
of the identification of abnormal situations in the behavior 
of the process is presented. 

III. PRINCIPAL COMPONENT ANALYSIS 

The PCA [11][17] is a multivariate analysis technique 
and also a dimension reduction technique. It reduces the 
dimensionality of the original data by projecting the data set 
onto a subspace of lower dimensionality including a series 
of new variables to protect the main original data 
information. 

For a given data matrix nm
X

×ℜ∈ , which contains m 

observations and n variables, the PCA actually relies on 
eigenvalue/eigenvector decomposition of the covariance or 
correlation matrix C given by:  

TT VDVXX
1n

1
C =

−
=                              (1) 

where D=diag(λ1….λn) is a diagonal matrix with diagonal 
elements in decreasing magnitude order and V contains the 
eigenvectors. 

The PCA determines an optimal linear transformation of 
the data matrix X in terms of capturing the variation in the 
data as follows:  

        XPT =                                             (2) 

       T
TPX̂ =                                             (3) 

where T is the principal component matrix and the matrix P 
contains the principal vectors which are the eigenvectors 

associated to the eigenvalues 
iλ  of the covariance matrix. 

The difference between X and X̂  is the residual matrix 
E (4). This residual captures the variations in the 
observation space, and it is the basis for fault detection and 
diagnosis. 

)PPI(XX̂XE
T−=−=                           (4) 

where I is the unit matrix.  
The identification of the PCA model thus consists in 

estimating its parameters by an eigenvalue/eigenvector 
decomposition of the matrix C, and determining the number 
of Principal Components (PCs) k to retain. A key issue to 
develop a PCA model is to choose the adequate number of 
PCs. Many procedures have been proposed for selecting the 
number of the PCs to be retained [18]. In this paper, the 
experiential method [19] is used, which judges that the 
cumulative sum contribution of the anterior k PCs is higher 
than 0.85, as follows:  

%85100
n

1i

i

k

1i

i

>×

∑

∑

=

=

λ

λ

                              (5) 

where k is the index of the PCs, n is the number of process 

variables and λi is the eigenvalue. 

A. Fault Detection and Diagnosis 

The PCA is used to establish the normal statistical 
correlation among the coefficients of the multivariate 
process data. To perform process fault detection, a PCA 
model of the normal operating conditions must be built. 
When a new observation data is subject to faults, these new 
data can be compared to the PCA model. The correlation of 
the new data is detected by Q-statistic:  

( ) ( )x̂xx̂xeeSPEstatisticQ
TT −−===−           (6) 

The process is considered normal if 

2

QstatisticQ δ≤−                                 (7) 

where 2

Qδ  denote the confidence limit or threshold. It can be 

calculated from its approximate distribution [20]: 

0h

1

2
1

002

1

2
02

1
2
Q

1)(hh
1

h2C















θ

−θ
++

θ
θ=δ

α

θ
        (8) 

where 3,2,1i
n

1kj

i

ji == ∑
+=

λθ  and 
2
2
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0
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2
1h

θ

θθ
−=  

where αC is the critical value of the normal distribution.  

The 2

Qδ  is used to determine whether the data is within 

range of the model. To compare the test set to the model 
using the Q-statistic, a plot of test data must be created with 

a confidence limit. A confidence limit of α=95% is used 
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throughout this work. Any point below the confidence line 
is considered normal variance from the selected number of 
PCs, and any point above this line is considered to have an 
abnormally high level of variance.  

In order to diagnose the process fault, a contribution plot 
is necessary. The contribution plots are bar graphs of the Q-
residual contribution of each variable calculated as in (9) 
[21]. Variables having the largest residuals produce the 
worst compliance to the PCA model, and indicate the source 
of the fault. 

statisticQ

e
contoncontributiQ

2

i

i
−

==−              (9) 

where ei presents the i
th

 element of the residual vector e and 
conti is the contribution of the i

th
 variable to the total sum of 

variations in the residual space.  

IV. MONITORING RESULTS 

The PCA algorithm implies two parts: the first one is the 
development and training of the PCA model, the second is 
the test of the process fault based on the trained model. The 
process data used in training represent the measurements in 
normal operation conditions. 

The sets of representative normal and fault process data 
are gained through the experimental measurements, 
including two normal data sets: test1 and test2, and two 
fault data sets: test3 and test4. Each data set includes eight 
measurement variables. The sampling interval is 0.1s and 
data length is 900 observations or samples for each data set. 

The eight process variables are used as input to the PCA 
algorithm. In total, 900 data points at different times were 
collected for training the PCA model. The variables are of 
different units, so the data are scaled to zero mean and unit 
variance. 

The eigenvalues of the covariance matrix, which are the 
variances of PCs, are listed in Table III. Through the PCA, 
the anterior 2 principal components’ accumulation sum 
contribution rate is 92.96%. As shown in Table III, the best 
monitoring performance is achieved when two PCs are used. 
The PCA model is established by using them, and then the 
fault detection with the process is progressed. 
 

TABLE III.  PCS VALUES 

Variables Eigenvalues  Variance (%) 

1 

2 
3 

4 

5 

6 

7 

8 

6.4323 

1.0049 
0.2905 

0.1222 

0.0729 

0.0415 

0.0262 

0.0095 

80,40 

12,56 
03,63 

01,53 

0,91 

0,52 

0,33 

0,12 

 
 
 

The results in the training phase are shown in Fig. 3. The 
detection threshold is calculated according to (8), which is 
1.5192; this is also shown in this figure with a dashed red 
line. To evaluate fault detection method, the detection ratio 
is used. It is defined as the number of samples whose Q-
statistic values go beyond the threshold to the total number 
of samples. When the detection ratio is less than 20%, the 
faults are not detected successfully [21]. As shown in Fig. 3, 
only 13.66% of the total samples were above the threshold 
value. It implies that the model has captured the major 
correlation and variance among the process variables. 

During the testing phase, the new data sets can be 
compared to the PCA model and its threshold. These new 
data has been scaled to zero mean and unit variance of the 
model. The fault detection results of the test data sets 
including test3 and test4 are presented in Figs. 4 and 5. As 
illustrated in these figures, all samples of Q-statistic violated 
the threshold. The model has not captured the majority of 
the variance; therefore, the PCA model does not describe 
the data adequately, the data are considered faulty. 

After the fault is detected, the diagnosis is determined by 
the contribution plot. The bar graph of each variable is 
presented in Figs. 6 and 7. The process fault is produced 
through the 8

th
 variable (temperature 5) for the test3 and 4

th
 

variable (temperature 1) for the test4. 
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Figure 3.  Q-statistic of training data (test2). 
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Figure 4.  Q-statistic of test3. 
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Figure 5.  Q-statistic of test4. 
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Figure 6.  Q-contribution of test3. 
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Figure 7.  Q-contribution of test4. 

The obtained results allow us to identify the pouring 
temperature as the main cause for the occurrence of the 
surface defect. Another possibility is that a surface defect 
may be formed because the thermocouple has to be 
embedded into the foam.  

V. CONCLUSION AND FUTURE WORK 

In this paper, the PCA method is applied to improve the 
performance of casting process monitoring by using the 
statistical parameters; Q-statistic and Q-residual 
contribution. The aim of this application is to detect casting 
defects occurring at different stages of the process, and also 
to identify their causes. The obtained results demonstrate 
that the normal running state and the state with fault of the 
process can be clearly identified; the fault can be given by 
using the proposed method. 

The PCA method used in this work is accurate in fault 
detection and diagnosis of low pressure lost foam casting 
process. The operator can combine the results obtained by 
the multivariate statistical analysis with the process 
knowledge, and easily find out the reasons that arouse the 
faults. The future work will be focused on the application of 
condition monitoring on other types of casting defects. 
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Abstract—Proteins consist of sequences of amino acids that fold 
into 3-dimensional structures. The 3-dimensional configuration 
determines a protein’s function. Hence, it is very important to 
determine the correct structure in order to identify the wrong 
folding that indicates a disease situation. Computational 
protein structure prediction methods have been proposed in 
order to alleviate the enormous time taken by wet-lab methods. 
This paper presents a fragment-based protein tertiary 
structure prediction method which employs the CHARMM36 
energy model. The method is based on a two-phase Scatter 
Search algorithm that minimizes the energy function. 
Backbone fragments are extracted from the Robetta server 
and side chains are, extracted from the Dunbrack Library. The 
results show that the algorithm produces tertiary structures 
with promising root mean square deviations. 

Keywords-protein structure prediction; scatter search; 
CHARMM36; protein fragments. 

I.  INTRODUCTION  
Proteins are macromolecules found in all biological 

organisms. They are composed of a sequence of amino acids 
and are involved in a wide variety of functions within cells 
including cell structure, cell motility, cell signaling, enzyme 
catalysis, and substance transport. For example, enzymatic 
proteins, such as pepsin, are fundamental for the metabolism 
and accelerate the rates of biochemical reactions. The 
various functions are determined by the 3-dimensional 
folding that is based on the unique sequence of amino acids.  

Predicting protein tertiary structure provides information 
about the functionality, localization and interactions between 
proteins and consequently contributes in drug design and 
disease prevention associated with protein misfold. The 
laboratory experimental methods for protein structure 
prediction, mainly X-ray crystallography and nuclear 
magnetic resonance, consume a lot time and are error-prone. 
Hence, computational methods may offer an alternative. 
Computational approaches for protein structure prediction lie 
in two groups. The first group, comparative modeling, 
predicts structures using proteins of known structures as 
templates [1]-[4]. The second, ab initio, predicts structures 
using the amino acid sequence of the structure to be 
predicted [5]-[7]. 

Ab initio approaches are based on Anfinsen's theory 
stating that the lowest energy value protein conformation is 
the most stable one [8]. Ab initio methods are divided into 
two classes. The first is fragment-based and the second 
biophysics-based. Fragment-based methods employ database 

information, whereas biophysics-based methods do not [5]. 
A typical ab initio method starts with random conformations, 
generates substitute conformations using heuristics, 
calculates their energies, and keeps on generating substitute 
conformations until the ending criterion is reached, where 
the solution is the conformation with the lowest energy. The 
efficiency of ab initio methods depends on the utilized 
energy function accuracy and the search algorithm 
efficiency. 

The protein structure prediction problem is NP-
Complete. Hence, there is a need for heuristic methods. The 
main challenge of structure prediction methods is the search 
space vastness. To limit the search space, a number of 
models, such as the Hydrophobic-Polar model [9], UNRES 
model [10], and dihedral angles model [6] have been 
developed. But, limiting the search space by simplifying the 
structure model may limit the quality of the predicted protein 
structure. 

Atom-based ab initio methods either use fragment 
databases or are pure. Pure ab initio methods do not employ 
any prior information. Examples of such published pure ab 
initio work are based on scatter search algorithm [11] and a 
genetic algorithm [12]. 

Fragment-based protein structure prediction methods 
employ peptide fragments, secondary structures and 
statistical information from the Protein Data Bank (PDB) 
structures to predict protein tertiary structures. The basic 
principle behind this method is the presence of a strong 
relationship between an amino acid sequence and structure 
[4]. A typical ab initio fragment-based method starts with 
generating fragments from the PDB. Then, heuristics are 
used to optimize conformations and generate native like 
structures by using energy functions and evaluation methods. 

Iterative Threading Assembly Refinement (I-TASSER) is 
a unified meta server for protein structure and function 
prediction [13]. Fragments are utilized to assemble well-
aligned structural regions of the segments with unaligned 
regions. Starting from the query sequence, I-TASSER uses 
Basic Local Alignment Search Tool (BLAST) to identify 
sequence homologs. Then, the homologs are aligned using 
multiple sequence alignment to form a sequence profile and 
are utilized for predicting secondary structures which are 
threaded by gathering top template hits from ten threading 
programs. 

The University College London (UCL) bioinformatics 
group developed several algorithms to tackle protein 
structure prediction and function annotation including 
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Fragment-based protein folding (FRAGFOLD) for prediction 
of tertiary structure [14]. FRAGFOLD starts the folding 
simulation with supersecondary fragment selection for each 
position in the query sequence. The energy function utilized 
includes terms for short-range, long-range, solvation, steric 
clashes, and hydrogen bonds with their corresponding 
weights. The energy minimization phase is conducted using 
a Simulated Annealing approach [15]. 

ROSETTA [16], an integrated package for protein 
structure prediction and functional design, is one of the 
leading ab initio performers in Critical Assessment of 
Protein Structure Prediction (CASP). ROSETTA uses 
fragments to model the protein backbone. Then, the model is 
refined and rotamers from the Dunbrack library are 
assembled to model the side chains. The fragment assembly 
phase is guided by Monte Carlo Simulated Annealing search 
[17]. Two energy functions are used in ROSETTA; the 
probability values used in the energy function are collected 
using Bayesian statistics from the PDB [17].  

This work presents a fragment-based protein tertiary 
structure prediction method that yields good suboptimal 
structures. The method employs the CHARMM36 energy 
model [18] and is based on designing a two-phase scatter 
search metaheuristic that minimizes the energy function. 
Backbone fragments are extracted from the Robetta server 
and, later, side chains are extracted from the Dunbrack 
Library. The results of applying our method to three proteins 
are assessed by calculating their energy and root mean 
square deviation (RMSD) values and by visualizing them. 
The best structures generated are compared with structures 
generated by ROSETTA, I-TASSER, and previous work 
performed by Mansour et al. [19]. The adapted scatter search 
algorithm yields promising results. 

The paper is organized as follows. Section 2 presents a 
protein structure model, the energy function used, and the 
assumptions made. Section 3 explains the design of the 
proposed scatter search algorithm. Section 4 discusses the 
experiments performed and the results obtained. Section 5 
concludes the paper. 

II. PROTEIN MODEL AND ENERGY FUNCTION 
In the dihedral angles model of protein presentation, the 

backbone conformation is determined by three torsion 
angles, Phi φ, Psi ψ and Omega ω, and the conformation of 
side chains is determined by the Chi χ angles. Phi is formed 
by the C-N-Cα and N-Cα-C planes and rotating around the 
N-Cα bond. Psi is formed by the N-Cα-C and Cα-C-N planes 
and rotating around the Cα-C bond. Omega is formed by the 
Cα-C-N and C-N-Cα planes and rotating around the C-N 
bond.  

The All-atom Chemistry at HARvard Macromolecular 
Mechanics (CHARMM36) protein force field function 
computes the potential energy of a protein structure.  The 
potential energy is the sum of individual terms representing 
the internal and non-bonded contributions. Internal terms 
include bond, angle, Urey-Bradley, improper torsion, torsion, 
and backbone torsional correction energy values. The non-
bonded terms include electrostatic, Van der Waals, and 
solvation values. The following equation represents the nine 

terms of the CHARMM36 energy function E as a function of 
the conformation c [18][20]. 
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Assumptions have been made in this work to simplify the 

representation of a solution including: constant bond lengths 
and bond angles; and insignificant improper torsion, Urey-
Bradley, and CMAP components.  Also, Hydrogen atoms are 
combined with neighboring heavy atoms referred to as the 
"extended-atom representation”, which reduces the size of 
the problem. 

III. SCATTER SEARCH BASIC ALGORITHM 
Scatter Search (SS) is a population based, evolutionary 

and stochastic meta-heuristic that generates and maintains 
high quality solutions by controlling the search space 
through randomization, recombination and diversification 
[21].  Scatter Search generates a random set of candidate 
solutions, improves them and selects 20% of these solutions 
and places them in the reference set. Half of the selected 
solutions are high quality and the other half diverse. Then, it 
iterates through a subset generation, solution combination, 
improvement and reference set update methods, where new 
subsets are generated, combined, improved and included in 
the reference set according to a certain criteria. In the 
following sections, we describe the design of the various 
methods that adapt scatter search to provide good 
suboptimal solutions for the protein structure prediction 
problem. 

A. Solution Encoding 
A PROTEIN candidate solution is represented as a list of 

consecutive objects, AMINO ACIDs. The position of an 
Amino Acid in a PROTEIN object list is consistent with its 
position in the protein chain. Consequently, the size of the 
PROTEIN object is equal to the number of amino acids of 
the protein. Each AMINO ACID consists of a name, Phi, Psi, 
omega, Chi1 to Chi4 angle values (if present), van der 
Waals, electrostatic, torsion, and ASA energy values, and a 
list of ATOM objects representing the atoms of that 
particular AMINO ACID. An ATOM has a name and a 
POSITION object, representing the Cartesian coordinates of 
that atom. 

B. Diversification Generation Method 
The Diversification Generation Method (DGM) 

generates random, diverse and valid initial solutions. These 
solutions are formed by randomly selecting a nine width 
window of consecutive amino acids from the protein chain, 
then randomly selecting a 9 width fragment (containing phi, 
psi and omega values) for this particular position and placing 
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the torsion angles in their corresponding spots. Next, the 
Cartesian coordinates of the atoms of each amino acid are 
calculated and the energy of the solution is computed. These 
steps are repeated until the chain is full and the generated 
structure is valid, that is, each amino acid in the chain has 
phi, psi and omega values and there are no collisions 
between the atoms. 

C. Improvement Method 
The Improvement Method (IM) enhances the solutions 

generated by the DGM. After saving the existing values of 
the torsion angles, for every amino acid position in the chain 
a fragment is randomly selected for that position and torsion 
angle values are inserted into the solution. If the newly 
generated solution is feasible and its potential energy value is 
lower than the old solution, the move is accepted. The 
improvement method is run 25 times the protein size. Then, 
the same procedure is repeated with length 3 fragments, with 
number of moves being 50 * protein size. 

D. Reference Set Update Method 
The Reference Set Update Method (RSUM) constructs 

two reference sets (RefSet), high-quality and diverse 
solutions. The RefSet b contains b1 high-quality solutions, 
and b2 diverse solutions. Since b=20% of the population's 
size and PopSize=100, RefSet has 20 solutions. The b1 
solutions are the top 10 minimum energy valued solutions 
generated from IM. The b2 solutions are the solutions having 
diverse energy values from the b1 high-quality solutions. 
After selecting the top 10 solutions of minimum energy and 
placing them in the RefSet (HQRefSet), for every solution 
not in the HQRefSet, the minimum distance between this 
solution and all solutions in the HQRefSet is computed and 
sorted in decreasing order of minimum distances. The first 
b2 (most diverse) solutions having the highest energy values 
are inserted into the RefSet (DivRefSet). The algorithm 
terminates when no new solutions are found to be inserted 
into the RefSet or when the number of added solutions 
reaches a limit. 

E. Subset Generation Method and Solution Combination 
Methods 
In the Subset Generation Method (SGM), subsets of the 

reference set are generated by using a method that groups 
every pair of elements in a subset. (b!/2!(b – 2)!) subsets are 
generated, where b is the size of the RefSet.  

Then, the pairs generated by the SGM are combined to 
generate one candidate solution for each pair. For every 
amino acid, the dihedral angles from either candidate 
solution are used and the partial energy function, up to this 
amino acid, is calculated. The angle values that yield a lower 
energy value of the structure are chosen to be included in the 
combined candidate solution. 

F. Side chain Assembly  
After the termination of phase one, the solution with the 

lowest Cα-RMSD value in the final Reference Set is chosen 
to go through the side chain assembly phase.  In this phase, 
fragments from the Dunbrack library are chosen and inserted 

into the solution. The method utilized is the same method 
utilized in the Improvement method of the Scatter Search 
algorithm in phase one, with 100 * protein size attempted 
moves. In this phase, the energy function includes the energy 
values produced by the side chain atoms and all-atom RMSD 
value is calculated. 

IV. EXPERIMENTAL RESULTS 

A. Fragment-based SS and Mansour et al. Results 
In this section, we compare our results to the results 

generated by the pure ab initio results of Mansour et al. [19]. 
The generated structures are evaluated by computing the root 
mean square deviation expressed in Å.  

Table 1 tabulates the minimum RMSD values generated 
by both algorithms for 1CRN, 1ROP and 1UTG proteins. 
Figures 1-3 display the tertiary structures of the three 
proteins in their native state (PDB) and generated by the two 
algorithms. Table I shows that the RMSD for 1CRN dropped 
from 9.01 Å to 8.05 Å, for 1ROP from 12.14 Å to 5.43 Å, 
and for 1UTG from 14.78 Å 12.34 Å. This shows that the 
approach utilized in this study significantly improves the 
three protein RMSD values. Furthermore, unlike [19], the 
structures generated, have no discontinuities in them. 

 
 

TABLE1. FRAGMENT-BASED SS RMSD VALUES 
Methodology 

                     
Proteins 

1CRN 1ROP 1UTG 

Mansour et al. 
[19] 

9.01 Å 12.14 Å 14.78 Å 

Fragment based 
SS 

8.05 Å 5.43 Å 12.34 Å 

 

B. Fragment-based SS, ROSETTA, and I-TASSER Results  
In these experiments, we compare the generated 

structures from our algorithm with those generated by I-
TASSER and ROSETTA. Since I-TASSER and ROSETTA 
do not set the first amino acid coordinates of the structures to 
the coordinates of the corresponding PDB protein, after 
generating the structures from their servers we translated the 
coordinates to calculate the RMSDs and to visualize them. 

As shown in Table II, the RMSD results generated by 
our code are the lowest for the three proteins. However, it 
seems that since RMSD is a global measure, a small 
disorientation in one part of a protein results in a large root 
mean square deviation increase. For all the three tested 
proteins, the visualized generated structures by I-TASEER 
and ROSETTA looked reasonable.  Hence, their RMSDs 
should have been less. Figure 4 is a case in point. 
Consequently, the results of our fragment-based SS 
algorithm can be interpreted as comparable to those of I-
TASSER and ROSETTA for these three proteins. 

 
 
 

110Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                         121 / 156



 
TABLE II.  RMSD VALUES GENERATED BY FRAGMENT-BASED 

SS, I-TASSER AND ROSETTA 
Method 

                              
Proteins 

1CRN 1ROP 1UTG 

I-TASSER 12.14 Å 26.14 Å 19.94 Å 
ROSETTA 11.35 Å 23.28 Å 18.20 Å 

Fragment-based 
SS 

8.05 Å 5.43 Å 12.34 Å 

 

V. CONCLUSIONS 
In this paper, an ab initio fragment-based protein 

structure prediction method is presented. This method is 
based on a scatter search metaheuristic. Given a protein 
sequence and its corresponding fragments, the algorithm first 
assembles the backbone of the candidate solutions then the 
side chains of the best generated solution.  The RMSD 
values of the generated structures of three proteins show 
promising results that are comparable to those of well-
recognized algorithms. 

Major limitations of this work are presented by the 
inaccuracy of the energy function and the lack of accuracy of 
is the dihedral to Cartesian transformation method utilized 
that is not 100% accurate. Further future work can focus on 
including more terms in the energy functions. The CMAP 
term ignored for simplicity, should be added to the energy 
function. In addition, hydrogen atoms, can be added to the 
solution representation, thus adding the hydrogen bonding 
term to the energy function.  This would require parallelizing 
the algorithm in order to speed up the processing and to 
explore areas of the search space.  
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Figure 1. Structures generated by the two methods and the PDB structure for 1CRN. 

 
 

 
Figure 2. Structures generated by the two methods and the PDB structure for 1ROP. 

 
 

 
Figure 3. Structures generated by the two methods and the PDB structure for 1UTG. 

 
 

 
Figure 4. 1ROP Structures Generated. 
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Abstract— Construction projects are recently growing in size
and a wide array of new construction techniques is being
introduced, gradually increasing relevant project information.
In most construction fields, however, project management
operations are undertaken in a way that is heavily dependent
upon the experience-based intuition of managers. For those
reasons, 4D, 5D, and nD CAD systems are being applied to
visualize construction progress information. Augmented
Reality (AR) technique is also being an important factor for
using Building Information Modeling (BIM) system for
construction project. In addition, because the risk analysis
information is provided as a mathematical analysis basis, the
visualization system of construction risk information is being
developed using the BIM tool. This study presents a various
application cases of nD CAD objects for the construction
project.

Keywords-nD CAD object; simulation; building information
modeling; project management.

I. INTRODUCTION

BIM (Building Information Modeling) based on 3-
dimensional information models contribute most noticeably
in the visualization of construction information throughout a
lifecycle. The chief effects would be interference
management at the design phase using 3D blueprint
information and schedule management at the construction
phase using 4D CAD. The visualization range has included
cost and resource information to 4D objects to expand into
5D and 6D CAD systems. Fig. 1 represents a conference

method transitioning from numerical information reliance to
BIM-based visual information reliance.

The areas of improvement within construction using BIM
can be divided into the technical (BIM function
improvement) and policy-based aspects (BIM applicability
improvement). This paper suggests a direction for function
improvement, which requires a distinction between passive
and active BIM systems.

Figure 1. Using BIM to visually represent numerical
construction information

Passive BIM that is the current BIM system is a tool that
expresses the task situation visually. Active BIM goes one
step further and contributes analysis that can help offer an
optimized solution given task constraints. This paper uses a
4D CAD system, which is used mostly at the construction
phase, to present an example of active BIM functions.
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Recently, there is much research for the visualization of
construction information. Most of them are focused on
building structures and plant project. Succar [4] suggests that
BIM is an expansive knowledge domain within the
Architecture, Engineering, Construction and Operations
(AECO) industry. Zhang [5] developed an automated safety
checking platform using BIM that informs construction
engineers what safety measures are needed for preventing
fall-related accidents before construction starts. For the risk
information analysis, Carr and Tah [1] presented a
hierarchical risk classification system as an official model for
accurate risk evaluation and a prototype model for risk
management system. Zeng et al. [2] proposed new risk
analysis methodology based on the fuzzy theory to overcome
the failure of conventional risk analysis methods to deal
immediately with complex and diverse construction
environments. These studies suggest mathematical
interpretation-based analysis methods with limited practical
applicability. Moon et al. [3] suggested a method to visualize
construction risk information using BIM functions.

II. CONSTRUCTION PROGRESS MANAGEMENT WITH

VISUAL INFORMATION

For the 4D system to replace the existing construction
management tools, a methodology to create and visualize 3D
objects-based on plan versus actual progress is required.
Such a progress management function is an essential part of
schedule management visualization, and should be applied to
4D system. The system developed by this research team has
both a general 4D implementation function and a 4D
progress management function that allows analysis of
progress state at each point. Fig. 2 expresses visual progress
management distinguished by colors, shown in the 4D
system.

The progress information visualized this way distinguishes
delayed activities as well as activities ahead of schedule by
different colors, making it possible for users to establish
more advanced schedule management plans when compared
to a schedule management tool based on numerical progress
information. In Fig. 2, the actual progress versus plan is
shown as ahead of schedule, delayed and normal operation,
which are marked in colors blue, red and green, respectively.
In other words, a methodology is introduced to distinguish
ahead-of-schedule areas or delayed areas versus initial plan
based on the progress rate calculated by schedule
management module with each area shown in different
colors, enabling visualization of the current progress state.
This visualized progress areas can express detailed
information such as ahead of schedule or delay in schedule
with numerical information.

Figure 2. Application of BIM object for construction project

The progress status compared to planned progress is
marked with green (ahead of plan), blue (normal progress
compared to plan), and red (delayed compared to plan), to
allow visual understanding of the overall progress status.

In particular, the progress information visualized this way
lets users understand not only progress versus plan but also
such specific items as scheduling information, location, and
preceding and succeeding activities. Therefore it can be used
as effective information when establishing revised plans for
delayed activities.

III. 4D APPLICATION TO TUNNEL CONSTRUCTION

PROJECT

Of tunnel construction works, long tunnels often exceed
10km in length, and the case to which the system is applied
to is a road tunnel construction site whose length is
10.965km long. Therefore, it is bound to limit intuitive
management, unlike in the case of buildings, plants and
bridge constructions, where users can see relevant structures
on a screen. A function would allow management of tunnels
by “section” in the process of actual construction, as in Fig. 3.

Figure 3. 4D process management function through “section”
segmentation at a super long tunnel construction site

While it is possible to see a 3D model of the entire
structure in one screen, it will be less efficient when
compared to structures and bridge works which allow
viewing of entire construction progress at one glance. For 4D
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process management of civil engineering structures
involving a large or long site, effective division of functions
into one that manages sections (manageable size) and
another that manages the entire work as a whole is a key to
enhancing the system’s efficiency.

For this particular case, a function utilizing both
measurement data and quality test data at a 3D model of the
4D system was developed and applied, in addition to the 4D
process management function. Also, video image of CCTV
was used in conjunction with 3D to implement the tele-
presence functionality.

IV. 4D APPLICATION TO RIVER FACILITY CONSTRUCTION

River facility construction is extensive in nature, so
application of a system that combines Google Earth’s
functionality with 4D for management may be of great use.
In this case of application, a system that combines Google
Earth with 4D system for management was developed and
applied to an actual site (see Fig. 4).

Figure 4. 4D application for river facility project

Fig. 5 shows the process of 4D simulation that includes
temporary works that are assembled and dismantled
afterwards (coffering works, etc. in this case). In other words,
it describes the entire construction process that includes even
temporary facilities that are built temporarily to help build
permanent structures and then dismantled afterwards, rather
than permanent works that are built consecutively and exist
continuously.

Figure 5. Simulation of girder structure installation process
during river facility construction

In addition, in this case of river facility construction, 4D
system was utilized as a way to visualize flood management.
A system to visually predict and confirm flood levels based
on anticipated precipitation was developed within a 4D
system for application; such a technology can be utilized as a

useful tool for disaster management during river facility
construction projects (see Fig. 6).

Figure 6. Prediction of flood levels using 4D CAD system

V. VISUALIZATION OF CONSTRUCTION RISK

INFORMATION

The analytic hierarchy process (AHP) and fuzzy analysis
can be used for the risk analysis of construction information,
as described in Fig. 7. First, construction environment factors
affecting risk criteria are analyzed and are selected as risk
evaluation factors. For example, three risk factors - risk
analysis on delay in the construction period (time), risk
analysis on greater-than-planned construction budget (cost),
and risk analysis on accidents during construction work
(work condition)―are calculated in line with AHP analysis 
procedures. The results are provided for fuzzy analysis
procedures to quantify risk criteria in accordance with
evaluation factors. The quantitative analysis values of each
risk factor are calculated on the basis of fuzzy procedures.
For this purpose, linguistic variables are defined as very low
(VL), low (L), moderate (M), high (H) and very high (VH).
The analysis results of each risk criteria are thus suggested as
risk level and comprehensive priorities.

Figure 7. AHP and Fuzzy analysis Procedures
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To visualize the process risk, a fuzzy method is used to
link to the 4D object. The colors of each process are then
changed depending on the level of risk, and the simulation is
run for the 4D object. Project managers should be able to
recognize which processes will have an especially high
amount of risk, increasing their effectiveness. Fig. 8 shows
an example of process risk simulation.

Figure 8. Active 4D CAD system(e.g., representing process
risk levels)

The example used in Fig. 8 is a bridge construction project
currently underway with 250 separate activities. For risk
analysis, each task’s possible risk of a safety accident was
used as the basis, and further initial information was found
through expert interviews and input into the system. Each
process was given a probability P and an intensity I by the
on-site experts. To objectify the subjective risk levels, a
fuzzy analysis was used to set a priority order depending on
risk, 5 levels were designated, and the 4D object was
simulated. Representing tasks and processes with higher
risks visually will allow high risk processes to be managed at
a higher level of care by project managers.

VI. ENVIRONMENT IMPROVEMENT FOR BIM APPLICATION

Fig. 9 outlines the functions required to improve
generation convenience in 3D and 4D objects. The first item
required is a method to easily transform 2D objects into 3D
objects. A possible method may be to create a library for
important structure schedules to make schedule information
composition of 4D objects a simpler process. The
convertibility of 3D objects by parametric variables is also
necessary.

In addition, the 3D objects that compose the design phase
of construction are mostly single layer objects that are final
products of separate complex processes. As a 4D object must
be comprised of multiple objects with layers specified to the
process level, a simple object disassembly function must be
developed. Aside from these former improvements, creating
a widely diverse library of 3D objects for vital structural
parts is necessary.

Figure 9. Establishing enhanced convenience in creating 3D
and 4D objects

Fig. 10 presents the necessary functions for establishing
compatibility with BIM objects including 3D objects. First,
the comprehensive completion of IFC codes must advance
for open BIM to be created, and developing IFC codes for
civil engineering facilities must progress at a faster rate.

Figure 10. Establishing BIM object compatibility

Fig. 11 details the necessary diversification of
specification of BIM tools and evaluation methods. For civil
engineering work to move away from the established 2D-
based management system to a BIM based system,
application guidelines and regulations must be introduced.
There is also a need for tools that can evaluate a specific
BIM management system’s applicability and select specific
BIM systems based on the construction project’s
characteristic properties.

Figure 11. BIM operation system guidelines and product
evaluation
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VII. CONCLUSION

This research presented a BIM operating process for the
construction phase that can raise the usefulness of BIM on
civil construction projects. The proposed BIM operating
process enables integrated management of construction data
through analysis of progress, sequencing errors and risks.
Also as the system uses visual representation of complex and
numerical information, it can be expected that the system
will be actively used as an effective decision making tool.

To validate the system’s applicability in real situations, a
case study was carried out using bridge, tunnel and railway
projects. Because the BIM functions can be used for
visualizing the most information through the construction
life-cycle, the application of information technology and
computer science tools will be gradually increased for the
construction project management.

ACKNOWLEDGMENT

This study was supported by the National Research
Foundation of Korea (NRF) grant funded by the Korea
government (No. 2011-0016064).

REFERENCES

[1] V. Carr and J. H. Tah, “A fuzzy approach to construction
project risk assessment and analysis : construction project risk
management system,” Advances in Engineering Software, vol. 32,
pp. 847-857, October-November 2001.

[2] J. Zeng, M. An, and N. J. Smith, “Application of a fuzzy
based decision making methodology to construction project risk
assessment,” International Journal of Project Management, vol. 25,
pp. 589-600, August 2007.

[3] H. S. Moon, H. S. Kim, L. S. Kang and C. H. Kim,
“Development of Active BIM Functions for Supporting and
Optimized Construction Management in Civil Engineering
Projects,” The proceedings of ISARC conference (ISARC 2012),
June. 2012.

[4] B. Succar, “Building information modelling framework:
A research and delivery foundation for industry stakeholders,”
Automation in Construction, vol. 18, pp. 357-375, May 2009.

[5] S. Zhang, J. Teizer, J. K. Lee, C. M. Eastman and M.
Venugopal, “Building Information Modeling (BIM) and Safety:
Automatic Safety Checking of Construction Models and
Schedules,” Automation in Construction, vol. 29, pp. 183-195,
January 2013.

117Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

                         128 / 156



 

 

Medical Image Retrieval Using Visual and Semantic Features 

Supreethi K P 

Department of Computer Science and Engineering.   

College of Engineering, JNTU 

 Hyderabad, India 
e-mail:supreethi.pujari@gmail.com 

Kavitha Pammi,M.Tech(CS)-VI Semester 

Department of Computer Science and Engineering. 

College of Engineering, JNTU 

Hyderabad, India 

e-mail:pammikavitha@gmail.com

 

 

Abstract— Medical images are being digitized and the 

medical databases are rapidly growing. These images 

are used in academics, diagnoses, and hospitals for 

planning treatment. Data mining techniques are applied 

to medical images, for a quick diagnosis. Thus, the 

technique of Content-based Medical Image Retrieval 

(CBMIR) emerges as the times require. For  medical 

image retrieval, current CBMIR is not sufficient to 

capture the semantic content of an image and difficult to 

provide good results according to the predefined 

categories in the medical domain by using less medical 

knowledge. In this paper, the retrieval system is a 

combination of low-level image feature and high-level 

semantics and it includes three main parts: In the first 

part, the low-level fusion visual features are extracted 

based on intensity, texture, and their extended versions. 

Secondly, a set of disjoint semantic tokens with 

appearance in lung CT images is selected to define a 

vocabulary based on medical knowledge representation. 

Finally, a mapping is investigated to associate low-level 

visual image features with their high-level semantics. In 

this paper a mapping modelling of visual feature and 

knowledge representation is presented to approach for 

medical image retrieval. One important contribution of 

this paper is the use of physicians defined linguistic 

variables closely related to known pathologies. This 

framework could be the foundation of building a novel 

and flexible model for diagnostic medical image retrieval 

that uses physician-defined semantics. 
 

Keywords- Medical image retrieval;  low-level features; 

knowledge representation;  semantic Features. 

 

I. INTRODUCTION  

 
With the increasing influence of computer techniques on 

the medical industry, the production of digitized medical 

data is also increasing heavily. In recent years, rapid 

advances in software and hardware in the field of 

information technology along with a digital imaging 

revolution in the medical domain facilitate the generation 

and storage of large collections of images by hospitals and 

clinics. Though the size of the medical data repository is 

increasing heavily, it is not being utilized efficiently, apart 

from just being used once for the specific medical case 

diagnosis. In such cases, the time spent on the process of 

analyzing the data is also being utilized for that one case 

only. But, if the time and data were to be utilized in solving 

multiple medical cases then, the medical industry can benefit 

intensively from the medical experts’ time in providing new 

and more effective ways of handling and inventing medical 

solutions for the future. This can be made possible by 

combining two most prominent fields in the field of 

computer science – data mining techniques and image 

processing techniques. 

Medical imaging is the technique used to create images 

of the human body for medical procedures (i.e., to reveal, 

diagnose or examine disease) or for medical science. 

Medical imaging is often perceived to designate the set of 

techniques that noninvasively produce images of the internal 

aspect of the body. Due to increase in efficient medical 

imaging techniques, there is an incredible increase in the 

number of medical images. These images, if archived and 

maintained, would aid the medical industry (doctors and 

radiologists) in ensuring efficient diagnosis. 

The core of the medical data are the digital images, 

obtained after processing the X-ray medical images; these 

should be processed in-order to improve their texture and 

quality using image processing techniques and the data 

mining techniques may be applied in-order to retrieve the 

relevant and significant data from the existing million of tons 

of medical data with the entire manual way to maintain the 

image data, which is inefficient in meeting the needs of 

searching with the huge medical image database and is 

affecting the function of the image used in the diagnoses 

adversely? Thus, the technique of Content-based Medical 

Image Retrieval (CBMIR) is considered to be an effect way 

to tackle the problem.  In specialized fields, namely in the 

medical domain, absolute color or grey level features are 

often of very limited expressive power unless exact reference 

points exist as it is the case for computed tomography 

images [13]. In the medical image system, low-level visual 

features (e.g., color, texture, shape, edge, etc.) are generated 

in a vector form and stored to represent the query and target 

images in the database. Queries by image content require 

that, prior to storage, images are processed, and appropriate 

descriptions of their content are extracted and stored in the 

database [28]. When a user makes a query, medical image 

retrievals are performed based on computing similarity in the 
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feature space and most similar to the query image are 

returned to the user based on similarity values computed. 

A diagnosis by a specialist often requires a visit to a 

radiology department to obtain various images that highlight 

the suspected pathology. Despite the high resolution of the 

acquired images, image-based diagnosis often utilizes a 

considerable amount of qualitative measures. To improve the 

diagnosis and efficiency, the research in medical image 

analysis has focused on the computation of quantitative 

measures by automating some of the error-prone and time-

consuming tasks, such as segmentation of a structure. 

The Bag Of visual Words (BoW) model is commonly 

used in natural language processing and information retrieval 

for text documents [1]. In this model, a document is modeled 

as an instance of a multinomial word distribution and it is 

represented as a frequency of occurrence word histogram. 

The representation as a frequency vector of word 

occurrences does not take grammar rules or word order into 

account. It preserves key information about the content of the 

document. This representation can be used to compare 

documents, and to identify document topics. The BoW 

representation is successfully used in document 

classification, clustering, and retrieval tasks and is the 

cornerstone of all Internet search engines [1]. 

To represent an image using the BoW model, the image 

must be treated as a document. Unlike the text world, there is 

no natural concept for a word or a dictionary. Thus there is a 

need to find a way to break down the image into a list of 

visual elements (patches), and a way to differentiate the 

visual element space, since the number of possible visual 

elements in an image is very huge. In the visual BoW model, 

the image feature extraction step takes place in a procedure 

involving detection of points-of-interest, feature description, 

and codebook generation. The visual word Model can thus 

take the form of a histogram representation of the image, 

based on a collection of its local features. Each bin in the 

histogram is a codeword index out of a finite vocabulary of 

visual code words, generated in an unsupervised way from 

the data. Images are compared and classified based on this 

discrete and compact histogram representation. 

In recent years, the Bow approach has successfully been 

applied to general scene and object recognition tasks [9] [11] 

[19]. Varma et al.[19], introduced the idea of using the joint 

distribution of intensity values over compact neighborhoods 

for the task of texture classification was introduced. In vector 

quantization of invariant local image, descriptors were used 

to form clusters, referred to as visual “words.” They then 

searched for objects throughout a movie sequence by 

analogy to text retrieval. Natural scene categories were 

learned using visual words in [11]. Local words were either 

grayscale patches or scale-invariant feature transform (SIFT) 

descriptors [26], sampled on a grid, randomly, or at interest 

points. Then, they then learned a generative hierarchical 

model to describe the resulting visual word distribution. 

Spatial pyramids [34] were introduced as a technique of 

partitioning the image into increasingly fine sub regions, and 

computing histograms of local features within each sub 

region. 

In this paper , Section II describes the existing systems 

for medical image retrieval, limitations of the existing 

system thus motivation and advantages of the proposed 

system.  Section III presents the Architecture of the system 

and the methods followed to retrieve the result. Section IV 

depicts the module that is developed to retrieve the result. 

Section V illustrates the overall work done for 

implementation and Future work. 

 

II.STATE OF THE ART 

 
In picture archiving and communication system (PACS), 

image information is retrieved by using limited text keyword 
in special fields in the image header (e.g., patient identifier). 
Content-based image retrieval (CBIR) has received 
significant attention in the literature as a promising technique 
to facilitate improved image management in PACS system 
[13][16]. The Image Retrieval for Medical Applications 
(IRMA) project [16][38] aims to provide visually rich image 
management through CBIR techniques applied to medical 
images using intensity distribution and texture measures 
taken globally over the entire image. This approach permits 
queries on a heterogeneous image collection and helps in 
identifying images that are similar with respect to global 
features e.g., all chest x-rays in the AP (Anterior-Posterior) 
view. The IRMA system lacks the ability for finding 
particular pathology that may be localized in particular 
regions within the image. In contrast, the Spine Pathology 
and Image Retrieval System (SPIRS) [39][40][41] provides 
localized vertebral shape-based CBIR methods for 
pathologically sensitive retrieval of digitized spine x-rays 
and associated person metadata. Image Map [42] is so far, 
the only existing medical image retrieval that considers how 
to handle multiple organs of interest and it is based on spatial 
similarity. Consequently, a problem caused by user 
subjectivity is likely to occur, and therefore, the retrieved 
image will represent an unexpected organ. ASSERT [43] 
(Automatic Search and Selection Engine with Retrieval 
Tools) is a content–based retrieval system focusing on the 
analysis of textures in high resolution Computed 
Tomography (CT) scan of the lung. In WebMIRS [44] 
system, the user manipulates GUI tools to create a query 
such as, “Search for all records for people over the age of 65 
who reported chronic back pain. Return the age, race, sex 
and age at pain onset for these people.” In response, the 
system return values for these four fields of all matching 
records along with a display of the associated x-ray images. 
So there is a need of absolute error free, efficient and 
automatic CBMIR system which can really helpful in 
medical stream. 

Medical images are being digitized and the medical 

databases are rapidly growing. These images are used in 

academics, diagnoses, and hospitals for planning treatment. 

The existing CBMIR [3] systems are capable of retrieving 

medical images. They take input as an image and produce 

results that match the low level features of the image. Visual 
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features such as color, shape and texture are implemented for 

retrieval of images in CBMIR [3]. 

 

Limitations / Disadvantages of the existing System 

 

 The current CBMIR is not sufficient to capture the 

semantic content of an image [9] because CBMIR is 

a technique for retrieving image on the basis of 

automatically derived features such as color, texture 

and shape to index images with minimal human 

intervention. 

 Therefore it is difficult to provide good results 

according to the predefined categories in the 

medical domain for less using the medical 

knowledge. 

 Accordingly, in this paper, a mapping model of visual 

feature and knowledge representation is proposed. 

 

 The proposed approach is described in the following section 

which takes the advantage of semantic feature retrieval along 

with the visual features of the medical images. 

 

III. PROPOSED SYSTEM 
 

A. System Overview 

 

 In this paper, we propose to use medical concepts 

based on medical knowledge to represent lung CT image. It 

allows our system to work at a higher semantic level and to 

standardize the semantic index of medical data, facilitating 

the communication between visual and textual indexing and 

Retrieval. Here, a concise presentation of the main theme of 

this paper is given. 

 As depicted in Fig. 1, the main components in 

Essence are: 1) Semantic domain; 2) Images space; 3) 

Feature extraction algorithms;  4) Feature domain; 5) 

Query system;. Knowledge components are represented in 

rectangles, and knowledge-driven actions, such as search 

and discovery, are represented in oval shapes. 

 The Semantic domain is organized as a local-as-

view data integration subsystem [35]. This system let users 

build, refine, and further decompose their semantics 

independently, with minimum effort. The Semantic domain 

represents the expert’s knowledge in an XML format. Using 

a similar format, the framework represents the knowledge of 

a specific case, a medical image, in Feature domain. 

Each element in the Feature domain is a signature 

of a medical image in the Image space. The signature is 

computed by executing the Feature extraction algorithms. 

 The Query system searches the knowledge base, 

selects relevant images, and translates the result into a 

human-readable format. It provides two mechanisms to 

access the knowledge: 1) query by semantics and 2) 

mapping low level features with semantic terms. 
 

 
 

Figure 1. Proposed System Architecture 

 

 In the first part, the low-level fusion visual features 

are extracted based on intensity, texture, and their extended 

versions. Secondly, a set of disjoint semantic tokens with 

appearance in lung CT images is selected to define a 

vocabulary based on medical knowledge representation. 

Finally, a mapping is investigated to associate low-level 

visual image features with their high-level semantics.  

 

IV. IMPLEMENTATION 

 

This section describes about the implementation of each 

module like Pre-Processing, Feature Extraction, mapping 

algorithm, in which detailed description of each module is 

give below. 

 

A. Pre-Processing 

Pre-processing includes the process of removing 

the unwanted data from the image and improves the quality 

of the images. This process of removing unwanted data (like 

stop-words in the data mining process) can be achieved by 

the techniques such as cropping, image enhancement, etc. In 

this section, a series of effective pre-processing methods 

[31] are adopted to extract the pulmonary parenchyma 

which will improve the quality of feature extraction and 

then increase the retrieval performance in accuracy and 

speed. The process of extraction of pulmonary parenchyma 

is as follow.  
 

 
 

Figure 2. Pre-processing Result 
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Step 1: Cutting out the background region 

 First, pre-processing is applied to the original CT 

scan image. Both lungs and their nearby portions 

are areas of interest and pixel values external to 

this area being insignificant are removed. 

Step 2: Segmentation with optimal threshold and noise     

            Cancellation 

 The next step is applying threshold to the image to 

achieve two categories of pixels in the image or a 

binary image. Then tested for separation of left and 

right lungs if no threshold value is adjusted. 

Step 3: Elimination of trachea and main bronchus. 

 During acquisition or digitization process of CT 

scan images a noise could be introduced that needs 

to be reduced. An appropriate filter need to be 

chosen which can enhance the image quality even 

for non uniform noise, like salt and pepper noise, 

and also preserve the important edges. 

 There may be the presence of noise and other 

components, i.e., airways and bronchi in the image. 

These components are to be eradicated. 

 It is evident that two major objects in the threshold 

image are both lungs. Connected component 

analysis is applied here.  

 The connected component labelling algorithm 

assigns distinct labels to all the regions in the 

image so as to manipulate the regions fulfilling the 

specific criteria set for regions. Keeping this in 

view, extract the two largest components. 
Step 4: Adaptive segmentation of left and right lung 

 A fully automatic method based on adaptive 

thresholding for segmenting the lungs in three-

dimensional (3-D) pulmonary X ray CT images 

consists of eight steps.  

 In the first step, a threshold is selected to convert a 

CT image into a binary image.  

 In the second step, the lung objects are removed 

from the ribcage to obtain the external mask.  

 In the third step, the right and left lung area is 

extracted by applying the external mask.  

 In the fourth step, the large airways are removed 

utilizing the mean and the deviation of pixel 

intensities. 

 In the fifth step, a test is made to see if the selected 

threshold is good. If the selected threshold is not 

good, the 

 Threshold will be adjusted and the algorithm goes 

back to step 1.  

 In the sixth step, a morphology operation is applied 

to smooth the mediastinum.  

 In the seventh step, a split curve is derived from the 

gap of the separated left and right lungs.  

 In the last step, the left and right lungs are 

segmented. 
Step 5: Refinement processing and mask generation 

 The external mask is adopted to eliminate 

unwanted objects surrounding the lungs, so the 

whole lung region can be extracted precisely. 

 To obtain the external mask, remove the two lungs 

to form the non-lung mask. And then the non-lung 

mask will be inverted to build the external mask. 
 

Thus, pulmonary parenchyma is useful for the extraction of 

image feature. One of segmentation result is shown in Fig 

.2, various features such as trachea, CTbed will be extracted. 

 

B. Low-Level Feature Extraction  

 

Low-level image feature extraction is the basis of CBIR 

systems. To performance CBIR, image features can be 

extracted from the entire image. 

 

 Gray Level Co-Occurrence Matrix (GLCM) Statistical 

Feature Vector: 

 

 With the created GLCM [36], various features can 

be computed out. Fourteen parameters were summarized 

before, but with the special characteristics of lung CT 

image, four parameters are chosen to descript the 

texture. These feature description groups along with the 

images are in a database for the retrieval purpose. 

 

• Energy 

 Measure the number of repeated pairs. The energy 

 is expected to be high if the occurrence of repeated 

 pixel pairs is high. 

     ∑     
   ∑ [ (   )    )]    

   |(d,)]
2 

        (1) 

• Entropy 

 Measure the randomness of a gray-level 

 distribution. The entropy is expected to be high if 

 the gray-levels are distributed randomly throughout 

 the image. 

     
∑     
   ∑ [ (   )    )]    [ (         

     )] (2) 

 
• Contrast 

 Measure the local contrast of an image. The 

 contrast is expected to be low if the gray levels of 

 each pixel pair are similar. 

        ∑     
   ∑ (   )   (       )   

   |d,)  (3) 

 

• Correlation 
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 Provide a correlation between the two pixels 

 in the pixel pair. The correlation is expected  to be 

high if the gray levels of the pixel pairs  

are highly correlated. 

     
∑     
   ∑    (       )    

       

    
  (4) 

               

            Where  x ,  y,  x , y are mean value and standard 

variance of 
  

 
 

So, the above GLCM parameters are used as retrieval 

feature vector: F GI.CM = {FENG, FENT, FCOR, FLOC}.And d= 1, 

 
 

 Wavelet Statistical Feature Vector: 

 

 Wavelet transform [37] has been successfully used 

in image compression, enhancement, analysis, and 

classification. An image is a 2-D signal, so the 2-D discrete 

wavelet transform (DWT) can be implemented to approach 

to texture analysis. 

  In this paper, a multi-resolution representation is 

gotten by using 2-D wavelet transform with three-level 

decomposition. The statistical information, which is from the 

texture feature with different multi-resolution, will constitute 

the retrieval feature vector. When the distinct texture 

characteristics appear in certain frequency and direction the 

output of wavelet channel has more energy. So the mean and 

variance of energy distribution in every decomposition level 

can represent the texture feature. And we use the mean and 

variance of this energy as the retrieval feature vector FWAVI. . 
 

     (5) 

 

C. Knowledge Representation and Semantic Features 

Identification Phase 
 

 Most of the decisions in the medical domain are 

made by comparing the data in hand against existing domain 

knowledge. During the decision-making process, physicians 

base their diagnoses on a set of heuristics developed from 

different areas as a "multi-dimensional intuition" in which 

tacit knowledge plays a very important role. Several 

perceptual categories are usually used for recognizing 

pathologies in lung CT images by physicians. 

 In this phase, a set of disjoint semantic tokens with 

appearance in medical images is selected to define a 

vocabulary based on medical knowledge representation. 

Here we use the keywords of diagnosis report from the 

doctor to represent each token in the medical domain. 

 

 

Semantic vocabulary used 

1. Reticular Opacities  

2. Nodular Opacities 

3. High Density Areas 

4. Low Density  Areas 

5. Cavitary  

6. Cystic structure 

7. Emphysema  

8. Calcification  

9. Honeycombing  

10. hydrothorax 

 

 Mapping Algorithm 

 

The main difficulty in image retrieval based on 

semantics is to use image's low-level features to replace 

"word" (semantic) in the text retrieval. 

1. A set of disjoint semantic concepts with visual 

appearance in medical images is first selected to define a 

vocabulary based on medical knowledge representation. 

2. Low-level features are extracted from medical image z to 

represent each vocabulary term. 

3. These low-level features are used as training examples to 

build hierarchical semantic classifiers according to the 

semantic vocabulary. The classifier for the medical semantic 

vocabulary is designed using a hierarchical classification 

scheme based on Support Vector Machine (SVM) 

classifiers.  

4. Hierarchical classification scheme is based on Support 

Vector Machine (SVM) classifiers. A tree, whose leaves are 

the medical semantic vocabulary terms is designed and 

constructed in a top-down manner, guided by the possible 

hierarchy of the associated terms in semantic vocabulary. 

Fig. 3 depicts the tree. The upper levels of the tree consist of 

auxiliary classes that group similar terms with respect to 

their visual appearances.  

 
 

 Figure 3. Tree Structure for Medical Semantic Vocabulary 
Classifier 

D. Retrieval Phase 

 

For training of SVM, 100 images with physicians labelling are 

selected as training set and rest of the images are utilized to 

test the retrieval approaches. For SVM based image 

classification, recent work shows that the Radial Basis 

kernel Function (RBF) works well when the relation 

between class labels and attributes is nonlinear [33]. 
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Therefore, we use RBF kernel as a reasonable first choice. 

The RBF kernel function is 

  (6) 

 There are two tuneable parameters, while using 

RBF kernels: c and r. We define C =200 and r =0.0002 for 

example. 

 In this phase, the low level features are used as 

training examples to build a semantic classifier according to 

the above vocabulary. The visual feature and semantic 

feature are mixed as Indexing. 
 

 
 

Figure  4. A Retrieval Result 

 

 In the experiments, every image from the test DB 

is served as a query image. We design two types of 

experiments to evaluate the retrieval system. 

 I) Retrieval based on low level features only. For every 

medical semantic category, we chose relevant image as 

example to conduct the retrieval.  

2) Retrieval based on semantic description. For every 

medical semantic category 10 tests are conducted and 100 

tests are conducted totally. One of semantic concept with 

hydrothorax retrieval results is shown in Fig. 4. Based on 

the  input image as shown in the left top corner in Fig. 4,  all 

the similar images from the database are retrieved. 

Our system has a small knowledge base, which can 

be further enhanced. Ensemble classifiers can be used in the 

future work. Sophisticated knowledge representation 

algorithms may be considered. 
 

E. Evaluation of the Results 

 

Retrieval precision and ranking measures (Average-r) are 

used as parameters in system evaluation. 

(I) The retrieval precision is defined as follows : 

 Precision = a / a+b                                      (7) 

Where a is the number of similar images and b is the 

number of dissimilar images in the results . 

(2) Suppose the query is q , r1,r2,.... rm are the correct results 

retrieved by the system, rank(rj) is the No. j correct result's 

ranking position, so the average ranking value is calculated 

as follows: 

 Average-r = 1/m 
m 

rank(rj)                                   (8)

  

   j=1 

This value reflects the average ranking of query in the 

retrieval results. So, the smaller it is, the better. In the 

experiment, we set m=10. The statistic results are shown in 

Table 1. 
TABLE 1. The Experiment Static Result 

 

 
 

 From the above statistic results , we can see that 

the image with outstanding texture information always get 

better precision and smaller average ranking value. For 

example the images which possess the pathological 

characteristics of nodular opacities and honeycombing get 

the best precision. This is Because the low-level feature 

extraction procedure is mainly used of texture analysis 

algorithm. 

 In addition, when the visual features are difficult to 

present the method use semantic correlation can put up a 

satisfied result. For above ten kinds of queries, the semantic 

correlation gets an average precision. So we can see the 

method we proposed has a good robustness. 

V  CONCLUSION AND FUTURE WORK  

 In this paper, visual, semantic features and 

knowledge representation are used for medical image 

retrieval. This framework could be the foundation for 

building flexible model for diagnosis of medical images. 

This framework can use physician-needed semantics. The 

expressions of diseases in medical image are complex and 

various. From the statistical results, the image with 

outstanding texture information always gets better precision 

and smaller average ranking value. The images which 

possess the pathological characteristics of nodular opacities 

and honeycombing get the best precision. In addition, when 

the visual features are difficult to present the method uses 
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semantic correlation, which can put up a satisfied result .Our 

results prove that our proposed system has good robustness.  
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Abstract—The problem of eye-gaze tracking by videooculography
has been receiving extensive interest throughout the years owing
to the wide range of applications associated with this technology.
Nonetheless, the emergence of a new paradigm referred to as
pervasive eye-gaze tracking, introduces new challenges that go
beyond the typical conditions for which classical video-based eye-
gaze tracking methods have been developed. In this paper, we
propose to deal with the problem of point-of-regard estimation
from low-quality images acquired by an integrated camera inside
a notebook computer. The proposed method detects the iris
region from low-resolution eye region images by its intensity
values rather than the shape, ensuring that this region can also
be detected at different angles of rotation and under partial
occlusion by the eyelids. Following the calculation of the point-
of-regard from the estimated iris center coordinates, a number of
Kalman filters improve upon the noisy point-of-regard estimates
to smoothen the trajectory of the mouse cursor on the monitor
screen. Quantitative results obtained from a validation procedure
reveal a low mean error that is within the footprint of the average
on-screen icon.

Keywords–Point-of-regard estimation; Eye-gaze tracking; Iris
center localization.

I. INTRODUCTION

The idea of estimating the human eye-gaze has been
receiving increasing interest since at least the 1870s [1],
following the realization that the eye movements hold impor-
tant information that relates to visual attention. Throughout
the years, efforts in improving eye-gaze tracking devices to
minimize discomfort and direct contact with the user led to
the conception of videooculography (VOG), whereby the eye
movements are tracked remotely from a stream of images that
is captured by digital cameras. Eye-gaze tracking by VOG
quickly found its way into a host of applications, ranging
from human-computer interaction (HCI) [2], to automotive
engineering [3][4]. Indeed, with the advent of the personal
computer, eye-gaze tracking technology was identified as an
alternative controlling medium enabling the user to operate the
mouse cursor using the eye movements alone [2].

Following the emergence and widespread use of highly
mobile devices with integrated imaging hardware, there has
been an increasing interest in mobile eye-gaze tracking that
blends well into the daily life setting of the user [5]. This
emerging interest led to the conception of a new paradigm
that is referred to as pervasive tracking, which term refers
to the endeavor for tracking the eye movements continuously
in different real-life scenarios [5]. This notion of pervasive

eye-gaze tracking is multi-faceted, typically characterized by
different aspects such as the capability of a tracking platform
to permit tracking inside less constrained conditions, to track
the user remotely and unobtrusively and to integrate well
into devices that already comprise imaging hardware without
necessitating hardware modification.

Nevertheless, this new paradigm brings challenges that
go beyond the typical conditions for which classical video-
based eye-gaze tracking methods have been developed. Despite
considerable advances in the field of eye-gaze tracking as
evidenced by an abundance of methods proposed over the years
[6], video-based eye-gaze tracking has been mainly considered
a desktop technology, often requiring specific conditions to
operate. Commercially available eye-gaze tracking systems,
for instance, are usually equipped with high-grade cameras
and actively project infra-red illumination over the face and
the eyes to obtain accurate eye movement measurements. In
utilizing specialized hardware to operate, active eye-gaze track-
ing fails to integrate well into devices that already comprise
imaging hardware, while its usability is constrained to con-
trolled environments away from interfering infra-red sources.
On the other hand, passive eye-gaze tracking which operates
via standard imaging hardware and exploits the appearance of
the eye without relying on specialized illumination sources for
localization and tracking, provides a solution that promises to
integrate better into pervasive scenarios.

Nonetheless, utilizing existing passive eye-gaze tracking
methods to address the challenges associated with pervasive
tracking, such as the measurement of eye movement from low-
quality images captured by lower-grade hardware, may not
necessarily be a suitable solution. For instance, existing shape-
based methods that localize the eye region inside an image
frame by fitting curves to its contours, often require images
of suitable quality and good contrast in which the boundaries
between different components such as the eyelids, the sclera
and the iris are clearly distinguishable [7]–[10]. Similarly,
feature-based methods that search for distinctive features such
as the limbus boundary [11][12], necessitate these features
to be clearly identifiable. It has been reported in [13], that
appearance-based methods relying on a trained classifier, such
as a Support Vector Machine (SVM), to estimate the 2D
point-of-regard directly from an eye region image without
identifying its separate components, perform relatively well
on lower-quality images as long as the training data includes
images of similar quality as well. However, this performance
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usually comes at the cost of lengthy calibration sessions
that serve to gather the user-dependent data that is required
for training [14][15]. Moreover, recent attempts to track the
eye-gaze on mobile platforms by existing eye-gaze tracking
methods [16][17], have reported undesirable constraints such
as a requirement for close-up eye region images [18] and
lengthy calibration sessions [16].

In light of the challenges associated with pervasive track-
ing, we propose a passive eye-gaze tracking method to estimate
the point-of-regard (POR) on a monitor screen from lower-
quality images acquired by an integrated camera inside a
notebook computer. To localize the iris center coordinates
from low-resolution eye region images while the user sits at a
distance from the monitor screen, we propose an appearance-
based method that localizes the iris region by its intensity
values rather than the shape. In addition, our method en-
sures that the iris region can be located at different angles
of rotation and under partial occlusion by the eyelids, and
can be automatically relocated after this has been entirely
occluded during blinking. Following iris localization, the iris
center coordinates extracted earlier are mapped to a POR
on the monitor screen via linear mapping functions that are
estimated through a brief calibration procedure. A number of
Kalman filters finally improve upon the noisy POR estimates
to smoothen the trajectory of the mouse cursor on the monitor
screen.

This paper is organized as follows. Section II describes
the details of the proposed passive eye-gaze tracking method.
Section III presents and discusses the experimental results,
while Section IV draws the final remarks which conclude the
paper.

II. METHOD

The following sections describe the stages of the proposed
method, starting off with eye region detection and tracking up
to the estimation of the POR onto the monitor screen.

A. Eye Region Detection
The estimation of the POR on the monitor screen requires

that the eye region is initially detected inside the first few
image frames. Searching for the eye region over an entire
image frame can be computationally expensive for a real-time
application and can lead to the occurrence of several false
positive detections. Therefore, prior to detecting the eye region,
the bounding box that encloses the face region is detected first
such that this constrains the search range for the eye region,
reducing the searching time as well as the possibility of false
positives. The eye region is subsequently detected within the
area delimited by the boundaries of the face region.

Given the real-time nature of our application, we chose
the Viola-Jones algorithm for rapid detection of the face and
eye region [19]. Within the Viola-Jones framework, features
of interest are detected by sliding rectangular windows of
Haar-like operators over an image frame, subtracting the
underlying image pixels that fall within the shaded regions
of the Haar-like operators from the image pixels that fall
within the clear regions. Candidate image patches are classified
between positive and negative samples by a cascade of weak
classifiers arranged in order of increasing complexity. Every
weak classifier is trained to search for a specific set of Haar
features by a technique called boosting, such that each stage

processes the samples that pass through the preceding classifier
and rejects the negative samples as early into the cascade as
possible to ensure computational efficiency.

The face and eye region detection stages in our work utilize
freely available cascades of classifiers that come with the
OpenCV library [20], which had been previously trained on a
wide variety of training images such that detection generalizes
well across different users. Since the training data for these
classifiers was mainly composed of frontal face and eye region
samples, the user is required to hold a frontal head pose for a
brief period of time until the face and eye regions have been
successfully detected. In case multiple candidates are detected
by the face region classifier, the proposed method chooses the
candidate that is closest to the monitor screen characterized by
the largest bounding box, and discards the others.

B. Eye Region Tracking
To allow for small and natural head movement during

tracking without requiring the uncomfortable use of a chin-
rest, the initial position of the eye region detected earlier
needs to be updated at every image frame to account for its
displacement in the x- and y-directions. While performing eye
region detection on a frame-by-frame basis would be a possible
solution to estimate the eye region displacement through an
image sequence, such an approach would be sub-optimal in
terms of computational efficiency for a real-time application.
Therefore, assuming gradual and small head displacement, the
eye region is tracked between successive image frames by
template matching, using the last known position of the eye
region inside the previous image frame to constrain the search
area inside the next frame.

A template image of the eye region is captured and stored
following earlier detection of this region by the Viola-Jones
algorithm. The template image is then matched to the search
image inside a window of fixed size, centered around the last
known position of the feature of interest. Template matching
utilizes the normalized sum of squared differences (NSSD) as
a measure of similarity, denoted as follows,

NSSD(x, y) =

∑
x′,y′ [T (x′, x′)− I(x+ x′, y + y′)]2√∑
x′,y′ T (x′, y′)2

∑
x′,y′ I(x+ x′, y + y′)

(1)
where T denotes the template image and I denotes the search
image. A NSSD value of zero represents a perfect match
between the template and search image, whereas a higher value
denotes increasing mismatch between the two images. This
permits the identification of the new position of the feature of
interest, which is specified by the location inside the search
image that gives the minimum NSSD value after template
matching.

C. Iris Center Localization
The movement of the eyes is commonly represented by

the trajectory of the iris or pupil center in a stream of image
frames [6], and hence the significance of localizing the iris or
pupil center coordinates after the eye region has been detected.
Given the small footprint of the eye region inside the image
space, we opt to localize the iris center coordinates rather than
the pupil, since the iris occupies a larger area inside the eye
region and can be detected more reliably.
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While there exist different methods that permit localization
of the iris region inside an image frame, not all of these
methods are suitable for localizing the iris region from low-
resolution images, especially if fine details such as the contours
of different components of the eye [7]–[10] need to be clearly
distinguishable. We propose an appearance-based method that
segments the iris region via a Bayes’ classifier to localize it.
The Bayes’ classifier is trained during an offline training stage
to classify between iris and non-iris pixels based on their
red channel value in the RGB color space. During tracking,
intensity values of pixels residing within the eye region are
classified as belonging to the iris region if their likelihood
exceeds a pre-defined threshold value, θ:

p(xr(i, j) | $iris)

p(xr(i, j) | $non−iris)
≥ θ (2)

where p(xr(i, j) | $iris) denotes the class-conditional proba-
bility of observing a red-band measurement at pixel (i, j) know-
ing it belongs to the iris class, while p(xr(i, j) | $non−iris)
denotes the class-conditional probability of observing the same
red-band measurement at pixel (i, j) knowing it belongs to the
non-iris class. The resulting binary image contains a blob of
pixels that belongs to the iris region, whose center of mass
is taken to represent the iris center coordinates. In case the
eyebrow is also mistakenly classified as belonging to the iris
region due to the resemblance in color with dark irises, the
blob of pixels that is closer to the center of the eye region is
considered to represent the iris.

The Bayes’ classifier had been previously used for skin
region segmentation in images [21], but to our knowledge
it has never been adopted to the problem of iris region
localization for eye-gaze tracking until our work. Preliminary
results have shown this method to be suitable in localizing
the iris region from low-quality images, owing especially to
the fact that the proposed localization method depends upon
statistical color modeling rather than geometrical information.
Another advantage that is also related to its independency from
geometrical information is the ability to locate the iris region at
different angles of rotation and under partial occlusion by the
eyelids. The main downside of this method is its susceptibility
to illumination variations, which problem is however alleviated
by training the Bayes’ classifier on iris and non-iris pixels
acquired under different illumination conditions.

D. POR Estimation
Having determined the iris center coordinates, the final

stage seeks to map these coordinates to screen coordinates in
order to estimate the user’s POR on the monitor screen.

For simplicity, we assume the iris center in the image
space to displace along a flat plane, such that we can define
a linear mapping relationship between the image and screen
coordinates as follows,

(x(3)s − x(1)s ) =
(x(2)s − x(1)s )

(x(2)i − x(1)i )
(x(3)

i − x(1)i ) (3)

where x(1)s and x(2)
s denote the screen coordinates of two

calibration points respectively, whereas x(1)
i and x(2)i denote

the corresponding iris center coordinates inside the eye region
which are estimated while the user fixates at the two calibration

Figure 1. Strategically placed calibration points divide the screen display
into four separate quadrants.

points. During tracking, the mapping function in (3) computes
the displacement in screen coordinates between the new POR
x(3)s and the calibration point x(1)

s , following the estimation
of the displacement in image coordinates between the new iris
center location x(3)

i and the previously estimated x(1)i . In order
to compensate for the assumption of planar iris movement,
the monitor screen is divided into four separate quadrants by
strategically placed calibration points as illustrated in Figure 1,
such that each quadrant is assigned different parameter values
that best describe the linear mapping between the image-to-
screen coordinates.

To alleviate the issue of noisy iris center estimations from
low-quality images, and hence smoothen the trajectory of the
mouse cursor on the monitor screen after mapping the iris
center coordinates to a POR, we propose to use a Kalman
filter to improve upon these noisy measurements. Indeed,
the Kalman filter is an algorithm that recursively utilizes
noisy measurements observed over time to produce estimates
of desired variables that tend to be more accurate than the
single measurements alone [22]. We define the Kalman filter
parameters for our specific application of smoothing the mouse
cursor trajectory as follows:
State Vector: We define the state vector xk+1 as,

xk+1 = [∆xs ∆ys]
T (4)

where ∆xs denotes the horizontal on-screen displacement,
(x

(3)
s −x(1)s ), and similarly for the vertical on-screen displace-

ment, ∆ys.
Transition Matrix: Assuming the eye movement during track-
ing to consist of fixation periods and smooth movement
between one visual stimulus and another, we represent the
transition matrix Ak+1 by a simple linear model of the ideal
mouse cursor trajectory during fixations and shifts between
visual stimuli as follows,

Ak+1 =

[
1 0
0 1

]
(5)

Measurement Vector: In our work, the measurement vector
zk+1 holds the estimated displacement of the iris center in
image coordinates and is defined as,

zk+1 = [∆xi ∆yi]
T (6)
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Figure 2. Five visual stimuli were displayed in succession on the monitor
screen during a brief calibration procedure in order to collect image-screen
coordinate pairs.

where ∆xi represents the horizontal image displacement,
(x

(3)
i −x

(1)
i ), and similarly for the vertical image displacement,

∆yi.
Measurement Matrix: The measurement matrix defines the re-
lationship that maps the true state space onto the measurement.
In our work, the values that populate the measurement matrix
can be derived from (3), such that this matrix maps the screen
coordinates onto the image coordinates,

Hk+1 =

 (x
(2)
i
−x(1)

i
)

(x
(2)
s −x

(1)
s )

0

0
(y

(2)
i
−y(1)

i
)

(y
(2)
s −y

(1)
s )

 (7)

Measurement Noise and Process Noise: The measurement
noise is represented by vector, vk+1 = [vxk+1v

y
k+1], char-

acterized by standard deviations δvx and δvy in the x- and
y-directions respectively, and similarly the process noise is
represented by vector, wk+1 = [wx

k+1w
y
k+1], characterized

by standard deviations δwx
and δwy

in the respective x-
and y-directions. The process noise is taken to represent the
characteristics inherent to the visual system itself, such that
the standard deviations δwx

and δwy
are therefore set to

a low value to model the small, microsaccadic movements
performed by the eye during periods of fixation. Values for
the standard deviations, δvx and δvy , that adequately smooth
the mouse cursor trajectory after the estimation of noisy iris
center measurements were found experimentally.

Separate Kalman filters are assigned to every screen
quadrant, with each filter being characterized by a different
measurement matrix corresponding to the screen quadrant for
which it is responsible. During tracking, all Kalman filters are
updated online to produce an estimate of the POR following
the estimation of the iris center coordinates, such that the on-
screen position of the mouse cursor can subsequently be up-
dated according to the Kalman filter estimate that corresponds
to the quadrant of interest. In updating the Kalman filters at
every time step, we ensure a smooth hand over between one
filter and another as the mouse cursor trajectory crosses over
adjacent screen quadrants.

III. EXPERIMENTAL RESULTS AND DISCUSSION

To evaluate the proposed eye-gaze tracking method, a
group of five participants consisting of two females and three
males with a mean age of 38.2 and standard deviation of 15.9,

Figure 3. A validation session consisting of nine visual stimuli displayed in
succession served to calculate the error of the estimated PORs.

were recruited for an experimental session. All participants
were proficient computer users without any prior experience
in the field of eye-gaze tracking, except one who was already
accustomed to the technology. The experimental procedure
was carried out on a 15.6” notebook display while each
participant was seated inside a well-lit indoor environment at
an approximate distance of 60 cm from the monitor screen and
the camera. Image data was acquired by the webcam that was
readily available on-board the notebook computer.

Following detection and tracking of the eye region, and
iris center localization, each participant was requested to sit
through a brief calibration procedure that served to estimate
the mapping functions required to transform the iris center
coordinates into a POR on the monitor screen. During the
calibration procedure, the participants were instructed to fixate
at five visual stimuli appearing in succession on the monitor
screen as shown in Figure 2, and requested to minimize their
head movement such that pairs of image-screen coordinates
were collected. The five visual stimuli were positioned strategi-
cally in order to divide the screen into four separate quadrants,
as illustrated in Figure 1. A different mapping function was
estimated for each quadrant according to the relationship
between the image and screen coordinates collected earlier.

Every participant was then requested to sit through a vali-
dation procedure that served to estimate the error between the
estimated POR and ground truth data. The validation procedure
consisted of nine visual stimuli which were evenly spread
throughout the monitor screen and displayed in succession
as shown in Figure 3. The participants were instructed to
move the mouse cursor with their eyes as close to each visual
stimulus as possible and hold its position for a brief period of
time such that the on-screen coordinates of the mouse cursor
were recorded, as shown in Figure 4 for one of the participants.
During the validation procedure, the participants were allowed
a small degree of head movement and were requested to
displace their head in a natural way. Table I displays the mean
and standard deviation of the error in pixels for each participant
in the x- and y-directions.

By analyzing the results in Table I, it can be observed that
in all cases the mean and standard deviation of the error in
the x-direction exceeds the error in the y-direction. The main
source for this discrepancy in error relates to inaccuracies in
estimating the iris center coordinates. For instance, it was noted
that despite retaining similar surrounding conditions between
different participants to reduce any bias in the results, the
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Figure 4. Validation result for one of the participants showing the displayed
visual stimuli (green) and the estimated on-screen PORs (blue).

TABLE I. MEAN AND STANDARD DEVIATION OF THE ERROR IN PIXELS
IN THE X- AND Y-DIRECTIONS, OF THE ESTIMATED ON-SCREEN POR

COORDINATES.

Participant Mean Standard Deviation
Number (x, y) (x, y)

1 (62.47, 19.63) (130.89, 14.14)
2 (41.88, 13.63) (132.76, 10.82)
3 (88.37, 45.62) (177.96, 79.82)
4 (47.21, 16.89) (107.75, 24.10)
5 (36.57, 17.10) (109.19, 34.81)

accuracy of the collected data was subject to the anatomical
characteristics of the participants. The protruding ridge of
the brow above the eye was more accentuated for some
participants rather than others, and this tended to create a dark
shadow around the inner corner of the eye which was at times
incorrectly segmented along with the iris region. Dark colored
pixels belonging to the eyelashes were also often segmented
with the iris region as shown in Figure 5, due to their close
resemblance in color to dark brown irises. This erroneous
inclusion of pixels which do not belong to the iris region
served to shift the center of mass of the segmented blob of
pixels horizontally towards the inner or outer eye corners, away
from the true iris center. It was found that even a seemingly
trivial error of a few pixels in the estimation of the iris center
coordinates inside the image frame, could result in a significant
error in the estimation of the POR at an approximate distance
of 60 cm from the monitor screen.

The main source for the error in the y-direction could be
the less than ideal positioning of the webcam at the top of
the monitor screen, in relation to the positioning of the eyes
as the user sits in front of the display. Indeed, commercial
systems usually place the tracking device below the monitor
screen in order to capture a better view of the visible portion
of the eyeball that is not concealed below the eyelid. Being
situated at the top of the screen, the webcam that is utilized in
our work captures a smaller portion of the iris especially when
the user gazes downwards, partially occluding the iris region
below the eyelid and potentially introducing an error in the
estimation of the iris center coordinates. It is, however, worth
noting that the proposed method for iris region segmentation
was equally capable of detecting the iris region under partial
occlusion by the eyelids as shown in Figure 6, and therefore
suitably alleviated the issue of the less than ideal positioning
of the webcam.

In order to put the error values tabulated in Table I into

(a) (b)

(c) (d)

Figure 5. Inclusion of eyelashes in the segmented iris regions in Figures (b)
and (d) corresponding to the eye region images in Figures (a) and (c).

(a) (b) (c)

Figure 6. The proposed method for iris region segmentation was capable of
localizing the iris center coordinates marked in green, under partial occlusion
of the iris region by the eyelids.

context, the mean error in pixels across all participants was
calculated and compared to the resolution of the computer
screen. Given that the resolution of the monitor screen is
equal to 1366 × 768 pixels, a mean error value of (55.30,
22.57) constitutes around 4% and 3% of the screen resolution
in the horizontal and vertical directions respectively. Also, at
a distance of 60 cm away from the monitor screen, a mean
error of (55.30, 22.57) pixels corresponds to (1.46◦, 0.71◦) in
visual angle. If the average on-screen icon is taken to have
an average size of 45 × 45 pixels, the mean error that is
achieved through the proposed method can be considered to be
within the footprint of the average on-screen icon and therefore
applicable to an HCI scenario.

IV. CONCLUSION

In this paper, we have proposed a passive eye-gaze tracking
method to estimate the POR on a monitor screen from low-
quality image data acquired by an integrated camera inside
a notebook computer. Following eye region detection and
tracking, we proposed an appearance-based method which
allows the localization of the iris center coordinates from low-
resolution eye region images. The iris center coordinates were
subsequently mapped to a POR on the monitor screen by linear
mapping functions, following which each POR estimate was
improved by Kalman filters to smoothen the mouse cursor
trajectory.
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The experimental results obtained following a validation
procedure revealed a noticeable discrepancy between the error
in the x- and y-directions, with the error in the x-direction
being the dominant between the two. The source for this
error was observed to be the incorrect segmentation of pixels
belonging to shadow or artifacts, such as the eyelashes, along
with the iris region, producing a horizontal shift away from
the true iris center. Nonetheless, the proposed method for iris
region segmentation was capable of detecting the iris region
under partial occlusion by the eyelids, especially when the
user gazes downwards, permitting the estimation of the POR
in less than ideal conditions. It is noteworthy to mention that
despite the availability of low-resolution eye region images,
the proposed method achieved a relatively low mean error of
(1.46◦, 0.71◦) in visual angle. Future work aims to compensate
for head movement inside the mapping functions, which map
the iris center coordinates to a POR on the monitor screen, in
order to permit larger head movement during tracking.
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Abstract—The usefulness of patterns to optimize the 

environmental impact of business processes and their 

infrastructure has already been described in literature. 

However, due to the abstract description of pattern solutions, 

the individual application of patterns has to be done manually 

which is time consuming, complex, and error-prone. In this 

work, we show how the Green Compensation pattern can be 

applied automatically to different individual Cloud-based 

business processes in order to lower the negative 

environmental impact of the employed Virtual Machines 

without any manual effort. We show how our Management 

Planlet Framework can be used to implement this concrete 

refined pattern solution in a reusable way. 

Keywords-Green Business Process Patterns; Management 

Automation; Cloud Computing; Infrastructure as a Service. 

I.  INTRODUCTION 

Today, organizations widely use business processes to 
describe the way they are doing business. Business processes 
compose and orchestrate various business services that are 
used to reach certain business objectives. The management 
and optimization of these business processes and their 
supporting infrastructure, therefore, has become an inherent 
part of organizational development. So far, typical 
optimization dimensions have been limited to cost, time, 
quality, and flexibility. This scope has been extended in 
recent years by the consideration of ecological indicators and 
measurements [1][2]. Based on legal requirements and 
increased customer awareness, more and more organizations 
keep track of and improve their environmental impact to 
save or extend their market shares [3][4]. 

There have been developed first approaches to guide and 
support organizations with tracking their environmental 
impact, like the ISO Standard 14001 [5]. Beyond that, a 
fundamental concept to improve the environmental impact of 
business processes is based on patterns that capture abstract 
knowledge about solutions for frequently recurring 
ecological issues, forces, and challenges. In Nowak et al. 
[6][7], we presented a set of Green Business Process 
Patterns that capture expertise about how to optimize 
business processes in terms of their environmental impact. 
However, these pattern-based approaches typically need to 
be refined manually for individual use cases due to the 
generic nature of patterns. Thus, the abstract solution 

described by patterns needs to be refined towards the 
concrete individual application to which it is applied to, in 
this context, the actual business processes, services, and 
underlying infrastructures. The problem of this manual 
refinement step is that (i) a deep technical knowledge as well 
as profound application management expertise is required to 
map the described abstract solution concepts to concrete 
circumstances [12], (ii) manual transformation steps are 
typically error-prone and time consuming [8], and (iii) the 
integration of heterogeneous process and application 
infrastructures needs to be handled. Especially for complex 
business processes that are commonly employed in 
enterprises today, a manual application of patterns does also 
come with additional risks, namely (i) unintended changes of 
the processes’ semantics, (ii) unpredictable side effects to 
other processes, and (iii) technical errors. Hence, the risk is 
much too high to apply such changes manually.  

As a result, there is a gap between the abstract nature of 
patterns and their actual application to real use cases that 
prevents applying the concept of patterns efficiently to the 
domain of Green Business Process Management. In addition, 
when applying changes to Cloud-based applications invoked 
from business process, the changes must be automated to 
ensure Cloud properties such as self-service, on-demand 
computing, and elasticity [29]. Therefore, we need a means 
that allows applying the generic knowledge captured in 
Green Business Process Patterns automatically to individual 
use cases. In this paper, we tackle these issues and present a 
conceptual approach to apply a pattern called Green 
Compensation [6] generically to various kinds of IaaS-based 
business processes that employ Virtual Machines (VMs) as 
underlying infrastructure service. The contributions of this 
paper are threefold: we first (i) describe the concrete 
refinement of the abstract Green Compensation pattern 
towards this VM-based use case, (ii) we present how the 
refined pattern can be automated independently from 
individual applications using the Management Planlet 
Framework [9][10][11][12], and subsequently we 
describe(iii) how our realization enables Cloud providers as 
well as customers to decrease the ecological impact of their 
applications significantly without any manual effort.  

The remainder is structured as follows: Section II 
describes background information about patterns and their 
application in general as well as the Green Compensation 
pattern and its use in a motivating scenario. Section III 
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describes our approach by refining the Green Compensation 
pattern solution and applying the methods from the 
employed Management Planlet Framework. Section IV 
provides related work and Section V concludes the paper. 

II. BACKGROUND, REQUIREMENTS, AND MOTIVATION 

SCENARIO 

In this section, we provide background information about 
patterns in general and the difficulties of automating their 
application. We introduce a Green Business Process Pattern 
named Green Compensation and a motivating scenario that 
is used throughout the paper explain our approach. 

A. Patterns and their Application 

Patterns describe problems that we can find over and 
over again in our environment or knowledge domain and the 
corresponding core of a solution to that problem [13]. Such 
an abstract solution, therefore, does not describe a single 
solution for a specific use case but describes the solution in a 
way such that it can be used again and again in individual 
scenarios [13]. Patterns usually have relations to other 
patterns indicating whether the fit together or not, or can be 
used as an alternative. Such a set of patterns for a particular 
domain is typically described as a pattern language. 

To address ecological aspects of enterprises, we intro-
duced Green Business Process Patterns [6][7] that help 
stakeholders to reduce the negative environmental impact of 
their business processes. Here, the term “green” is used as a 
synonym for all aspects related to the environmental impact 
such as CO2 emissions, pollution, waste, etc. Considering 
Cloud-based business processes, the environmental impact of 
a process not only depends on the structure of that process 
but also on the services that are invoked. Therefore, Green 
Business Process Patterns do not focus on the control and 
data flow of processes only, but also on the resources that are 
used as well as the communication among them. 

Due to the abstract description of pattern solutions, their 
application typically requires a manual refinement of the 
patterns towards the actual use case in which they shall be 
applied [12][14]. Thus, the abstract solution described by a 
pattern must be transformed into a description of concrete 
management tasks that have to be executed to apply the 
pattern. In the domain of Cloud Computing, this means 
dealing with low level technical issues such as orchestrating 
management APIs or executing configuration scripts [10]. 
Unfortunately, this is a technically complex, time 
consuming, and error prone challenge [8][12]. To tackle 
these issues, Cloud application management and, therefore, 
applying patterns in this domain must be automated. As a 
result, the two main issues that have to be tackled when 
applying the concept of patterns efficiently to the domain of 
Cloud Computing are (i) handling the technical complexity 
of pattern refinement for individual use cases and (ii) 
automating this refinement step and its actual execution to 
avoid manual errors [12]. The approach presented in this 
paper considers these issues and provides an automated 
means to apply patterns to individual use cases based on a 
formerly developed Application Management Framework. 

B. Green Compensation Pattern 

In this paper, we use a motivating scenario to better 
describe our approach. As part of this motivating scenario, 
we show how the pattern Green Compensation can be 
refined and applied in an automated manner in order to cover 
the complex management tasks necessary to realize this 
pattern. Therefore, we will first introduce the Green 
Compensation pattern by providing a shortened description 
of the pattern. The complete description of the Green 
Compensation pattern can be found in Nowak et al. [6]. 

To ease the use, handling, and identification of patterns, 
they are typically described in a common format. We use a 
shortened format originating from Nowak et al. [6] that 
consists of an icon and intend that allow a quick 
identification and classification of the pattern. Subsequently, 
the context describes the scenario in which the pattern might 
be used, the problem describes the forces the pattern is 
confronted with, the solution provides an abstract and 
implementation independent solution of the problem, the 
result describes the context after applying the pattern, and 
the example provides different scenarios where the pattern 
has been successfully applied to. Given that format, the 
Green Compensation pattern is described as follows: 

 

Pattern: Green Compensation 
 

Improve the negative environmental impact without 

changing the process model or the resources of a business 

process. 
 

Context: An Enterprise uses a multi-services value stream 
and wants to contribute to the harmony and health of the 
environment without changing processes and resources. 
 

Problem: Enterprises typically describe their business 
processes based on various functional requirements. This line 
of action ensures that business processes are able to reach 
defined business objectives. However, when considering 
environmental objectives, the design of a process may differ 
from the functional driven design. Due to internal or 
legislative guidelines, these changes in the process model 
may not be allowed. Thus, the challenge is to improve the 
negative environmental impact of a business process without 
changing its structure or employed resources. 
 

Solution: Each time a business process or service that can’t 
be altered is instantiated, a corresponding compensation 
process or activity will be instantiated as well. A 
compensation process or activity is used to compensate at 
least parts of the negative environmental impact by using 
services that invest in climate projects, for example. 
Therefore, the environmental impact must be quantified 
accordingly. Figure 1 describes the different steps of the 
abstract solution as a process modeled in BPMN [15]. 
 

Quantify
Environmental

Impact

Setup
Compensation 

Activity

Integrate
Compensation 

Activity
 

Figure 1.  Abstract Solution of the Green Compensation Pattern. 
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Result: Although the original processes or services will not 
be altered, their negative environmental impact can be 
reduced from a global point of view. The negative impact 
will not be eliminated, however, it will be compensated with 
a positive impact from other projects. 
 

Example: The oil company JET offers customers in 
Germany a sustainability program that compensates the CO2 
emission caused by the amount of gas they refuel [16]. The 
railroad company Deutsche Bahn also offers a sustainability 
program where the CO2 emissions of customers may be 
compensated [17]. Companies that do not run own programs 
can use the service of MyClimate [18], for example. 

C. Motivating Scenario 

In this section, we introduce a case study that is used as 
motivating scenario throughout the paper to illustrate the 
difficulties of refining abstract solutions from patterns and 
applying them in an automated fashion to individual use 
cases. Let us consider a company called WiFo that provides a 
service for electricity producers that forecasts the wind 
situation for the next day. For flexibility reasons, WiFo runs 
various service-based applications in a Cloud that are 
orchestrated by business processes. One of their main 
processes is depicted in Figure 2 and consists of three steps: 
(1) the simulation data needs to be set up, (2) the forecast 
calculation is performed, and (3) the results are analyzed.  
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(ForecastService)

(Webserver)

(Connection)

(hostedOn)

(LinuxVM) 

(hostedOn)

(PrivateCloud)

(Database)

(DBMS)

(hostedOn)

(hostedOn)

Setup 
Simulation Data

Perform
Forecast

Calculation

Analyze
Results

+ +

 
Figure 2.  Motivating Scenario. 

As we can see in Figure 2, step (1) and step (3) are 
modeled as sub-processes, i.e., these tasks include several 
other subtasks that are omitted here. Step (2) is modeled as 
single task that invokes a forecast service that is hosted on an 
Apache Tomcat running on an Ubuntu Linux operating 
system. The complete application stack is hosted on their 
private Cloud environment. To analyze their business 
processes, WiFo has made use of existing approaches in the 
domain of Green Business Process Management [19]. As a 
result of the analysis, WiFo decided to apply the Green 
Compensation pattern [6] as they do not want to change their 

process from a functional perspective, i.e., they do not want 
to change the control flow or employed resources. 

For the application of the selected Green Compensation 
pattern, WiFo needs to take care of the following tasks. First, 
the negative environmental impact (often described as CO2 
equivalents) that is induced by the process needs to be 
quantified. The impact of using IT services depends mainly 
on the electricity consumption of the services and their 
corresponding infrastructure. In Nowak et al. [2], we 
investigated the main drivers for electricity consumption of a 
computer system and found that CPU utilization is the most 
dominant one. The challenge here is to (i) identify the 
infrastructure and all components that are employed a 
business process and (ii) to analyze which components are 
responsible for a negative environmental impact. In addition, 
(iii) these steps must be automated as argued in Section II.A. 

The second challenging task is improving the 
environmental impact of the infrastructure and the employed 
components. Naively, WiFo could simply change the 
resources they are using. However, as WiFo does not want to 
change the employed resources and their configurations, we 
need some external means to improve the environmental 
impact without changing the environment. As described in 
the Green Compensation pattern, it might be suitable to use 
external CO2 compensation services that offset the CO2 

emissions by supporting various climate projects. Thus, a 
suitable service for CO2 compensation has to be found and 
an appropriate invocation of this service in the existing 
infrastructure has to be integrated based on CPU utilization 

However, the integration of the CO2 compensation 
service is not trivial as the infrastructure must be accessed to 
set up the service invocation. This typically requires a lot of 
technical expertise, for example, the login to a VM via SSH 
and the installation of the corresponding components. In 
addition, a monitoring agent that keeps track of the CPU 
utilization needs to be installed, configured, and connected to 
determine the CO2 compensation of a service based on its 
utilization [2]. As an additionally aspect, all these steps must 
be performed rapidly to avoid system downtime. In 
summary, without having detailed knowledge about these 
steps, applying the abstract Green Compensation pattern 
results in a major management issue that must be executed 
carefully to (i) avoid system downtime caused by technical 
errors or slow execution and (ii) donating too much money 
caused by a wrong configuration that leads to false (e.g., too 
high) estimated CO2 emissions. These results comply with 
the two issues described in Section II.A. Applying patterns in 
the domain of Cloud application management must, 
therefore, tackle (i) the technical complexity of solution 
refinement and (ii) the automation of refinement and solution 
execution. In this paper, we show how this can be realized 
using our approach for the Green Compensation pattern. 

III. AUTOMATION OF THE GREEN COMPENSATION 

PATTERN FOR VM-BASED BUSINESS PROCESSES 

In this section, we present our approach to apply the 
Green Compensation pattern automatically to various kinds 
of VM-based applications that are hosted in the Cloud. We 
additionally show how the two requirements for applying 
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patterns in the domain of Cloud Computing, as introduced in 
Section II.A, are addressed and how the approach can be 
used to automate the application of the Green Compensation 
pattern to our motivating scenario described in Section II.C. 
This section is structured as follows: in the next 
subsection III.A, we first describe how CO2 emissions of 
Virtual Machines can be determined and compensated. In 
section III.B, we refine the abstract solution of the Green 
Compensation pattern based on these compensation 
mechanisms towards an application for Virtual Machine-
based business processes hosted in a Cloud. In section III.C, 
we show how the refined solution can be automated using 
our Pattern-based Management Planlet Framework we 
developed in former work. The result of this approach is a 
refined and fully-automated Green Compensation pattern 
that can be applied to various Virtual Machine-based 
applications for compensating their CO2 emission. 

A. Determination and Compensation of CO2 Emissions 

caused by Virtual Machines 

To apply the Green Compensation pattern to Virtual 
Machine-based service of a business processes, it is vital to 
identify their environmental impact. In Nowak et al. [2], we 
presented an approach that allows determining the energy 
consumption of a Web Service. In a nutshell, we distribute 
the total energy consumption of a physical system between 
the different services running on that system. As a means for 
distributing the total energy consumption, we are using the 
CPU utilization that is allocatable to each service. In case of 
having multiple VMs running on a physical system, we can 
extend that approach transitively and use the CPU utilization 
of a VM to distribute the total energy consumption of the 
hypervisor between the VMs running on that hypervisor. 

To ease the use of external compensation services, we 
translate the energy consumption of a service and its 
underlying VM to CO2 equivalents. To calculate the 
corresponding CO2 equivalent from the energy consumption, 
the individual energy mix of a server location needs to be 
considered. In Germany, the Federal Ministry for 
Environment [21] provided an average of 0,55kg CO2 per 
KWh in 2010. In the US, the average was about 0,59kg CO2 
per KWh [22] in 2009. Based on that conversion, various 
compensation services can be used such as PrimaKlima [21] 
or CarbonFund [25]. The main objective of those services is 
to offset CO2-emissions through, for example, reforestation, 
investments in renewable energy, or the purchase of carbon 
credits that prevents businesses from pollution. We employ 
such compensation services to compensate the determined 
CO2 emission of the Virtual Machines for which the 
measured negative environmental impact shall be improved. 

B. A Method to refine the Green Compensation Pattern 

All Green Business Process Patterns documented in 
Nowak et al. [6], including the Green Compensation Pattern 
shown in Section II.C, describe solutions in a very abstracted 
fashion. In order to apply them to automated business 
processes and their underlying IT-infrastructure, the given 
solution must be refined, i.e., the solution must be described 
as management steps that have to be performed in order to 

apply the pattern in the context of and focus on Virtual 
Machines. If we recall the motivating scenario from 
Section II.C, WiFo wants to compensate the “Perform 
Forecast Calculation” activity of their business process. This 
activity invokes a Cloud service that is performing the actual 
calculation. To compensate the negative environmental 
impact of the underlying Virtual Machine that is hosting that 
service, we need to describe a refined solution towards this 
VM-based context that covers all steps to be performed. 

The Green Compensation pattern ensures that the 
changes to be applied do not change the actual processes and 
employed resources (cf. Section II.B). Therefore, to 
instantiate the compensation activity that improves the 
negative environmental impact by compensating CO2 
emission, this must be considered and the process as well as 
the resources must not be changed. As a result, we need a 
means to integrate this compensation activity transparently 
to the process. Therefore, we only install a new monitoring 
component on the Virtual Machine and do not change the 
other components or configurations of the process.  

 

Figure 3 shows an overview of the method we applied to 
refine the pattern as BPMN diagram [15]. In the first step, 
the Virtual Machines that are responsible for the negative 
environmental impact of an activity need to be identified. 
Using that information, the next step includes the installation 
of a monitoring agent. In the BMWi funded project 
“Migrate!” [24], we have developed such an agent that is 
based on sigar [23]. That agent is able to gather the relevant 
CPU utilization of a VM. Details on which other 
performance counters should be tracked and on what time 
interval can be set in the following “Configure Monitoring 
Agent task”. After choosing a Compensation Service, the 
Monitoring Agent needs to be connected to that service in 
order to initiate the compensation based on the actual 
environmental impact of the service. Here, different rules 
may be specified and configured depending on the business 
objectives. If WiFo wants to compensate, for example, 100 
percent of their forecast service, the compensation service 
initiates a compensation for 100 percent of the total energy 
consumption of the service. In case the compensation should 
additionally be based on other aspects, like the number of 
invokes or the total environmental impact of WiFo, 
additional components need to be provided and integrated. 

 

Identify VM to
compensate

Install
Monitoring

Agent

Configure
Monitoring

Agent

Define
Compensation

Rules

Connect Agent
To  Compensation 

Service
 

Figure 3.  Refined Green Compensation pattern solution for Virtual 

Machine-based business processes. 

C. Employed Management Framework 

The employed Management Planlet Framework [9][10] 
[11][12] enables the automation of applying management 
patterns by generating declarative models that can be briefly 
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Figure 4.  Overview of the Management Planlet Framework’s pattern refinement and automation method (adapted from [9][12]) 

transformed fully automatically into executable workflows. 
In this section, we describe the management framework to 
provide required information. The framework’s architecture 
and employed artifacts are shown in Figure 4. 

We now describe how this framework can be used to 
apply a management pattern fully automatically to a running 
application. In the first step, the application's structure and 
all runtime information are captured as formal ETG. This 
model contains all nodes and relations of the process 
including runtime information in the form of properties, e.g., 
VM nodes provide IP-Address and SSH credentials. ETGs 
can be discovered fully automatically using the plugin-based 
ETG Discovery Framework [26]. Thus, this framework 
enables to automatically identify all VMs of a business 
process that are related to its environmental impact.  

ETGs can then be transformed into Desired Application 
State Models (DASMs) through automatically applying 
management patterns. A DASM is a declarative description 
of management tasks to be performed on the application. It 
consists of (i) the application’s ETG and (ii) one or more 
Management Annotations, which are declared on nodes and 
relations to specify management tasks to be executed on the 
associated element, e. g., that a given node shall be created, 
configured, or destroyed. Management Annotations define 
management tasks only declaratively, i.e., only what has to 
be done, but not how. Therefore, the framework employs a 
Plan Generator that consumes DASMs and generates 
executable workflows by orchestrating so called 
Management Planlets, which are small workflows that 
execute the Management Annotations declared on nodes and 
relations. Thus, they provide the imperative logic required to 
execute declarative Management Annotations in DASMs. 
Because the actual workflow generation is not important to 
understand the presented approach, we refer to Breitenbücher 
et al. [9][10][11][12] for more details and explanations. 

To automatically transform ETGs into DASMs, the 
framework employs (i) Semi-Automated Management 
Patterns (SAMPs) and (ii) Automated Management Idioms 
(AMIs), which both consume ETGs and output DASMs that 
describe the tasks to be performed. SAMPs implement the 

generic solution of high-level patterns and can be used to 
semi-automate the application of patterns. For example, the 
Green Compensation pattern is such a high-level pattern 
because it provides only generic information and requires 
additional manual refinement for its application. In contrast 
to this, an AMI provides a detailed refinement of a certain 
SAMP for a concrete use case. For example, the refinement 
of the Green Compensation pattern for Virtual Machines as 
shown in Figure 3 can be implemented as AMI that contains 
all required information to fully automate its application. 
Consequently, the output DASMs of SAMPs typically 
require additional manual refinement whereas the output 
DASMs of AMIs can be used directly to generate the 
workflows. Therefore, we realize the VM-based refinement 
of the Green Compensation pattern as fully automated AMI. 

An AMI consists of two parts: (i) a Topology Fragment 
and (ii) a Topology Transformation. The fragment is a small 
segment of a topology used to check if the AMI is applicable 
to a certain ETG. Therefore, the fragment defines nodes and 
relations that must match elements in the ETG of the 
application in order to apply the pattern to the matching 
elements. The second part is a Topology Transformation that 
defines how to transform the input ETG to the DASM. Thus, 
it implements the AMI's refined solution by attaching 
Management Annotations to the affected nodes and relations. 
The resulting DASM then describes the management tasks to 
be performed on the application to apply the refined pattern. 

D. VM-based Green Compensation AMI 

In this section, we automate the refined Green 
Compensation pattern solution presented in Section X and 
show how the concept of AMIs can be used to implement a 
VM-based Green Compensation AMI that can be applied 
automatically to various VM-based business processes for 
compensating their CO2 emissions. To create an AMI, the 
Topology Fragment must be defined first. In our scenario, 
this means that only a node of type LinuxVM must be defined 
as it (i) does not matter which underlying infrastructure is 
employed to host the VM, (ii) all Linux Virtual Machines 
enable remote access via SSH, and (iii) it does not matter 
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which components are hosted on the Virtual Machine. Thus, 
the AMI’s Topology Fragment is as simple as shown in 
Figure 5 on the left and defines that the AMI can be applied 
to all nodes in ETGs that are of type LinuxVM.  

 

VM-based Green Compensation AMI 

TransformationTopology Fragment

(LinuxVM)

 
Figure 5.  Automated Management Idiom (AMI) that refines the Green 

Compensation pattern for VM-based business processes 

Secondly, the refined solution of the Green 
Compensation pattern shown in Figure 5 needs to be 
implemented as Topology Transformation. Therefore, the 
transformation has to modify the ETG for creating the 
DASM as follows: it has to (i) add a new node of type 
Monitoring Agent with attached Create-Management 
Annotation that defines that this node must be created, (ii) 
add a hostedOn relation from the Monitoring Agent node to 
the VM node including a Create-Management Annotation, 
(iii) add a CO2 Compensation Service node without 
Management Annotation as this node already exists from 
third parties, and finally (iv) connect the Monitoring Agent 
to the Compensation Service node by a relation of type uses 
that must be created, too. Therefore, this relation has an 
attached Create-Annotation as well. To configure the 
Monitoring Agent node, an additional Configure-
Management Annotation is attached to the Monitoring Agent 
node that defines that a configuration (also described in the 
Annotation) has to be set. This configuration can be 
implemented directly in the AMI.  
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Figure 6.  DASM resulting from applying the VM-based Green 

Compensation AMI to the motivating scenario 

When this AMI is applied to a VM node contained in an 
ETG, the transformation will be applied and the 
corresponding DASM that can be used to generate the 
corresponding workflow is returned. Thus, the AMI is not 
bound to individual applications and can be applied 
generically to all business processes that contain Virtual 
Machine nodes in their ETG. Figure 6 shows the DASM that 
results from applying the described AMI to the motivating 
scenario. The green circles represent Create-Management 
Annotations while the blue circle represents the Configure-
Management Annotation. The shown DASM defines exactly 
the management tasks to be executed for applying the pattern 
as described in the refined process shown in Figure 3. This 
DASM is then consumed by the framework’s Plan Generator 
that searches and orchestrates appropriate Management 
Planlets implementing the required management logic to 
execute the management tasks described by the Management 
Annotations declared on nodes and relations in the DASM. 

Consequently, this section showed how the requirements 
analyzed in Section II.A can be tackled for the automation of 
the Green Compensation pattern towards VM-based 
applications: first, the technical complexity is hidden 
completely by the AMI’s transformation and the 
Management Planlets. Only the configuration of the 
monitoring agent may be up to the administrator, but this can 
be modeled also directly in the AMI’s transformation if 
wanted. Secondly, the whole application of the pattern 
including its refinement for VM-based business processes is 
automated by the AMI. Thus, the result can be applied fully 
automatically to individual VMs to compensate their CO2 
emission. The implementation of our prototype proves the 
technical feasibility of the approach in general [9] [12]. 

However, the presented approach also requires 
significant effort that needs to be spent upfront. Automation 
is not free of charge but patterns need to be refined, AMIs 
need to be implemented as well as the corresponding 
Management Planlets. Whereas the definition of Topology 
Fragments is a rather trivial task the implementation of 
Topology Transformations may result in many unpredictable 
issues. The implementation of Management Planlets that 
capture these transformations require a lot of technical 
expertise regarding the employed technologies, e.g., 
connecting to a virtual machine using SSH and installing the 
required monitoring components is a non-trivial task due to 
firewalls and other security mechanisms. In addition, 
different structures of various kinds of VM-based 
applications must be considered in advance to provide a 
correct solution implementation. On the other hand the 
advantage is that these steps only have to be done once and 
the result can be used repeatedly. For example, Management 
Planlets can be used in various different automated 
management tasks and, therefore, the reusability aspect of 
this approach typically outvotes the effort that must be spent 
during the initial implementation. Moreover, the 
implementation of AMIs can be guided using a development 
method we presented in [27]. 

Besides the required effort and expertise the presented 
approach improves existing ones in the following aspects: (i) 
the generic Management Planlet Framework enables the 
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integration of various kinds of proprietary and heterogeneous 
technologies seamlessly into the overall Management Plan 
generation [10]. The refined solution that is implemented in 
our AMI is independent of individual technologies. Thus, it 
does not matter if the virtual machine is hosted on a public 
Cloud, for example Amazon EC2, or if a physical server is 
employed in the local infrastructure of an enterprise. (ii) the 
refinement of the Green Compensation pattern for use in 
VM-based applications demonstrates how non-functional 
requirements of the optimization of applications can be 
automated based on patterns. This automation is vital in the 
domain of Cloud application management. Therefore, the 
approach shows how the concept of patterns can be 
implemented to consider ecological aspects in enterprises 
without requiring the deep-technical knowledge that is 
mandatory to refine patterns manually each time. (iii) the 
automated refinement of patterns supports economics of 
management. The implemented transformation routines, i.e., 
the AMIs and Planlets, are reusable for individual 
applications and, therefore, further effort for managing these 
applications is minimized to a simple AMI selection.  

The actual CO2 emission of an application that can be 
compensated mainly depends on the individual application. 
Therefore, we are not able to present some dedicated figures 
representing absolute savings or improvements. Moreover, 
the approach shows holistically how improvements may be 
realized when using Cloud-based applications. 

IV. RELATED WORK 

The Green Compensation pattern we used in this work is 
only one possible pattern to improve the CO2 emissions of 
enterprises. In Nowak et al. [6][7], we present a bunch of 
patterns that can help to improve the negative environmental 
impact of enterprises. Moreover, more and more companies 
have own strategies to improve CO2 emissions. Amazon 
AWS, for example, has built datacenters in Oregon that only 
use green hydro-electric power [28]. 

Falkenthal et al. [14] present an approach that enables 
capturing directly reusable implementations of patterns by 
linking them to the patterns they originate from. In addition, 
they describe how such Solution Implementations can be 
aggregated using explicit operators. Therefore, this approach 
could be used to link the workflow that implements the VM-
based solution refinement directly with the Green 
Compensation pattern. However, this does not tackle the 
issue considering the technical complexity described in 
Section II.A: during the workflow’s implementation, the 
technical complexity of accessing the VM, installing and 
configuring the agent, etc. must be implemented manually. 
This requires a lot of technical expertise that is shifted in our 
approach completely to the employed management 
framework: implementing the AMI’s transformation requires 
no technical knowledge about the underlying technologies. 

Fehling et al. [30] present an approach that enables 
annotating so called Implementation Artifacts to architectural 
patterns that can be used during their application to 
instantiate the pattern’s solution. These artifacts may range 
from software artifacts and configuration files to executable 
processes that implement certain management functionality 

of concrete components that can be used to implement the 
pattern. The annotated artifacts may support and guide 
applying and refining patterns. However, the approach 
supports only manual pattern application. In our work, we 
focus on fully automated pattern application. In a further 
work, Fehling et al. [29] present how the application of 
Cloud Application Management Patterns can be supported 
by providing abstract processes that define the high-level 
steps to perform the solution. These abstract processes must 
be then refined manually for individual use cases. Despite 
these management patterns are interrelated with their 
architectural patterns that may provide reusable management 
flows in the form of Implementation Artifacts, the 
refinement approach remains mainly manual: the artifacts 
may be used to ease implementing parts of the solution 
process, but their orchestration must be done manually.  

In Breitenbücher et al. [12], we showed how the Stateless 
Component Swapping Pattern, which is a pattern that 
enables migrating an application component without 
downtime, can be automated using the Management Planlet 
Framework similarly as presented in this paper. Thus, the 
suitability of using the framework for automating patterns is 
technically feasible in general. Therefore, the findings of 
Breitenbücher et al. [12] and this paper provide the basis for 
continuing the automation of patterns following this concept. 

The original Management Planlet Framework [9] is 
extended in several publications. In Breitenbücher et al. [11], 
we showed how management tasks can be annotated with 
policies that define non-functional requirements on the 
execution of the task, e.g., security requirements such as the 
location of a Virtual Machine. In Breitenbücher et al. [10], 
we presented an approach to specify and integrate imperative 
logic into the declarative concept of DASMs. Thus, these 
extensions show that the Management Planlet Framework 
provides a flexible means for automating pattern.  

V. CONCLUSION 

In this paper, we addressed the gap between the abstract 
description of pattern solutions and their application to 
individual Cloud-based business processes. As the manual 
application of a pattern is typically very complex, time 
consuming, and error-prone we proposed an approach that is 
able to apply the Green Compensation pattern to individual 
use cases automatically over and over again. Therefore, we 
first described a method on how to refine the Green 
Compensation pattern to represent all necessary management 
tasks for its application. Next, we showed how the employed 
Management Planlet Framework is used to implement that 
concrete and detailed pattern solution in a reusable way. 

In our future work, we (i) plan to extend that approach to 
support further Green Business Process Management 
patterns and (ii) evaluate the refinement of patterns from 
other domains to identify possible extensions. 
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Abstract—Management patterns are a well-established con-
cept to document reusable solutions for recurring application
management issues in a certain context. Their generic nature
provides a powerful means to describe application management
knowledge in an abstract fashion that can be refined for in-
dividual use cases manually. However, manual refinement of
abstract management patterns for concrete applications prevents
applying the concept of patterns efficiently to the domain of Cloud
Computing, which requires a fast and immediate execution of
arising management tasks. Thus, the application of management
patterns must be automated to fulfill these requirements. In this
paper, we present a method that guides the automation of Cloud
Application Management Patterns using the Management Planlet
Framework, which enables applying them fully automatically to
individual running applications. We explain how existing manage-
ment patterns can be implemented as Automated Management
Patterns and show how these implementations can be tested
afterwards to ensure their correctness. To validate the approach,
we conduct a detailed case study on a real migration scenario.

Keywords—Application Management; Cloud Computing; Man-
agement Patterns; Management Automation.

I. INTRODUCTION

Management patterns are a well-established concept to
document reusable solution expertise for frequently recurring
application management problems in a certain context [1].
They provide the basis for the implementation of management
processes and influence the architecture and design of appli-
cations. The generic nature of patterns enables management
experts to document knowledge about proven solutions for
challenging management issues in an abstract, structured,
and reusable fashion. This supports application managers in
solving concrete instances of the general problem. Applying
management patterns, e. g., to scale or to migrate application
components, to concrete real use cases in the form of running
applications requires, therefore, typically a manual refinement of
the pattern’s abstract high-level solution towards the individual
use case [2]. However, the manual refinement and application
of management patterns is time-consuming and, therefore, not
appropriate in the domain of Cloud Computing since the
immediate and fast execution of arising management tasks
is of vital importance to achieve Cloud properties such as
pay-as-you-go pricing models and on-demand computing [1].
This is additionally underscored by the fact that human
errors are the largest cause of failures of internet services
and large systems [3][4]. Especially the rapid evolution of
management technologies additionally strengthens this effect:
complex management tasks can be executed much easier and
quicker due to powerful management interfaces offered by
Cloud providers that abstract from technical details. However,
this increases the probability of human errors because there
is hardly any notion of the underlying physical infrastructure

and the actual impact the executed tasks may have [1]. As a
consequence, to use the concept of patterns efficiently in the
domain of Cloud Application Management, the (i) refinement of
management patterns for individual use cases as well as (ii) the
execution of the refined solution must be automated since
manual realizations are too slow, costly, and error prone [2].

However, the difficulties of automating management patterns
are manifold. Especially the immense technical expertise
required to refine a pattern’s abstract solution towards a concrete
use case is one of the biggest challenges in terms of automation.
To tackle these issues, we presented the pattern-based Manage-
ment Planlet Framework in former works [2][5][6][7][8], which
enables applying management patterns automatically to concrete
running applications for executing typical management tasks
such as migrating applications or updating components without
downtime [2]. The framework employs so called Automated
Management Patterns, which implement a certain management
pattern in a way that enables its application to various individual
use cases either semi-automatically or even fully-automatically.
However, the implementation of these automated patterns is a
non-trivial task that requires special attention to ensure a high
quality and correctness of their automated executions on real
applications. This issue is tackled in this paper. We present a
method that enables automating Cloud Application Management
Patterns using the Management Planlet Framework introduced
above. We show how management patterns described in natural
text can be analyzed and implemented in a generic way that
enables applying the captured solution logic automatically
to concrete use cases in the form of running applications—
independently from individual manifestations. To guide this
analysis, the method describes how the relevant information
required to automate a management pattern can be extracted
from its textual description. The presented method can be
used to automate various kinds of management patterns, which
enables applying this concept efficiently in the domain of
Cloud Application Management. We prove the feasibility of our
approach by a detailed case study that considers the automation
of an existing migration pattern and various applications of the
presented method to automate other management patterns.

The remainder of this paper is structured as follows: in
Section II, we explain the employed Management Planlet Frame-
work, which provides a generic means to automatically apply
management patterns to individual applications. Section III
presents the main contribution of this paper in the form of a
method to automate existing Cloud Application Management
Patterns using the employed Management Planlet Framework.
We conduct a detailed case study in Section IV to illustrate how
the method can be applied to automate an existing migration
pattern. Section V discusses related work. Section VI concludes
the paper and provides an outlook on planned future work.
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Figure 1. Architecture and concept of the Management Planlet Framework (adapted from [2][6][7][8]).

II. EMPLOYED MANAGEMENT FRAMEWORK

In this section, we present the employed Management
Planlet Framework [2][5][6][7][8] that provides the basis for
automating management patterns. The framework can be used
for the (i) initial provisioning of applications [7] as well as
(ii) for runtime management of applications [6], which is the
focus of this paper. The framework’s management approach is
shown in Figure 1 and can be summarized as follows: first, the
application to be managed is captured by a formal model called
Enterprise Topology Graph. In the second step, an Automated
Management Pattern is applied that transforms this Enterprise
Topology Graph into a Desired Application State Model, which
declaratively specifies the management tasks to be performed.
This DASM is then transformed into an executable Management
Workflow by a Plan Generator in the last step. In the following,
we explain these steps and the involved artifacts in detail.

A. Enterprise Topology Graph (ETG)

An Enterprise Topology Graph (ETG) [9] is a formal model
that describes the current structure of a running application
including its state. ETGs are modelled as directed graphs that
consist of nodes and relations (elements) representing the
application’s components and dependencies. Each element has
a certain type and provides properties that capture runtime
information. For example, a node may be of type “VirtualMa-
chine” and provides properties such as its “IP-Address”. ETGs
can be discovered fully automatically using the ETG Discovery
Framework [10]. This framework only requires an entry point of
the application, e. g., the URL of an application’s Web frontend,
to discover the whole ETG fully automatically including all
software and infrastructure components of the application.

B. Automated Management Patterns (AMP)

An Automated Management Pattern (AMP) is a generic
implementation of a management pattern that can be applied
automatically to individual applications that match a predefined
application structure, e. g., to migrate an application without
downtime. An AMP consumes the ETG of the application
to which the implemented pattern shall be applied and au-
tomatically specifies the management tasks that have to be
performed on the application’s nodes and relations. Therefore,
AMPs consist of two parts: the (i) Topology Fragment describes
the application structure to which an AMP can be applied, i. e.,
it models the nodes and relations that must match elements in
an ETG to apply the pattern to these matching elements. The
(ii) Topology Transformation consumes the application’s ETG
and automatically creates a Desired Application State Model,
in which it specifies the management tasks to be performed in
the form of abstract Management Annotations that are declared
by the transformation on nodes and relations of the ETG.

C. Desired Application State Model (DASM)

A Desired Application State Model (DASM) describes
management tasks to be performed on nodes and relations of a
running application in a declarative manner. It consists of (i) the
application’s ETG and (ii) Management Annotations, which are
declared on nodes or relations of the ETG. A Management
Annotation (depicted as coloured circle) specifies a small
management task to be executed on the associated element, but
defines only the abstract semantics of the task, e. g., that a node
shall be created, but not its technical realization. For example, a
Create-Annotation attached to a “MySQLDatabase” that has a
“hostedOn” relation to an “UbuntuVM” means that the database
shall be installed on the VM. Similarly, there are annotations
that specify specific management tasks, e. g., an ImportData-
Annotation attached to a database defines that data has to be
imported. Management Annotations may additionally define
that they must be executed before, after, or concurrently with
another annotation. Due to the declarative nature of DASMs,
only the what is described, but not the how. Thus, in contrast to
imperative descriptions such as executable workflows [11] that
define all technical details, DASMs can not be executed directly
and are transformed into workflows by the Plan Generator.

D. Management Planlets & Plan Generator

In the last step, the created DASM is automatically trans-
formed into an executable Management Workflow. This is
done by the framework’s Plan Generator, which orchestrates
so called Management Planlets. A Management Planlet is
a small workflow that executes one or more Management
Annotations on a certain combination of nodes and relations.
For example, a Planlet may deploy a Java application on a
Tomcat Webserver. The Plan Generator tries to find a suitable
Management Planlet for each Management Annotation specified
in the DASM that executes the corresponding management task.
Thus, Management Planlets are reusable building blocks that
provide the low-level imperative management logic to execute
the declarative Management Annotations declared in DASMs.

E. Development of Automated Management Patterns

DASMs provide the basis to implement AMPs on a high-level
of abstraction: management tasks need to be specified only
abstractly in the form of declarative Management Annotations
without the need to deal with the complex, low-level, and
technical issues required for their execution. These technical
details are considered only by the responsible Management
Planlets. However, since management patterns typically capture
multiple steps to be performed, the development of AMPs is
a challenging task and needs careful consideration. Therefore,
we present a method that guides the development of AMPs.
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Figure 2. Method to automate existing Cloud Application Management Patterns.

III. A METHOD TO AUTOMATE CLOUD APPLICATION
MANAGEMENT PATTERNS

In this section, we present a method to automate existing
management patterns through implementing them as AMPs. We
distinguish here between two kinds of AMPs: Semi-Automated
Management Patterns (SAMPs) [6] implement patterns on an
abstract level, e. g., to migrate any kind of application to
another location. Therefore, applying SAMPs typically requires
a manual refinement of the resulting DASMs before they can be
transformed into the corresponding workflows, e. g., abstract
nodes types must be replaced, additional nodes or relations have
to be inserted, or further Management Annotations have to be
added. An Automated Management Idiom (AMI) [2] implements
a refined version of a management pattern for a concrete use
case, e. g., to migrate a Java application hosted on an Apache
Tomcat Webserver to the Amazon Cloud. As a consequence,
applying AMIs results in already refined DASMs that can be
translated directly into workflows. The method is shown in
Figure 2 and consists of two phases: in the (i) Development
Phase, the management pattern to be automated is analyzed
and implemented as SAMP or AMI. In the (ii) Test Phase, the
implementation is verified for correctness. In the following
subsections, we explain the five steps of the method in detail.

A. Model the pattern’s context as Topology Fragment

Analyze the management pattern’s context with focus on the
application structures to which the pattern can be applied and
model this information as Topology Fragment.

Cloud Application Management Patterns typically consist
of several parts that describe the pattern in natural text [1]. In
the method’s first step, the textual description of the pattern to
be automated is analyzed in terms of the application structures
to which the AMP shall be applicable. This information is
then modelled as Topology Fragment. If a concrete AMI shall
be created, the fragment typically needs to be refined for the
respective use case. For example, the aforementioned refinement
of the pattern that migrates a Java application to the Amazon
Cloud results in a Topology Fragment that models a node of
type “JavaApplication” that has a relation of type “hostedOn”
to a node of type “ApacheTomcat”. This AMI is then applicable
to all ETGs that contain this combination of elements. Thus,
as the Topology Fragment provides the basis for matchmaking
SAMPs and AMIs with ETGs, it must define exactly the nodes
and relations to which the automated pattern is applicable. This
kind of information is typically described in the context section
of management patterns, but also other sections such as problem
or even the solution can be used to extract this information.

B. Implement the pattern’s solution as Topology Transformation

Analyze the management pattern’s solution and implement the
described management logic as Topology Transformation.

In the second step, the pattern’s solution logic is captured
in a way that enables its automated application to individual
applications. Therefore, the textual description of the pattern’s
solution is analyzed in terms of the management tasks that have
to be executed to apply the pattern. The analyzed procedure
is then implemented as Topology Transformation that acts on
the nodes and relations defined by the Topology Fragment: the
Topology Transformation must declare exactly the Management
Annotations on the ETG that declaratively specify the analyzed
management tasks to be executed following the pattern’s
solution. In case of automating a management pattern as
abstract SAMP, the Topology Transformation implements only
the pattern’s original abstract solution logic and remains rather
vague: executing this transformation on an ETG typically results
in a DASM that additionally needs to be refined manually
afterwards. If the pattern is automated as detailed AMI for
a concrete use case, the abstract solution logic must be first
(i) refined towards this use case in order to provide detailed
information about the management tasks to be executed. These
are (ii) implemented afterwards in the Topology Transformation
that specifies the corresponding Management Annotations.
Executing such fine-grained AMI-transformations typically
results in fully refined DASMs that can be transformed directly
into executable workflows without further manual effort.

C. Apply the automated pattern and verify declarative models

Apply the created SAMP / AMI to concrete use cases and
compare the resulting DASMs with the solution described by
the original pattern or refinement to verify their correctness.

After the textual description of the pattern is translated into
its corresponding SAMP / AMI, the correctness of the realization
needs to be verified. Therefore, in the first part of the Test Phase,
the implemented patterns are tested against various concrete
use cases, i. e., ETGs of different running applications. First, a
set of appropriate use cases must be identified that captures
all possible application structures to which the pattern can be
applied and that are affected by the pattern’s transformation.
This requires an explicit and careful analysis of the pattern’s
Topology Fragment and Topology Transformation to cover all
possible scenarios. Additional use cases must be identified to
which the pattern can not be applied to additionally ensure the
correctness of the pattern’s Topology Fragment. Afterwards, the
pattern is tested against these cases. The test is subdivided into
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two steps: (i) testing the Topology Fragment and (ii) testing
the Topology Transformation. In the first step, the automated
pattern is applied to different use cases which are not all suited
for the pattern. Thus, some use cases match with the Topology
Fragment, others not. The results of these matchmakings are
then compared with the semantics of the original pattern or
refinement, respectively, to verify the correct modelling of the
Topology Fragment: the Automated Management Pattern must
be applicable exactly to the same use cases as the original
pattern or the refinement, respectively. In the second step, the
Topology Transformation is executed on the correctly matching
use cases. The resulting DASMs are then compared with (i) the
solution section of the original pattern / refinement to verify if
the declaratively specified tasks comply with the description
and (ii) the result section to verify that the results are equal.
This is possible as the created DASMs contain information about
both solution and result: they describe the management tasks
to be executed as well as the final application structure and
partially the application’s state after executing the workflow.

D. Refine declarative models for concrete use cases

Only for creating SAMPs: refine the resulting DASMs for
concrete use cases in order to provide all missing information
required to generate executable workflows.

If a pattern is semi-automated as SAMP, the DASMs resulting
from the previous steps cannot be translated directly into
executable workflows as the refinement is missing: the SAMP’s
Topology Transformation implements only the pattern’s abstract
solution and provides not all information required to generate
the workflow. As a result, the resulting DASMs must be refined
manually in this step for providing all required information.
DASMs resulting from the application of AMIs are not affected.

E. Generate executable workflows and verify their correctness

Transform the final DASMs into the corresponding workflows,
compare them with the solution described by the original
pattern or refinement, and verify the result of their execution.

In the last step, the final DASMs resulting from the previ-
ous steps are transformed into the corresponding executable
Management Workflows using the framework’s Plan Generator.
Then, the correctness of these imperative management descrip-
tion models are verified by two manual steps: (i) verifying the
correctness of the generated workflow implementations and (ii)
verifying the correctness of the final application states after
executing the Management Workflows. In the first step, the
implementation of the generated workflows are compared with
the abstract solution of the pattern or its refined incarnation if
the tested pattern is implemented as AMI. This last verification
ensures that the finally executed management tasks including all
technical details are correct. In particular, this step is required
to ensure that the employed Management Annotations lead to
correct workflows, e. g., that there are Management Planlets
available to execute all the Management Annotations declared
in the DASMs. In the second verification step, the generated
Management Workflows are executed on the real running test
applications and the results are compared with the result section
of the original management pattern or the refined result if the
tested automated pattern is implemented as AMI.

IV. CASE STUDY AND VALIDATION

In this section, we validate the approach by a detailed case
study that considers the automation of an existing management
pattern using the proposed method. Due to the important issue of
vendor lock-in in the domain of Cloud Computing, we automate
a migration management pattern. First, we describe the most
important facts of the original pattern and derive a refined idiom
afterwards that enables migrating Java-based applications to
the Amazon Cloud. The refined idiom is then implemented as
Automated Management Idiom using the presented method.

The pattern to be automated is called Stateless Component
Swapping Pattern [12] and originates from the Cloud Comput-
ing pattern language developed by Fehling et al. [1][12][13].
The pattern deals with the problem “How can stateless
application components that must not experience downtime
be migrated?”. The context observed is that for many business
applications downtime is unacceptable, e. g., for customer-
facing applications. Hence, its intent is migrating stateless
applications from one environment into another transparently to
the accessing human users or other applications. Therefore, the
stateless application is active in both environments concurrently
during the migration to avoid downtime. Here, “stateless” means
that the application does not handle internal session state [12].

Decommission 
Component 

Update 
References 

Provision 
Component 

Stateless Component Swapping Process Origin 
Environment 

Target 
Environment 

application 
files 

Recreate  
Application Stack 

Extract 
Component 

application 
files 

stack 
config 

Figure 3. Abstract Stateless Component Swapping Process (adapted from [12]).

Figure 3 describes the pattern’s solution as Business Process
Model and Notation (BPMN) [14] diagram: first, the component
to be migrated is extracted from the origin environment while
the required application stack is provisioned concurrently in
the target environment. After the new application stack is
provisioned, a new instance of the component is deployed
thereon while the original component is still active. When
deployment has finished and the new component is running,
all references pointing to the old component are updated to the
new one and the original component gets decommissioned.
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Stateless Java Application from Tomcat7 
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Topology 
Transformation Topology Fragment 

(StatelessJavaApplication) 

(ApacheTomcat7) 

(hostedOn) 

Figure 4. Automated Management Idiom.

Since this case study aims at fully automating this man-
agement pattern, we implement it as Automated Management
Idiom using the presented method. Therefore, we have to refine
the pattern towards a more specific context to which it can
be applied fully automatically in a generic manner, i. e., all
applications that correspond to this context can be managed
by applying the created AMI. In this case study, the refined
context is defined by migrating a stateless Java application
that is hosted on an Apache Tomcat 7 Webserver to Amazon’s
Cloud offering “Beanstalk”, which provides a platform service
(PaaS) for directly hosting Java applications. The pattern’s core
intent of migrating the application without downtime remains.

We now apply the presented method to automate the pattern
for this refined context. In the first step, the kinds of applications
to which the AMI can be applied must be defined. Therefore,
we analyze the description of the pattern and the described
refinement to model the Topology Fragment shown in Figure 4;
according to the description, the automated pattern can be
applied to all nodes of type “StatelessJavaApplication” that are
connected by a relation of type “hostedOn” with a node of
type “ApacheTomcat7”. In the second step, we implement the
pattern’s solution as executable Topology Transformation. We
first have to refine the pattern’s abstract solution to the concrete
use case considered in this study. Therefore, we (i) analyze the
abstract solution process shown in Figure 3, (ii) transfer and
refine the described information to our Java-based migration
use case, and (iii) implement the Topology Transformation
accordingly. We now step through this process and transfer each
activity into our transformation implementation in consideration
of the refinement. The transformation described in the following
is implemented in a generic manner. It acts exclusively on the
nodes and relations defined by the Topology Fragment or applies
generic transformation rules that are not bound to a particular
application. Therefore, it can be executed on all applications
that match the pattern’s Topology Fragment defined above.
We explain the transformation directly on a real scenario that
is depicted in Figure 5; on the left, there is the current ETG
of a Java-based application that runs on a Apache Tomcat 7
installation hosted on a local physical server. The application
implements a stateless Webservice that is publicly reachable
via an internet domain. This Webservice shall be migrated to
Amazon Beanstalk. As the defined Topology Fragment shown
in Figure 4 matches this ETG, our refined pattern can be applied.
All nodes and relations that are surrounded by dotted lines and
Management Annotations are inserted by the transformation.
The numbers in white circles represent the transformation steps.

Provider: uniteddomains 
Name: myservice.org 
Account: myUser 
Password: myPassword 

(hostedOn) 

(Domain) 

File: serviceimpl.war 
URL: 92.68.1.1:80/service 

(StatelessJavaApplication) 

HTTP-Port : 80 
Username: TomcatAdmin 
Password: jfwf?jowwßj 

(ApacheTomcat7) 

…. 

(Ubuntu12.04) 

… 

(Server) 

(hostedOn) 

(hostedOn) 

(refersTo) (refersTo) 

(hostedOn) 

File: $extractedFile 
URL:  

(StatelessJavaApplication) 

Account:   MyAccount 
Password:  ffksf?4is1 

(AmazonBeanstalk) 

=  Create-Annotation 

=  Destroy-Annotation 

=  ExtractApplicationFiles-Annotation 

1 

2 

3 

4 

5 

6 6 
8 7 

9 

x =  Step of Topology Transformation 

5 

Figure 5. DASM that results from applying the created AMI.

First, the component to be migrated has to be extracted
and the new application stack needs to be created. Therefore,
the transformation (1) attaches a ExtractApplicationFiles-
Annotation to the “StatelessJavaApplication” node and (2)
inserts a new node of type “AmazonBeanstalk” to the DASM.
As the Beanstalk node provides “Account” and “Password”, the
transformation requests these properties as input parameters
and writes them directly to the node. We need no Management
Annotations on this node since the Beanstalk service is always
running. The ExtractApplicationFiles-Annotation is configured
to export the Java files of the application to a location that is
stored in a variable “$extractedFile”, which is used in the next
step. Afterwards, the transformation (3) inserts a new node
of type “StatelessJavaApplication” and a “hostedOn” relation
to the Beanstalk node, (4) specifies the files to be deployed
using the “$extractedFile” variable, and (5) attaches Create-
Annotations to the new node and the new relation. To update
the references of the old component, we first (6) copy all
incoming and outgoing relations except its “hostedOn” relation
and replace the old component node by the new node, (7) attach
Destroy-Annotations to the old relations, and (8) attach Create-
Annotations to the new relations. Then, the transformation
(9) attaches a Destroy-Annotation to the old component that
specifies to undeploy the application from the local Webserver.
To avoid downtime, the execution order of some annotations
must be defined, e. g., creating and destroying the “refersTo”
relations must be done concurrently by one planlet whereas
the old component must not be decommissioned before the
new one is ready. These orders are specified in the last step.
The resulting DASM is complete and ready to be translated
into the corresponding executable Management Workflow. In
the following Test Phase, similar use cases are taken and the
AMI gets applied to them. The resulting DASMs, as well as the
generated workflows, are then analyzed for correctness.
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V. RELATED WORK

We applied the method to automate several management
patterns, e. g., the Stateless Component Swapping Pattern [12]
and the Update Transition Process Pattern [13] (published
in Breitenbücher et al. [2][8]). In Nowak et al. [15], we
automated the Green Compensation Pattern [16] to reduce
the CO2 emission of virtual machine-based business processes.

Fehling et al. [17][18] present a (i) step-by-step process
for the traceable identification of Cloud patterns, a (ii) pattern
format, and a (iii) pattern authoring toolkit that can be used to
support the identification process. Despite these works focus
mainly on Cloud architecture patterns, the core concepts can
be adapted and used to create management patterns and idioms
that can be automated afterwards using the presented method.
Fehling et al. [17] also show how the identified architectural
Cloud patterns can be applied using an existing provisioning
tool. However, they consider only application provisioning and
do not consider the automation of management patterns.

Reiners et al. [19] present an iterative pattern formulation
approach for developing patterns. They aim for documenting
and developing knowledge from the very beginning and
continuously developing findings further. From this perspective,
patterns are not just final artifacts but are developed based
on initial non-validated ideas. They have to pass different
phases until they become approved patterns. In contrast to our
work that focuses on automating patterns, this iterative pattern
formulation approach can be used to develop management
patterns that capture problem and solution in natural text. Thus,
the approaches are complementary: the formulation approach
can be used to create management patterns that are automated
afterwards using our method. Our pattern automation helps
testing the captured knowledge in each phase of the iterative
process to validate the pattern’s correctness and suitability.

Falkenthal et al. [20] present an approach that enables
reusing concrete implementations of patterns by attaching
them as so called Solution Implementations directly to the
patterns they originate from. The approach can be used to create
workflows that implement a management patterns solution for
a certain use case as Solution Implementation that is linked
with the original pattern. However, a manual implementation
of the corresponding workflows requires a lot of management
expertise for handling the technical complexity of refinement [2].
In addition, such management workflows are typically tightly
coupled to particular application structures and are not able to
provide the flexibility of Topology Transformations that may
analyze the whole application topology to ensure a correct
specification of the Management Annotations to be performed.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented a method that enables automating
existing management patterns using the Management Planlet
Framework. We showed that the method enables analyzing and
implementing existing management patterns in a generically
applicable fashion. The method provides a structured means
to create and test Automated Management Patterns that guides
developers in transforming natural text into automated routines.
To validate the presented approach, we conducted a detailed
case study that shows how a Cloud Application Management
Pattern for application migration can be automated using our

method. In future work, we plan to investigate how the method
can be used to automate architectural patterns to support the
development and initial provisioning of Cloud applications, too.
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“From Pattern Languages to Solution Implementations,” in PATTERNS
2014. IARIA Xpert Publishing Services, May 2014, pp. 12–21.

145Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-354-4

ADVCOMP 2014 : The Eighth International Conference on Advanced Engineering Computing and Applications in Sciences

Powered by TCPDF (www.tcpdf.org)

                         156 / 156

http://www.tcpdf.org

