
AICT 2011

The Seventh Advanced International Conference on Telecommunications

March 20-25, 2011

St. Maarten, The Netherlands Antilles

AICT 2011 Editors

Mariusz Glabowski, Poznan University of Technology, Poland

Djafar K. Mynbaev, New York City College of Technology - Brooklyn, USA

                            1 / 157



AICT 2011

Foreword

The Seventh Advanced International Conference on Telecommunications (AICT 2011) held on March 20-
25, 2011 in St. Maarten, The Netherlands Antilles, covered a variety of challenging telecommunication
topics ranging from background fields like signals, traffic, coding, communication basics up to large
communication systems and networks, fixed, mobile and integrated, etc. Applications, services, system
and network management issues also received significant attention.

We are witnessing many technological paradigm shifts imposed by the complexity induced by the
notions of fully shared resources, cooperative work, and resource availability. P2P, GRID, Clusters, Web
Services, Delay Tolerant Networks, Service/Resource identification and localization illustrate aspects
where some components and/or services expose features that are neither stable nor fully guaranteed.
Examples of technologies exposing similar behavior are WiFi, WiMax, WideBand, UWB, ZigBee, MBWA
and others.

Management aspects related to autonomic and adaptive management includes the entire arsenal of
self-ilities. Autonomic Computing, On-Demand Networks and Utility Computing together with Adaptive
Management and Self-Management Applications collocating with classical networks management
represent other categories of behavior dealing with the paradigm of partial and intermittent resources.

E-learning refers to on-line learning delivered over the World Wide Web via the public Internet or the
private, corporate intranet. The conference considered how, when and where e-learning helps to solve
the training needs, what the challenges of creating and managing vast amounts of e-learning are, how
the upcoming IT technologies influence e-learning and how the Web based educational materials should
be developed to meet the demands of the long-life, motivated and very often self-directed students.

The conference also addressed teletraffic modeling and management. It covered traffic theory, traffic
control and QoS, performance evaluation methods, network design and optimization of wired and
wireless networks, and simulation methodology for communication networks.

We take this opportunity to thank all the members of the AICT 2011 Technical Program Committee as
well as the numerous reviewers. The creation of such a broad and high-quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and efforts to contribute to the AICT 2011. We truly believe that, thanks to
all these efforts, the final conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals, organizations, and
sponsors. We are grateful to the members of the AICT 2011 organizing committee for their help in
handling the logistics and for their work to make this professional meeting a success.

We hope that AICT 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and for the promotion of progress in telecommunications.
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We are convinced that the participants found the event useful and communications very open. The
beautiful places of St. Maarten surely provided a pleasant environment during the conference and we
hope you had a chance to visit the surroundings.

AICT 2011 Chairs
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Michael D. Logothetis, University of Patras, Greece
Paul J. Geraci, Technology Survey Group, USA
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Javier Del Ser Lorente, TECNALIA-Telecom - Bizkaia, Spain
Reijo Savola, VTT Technical Research Centre of Finland - Oulu, Finland
Michel Marot, Telecom SudParis, France
Michael Massoth, Hochschule Darmstadt, Germany
Mariusz Glabowski, Poznan University of Technology, Poland
Djafar K. Mynbaev, New York City College of Technology - Brooklyn, USA
Harald Øverby, Norwegian University of Science and Technology - Gløshaugen, Norway
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Abstract—Extensive measurement campaigns have been 
carried out in a road tunnel in a frequency band extending 
from 2.8 to 5 GHz. From the experimental results, a time 
domain analysis is performed to study small scale fading, time 
dispersion of the ultra wide band pulse and correlation 
between signals received at different locations. 

Keywords- tunnel; impulse response; UWB; delay spread; 
direction of arrival; correlation. 

I.  INTRODUCTION 
There is now an increased interest for ensuring high bit 

rate communication and localization in tunnels. As an 
example, for automatic underground subways, a train to 
track link allows increasing the performances of maintenance 
and control-command techniques. Similarly, video 
surveillance, voice communication and wireless sensor 
monitoring are of great importance in underground mines.  A 
large number of papers have thus already been published in 
the literature for studying the narrow band and wide band 
channel characteristics.  

For mine tunnels, the variation of path loss as a function 
of frequency from 2 GHz to 5 GHz was studied in [1] and a 
frequency-domain autoregressive model was developed. 
Various communication links were also considered including 
both Line-of-Sight (LOS) and non-LOS scenarios [2].  

In case of road or railway tunnels, path loss and 
probability distribution with respect to fading widths 
deduced from measurements at 2 GHz were detailed in [3], 
while the effects of pedestrians and vehicles in different road 
tunnels are studied in [4]. A wideband directional 
measurement campaign conducted inside an arched highway 
tunnel is described in [5]. Using a channel sounder centered 
at 5.2 GHz with a bandwidth of 100 MHz, the spatio-
temporal characteristics of the received propagation paths are 
estimated by means of a super-resolution estimation 
algorithm. Lastly, for a road tunnel, many papers deal with 
channel characterization for predicting the performance of a 
Multiple-Input Multiple-Output (MIMO) link, without or 
with polarization diversity [6]. 

The objective of this contribution is to extend these 
previous experimental works for studying the time domain 
channel response for ultra wide band (UWB) applications. 
Frequency domain measurements have thus been carried out 
in a straight road tunnel, and in a band extending from 
2.8 GHz to 5 GHz. Time domain analysis was then 
performed through Fourier Transform.  

This paper is organized as follows: Section II briefly 
recalls the methodology of the measurement campaigns 
while Section III presents results on the mean path loss, 
small scale fading and delay spread. An analysis of the 
waveform of the received signal as a function of the distance 
between the transmitter and the receiver is detailed in 
Section IV and the correlation between signals received at 
different positions is also studied. 

II. DESCRIPTION OF THE MEASUREMENT CAMPAIGN 
Measurements took place in a straight arched tunnel, 

3 km long. Its transverse section was semicircular and the 
diameter of the cylindrical part was 8.6 m. The maximum 
height was 6.1 m at the center of the tunnel. The tunnel was 
nearly free of obstacles like road signs, lamps, cables, etc. 
Furthermore the roughness of the walls was rather small, on 
the order of few cm. The tunnel was closed to traffic and 
consequently, the channel can be considered as stationary 
during the experiments. The transmitting (Tx) and receiving 
(Rx) antennas were wideband conical antennas, their gain 
being nearly flat in the bandwidth of interest.  

Both Tx and Rx antennas were mounted on a rail, put at 
1 m above ground and allowing their displacement, 
controlled by a step by step motor, on a maximum distance 
of 33 cm. During this measurement campaign, these rails 
were put perpendicular to the tunnel axis. The spatial step in 
this transverse plane was 3 cm, corresponding to half a 
wavelength at 5 GHz. This leads, for each axial distance D 
between Tx and Rx and for each frequency, to a set of 144 
values of the channel transfer function H. The axial step was 
chosen to be equal to 4 m when 50 m < D < 202 m and to 
6 m when 202 m < D < 500 m. Tx and Rx were not moving 
during measurements and thus the Doppler effect was 
avoided.  

The channel sounder was based on a vector network 
analyzer (VNA). The Rx antenna was directly connected to 
one port of the VNA using a low attenuation coaxial cable 
and a 30 dB low-noise amplifier. To be able to make 
measurements up to 500 m, the signal of the Tx port of the 
VNA was converted into an optical signal, which was sent 
through fibre optics. The frequency step is 1.37 MHz from 
2.8 to 5 GHz, leading to 1601 frequency points.  

More details concerning the utilized system and 
experimental aspects of this study can be found in [7]. One 
can also mention that for this type of channel, the main 
contribution at large distance comes from multiple 
reflections of rays impinging the tunnel walls under a 

1

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           12 / 157



grazing angle of incidence. Furthermore path loss strongly 
decreases for frequencies such that the transverse dimensions 
of the tunnel are much larger than the wavelength λ. 
However, when the roughness of the walls becomes on the 
order of λ, diffusion effect may counterbalance this decrease 
of path loss. 

III. MEAN PATH LOSS, SMALL SCALE FADING AND 
DELAY SPREAD 

In narrow band communication systems, path loss is 
frequency and distance dependent, while small scale fading 
is due to constructive and destructive interference of all 
possible paths between Tx and Rx. For UWB signals the 
most important characteristics are related to the variation of 
the energy of the pulse and not of its individual spectral 
components. Table 1 gives the value of the path loss defined 
as the value of the received power averaged over the whole 
frequency band, and normalized to the transmitted power. 

TABLE I.  MEAN PATH LOSS 

Distance (m) 100 200 300 400 500 

Path loss (dB) 82 83.1 84.2 85.5 86 

 
We clearly see the guiding effect of the tunnel, the 

additional attenuation between 100 m and 500 m being only 
4 dB.  

To determine the characteristics of the small-scale 
fading, we consider a rectangular grid containing successive 
Rx positions. The width of the grid, i.e., its dimension along 
the transverse axis is equal to 33 cm and corresponds to the 
maximum displacement of the antenna in the transverse 
plane. Along the tunnel axis, we consider 3 successive 
distances as shown in Figure 1. Thus the length of the grid is 
either 8 m or 12 m depending if the distance D between Tx 
and Rx is smaller or larger than 200 m, as explained in 
Section I.  

 

 
Figure 1.  Successive positions of the Tx and Rx antennas. The transverse 
dimension of the tunnel is 8.6 m. The antennas are situated in the middle of 

one lane of this 2-lane tunnel. 

The standard deviation (“std”) of the path loss in the 
rectangular grid, normalized to its average value in this grid, 
was calculated for successive values of D varying between 
50 m and 480 m and by also considering the 12 possible 
positions of the Tx antenna in the transverse plane of the 
tunnel. Curve in Figure 2 shows that std does not vary 

appreciably with the distance and remains on the order of 
15%. This means that there is almost no fading as a result of 
interference and this is the same conclusion as in the case of 
propagation in typical in-building environment [8], [9], [10]. 
The time domain analysis of the propagation channel is 
based on measurement results in the frequency domain by 
applying a Fourier transform. For each axial distance D, the 
average delay spread is deduced from the channel impulse 
response (CIR) calculated for each of the 12x12, i.e., 144 
channels associated to the possible positions of the antennas 
in the transverse plane. As shown in Table II, the delay 
spread remains nearly constant, whatever the distance. 
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Figure 2.  Standard deviation  of the normalized path loss. 

TABLE II.  MEAN DELAY SPREAD 

Distance (m) 100 200 300 400 500 

Mean delay 
spread (ns) 2.5 1.7 2 1.8 2 

 
 This result is strongly related with the direction of the 

rays joining the transmitter and the receiver. In the horizontal 
plane, and for each value of D, the Angle of Arrival (AoA) 
and the angle of Departure (AoD) of the various rays can be 
deduced from measurements of the channel transfer function 
at various points in the transverse plane, by using high 
resolution estimation techniques, as the Space-alternating 
Generalized Expectation-maximization (SAGE) algorithm 
[11].  

The variation of the angular spread As of the AoA and 
AoD is plotted in Figure 3. At 50 m from Tx, the angular 
spread is equal to about 12° and then continuously decreases 
with distance. The fact that the delay spread remains constant 
can thus be explained by this decrease of As with distance, 
which leads to rather constant time intervals between the 
successive rays. Consequently, the slope of the power delay 
profile becomes independent on the distance. It must be 
emphasized that measurements were done in static 
conditions and in an empty tunnel. In more realistic 
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situations, i.e., in presence of vehicles or obstacles, one can 
expect to get additional reflected signals but mainly if these 
obstacles are situated in the vicinity of the Rx antenna. This 
will lead to a slight increase of the delay spread but the 
previous conclusions may remain valid. One can mention 
that the results of narrowband and wideband propagation 
measurements conducted at 900 and 1800 MHz in five 
tunnels and described in [4] include the effects of 
pedestrians, vehicles, and curvature on propagation. A 
narrowband analysis showing the effects of vehicles is also 
presented in [12]. 
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Figure 3.  Angular spread of the direction of arrival and direction of 

departure of the rays.  

IV. TIME DISPERSION AND CORRELATION 
In this section, the change of the waveform of the pulse 

propagating in the tunnel is studied. Furthermore, the 
correlations between the transmitted pulse and the received 
pulse, on one hand, and between pulses received at different 
distances on the other hand, are emphasized.  

A. Time dispersion 
As previously outlined in Section II, the complex channel 

transfer function is measured in the frequency domain 
between 2.8 and 5 GHz. To get a real-value transmitted 
pulse, this transfer function is combined with its complex 
conjugate in the negative frequency domain before applying 
a Fourier transform. To avoid numerous oscillations, a 
Hamming window is used and the equivalent transmitted 
pulse is thus represented in Figure 4. Its peak amplitude is 
normalized to unity. The pseudo frequency corresponds to 
the center of the frequency band under analysis (3.9 GHz). 

The pulses, which would be received at a distance of 50 
m and 54 m start at 165 ns and 180 ns, respectively. 
However, to make an easiest comparison between these two 
pulses, they have been shifted in the time domain as in 
Figure 5 (a) and (b) to start at the same time. The origin of 
the time axis is quite arbitrary.  

We observe a first cluster, which includes the direct path 
and a succession of other clusters corresponding to multipath 

propagation. Within this kind of clusters, the waveform may 
strongly vary with distance.  

This means that at a distance D1, the signal may be 
positive at a given time but may become negative at the same 
time at another distance D2. By adding the signals measured 
at successive distances but shifted to start at the same time, 
one can thus expect to visualize the coherence between the 
signals received along the tunnel axis. This qualitative 
approach leads to curve (c) in Figure 5, this signal being 
obtained by averaging the waveforms at 50, 54 and 58 m. 
We observe, as expected, a decrease in amplitude of clusters 
associated with multipath propagation. 
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Figure 4.  Equivalent transmitted pulse  
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Figure 5.  Waveforms of the pulse received at a distance of 50 m (curve 

(a), and at 54 m (curve (b). Curve (c) is the sum of the waveforms received 
at 50, 54 and 58 m and aligned in time domain. The origin of the time axis 

is thus quite arbitrary. 
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One can do the same approach to visualize the coherence 
in the transverse plane. Let us consider, for example, a 
distance of 50 m between Tx and Rx.  

To plot the curve in Figure 6, the 144 signals obtained by 
combining the 12 possible positions of both Rx and Tx in the 
transverse plane, have been summed. We see that all clusters, 
except the one, which includes the direct path, have 
negligible amplitude. 

The received power and the channel impulse response 
can be easily deduced from the amplitude of the received 
signal and from the correlation between the transmitted 
signal and the received signal. 

A quantitative approach of the correlation is presented in 
the next paragraphs.  
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Figure 6.  Average waveform by summing signals received in the 

transverse plane. 

B. Transverse correlation 
For a given axial distance D, one can compute the 

correlation, in the transverse plane, between the signal 
received by one Rx antenna and the signal received by the 11 
others, the spatial step being 3 cm. This correlation is 
calculated for each of the 12 positions of the transmitter. 
This allows getting the average value of the correlation 
between the received signals in the transverse plane; the 
maximum distance between the receiving points being 
33 cm. Results are presented in Figure 7 for three values of 
the axial distance D. 

 If we first consider a distance of 102 m, we see that the 
correlation coefficient rapidly decreases and reaches 0.5 for a 
distance between receiving points of 9 cm. For larger axial 
distance D, 314 and 498 m in this example, the slope of the 
decrease is less important.  

This result can be explained in frequency domain by the 
modal approach of the propagation of electromagnetic waves 
in the tunnel, which acts as an oversize waveguide. At large 
distances, the number of modes significantly contributing to 
the received power decreases. This gives rise to a more 
coherent transverse field [7]. 

C. Axial correlation 
Due to experimental constraints, the successive points of 

measurements along the tunnel axis were 4 m or 6 m apart, 
depending on the distance D.  This distance is not small 
enough to clearly point out the decrease of the correlation 
ρax between signals. Indeed, for the first step, i.e., at 4 m, the 

correlation coefficient between Rx points situated at             
D = 50 m and at D = 54 m is already equal to 0.4.  

The only point, which could be studied is the variation of 
ρax between points situated at D = z and at D = z + 4 or at    
D = z + 6, when z varies from 50 m up to 500 m.  
The calculation shows that ρax increases from 0.4 for             
z = 50 m to 0.7 for z = 500 m. This can be explained, as in 
the case of the correlation in the transverse plane, by the 
decrease of the number of propagating modes at large 
distance from the transmitter.  
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Figure 7.  Correlation in the transverse plane 

V. CONCLUSION 
In this contribution, the time domain channel 

characteristics for a tunnel environment have been studied. 
The guiding effect of the tunnel clearly appears on the mean 
path loss, the small scale fading related to the energy of the 
UWB pulse being very small as it is the case for in-building 
environment. 

The signals received at different locations in the 
transverse plane of the tunnel are rapidly uncorrelated, the 
correlation coefficient being equal to 0.5 if the receiving 
points are 9 cm apart.  

However the correlation increases at large distance of the 
transmitter due to the attenuation of high order propagating 
modes, which leads to a decrease of the number of modes 
playing a non negligible role in the received signal.  

Further work will be to develop a time domain statistical 
model, based on measurement results. This model will then 
be used to extend the physical layer approach described in 
this paper to simulate a communication link, taking the 
modulation scheme into account, in order to predict flow 
throughput and bit error rate.  
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Abstract—In IEEE 802.16j wireless multihop networks,
transmission latency from relay nodes to a gateway node is
one of the important performance metrics. The transmission
latency is mainly affected by a scheduling delay at every relay
node, which is determined by algorithms for assigning time
slots to wireless links between relay nodes. In this paper,
we propose 2 kinds of time slot assignment algorithms for
upstream wireless links in IEEE 802.16j multihop networks.
One of the proposed algorithms assigns time slots considering
the hop count from a gateway node, and the other takes the
path from the relay node to the gateway node into account. We
evaluated the performance of the proposed algorithms through
simulation experiments and confirmed that our algorithms can
decrease the upstream latency by up to 15% compared with the
existing method, without increasing the average transmission
latency of the entire network.

Keywords-IEEE 802.16j, wireless multihop network, upstream,
time slot, latency.

I. Introduction

IEEE 802.16j wireless multihop networks [1] have re-
ceived a significant amount of attention as a network tech-
nology providing a wide-area broadband wireless access
environment at low cost. As depicted in Figure 1, in an IEEE
802.16j network, each relay node connects to other nodes
with wireless links so that the overall topology becomes
a tree structure, unlike the star structure in typical IEEE
802.11-based networks. In general, IEEE 802.16j consists
of three kinds of nodes: gateway nodes that have wired
connections to external networks, relay nodes that are inter-
connected with other nodes by wireless links, and user nodes
that are connected to the nearest relay node [2]. Generally,
the wireless channel used for communication between relay
nodes and user nodes is different from that used among the
relay nodes and the gateway nodes, and the wireless channel
used for upstream communication is different from that used
for downstream communication [3]. In this research, we
ignore user nodes and focus on the communication between
relay nodes.

One problem in wireless networks in general is that 2
nodes that exist in transmission range of each other cannot
communicate simultaneously due to radio interference [4].
To solve this problem, IEEE 802.16j uses a time-division
scheduling mechanism based on Orthogonal Frequency Di-
vision Multiplexing Access (OFDMA) at the MAC layer

Figure 1. IEEE 802.16j wireless multihop network.

[5]. In the OFDMA-based mechanism, time is divided into
constant intervals calledframes, each of which consists of
multiple time slots of constant time duration. The time
slots are assigned to links in the network as communication
opportunities, and communication on the links can take
place only at the assigned time slots [6]. The gateway node
performs centralized control of the time slot assignment
for the links, while considering interference relationships in
order to avoid radio interference.

In such wireless multihop networks using the time-
division scheduling mechanism, we cannot ignore a schedul-
ing delay at each relay node during packet transmission
between relay nodes. The scheduling delay is defined as
the period of time between the arrival of a packet at a relay
node and the departure of the packet at the assigned time
slot for the relay node. The end-to-end transmission latency
between a relay node and a gateway node increases due to
accumulation of scheduling delays at each relay node on
the path between the relay node and the gateway node. The
degree of scheduling delay is mainly dependent on the time
slot assignment to the wireless links in the network.

We have already proposed a time slot assignment al-
gorithm for reducing scheduling delay and evaluated its
performance in [7]. The proposed algorithm tends to assign
time slots to links in order of the density of interference
relationships. Therefore, the links with small hop count
from the gateway node obtain earlier time slots, and the
links with large hop count from the gateway node obtain
later time slots, when traffic demand is concentrated at
the gateway node. As a result, the method in [7] can
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decrease the scheduling delay and the transmission latency
for downstream transmissions from the gateway node to the
relay nodes, compared with random method. On the other
hand, it decreases a little in the scheduling delay at upstream
transmissions from the relay nodes to the gateway node.

Therefore, in this paper, we focus on the upstream trans-
mission in IEEE 802.16j wireless multihop networks and
propose 2 kinds of time slot assignment algorithms to give
small transmission latency from the relay nodes to the
gateway node. Our proposed algorithms aim to decrease the
scheduling delay at each relay node on the path between
the starting relay node and the gateway node. One of the
proposed algorithms assigns time slots by considering the
hop count from the gateway node, and the other takes the
path from the starting relay node to the gateway node into
account. Performance evaluation of the proposed algorithms
was conducted through packet-level simulation experiments.
The evaluation results showed that the proposed algorithms
can improve the average transmission latency as compared
with an existing algorithm described in [7] without increas-
ing the average transmission latency of the entire network.
The rest of this paper is organized as follows. In Section II,
we describe the model of IEEE 802.16j wireless multihop
networks. In Section III, we propose 2 kinds of time slot
assignment algorithms. In Section IV, we present simulation
evaluation results. Finally, in Section V, we conclude this
paper and describe future work.

II. IEEE 802.16jWireless Multihop Network

IEEE 802.16j uses an OFDMA-based mechanism for
avoiding radio interference. When assigning time slots to
links between relay nodes, the connections and the interfer-
ence relationships between relay nodes are very important.
In this section, we describe the network model and notation
of the IEEE 802.16 wireless multihop network. We also ex-
plain the radio interference model and time slot assignment
mechanisms based on TDMA.

A. Network Model

Figure 2(a) depicts adirected communication graph
Gc = (Vc,Ec) that indicates the communication relation-
ship between relay nodes and a gateway node.Vc =

{v0, v1, v2, . . . , vn} is a set of relay/gateway nodes deployed in
a plane, andv0 is the gateway node. We assume that there
is only one gateway node in the network.Ec is a set of
the directed communication linksei, j , which represents an
edge directed fromvi andv j when ||vi − v j || < ti . Here,ti is
the communication range ofvi , and ||vi − v j || is the distance
betweenvi and v j . We define the hop count of a directed
communication linkei, j as the larger hop count between 2
nodesvi andv j .

In this paper, we assume that the gateway node connects
to an external network, and each relay node communicates
with the gateway node via other relay node(s) on the path
between the relay node and the gateway node. The path
between the relay node and the gateway node is determined

Figure 2. Directed communication graphGc and directed transmission
graphGt.

by a routing algorithm, and thedirected transmission graph
Gt = (Vt,Et) is constructed as a tree-like graph whose root
is the gateway nodev0, as shown in Figure 2(b). Here,Gt is
a subset ofGc, Vt is a set of nodes satisfyingVt = Vc, and
Et is a set of directed transmission links that is determined
by the routing algorithm and satisfiesEt ⊆ Ec.

In what follows, the directed transmission linksei, j(∈ Et)
are calledlinks, the links on the path from a relay node to
the gateway node are calledupstream links, and the links on
the path from the gateway node to a relay node are called
downstream links. We assume thatGt is given in advance by
the routing algorithm, and each linkei, j has a link weight
wi, j that represents the required time slots according to the
traffic load. In this paper, we consider algorithms to assign
time slots only to upstream links in the network.

B. Interference Model

In this paper, we use the radio interference model pro-
posed in [8]. The model defines the interference relationship
from ei, j to ep,q based on the distances among 4 verticesvi ,
v j , vp andvq. Each relay nodevi has the interference range
r i . The condition to determine the interference relationship
is as follows:ei, j interferes withep,q when and only when
||vi − vq|| < r i . On the other hand,ep,q interferes withei, j

when and only when||vp − v j || < rp. On the basis of
these conditions,ei, j and ep,q are in the interference rela-
tionship; that is, they cannot communicate simultaneously
when ||vi − vq|| < r i or ||vp − v j || < rp is satisfied. Typically,
r i > ti , and the ratio of interference range to communication
range for nodevi , denoted asγi =

r i

ti
, is in the range of 2–4

in practice [8]. We define a functionI (ei, j ,ep,q) that indicates
whether or not 2 linksei, j and ep,q are in the interference
relationship. The function returns 1 if the 2 links are in the
interference relationship, or returns 0 it the 2 links are not
in the interference relationship.

We introduce theconflict graph FGt = (FVt , FEt ) obtained
by applying the interference model to a directed transmission
graphGt, as depicted in Figure 3.FVt = { fei, j |ei, j ∈ Et} is a
set of nodes which are all elements of a link setEt in Gt,
and FEt = {l

i, j
p,q| fei, j , fep,q ∈ FVt } is a set of links which exist

when I (ei, j ,ep,q) = 1, that is,FEt represents the interference
relationship among links inGt.
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Figure 3. Directed transmission graphGt and conflict graphFGt .

C. Time Slot Assignment based on TDMA

IEEE 802.16j controls transmission opportunities, called
time slots, using the TDMA mechanism and assigns time
slots to links in the network. Each link can communicate
only in assigned time slots. IEEE 802.16j does not assign
the same time slot to links that are in the interference
relationship. Meanwhile, multiple links can communicate si-
multaneously in one time slot when the time slot is assigned
to multiple links that are not in the interference relationship.
This is calledspatial reuse, which enhances the network
throughput [9–13], and algorithms for assigning time slots
are required to consider the interference relationship to
increase the degree of spatial reuse. The algorithm in [7]
increases the degree of spatial reuse; however, it is not
applicable to upstream links in IEEE 802.16j because it
would increase the upstream latency. Therefore, we propose
algorithms in which priority is given to the time slot schedule
over spatial reuse.

III. Proposed Time Slot AssignmentMethods

On upstream transmissions in an IEEE 802.16j wireless
multihop network, the time slot assignment to each link
affects the scheduling delay and the end-to-end transmission
latency. The transmission latency of the relay node that
has large hop count from the gateway node is significantly
affected by the time slot assignment.

In this section, we propose 2 kinds of methods for assign-
ing time slots for reducing upstream transmission latency,
based on the models described in Section II.

A. Hopcount-based Method

The hopcount-based method is based on the following
idea. The order of the links for assigning time slots is
determined based on the hop count of each link from the
gateway node. The links with large hop count are assigned
earlier time slots than those with small hop count. In detail,
when a link ei, j is assigned a time slot(s), the hopcount-
based method assignswi, j time slot(s) that are not assigned
to links in the interference relationship withei, j and that
are not assigned to links with larger hop count thanei, j .
Note that we utilize a greedy approach, meaning that we
assign the earliest available time slots. Since the upstream

algorithm 1 Hopcount-based algorithm

INPUT: Gt = (Vt,Et), FGt = (FVt , FEt ), wi, j of ∀ei, j

OUTPUT: time slot assignment to∀ei, j

1: for all ei, j ∈ Et do
2: Hk ← {ei, j | hi, j = k} ∪ Hk

3: end for
4: hmax= (the largest hop count inEt)
5: for H = Hhmax,Hhmax−1, . . . ,H1 do
6: y = z
7: for all ei, j ∈ H do
8: for all ep,q ∈ (Et ∩ (I (ei, j ,ep,q) = 1)) do
9: Xei, j ← Tep,q ∪ Xei, j

10: end for
11: for a = 1 ∼ wi, j do
12: m = (the earliest number of time slot satisfying

((m> z) ∩ (sm < Xei, j )))
13: Tei, j ← sm∪ Tei, j

14: if y < m then
15: y = m
16: end if
17: end for
18: end for
19: z= y
20: end for

transmissions in the network utilize the links on the path in
the reverse order of hop count, we expect that the scheduling
delay in upstream transmissions will be reduced by using
this method.

Algorithm 1 represents the hopcount-based method in
pseudo-code.hi, j is the hop count ofei, j . Hk is a set of the
links with k hop count from the gateway node, andTei, j is a
set of the time slots assigned toei, j . Xei, j is a set of the time
slots assigned to the links in the interference relationship
with ei, j . sm is themth time slot.

B. Path-based Method

The path-based method assigns time slots to links along
with the paths from relay nodes to the gateway node. For
determining the order of assigning time slots to links, the
method first determines the order of paths to which the time
slots are assigned. In detail, it orders the relay nodes in the
network by visiting them in the depth-first order. When the
method assigns time slot(s) to links, it chooses a relay node
from the reverse order in which it visited relay nodes and
assigns1 time slot to each link on the path from the chosen
relay node to the gateway node in descending order of hop
count. We use a greedy approach in which the interference
relationship is considered, as in the hopcount-based method.
The method is applicable when the traffic demand on a path
is determined only by the sender relay node, regardless of
the path’s characteristics.

Algorithm 2 shows the pseudo-code of the path-based
method.Tei, j is a set of the time slots assigned toei, j . Xei, j is
a set of the time slots assigned to the links in the interference
relationship withei, j . sm is themth time slot, andseq is an
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algorithm 2 Path-based algorithm

INPUT: Gt = (Vt,Et), FGt = (FVt , FEt ), wi, j of ∀ei, j

OUTPUT: time slot assignment to∀ei, j

1: n = (the number of relay nodes),w = 0
2: while Dw , φ do
3: seq[n] = vm(m|m ∈ Dw)
4: n = n− 1
5: Dw ← Dw \ {m}
6: if Dm , φ then
7: w = m
8: end if
9: if (Dw = φ) ∩ (w , 0) then

10: w = uw

11: end if
12: end while
13: for a = 1 ∼ ((the number of relay nodes)do
14: vk = seq[a], l = wk,uk

15: repeat
16: for all ep,q ∈ (Et ∩ (I (ek,uk , ep,q) = 1)) do
17: Xek,uk

← Tep,q ∪ Xek,uk

18: end for
19: for b = 1 ∼ l do
20: m= (the earliest time slot not inXei, j )
21: Tei, j ← sm∪ Tei, j

22: end for
23: k = uk

24: until (vk = v0)
25: end for

array of the relay nodes in the reverse order in which the
relay nodes were visited.Di is a set of the node numbers of
downstream nodes ofvi and ui is the node number of the
upstream node ofvi .

We can easily implement these 2 methods and their
computing overheads are following: overhead of hopcount-
based method and the existing method discussed below
is O((α + β × w) × n) and that of path-based method is
O((α + β) × w × n). α, β, w and n denote computing time
of interference relationships, time of determining time slot
to assign, average of link weight and the number of relay
nodes, respectively. The path-based method is unsuitable for
network that the topology or the traffic demand is frequently
changed compared with the hopcount-based method and the
existing method, because time slot assignment must be done
when one of them is changed.

IV. Performance Evaluation

We show the evaluation results of our time slot assignment
algorithms obtained by conducting packet-level simulation
experiments.

A. Evaluation Environment

We randomly located 99 relay nodes uniformly in a 1×1
square area and one gateway node at the center of the
area. All relay nodes had a communication range of 0.2.
As described in Section II-A, after obtaining a directed

communication graph based on the node location and the
communication range, we constructed a directed transmis-
sion graph as a tree-like graph rooted at the gateway node
and optionally minimized the hop count from the gateway
node to each node. Note that the detailed implementation of
the algorithm of the directed transmission graph is outside
the scope of this paper, and we used the method in [14].
We determined the interference relationship among links
between relay nodes using the interference model explained
in Section II-B. The traffic demand of the network was
uniform, and we generated one packet from a randomly
chosen relay node destined to the gateway node at regular
intervals, which were equal to the time slot duration. This
traffic demand setting means that the weight of each link
was equal to the number of paths between relay nodes and
the gateway node passing through the link. For packet-
level simulation experiments, we implemented a wireless
multihop network simulator that can simulate the packet-
level behavior of IEEE 802.16j-based networks, including
topology generation from the locations of relay/gateway
nodes, TDMA-based time slot assignment, and store-and-
forward packet transmission based on the FIFO principle. In
each experiment, we ran the simulation until 5,000 packets
were generated and arrived at the gateway node. For one
parameter set we conducted 3,000 simulations by changing
the relay nodes’ locations. When the interference ratio is 2.5,
though they change according to the topology, the average
of hop count is around 2.6–3.0 and the max of that is around
9–10.

We observed the frame size and the transmission latency
as performance metrics. The frame size represents the total
number of time slots needed for assigning time slots to all
links and is desired smaller because the large one decreases
network throughput. The transmission latency is defined
as the time duration from when a packet is generated at
the relay node to when the packet arrives at the gateway
node. Note that in the packet-level simulation, some packets
were queued at some relay nodes when congestion occurred,
which may have increased the end-to-end transmission la-
tency.

We evaluated the proposed methods and the existing
method in [7] as the interference ratioγ was changed, taking
values 1.5, 2.5 and 3.5, for all relay nodes.

B. Existing Method for Comparison

Here we describe the existing method in [7] used for
comparison purposes. The method first determines the order
of assigning time slots to links by using a conflict graph.
The assignment order is roughly the same as the order of
the degree of nodes in the conflict graph. The links are
assigned time slots along this order in a greedy manner,
as in the proposed methods. Since the conflict graph is
likely to be dense around the gateway node and have space
around the nodes far from the gateway node, the method
in [7] can decrease the transmission latency for downstream
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transmission. We evaluated the upstream transmission of the
method to compare it with the proposed methods.

Note that we also consider the modified algorithm from
the above method to possibly decrease the upstream trans-
mission latency. The method utilizes the reverse order of
time slot assignment given by the above existing method.
Although we do not show the results due to space limita-
tion, we have confirmed that the modified method cannot
outperform the proposed method in this paper.

C. Frame Size

We first evaluated the frame size. The results are shown
in Figures 4(a), 4(b), and 4(c) forγ = 1.5, 2.5 and 3.5,
respectively. The x-axis of the graphs shows the topology
ID (1 ∼ 3,000), which corresponds to the simulation exper-
iments with 3,000 patterns of node locations. The results are
sorted in ascending order of the frame size of the existing
method.

From Figure 4, we can see that the frame size of the
existing method was the smallest, and that of the hopcount-
based method was the largest for all interference ratios. In
the hopcount-based method, the wireless resource efficiency
was lower than that in the other methods due to spatial reuse
only among links with the same hop count. On the other
hand, the frame size of the path-based method was smaller
than that of the hopcount-based method because of spatial
reuse among all links. However, since the path-based method
assigns time slots to links along the path from the relay node
to the gateway node in the descending order of hop count,
the ratio of spatial reuse was less than with the existing
method. As a result, the frame size of the path-based method
was larger than that of the existing method.

On the one hand, by comparing Figures 4(a)–4(c), we can
find as the interference ratio became larger, the frame size of
all methods increased, and as the interference ratio became
larger, the difference in the frame sizes among the three
methods decreased. This is because the large interference
ratio decreased the wireless resource efficiency due to less
spatial reuse.

From these results, we conclude that our proposed meth-
ods are less effective than the existing method in terms of
the frame size.

D. Transmission Latency

Figures 5(a), 5(b), and 5(c) are the results of the end-to-
end transmission latency forγ = 1.5, 2.5 and 3.5, respec-
tively. The x-axis of the graphs is the hop count of the relay
nodes from the gateway node at which packets are generated.

From Figure 5, we can see that the transmission latency of
the path-based method was the smallest for all interference
ratios. Since the path-based method sequentially assigns
time slots to the links on a path from a relay node to
the gateway node, the links on the path are assigned close
time slots. Therefore, the transmission latency of path-based
method decreased. In addition, when the interference ratio
became large, the path-based method showed small latency,

especially for large hop count. In particular, in Figure 5(c),
when the interference ratio was 3.5, for the packets generated
at the relay nodes with seven or larger hop count, the path-
based method reduced the transmission latency by up to
15% as compared with the existing method. On the other
hand, from Figure 5(c), we can also see that the transmission
latency of the hopcount-based method was smaller than that
of the existing method when the interference ratio was large.
This is because the scheduling delay at each relay node
decreased due to the time slot assignment of the hopcount-
based method. However, when the interference ratio was
small, the difference in transmission latency between the
hopcount-based method and the existing method became
small due to the large difference in frame size of the 2
methods, as depicted Figure 4(a).

We can also observe from Figure 5 that as the interference
ratio became larger, the transmission latency of all methods
increased. The reason for this is the increase of the frame
size shown in Figure 4. The scheduling delay at each relay
node increased because the communication opportunities per
unit time for each link decreased when the frame size was
large. Furthermore, the transmission latency of the packets
with large hop count increased notably compared with small
hop count since the number of relay nodes traversed was
large.

From these results, we conclude that the hopcount-based
method is more effective than the existing method when the
interference ratio is large, and that the path-based method
is superior to the existing method for all interference ratios
in terms of the upstream end-to-end transmission latency.
While both of them improve the upstream end-to-end trans-
mission latency, they donot degrade average transmission
latency of the entire network. Considering the increase in
the frame length of the proposed algorithms in Figure 4, the
proposed algorithms can make a good trade-off between the
network throughput and latency.

V. Conclusion and FutureWork

In this paper, we proposed 2 kinds of time slot assignment
algorithms for upstream wireless links in IEEE 802.16j
multihop networks to reduce the upstream end-to-end trans-
mission latency. One of the proposed algorithms is a method
based on the hop count from the gateway node. The other
takes the path from relay nodes to the gateway node into
account. Through simulation experiments, we confirmed that
the proposed methods can reduce the upstream transmission
latency by up to 15% as compared with the existing method
without degrading average transmission latency of the entire
network, though the methods increase the frame size.

In future work, we need to evaluate the proposed methods
in other cases where parameters other than the interference
ratio change, and to consider the implementation complexity
and the overhead. We plan to improve the method not only
to reduce the transmission latency but also to enhance the
network throughput and to reduce the cost of assigning
time slots, to apply the methods to other radio interference
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Figure 5. Average of transmission latency.

model using Signal to Interference and Noise Ration (SINR)
that is more realistic than the radio interference model
in this paper, and to develop the methods to a dynamic
scheme adapting the change of topology, the change of traffic
demand, condition of wireless channel and so on.
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Abstract - Wireless sensor networks (WSN) are an increasingly 

attractive means to bridge the gap between the physical and 

virtual world. WSNs are envisioned to be used to fulfill 

complex monitoring tasks. Space and time play a crucial role in 

wireless sensor networks, since sensor nodes are used to 

collaboratively monitor physical phenomena and their space-

time properties. A number of techniques and distributed 

algorithms for location estimation and time synchronization 

have been developed specifically for sensor networks. There 

are many similarities in space and time domains. This affects 

the location estimation and time synchronization, ranging from 

applications and requirements to basic approaches and 

concrete algorithmic techniques. An improved approach for 

space and time localization in WSNs is given in this paper. The 

main aspect of the algorithm is the use of a mobile beacon for 

both localization and synchronization. A mobile beacon is a 

node that moves around the sensor’s field and it is aware of its 

time and position, equipped with a Global Positioning System 

(GPS) receiver. The synchronization component uses the 

packets required by the positioning component to improve its 

performance. The positioning component benefits from the 

communication, required by the synchronization component to 

decrease errors. A set of experiments and simulations are 

presented to evaluate the performance of the algorithm in 

order to reduce communication and processing resources and 

save energy and network resources. 

 

Keywords - space localization; time synchronization; 

mobile beacon; delay measurement; wireless sensor networks; 

global positioning system 

I. INTRODUCTION 

Enabled by technological advancements in wireless 

communications and embedded computing, wireless sensor 

networks were first considered for military applications, 

where large-scale wireless networks of autonomous sensor 

nodes would enable the unobtrusive observation of events in 

the real-world. The use of sensor networks has also been 

considered for various civil application domains.  

The categories time and location are fundamental for many 

applications of sensor networks, due to the close integration 

of sensor networks with the real world. Interpretation of 

sensing results or coordination among sensor nodes are 

some of the implementations, time synchronization and 

sensor node localization are fundamental and closely related 

services in sensor networks. 

In the synchronization problem [20, 21, 22, 23, 24, 

25], the nodes’ local clocks must be synchronized based on 

a reference node or in Coordinated Universal Time (UTC). 
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On the other hand, in the positioning problem [11, 

12, 13], the concept of a reference system between sensor 

nodes is performed by identifying the physical location 

(e.g., latitude, longitude, and altitude) of these nodes. In 

general, traditional solutions such as the Network Time 

Protocol (NTP [26]) and Global Positioning System (GPS) 

are not suitable for sensor networks due to resource 

limitations. Furthermore, current solutions for the 

synchronization [20, 21, 22, 23, 24, 25] and positioning [11, 

12, 13] problems are independent from each other and 

consequently, these problems are solved separately. As a 

result, the independent execution of these algorithms leads 

to lower efficiency regarding cost and accuracy. As it is 

demonstrated in this paper, by jointly solving these two 

problems, both synchronization and positioning errors can 

be reduced and energy can be saved.  

In some previous work [4, 14, 15], algorithms for 

time-space localization are proposed. In this paper, an 

improved algorithm for solving this problem using a mobile 

beacon is proposed. A mobile beacon is a node that is aware 

of its time and position (e.g., equipped with a GPS receiver) 

and that has the ability to move around the sensor field. This 

beacon can be a human operator, an unmanned vehicle, an 

aircraft, or a robot. A mobile beacon has been successfully 

applied to solve the positioning problem. To the best of our 

knowledge, the current work is the first to address the use of 

a mobile beacon in synchronization and time-space 

localization problems. The proposed time-space localization 

algorithm can synchronize nodes by using the packet delay 

measurement [23, 24]. Synchronization can be improved by 

the extra packets required for location discovery. The 

algorithm is implemented for different network topology. 

Existing solutions for time synchronization and node 

localization do not cover all important parts. Here, an 

integrated solution to jointly solve the localization and data 

routing problems in sensor networks is proposed, using a 

mobile beacon equipped with GPS, for grid, but also for 

randomly chosen network topology, reducing 

communication and processing resources, also saving 

energy and network resources.   

In the next section, the related work is described. 

Section 3 presents an overview and definition of the 

positioning and synchronization problems in WSNs. Section 

4 is presenting different types of topologies for wireless 

sensor networks used in our work. Section 5 describes the 

Space and Time Localization in Wireless Sensor Networks 
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proposed algorithm, which is evaluated in Section 6. 

Section 7 presents the conclusions and future work. 

II. RELATED WORK 

There are different ways of classifying general 

space and time localization algorithms, they can be 

classified according to the measurement assumptions as four 

types: 1) connectivity-only 2) range-based 3) angle-based 4) 

hybrid. A comparison between the well - known algorithms 

such as DV-Hop (Distance and Euclidean), Euclidean and 

Multi-lateralization can be obtained from [3]. The 

comparison is done in the context of specific constraints of 

sensor networks, such as error tolerance and energy 

efficiency, results indicate that there is no single algorithm 

that performs "best" and that there is possibility for further 

improvement. 

A number of localization methods rely on 

connectivity information only. These types of methods are 

also referred to as "range-free" methods. The Centroid 

method [5] estimates the location of an unknown node as 

the average of its neighbors' locations. The APIT method 

(Ad Hoc Positioning [6] estimates the node location by 

isolating the area using various triangles formed by beacons. 

The DV-Hop method [7] counts the hop numbers to beacons 

and uses them as crude estimates for distances. Range-free 

methods require no additional hardware, but they generally 

only work well when networks are dense. Sparse networks 

by nature contain less connectivity information, and thus 

they are more difficult to localize accurately. 

Range-based methods include the Ad Hoc 

Positioning System (APS) methods such as DV-Distance 

and Euclidean proposed in [7, 8]. In [9], ranging data are 

exchanged between the neighbors to refine the initial 

location guess. While those methods compute the absolute 

node locations, the GPS-Free method [10] calculates the 

relative node locations from the distance measurements. 

Compared to range-free methods, range-based methods give 

more accurate location estimates when ranging data is 

reliable. However, depending on the deployment 

environment, ranging techniques based on RSSI-Received 

Signal Strength Indicator tend to be error-prone and strong 

filtering is required. The ranging error could ultimately 

destroy the localization accuracy if it is allowed to 

propagate through the network unbounded. 

Different methods generally exploit the trade-off 

between the estimation accuracy and the estimation 

coverage. For instance, given the same network scenario, 

the Euclidean method is capable of generating more 

accurate location estimates of a smaller subset of nodes, 

whereas the DV-Hop method has better coverage but worse 

accuracy. Regardless of the tradeoff, a common 

characteristic shared by distance-based algorithm is that 

they require a relatively high network density in order to 

achieve better results. Based on the extensive simulation of 

DV-Distance, Euclidean and multilateration methods 

performed in [16], it can be concluded that those distance-

based GAHLAs “require an average degree of 11-12 nodes 

within the ranging neighborhood in order to achieve 90% 

localization coverage with 5% accuracy [16]." 

Even though the future of AoA sensing devices is 

still unclear, some works have been published on 

localization using angle information. Simulation studies in 

[16] also show that when AoA (angle of arrival) of the 

signals is used in addition to the distance measurement, the 

localization accuracy and coverage can be drastically 

improved. 

A combination of the above techniques can be 

employed to form a hybrid method. For instance, a hybrid 

method is proposed in [17] that uses both APS and Multi-

dimensional Scaling (MDS). 

The probabilistic method and particle filters have 

been used in visual target tracking and computer vision 

location systems [18, 19] in the context of robotics. The 

particle filter method is also used to obtain the mobile node 

location based on received signal strengths from several 

known-location base stations in wireless cellular networks. 

The probability grid system in is a centralized probabilistic 

localization algorithm that updates the distribution based on 

a grid system. 

Some recent researches [27, 28, 29] have proposed 

the use of mobile beacons to assist the nodes of a WSN in 

estimating their positions. A mobile beacon is a node that is 

aware of its position (e.g., equipped with a GPS receiver) 

and that has the ability to move around the sensor field. This 

beacon can be a human operator, an unmanned vehicle, an 

aircraft, or a robot. The localization algorithm proposed by 

Sichitiu and Ramadurai [27] uses mobile beacons to allow 

nodes to compute their positions by using range-based 

distance estimations. A similar but range-free positioning 

system is proposed by Ssu et al. [29]. In Pathirana et al. 

[28], the mobile beacon itself computes the positions, 

instead of the nodes. Mobile beacons have also been used to 

localize nodes in underwater WSNs [30]. In these networks, 

a boat equipped with a GPS receiver can be used as a 

mobile beacon or can send GPS position information to 

submerged equipment. These solutions address only the 

spatial localization problem, ignoring the need for time 

localization. 

In the Flooding Time Synchronization Protocol 

(FTSP) [23], all delays in the packet transfer time are 

computed to synchronize precisely both sender and receiver 

using only one broadcast. An accuracy of about 1.5 µs is 

reported. The multihop synchronization algorithm includes 

a leader selection (root node) and a flooding-like algorithm 

to propagate the timing information. Multiple floodings can 

be used to compute the clock drift. A similar algorithm is 

Delay Measurement Time Synchronization (DMTS) [24], 

which reports a single hop accuracy between 2 µs and 32 

µs. These synchronization solutions solve only the time 

synchronization problem, ignoring the need for a common 

spatial reference system.  

Global Positioning System (GPS) [1] is a good 

example of a time-space localization system that can both 

localize and synchronize sensor nodes; however, to equip 

all the sensors in a WSN with a GPS receiver is not a good 
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solution because it increases their cost, size and energy 

consumption. Romer [31, 32] also addressed and solved 

these two problems separately. Then, Romer and Mattern 

[33] presented both problems as related to each other, but 

no integrated solution was proposed. The Synapse algorithm 

is proposed [14], a time-space localization algorithm that 

computes the average multi-hop time of a packet to 

synchronize the nodes. Also, the Lightness algorithm [15] 

had been proposed, a novel and lightweight time-space 

localization algorithm that is able to localize and 

synchronize all nodes in a WSN with the communication 

cost of a single flooding.  

In this paper, an improved algorithm for 

localization in time-space, using a mobile beacon, referring 

different network topologies is proposed to solve this 

problem.  

III. WIRELESS SENSOR NETWORKS 

Sensor networks consist of sensor nodes, 

computing devices that include a power source, a 

transceiver for wireless communication, a processor, mem-

ory, sensors, and potentially also actuators. Although the 

exact properties and capabilities of these components may 

vary, a common property of sensor nodes is their resource 

scarcity. 

Multiple sensor nodes form a wireless network, 

whose topology and other properties do also depend on the 

application context. A large class of sensor networks can be 

characterized as multi-hop ad hoc networks, where sensor 

nodes do not only act as data sources, but also as routers 

that forward messages on behalf of other nodes, such that no 

additional communication infrastructure is required for 

operating the network. 

The output of the sensor network may be used for 

various purposes. The output is delivered to a human user 

for further evaluation. It may be used to control the 

operation of the sensor network without human intervention 

by enabling/disabling sensors, or by controlling operation 

parameters of sensors (sampling rate, sensitivity, 

orientation, position). Using the output of the sensor 

network to control sensors or actuators can effectively 

create a closed-loop system that strives to achieve a 

particular nominal condition in the sensor network or in the 

real world.  

The characteristics of wireless sensor networks can 

present a number of major challenges to the development of 

algorithms, protocols and systems. The main technical 

challenges are resource and energy constraints, network 

dynamics, network size and density, unattended and un-

tethered operation.  

It is important to ensure that resource usage and 

energy consumption are equally spread among the nodes of 

the network. If some nodes exhaust their battery quickly and 

fail early, resulting permanent network partitions may 

render the network in-operational. Usage of resources may 

lead to bottlenecks such as network congestions. Sensor 

nodes send sensor readings along a spanning tree to a base 

station for evaluation. Nodes close to the base station will 

run out of power since they forward messages from nodes 

further away.  

Depleted batteries and corruptive environmental 

conditions (e.g., pressure, humidity, temperature, 

destructive chemicals) often lead to node failures. 

Temporary environmental obstructions may influence the 

communication range of nodes. Nodes may be mobile, new 

nodes may be added to replace failed ones. All these issues 

may lead to frequent topology changes in sensor networks. 

Temporary network partitions are likely to exist in sparse 

networks. 

Despite intermittent connectivity, messages can be 

forwarded across partitions by mobile nodes as illustrated in 

Figure 1. 

 

 

 

 

 

 
Figure 1: Message transport across partition boundaries through node 

mobility. 

 

The delay of the message flow can be arbitrarily 

high and is hardly predictable unless the mobility pattern of 

node 2 in the figure 1 is known in advance. Ensuring robust 

operation of a sensor network in such setups can be a very 

challenging task. 

A.  The Positioning Problem 

To define the positioning problem in Wireless 

Sensor Networks, we take a WSN composed of p nodes, 

with a communication range of c units, and distributed in a 

two-dimensional squared sensor field S = [0, q] × [0, 

q].The network is presented by a graph P = (L,M) with L = 

{l1, l2, . . . ,ln} like a set of sensor nodes; hi, ji ∈ M iff li 

reaches lj , i.e., the distance between; li and lj is smaller than 

c; u(e) ≤ c is the weight of edge e = hi, ji, i.e., the distance 

between li and lj . We also consider only two dimensions for 

a node’s location, but the methods presented here can be 

extended to accommodate three dimensions. P is Euclidean 

graph in which every node has a coordinate (xi, yi) ∈ R
2
 in a 

two-dimensional space, which represents the location of 

node i in S. Here there are: the unknown node, which is a 

node that doesn’t know its position, then settled node which 

was initially an unknown node, but has managed to estimate 

its position by using a positioning system. Also, there is a 

beacon node or anchor, which is always aware of its 

physical position and helps to locate other nodes. Its 

position is obtained by manual placement or by external 

means such as a GPS receiver. This node forms the basis for 

most positioning systems in WSNs. The positioning problem 

is stated as finding the position of as many unknown nodes 

as possible, referring to a given multihop network, 
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represented by a graph, and a set of beacon nodes and their 

positions.  

An example of a positioning system is localization 

with a mobile beacon proposed by Sichitiu and Ramadurai 

[27]. Once the nodes are deployed, the mobile beacon 

travels through the sensor field broadcasting messages that 

contain its current coordinates. When an unknown node 

receives more than three messages from the mobile beacon, 

it computes its position being based on the received 

coordinates and on the RSSI (Received Signal Strength 

Indicator) distance estimations. The communication cost for 

the WSN is null, since the nodes do not need to send any 

packets. 

An advantage of this mobile beacon approach is 

that the nodes’ positions are computed based on the same 

node -mobile beacon, keeping the mean localization error 

low and preventing the propagation of this error. It avoids 

the use of nodes equipped with GPS, except for the mobile 

beacon. 

An important aspect that influences the position 

estimates is the trajectory of the mobile beacon. The less 

rectilinear the trajectory, the better the estimates will be. 

Rectilinear trajectories must be avoided. Two possible 

trajectories are evaluated in this work: sinusoidal and spiral 

trajectory. 

B.  Time synchronization 

The significance of physical time for sensor 

networks has been reflected by the development of a 

number of time synchronization algorithms in the recent 

past. Most computer systems in use today are based on 

clocked circuits and hence contain so-called digital clocks. 

Such hardware clocks are a valuable tool for time 

synchronization, since they can be used to maintain 

synchronization over time [2].  

A typical hardware clock consists of a quartz-

stabilized oscillator and a counter that is incremented by 

one every oscillation period. If the periodic time T of the 

oscillator is known, the counter h can be used to obtain 

approximate measurements of real-time intervals in 

multiples of T. 

The clock counter displays value h(t) at real time t 

and is incremented by one at a frequency of f. The rate of 

the counter is defined as f(t) = dh(t)/dt. An ideal digital 

clock would have a rate of 1 at all times. The periodic time 

of the oscillator and hence the clock rate depend on various 

parameters such as age of the quartz, supply voltage, 

environmental temperature and humidity. This clock drift is 

formally defined as the deviation of the rate from 1 or: 

 

ρ(t) = f (1) – 1     (1) 

 

Since sensor nodes are typically operated under a 

well-defined range of the above parameters, it is reasonable 

to assume a maximum possible drift ρmax, such that: 

 

|ρ(t)| ≤ ρmax     (2) 

 

Obtaining temporal constraints is typically 

implemented by communication among sensor nodes. In 

practice, the relationship between synchronized time and 

hardware clock is often not linear. By repeating the line 

fitting procedure frequently, a linear approximation of that 

nonlinear relationship can be achieved. The hardware clock 

can be considered a time sensor, calibrated using the 

observed past behavior of synchronized time. The precision 

of the chosen approach should be evaluated and the 

imprecision of time synchronization algorithm should be 

decreased, depending on the age of time marks and hop-

distance between nodes of the sensor network, providing 

accuracy ordered in milliseconds. 

In this work, the actual time of the network is 

considered, in which the nodes must be synchronized (e.g., 

UTC), is represented simply by t. The hardware clock of 

node i is defined as ti(t), since it is a monotonically non-

decreasing function of t. Because no hardware clock is 

perfect, ti(t) has two components: ti(t) = dit + oi, where oi is 

the offset, i.e., the difference between t and ti at that instant, 

and di is the drift, i.e., how the local clock gradually 

deviates from t due to conditions such as temperature or 

battery voltage. The unsynchronized node is a node whose 

clock is not synchronized with the reference; synchronized 

node is a node which was initially unsynchronized, but 

managed to synchronize its local clock by using a 

synchronization system; the beacon node is the node that 

already has a synchronized clock (e.g., by using GPS) and it 

is called a beacon node. The synchronization problem is 

stated in finding the offset and drift (oi, di) of as many 

unsynchronized nodes i ∈ N as possible, by a given 

multihop network, represented by a graph, a set of beacon 

nodes and their synchronized clocks. In the packet delay 

measurement, all delays in the packet transfer time are 

estimated to synchronize precisely both sender and receiver 

by using only one packet. The packet delay measurement 

synchronization technique has been used in a number of 

synchronization protocols for WSNs [23, 24]. 

C. Localization in Time and Space 

In a wireless sensor network, most of the 

applications that require position information also require 

time information. Number of similarities can be identified 

[14, 15]. 

The need of both time and space information and 

the similarities between them, have shown the importance of 

combining these two problems into a single one: 

localization in time and space. Doing so, energy and 

network resources could be saved, also the opportunity to 

improve time and position estimations in contrast to the 

scenarios in which these problems are solved separately is 

given. Synchronization algorithms can take advantage of the 

greater number of beacon nodes required by the positioning 

algorithms, while positioning algorithms can take advantage 

of the techniques and additional communication resources 

used to synchronize nodes. 

The time-space localization problem can be stated 

as finding the position (xu, yu) and time tu(t) for all 
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unsynchronized and unknown nodes, by a given multihop 

network, represented by a graph and a set of beacon nodes, 

their positions (xb, yb) and synchronized clocks tb = t, where 

u and b belong to the sets of unknown nodes and beacon 

nodes, respectfully.  

IV. WIRELESS SENSOR NETWORK TOPOLOGIES 

Several wireless sensor networks topologies are 

considered in our work and they are presented on Figure 2. 

The first network topology presented here is C – random 

network topology (Figure 2 (a)). Together with the 

presented H – random topology (Figure 2 (d)) are irregular 

network topologies, as well as the random topology, shown 

in Figure 2 (e).  

 

 
                        (a)                                          (b) 

 

 
                        (c)                                           (d) 

 

 
(e) 

 
Figure 2: Network topologies - (a) C – random topology (b) Disturbed grid 

topology (c) Disturbed hexagonal topology (d) H – random topology (e) 

Random topology 

 

The C and H – random topologies are random 

topologies, but irregular ones, because only a part of the 

square of the surface is considered.  

Disturbed grid topology and disturbed hexagonal 

topology shown on Figure 2 - (b), (c) are more regular 

network topologies than previous mentioned ones. 

V. A MOBILE BEACON APPROACH FOR 

LOCALIZATION IN TIME AND SPACE ALGORITHM 

An improved approach for space and time 

localization, for different network topologies, is presented 

in this section. The positioning component is essentially the 

mobile beacon localization algorithm [27]. The 

synchronization component obeys the same principle as the 

positioning algorithm, but it is extended to deal with time 

estimations [4]. These two components are combined in the 

algorithm. The delay measurement technique is used to 

synchronize nodes. 

Different network topologies are employed, 

generated by our algorithm. 

Once nodes are deployed, the mobile beacon 

travels through the sensor field broadcasting messages that 

contain its current coordinates and timestamp. When an 

unknown node receives a packet from the mobile beacon, it 

can estimate the packet travel time and, based on the times 

tamp stored in the packet, its own offset. Also, when an 

unknown node receives more than three messages from the 

mobile beacon, it can estimate its position based on the 

received coordinates and on the RSSI distance estimates. 

Since the nodes will require at least three packets for 

positioning, synchronization can be improved by computing 

the average offset of all packets. An advantage of this 

algorithm is that the communication cost of localizing and 

synchronizing regular nodes is null, since these nodes do 

not need to send any packets. 

Set of position information is given as a variable, 

also, set of received timestamps. Timer to send packets is 

put, position and time information through variables is 

given. After that, the nodes’ GPS info is returned, packets’ 

travel distance estimation is given, the nodes’ position is 

computed. Later, packets’ travel delay estimation is given 

and also the nodes’ offset is computed. Case if this node is a 

beacon node is explored and number of references is tested, 

if there are three received messages from mobile beacon, it 

confirms enough references and proceeds with the 

algorithm. 

The running application of this algorithm is 

presented on figure 3. The red color point is the mobile 

beacon which is moving through the sensor network, 

marked with blue color on the figure 3. The options for 

choosing five types of sensor networks is put here whether 

the user wants to choose grid oriented network, randomly 

chosen network, hexagonal network topology, or H and C 

random network topologies, presented in the previous 

section. Also, information about the parameters used and 

display options are given. Choice by the user, according to 

the parameters and network topology, is enabled.   

Running the sensors, the energy, which the mobile 

beacon is spending on moving itself and sending messages, 

is overviewed. This energy is much bigger than the one 

which is spent on local calculations for each sensor in the 

WSN. This is very low energy consumption. 
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Figure 3: The running application of the algorithm 

VI. EVALUATION 

The evaluation of our algorithm is done, by 

performing simulations, parameters used and their values 

are given in the next table.  

An experiment was done within the sensor field 92 

x 92 m
2
. 256 nodes are employed, for different network 

topologies, we have chosen five types of network topology, 

explained previously, for this evaluation. The density of a 

sensor network is picked to be 0,03 nodes/m
2
 and the 

communication range is 15 m. 

 
TABLE I. SIMULATION PARAMETERS AND THEIR VALUES 

 

Parameter Value 

Sensor field 92 × 92 m2 

Number of nodes 256 nodes (different network 

topologies) 

Density 0.03 nodes/m2 

Communication range 15 m 

Number of beacons 1 - mobile beacon 

RSSI inaccuracy 10 % of communication range 

 

The evaluation is done by taking two types of 

trajectories for the mobile beacon: sinusoidal and spiral 

trajectories, presented on figure 4. 

 

 

a)                                              b) 

Figure 4. Evaluated trajectories for the mobile 

beacon: a) sinusoidal; b) spiral trajectory. 

 

On the next figure, localization error, 

synchronization error and also impact of RSSI inaccuracy 

are presented, in different color, for two evaluated 

trajectories of the beacon, sinusoidal an spiral ones, and for 

five types of network topologies: C – random topology, 

disturbed grid topology, disturbed hexagonal topology, H – 

random topology and random topology.  

Localization Error - the distribution of position 

errors among the sensor nodes is depicted in Figure 5 (a). 

The cumulative error identifies the percentage of nodes (y-

axis), with a positioning error, smaller than a parameterized 

value (x-axis). A sharp curve means that the majority of 

nodes has a small error. This graph also shows that spiral 

trajectories result in better positioning than sinusoidal ones, 

since these trajectories are less rectilinear. 

Synchronization Error - the distribution of 

synchronization errors among the sensor nodes is depicted 

in Figure 5 (b). In this case, the cumulative error identifies 

the percentage of nodes (y-axis) with a synchronization 

error smaller than a parameterized value (x-axis). Again, a 

sharp curve means that the majority of nodes have a small 

error.  

Impact of RSSI Inaccuracy – since the fact that the 

distance estimations using RSSI measurements are not 

accurate, depending on the environment, such an inaccuracy 

may lead to greater errors in the estimated positions. The 

evaluation of this impact is done by adding some noise to 

the real distances. This noise is generated by a normal 

distribution, with the actual distance as the mean and a 

percentage of this distance as the standard deviation. The 

comparison between the increase of the standard deviation 

of the normal distribution and the actual distance for the 

algorithms is presented on Figure 5(c). 

 

 
(a) 

 
(b) 

17

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           28 / 157



 

 

 

 
(c) 

 
Figure 5. (a) Positioning cumulative error (b) Synchronization cumulative 

error (c) Impact of RSSI inaccuracy 

 

It can be noticed that the positioning part takes 

advantage of the synchronization part to improve its 

performance, which shows the significance of solving both 

positioning and synchronization problems at the same time. 

VII. CONCLUSION 

Due to the close integration of sensor networks 

with the real world, the categories time and location are 

fundamental for many applications of sensor networks, to 

interpret sensing results or for coordination among sensor 

nodes. Time synchronization and sensor node localization 

are fundamental and closely related services in sensor 

networks. 

Existing solutions for these two basic services have 

been based on a rather narrow notion of a sensor network as 

a large-scale, ad hoc, multi-hop, un-partitioned network of 

largely homogeneous, tiny, resource-constrained, mostly 

immobile sensor nodes that would be randomly deployed in 

the area of interest. However, recently developed 

prototypical applications indicate that this narrow definition 

does not cover a significant portion of the application 

domain of wireless sensor networks. 

Existing solutions for time synchronization and 

node localization do not cover all parts of space and time in 

wireless sensor networks problem. Different, proposed 

approaches should be implemented to support these 

concepts adequately.  

In this paper, we have proposed and evaluated an 

improved algorithm for the time-space localization, a 

mobile beacon approach, for different network topologies. 

By using a mobile beacon, all sensor nodes are able to 

localize themselves both in time and space. The beacon 

node sends packets and all regular nodes are able to 

synchronize and compute their positions with a zero 

communication cost algorithm. The proposed algorithm 

shows the importance of combining both positioning and 

synchronization into a single unified problem: localization 

in time and space. By doing so, the proposed algorithm 

manages to improve synchronization in the algorithm, 

comparing to the previous implemented approaches. In this 

case, communication and processing resources can be 

reduced, thus saving energy and network resources. 
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Abstract—The Carrier Super-Positioning Satellite System is
a promising telecommunication system because the efficiency
of frequency usage is twice as much of that in existing satellite
systems. Interference canceller used in the carrier super-
positioning system is greatly effected by the nonlinear distortion
of satellite TWTA. A scheme of the nonlinearity compensation
for P-MP VSAT network has been proposed by us before. In
this paper we propose and verify a new method to compensate
the nonlinearity of satellite TWTA for P-P system to improve
the interference canceller for the Carrier Super-Positioning
System.

Keywords-satellite; frequency reuse; nolinear compensation;
interference canceller.

I. I NTRODUCTION

As the traffic demand for high speed data and images
increases, effective utilization of frequency resources of
satellite communications is more important than ever. Carrier
super-positioning is a promising telecommunication system
for frequency reuse since the frequency efficiency becomes
double that of existing satellite systems. In this system
outbound signal (outgoing from the station) and the inbound
signal (incoming to the station) can use common frequency
band which are conventionally used in separate bands. In
this system, the signal sent from the station becomes the
interference to the station itself, and the interference shall
be removed by the interference canceller which is discussed
in this paper.

The interference canceller is realized by generating its
replica and subtracting it from the received signal [1]-[5].
In this process, some parts of the interference remaine
not cancelled unless the waveform of generated replica
is exactly the same as that of interference. One of the
major reasons of the difference comes from the nonlinear
distortion which the received signals suffer from the satellite
transponder TWTA (Traveling Wave Tube). The effects of
the nonlinear TWTA on to the conventional communications
systems have ever been reported[6][7]. On the other hand,
the effects of the nonlinearity on the canceller performance
have been reported by us in the previous papers [8]. And a
method has been proposed to compensate the nonlinearity by

Figure 1. Typical carrier super-positioning systems for Point to Point
network

 0

 0.2

 0.4

 0.6

 0.8

 1.0

  0.5  1.0  1.5  2.0  2.5  3.0

O
ut

pu
t A

m
pl

it
ud

e 
(A

M
/A

M
)

Input Amplitude

O
ut

pu
t P

ha
se

 (A
M

/P
M

) [
ra

d]

AM/AM

AM/PM

 1.0

 0.8

 0.6

 0.4

0.2

Figure 2. Nonlinear characteristics of TWTA

intentionally giving same nonlinearity to the replica as that
of satellite TWTA. This method is , however, applicable only
to the P-MP VSAT system in which the power of outbound
signal in much large than that of inbound[9][12].

In this paper, we will show the nonlinear compensation
method in the P-P system in which the power of both
inbound and outbound signal in the same.

One network is composed of two large Hub stations. And
a wide band outbound(OB) carrier is sent from the Hub to
another wider band inbound(IB) carriers are from another,
to the Hub. This is called a point-to-point network. Figure
1 shows the point-to-point network.
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Figure 3. Signal vectors of TWTA Input and Output

II. EFFECTS OF NONLINEARITY

In the satellite communications, the transponder TWTA
is preferably operated in the region of saturation in order
to use power effectively. Then, the signals amplified there
suffer from the effects of inter-modulation and distortion
due to the AM/AM and AM/PM conversion. Figure 2
shows a typical nonlinear characteristics of the TWTA used
in the conventional communications satellite. In the case
of a carrier superposed system, two or more carriers are
commonly amplified. Figure 3 shows a vector diagram of
input and output signals through the TWTA. Composite
signal (a) of outbound(OB) and inbound(IB) is provided to
TWTA and converted to the TWTA output signal (b). If the
power of OB is large enough in comparison with IB, the
conversion which the composite signal(a) is received by the
nonlinearity is the same as that by which OB is received.
On the other hand, it is not true in such system that the
power of IB is not smaller enough than OB like point-to-
point network.

As mentioned, the difference between received OB and
its replica becomes interference. And if the received OB
is distorted by the nonlinearity of TWTA, it causes the
difference between received OB and its replica.

III. N ONLINEARITY COMPENSATION

As described above, interference power is generated due
to the nonlinear distortion of unwanted signal (OB). Our
purpose in this study is to compensate the distortion. We take
different approaches for two types of networks. First, it is for
the VSAT system in which the power level of OB is much
higher than those of IBs. In this system, the distortion which
the composite signal suffers from the nonlinearity is almost
the same as the distortion which OB signal suffers from.
In this case, therefore, major part of the difference between
received unwanted signal and its replica is removed by inten-
tionally giving the same nonlinearity to the replica[9][12].
Secondly, the approach took for point-to-point network is,

Figure 4. Interference canceller-introduced nonlinear compensations

as shown in Figure4, to put the compensator which has
inverse nonlinear characteristics of the TWTA in front of
the canceller since we can not apply same approach to P-P
system as in the VSAT system where we give nonlinearity
to the replica. Here we call replica compensation for the P-
MP system and post compensation for the P-P system. The
detailed configurations and the effects of both approaches
are then discussed.

A. Replica compensation

Here, we refer the method and the effect of replica
compensation shown in the reference [9] and [12]. This
approach is to compensate the distortion by intentionally
giving the same distortion to the replica. Figure 4 shows
the conceptual block diagram of replica compensation. The
upper side of this block diagram is the path where the
received signals (OB+IB) are provided to the canceller. The
lower path is to generate the replica of OB by demodulating
received signal. The output of the demodulator is then
fed to the nonlinearity. This function is achieved not by
adding actual non-linear devices such as a Sohottky diode
but by a numerical approach of signal processing in a
degital filter and does therefore not impact significantly on
the hardware size. Here the issue is how to estimate the
nonlinear characteristics of satellite TWTA in the replica
generator of the canceller unit. It is not difficult to know
the satellite TWTA nonlinearity itself by getting the data of
the transponder from the satellite operator. Also, there are
not so many variations in the nonlinear characteristics in the
same class of TWTA. However, even though it is possible
to know nonlinear characteristics, we still have to know the
operating point (back off) of the satellite TWTA in order to
give the same nonlinearity to the replica because the effects
of nonlinearity on to the signals depends greatly on the
operating level (back off) of the amplifier. Furthermore, the
uplink power to the satellite frequently deviates due to the
rain attenuation or other reasons. It is therefore mandatory
for the nonlinearity compensation to have a function which
automatically tracks the operating level of the transponder.
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Namely adaptive back off function is mandatory. Figure
5 and 6 show the effects of replica compensation. The
extrated carrier to interference ratio is improved by about 10
dB(Figure 5) and half of the BER degradation is improved
in dB as shown in Figure 6.
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In this method, it is assumed that the nonlinear char-
acteristics given to the replica is the same as that of
satellite TWTA for both amplitude and phase. However,
it is important to investigate the effects of the difference
between two nonlinearities. We think it is not difficult to
adopt same amplitude nonlinearity of the replica as that of
the satellite TWTA since it is not difficult to get precise
data of the amplitude nonlinearity of the TWTA Then, we
have investigated the effects in case some difference exists
between two phase nonlinearities. As shown in these figures,
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Upper :+20%of satellite AM/PM
Middle: ±0% of satellite AM/PM
Lower :−15%of satellite AM/PM

(refer to [12])

it can be said that the change of phase nonlinearity up to
+20 and -15 % does not give significant degradation to the
performance of nonlinearity compensator.

B. Post compensation

As mentioned, the replica compensation is useful only
when the unwanted OB signal level is much higher than
wanted IB signals. We propose here another method to
compensate distortion which the received signals (composite
of both OB and IBs) suffer from the satellite nonlinearity.
By this approach, the distortion should be basically removed
from the received signal regardless the relation between OB
and IB levels.

Figure 8 shows the vector diagram distorted by the
nonlinearity. Phase and amplitude of a vector is converted
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Figure 8. Vector diagram of TWTA input/output and receiver input by
post compensation

(twisted) according to the AM/PM and AM/AM conversion
characteristics of TWTA respectively. Our method is to put
the inverse characteristics of the nonlinearity at the canceller
input. It is theoretically expected that large part of the
distortion can be removed from the received signal before it
is provided to the canceller. By this operation, the twisted
vector should be stretched as shown in Figure 8. But it shall
be notified, in this case, that the inverse operation for the
amplitude conversion (AM/AM) increases the noise since
this operation is to expand larger portion of amplitude of
the received signals which contain thermal noise.

1) Theory of post compensation:Lets assume the non-
linear characteristics of the TWTA as , where r is the input
signal of TWTA, then the output of TWTA can be expressed
by,

g(r) =
αxr

1 + βxr2
(1)

for AM/AM

f(r) =
αφr2

1 + βφr2
(2)

for AM/PM

Table I
PARAMETERS OFTWTA CHARACTERISTICS

αx 1.0
βx 0.25
αφ π/12
βφ 0.25

Figure 9. Inverse Nonlinear Characteristics of TWTA

In the carrier superposed network, the satellite input signal
is the summation of outbound signal (A) and inbound signal
(B). Therefore the satellite output signal is obtained by,

y = g(A + B) (3)

Our proposal is to put inverse nonlinear characteristics
g−1(y) at the receiver input, then the original signal A+B
can be principally attained by

A + B = g−1(y) (4)

g−1(y) = −
√

α2
x

4β2
xy2

− 1
β2

x

+
αx

2βxy
(5)

The input-output characteristics of the path is shown in
Figure 10 which is compensated by inverse nonlinearity
shown in Figure 9.

2) Simulation results:Figure 11 and 12 show the results
of computer simulation. The post compensation improves
BER by about 1～ 1.5 dB as shown these figures. Figure
13 shows the effects of post compensation for two case
of TWTA operation points. As shown in Figure 13, large
improved can be expected for small input back off.

IV. CONCLUSION

This paper proposes a new nonlinearity compensation
method for the interference canceller used in carrier super-
positioning point to point(P-P) satellite system. In this
system, both inbound and outbound signals are transmitted
in the same frequency band and therefore the interference
canceller that subtracts the unwanted signal from received
signal is required. However, the amplifier used at satellite,
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Figure 10. Path Characteristics Compensated by Inverse Nonlinearity
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Figure 11. BER Performance vs input back off of TWTA for with and
without post compensation, CN = 10[db]

TWTA, shows nonlinear characteristics when it is used at
high input level. To compensate this nonlinear distortion,
received signal is deformed with reverse characteristics of
TWTA to achieve nondistorted signal. Also, the method
which is applicable to P-MP VSAT can not be applied
to this case. Therefore we proposed here post compensa-
tion method. In this paper, this method is evaluated with
computer-based simulation and the result shows that it is
able to decrease the effect of nonlinearity which is distorted
at satellite’s TWTA. For future work, we must check if this
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Figure 12. BER Performance vs CNR for with and without post
compensation, IBO = 5[dB]
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Figure 13. BER Performance for two cases of operating point of TWTA

method is useful in such conditions that the received signal
is attenuated by rain. We also must check if this method
does not make worse in the heavier noisy conditions due to
the inverse nonlinear operation.
The BER data shown here are now under the further study
since these are the case in the simplified transmission path
which does not include filters in the down link. (satellite
output filter and receiver input filter)
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Abstract—Radio interference should be taken into account
to assign time slots to links in time division multiple access
(TDMA)-based wireless mesh networks. In many graph theory-
based time slot assignment algorithms, the protocol interference
model is widely used to obtain radio interference information,
although this model is considered to be inaccurate when
compared with actual radio interference. On the other hand,
the signal-to-interference-plus-noise-ratio model (SINR model)
is a well-known and accurate model of radio interference.
However, the SINR model requires time slot information to
obtain radio interference relationship, and thus it is difficult
to apply the SINR model to graph theory-based time slot
assignment algorithms. In this paper, we extend the protocol
interference model to represent radio interference more accu-
rately for wireless mesh networks. To do this, we adjust the
interference ratio parameter of the protocol interference model
by considering SINR. We propose three methods for adjusting
this parameter. Through simulation, it is shown that higher
accuracy of the protocol interference model can be achieved
by adjusting the interference ratio parameter for each node.

Keywords-wireless mesh networks, protocol interference
model, signal-to-plus-noise-ratio model, time slot assignment.

I. I NTRODUCTION

Wireless mesh networks have attracted a great deal of
attention for providing wireless broadband access because
of their expandability and cost efficiency [1]. Wireless mesh
networks consist of a gateway node which is connected to
a wired network and mesh nodes which relay the messages
between the gateway node and client terminals as shown in
Fig. 1. A mesh node is connected with another node through
a wireless link when they are within transmission range of
each other. A mesh node provides wireless broadband access
service to client terminals within its service area.

In wireless networks, when closely located links are
simultaneously used, a receiver node cannot correctly receive
radio signals from the corresponding sender node due to
radio interference. That is why it is necessary to avoid
radio interference in wireless networks. In the time division
multiple access (TDMA) protocol, time is divided into
frames, each of which consists of time slots of constant
duration. Different time slots are then assigned to links that
interfere with each other. The performance of the wireless
mesh networks highly dependent on the time slot assignment
algorithms, and graph theory-based time slot assignment
algorithms for wireless mesh networks have been studied

Backhaul network

Gateway node Mesh node Client terminal

Wireless upward link

Wireless downward link
Wired link

Figure 1. Wireless mesh network

[2, 3, 4] since time slot assignment algorithms can be
regarded as the graph coloring in graph theory.

Graph theory-based time slot assignment algorithms re-
quire information on the interference relationships among
links before assigning time slots to links. In these algorithms,
the protocol interference model(a.k.a. unified disk graph
model) [5, 6] has been widely used to obtain radio interfer-
ence information. In the protocol interference model, a radio
interference range is defined as a circle centered on a sender
node. Since the interference relationships among links are
defined according to the location of nodes, the protocol
interference model can be easily used in theoretical analysis.
However, the protocol interference model is not accurate
in comparison with physical radio interference [6]. For
example, closely located links can be used simultaneously
when each receiver node can receive signals of sufficient
strength from the corresponding sender node, even if the
protocol interference model indicates that the links interfere
with each other [7]. In addition, there is a situation in
which a receiver node cannot correctly receive radio signals
from the corresponding sender node when many links are
simultaneously used and interfere with the receiver node,
even if there are no interference relationships among the
links in the protocol interference model.

On the other hand, thesignal-to-interference-plus-noise
ratio (SINR) model[6, 7] is known for accurate radio
interference representation. In the SINR model, when the
signal-to-interference-plus-noise ratio of a link is beyond a
threshold value, the receiver node of the link can success-
fully receive the radio signal from the sender node of the
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link. The SINR model can handle features of wireless radio
propagation such as Rayleigh fading, shadowing effects and
capture effects[8]. However, to obtain interference relation-
ships among links, the SINR model requires information
not only on the location of nodes, but also on sender nodes
which simultaneously emit radio signals. Therefore, it is
difficult to apply the SINR model to the graph theory-based
time slot assignment algorithms.

To apply the graph theory-based time slot assignment
algorithms to actual wireless mesh networks, accurate in-
formation on interference relationships is needed in order to
avoid interference among links and to assign time slots to
links efficiently. In other words, accurate radio interference
models are needed that can be applied in graph theory-
based time slot assignment algorithms. For this purpose,
in this paper we extend the protocol interference model
considering SINR. This is accomplished by adjusting the
interference ratio parameter of the protocol interference
model. The overview of our proposal is as follows. For
a wireless mesh network, interference relationships are at
first determined based on the protocol interference model.
Then, time slots are assigned for all links based on the
information on the interference relationships. These steps
are repeated by adjusting the interference ratio parameter
until all links satisfy certain SINR criteria. We propose three
heuristic methods for adjusting the parameter. The accuracy
and effect of our proposed radio interference models are
evaluated through simulation experiments.

The rest of this paper is organized as follows. In Section
II, we introduce some related studies. In Section III, we
describe the network model and radio interference models.
Then in Section IV, we propose three methods for adjusting
the interference ratio parameter of the protocol interference
model, considering the SINR; these methods are evaluated
through simulation in Section V. Finally, we conclude this
paper and discuss future work in Section VI.

II. RELATED WORK

To assign time slots to links in TDMA-based wireless
networks, information on interference relationships among
links is needed. There are a variety of radio interference
models for wireless networks, and these radio interference
models have been compared in previous studies [6, 9, 10].

Maheshwari et al. have investigated the accuracy of radio
interference models in IEEE 802.15.4-based wireless sensor
networks [9]. They conducted experiments using 20 TelosB
commercial sensor nodes, and evaluated the accuracy of the
protocol interference model, the SINR model, the hop-based
interference model, the link quality-based interference model
and the range-based interference model. As a result, they
found that the SINR model is the most accurate among the
radio interference models when compared with actual radio
interference. Furthermore, they evaluated the throughput of
the wireless sensor network using a time slot assignment
algorithm based on each radio interference model. For the
SINR model, the authors used one-shot scheduling [11].

Through experimentation, they demonstrated that the time
slot assignment based on SINR model achieves the highest
throughput.

Zhu and Lu have compared the physical radio interference
model and the hop-based interference model, which is used
in IEEE 802.16 wireless mesh networks [10]. Through
simulation evaluations using a QualNet simulator, it was
shown that about 7% of links cannot be used due to radio
interference when we assume that there are interference
relationships among links within 3-hop links in the hop-
based interference model.

Shi et al. have compared the protocol interference model
and the SINR model for multi-hop multi-channel wireless
networks [6]. They first show that blind use of the protocol
interference model is not adequate. They then show that the
link capacity of wireless networks based on the protocol
interference model can be close to that based on the SINR
model by using appropriate parameter settings for the pro-
tocol interference model.

In the present study, we extend the protocol interference
model in order to use it in graph theory-based time slot
assignment algorithms for wireless mesh networks. Taking
the SINR as an accurate measure of the actual radio inter-
ference, we propose methods for adjusting the interference
ratio parameter of the protocol interference model.

III. M ODELS

In this section, we explain the wireless mesh network
model and the time slot assignment algorithm which are used
in this paper. We then introduce the protocol interference
model and SINR model.

A. Wireless Mesh Network

In this paper, we consider the same wireless mesh network
that is used in [3]. We assume that there is a set ofn
mesh nodesVc = {v1, v2, . . . , vn} deployed in a plane. We
consider the directed communication graphGc = (Vc, Ec)
which indicates the communication relationship in each
node. Ec is the set of directed communication linksli,j ,
representing a link directed from mesh nodevi ∈ Vc to
mesh nodevj ∈ Vc. The existence of directed communi-
cation link li,j in the directed communication graphGc is
determined according to the radio interference model. We
assume one of the mesh nodes is the gateway node that is
connected to a wired network. Without loss of generality, let
mesh nodev1 be the gateway node.

There are two types of communication, namely, upward
communication and downward communication. In upward
communication, data is transferred from mesh nodes toward
the gateway node. Conversely, data is transferred from the
gateway node toward mesh nodes in downward communica-
tion. Communication between the gateway node and mesh
nodes is achieved through intermediate mesh nodes in a
multi-hop fashion. The communication path is determined
by a routing algorithm. In this paper, we consider a tree-
based routing algorithm which constructs the transmission
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graph Gt = (Vt, Et) as a tree graph. Here,Gt ⊂ Gc，
Vt = Vc and Et ⊂ Ec. In the transmission graph, root
is the gateway node and each node is connected to the
gateway node through minimum hop and minimum distance
links. We call the linkli,j ∈ Et in Gt a transmission link.
In addition, a link that is on the path directed toward the
gateway node is called an upward link, and a link that is on
the path directed away from the gateway node is called a
downward link.

B. Time Slot Assignment

In this paper, TDMA is adopted as the MAC protocol of
the wireless mesh networks. In TDMA, time is divided into
time slotsT = {t1, t2, . . . , tm} , and different time slots are
assigned to the links which have an interference relationship.
In this paper, the total number of time slotsm is called the
frame length. The interference relationships of the links are
determined by the radio interference model. For the time
slot assignment algorithm at the transmission linkli,j ∈ Et,
we adopt the greedy algorithm that is used in [2, 3]. In
this time slot assignment algorithm, the order of time slot
assignment for each transmission link is first determined,
and then time slots are assigned to the transmission links in
a greedy manner. The frame lengthm becomes the number
of time slots, depending on the deployment of mesh nodes
and the interference relationship among transmission links.

C. Radio Interference Models

1) Protocol Interference Model:In the protocol interfer-
ence model [5, 6], the existence of links and interference
relationships between links are determined according to the
location of nodevi, transmission rangeri and interference
ratio αi as follows. When two nodesvi, vj ∈ Vc are
satisfied with ||vi − vj || < ri, the communication from
sender nodevi to receiver nodevj is successful, and the
directed communication linkli,j ∈ Ec is set. Here,||vi−vj ||
stands for the distance between nodevi and nodevj . In
addition, sender nodevi interferes with a link whose receiver
node vk satisfies ||vi − vk|| < αiri. The interference
ratio αi is usually set between 2 and 4 depending on the
environment [12].

2) SINR Model:Let sender node and receiver node bevi
andvj . In addition, letVint

i,x be the set of sender nodes that
use the same time slot with linkli,j except nodeni. In the
SINR model [6, 7], the existence of links and interference
relationships among links are determined according to the
SINR, which is defined as follows:

si,j,x =
pi,j

pnoise +
∑

vk∈Vint
i,x

pk,j
. (1)

Here,pnoise is the signal strength of noise, which is deter-
mined depending on the environment.pi,j is the received
signal strength from sender nodevi at receiver nodevj , and
is described as follows:

pi,j =
ptri

||vi − vj ||η
. (2)

Here, ptri is the transmission power of wireless signal at
sender nodevi. η is the parameter for considering power
decay due to distance, and is usually set between 2 and 4
depending on the environment [12].

In the SINR model, when SINRsi,j,x from Eq. (1)
satisfiessi,j,x ≥ B, receiver nodevj can successfully receive
radio signals from sender nodevi at time slottx. B is called
the capture threshold which is determined depending on the
wireless devices used. On the other hand, when SINRsi,j,x
is less than thresholdB, communication from sender node
vi to receiver nodevj fails. This means that the set of sender
nodesVint

i,x interferes with linkli,j .

IV. M ETHODS FORADJUSTING THEINTERFERENCE

RATIO PARAMETER OF THEPROTOCOL INTERFERENCE

MODEL CONSIDERINGSINR

In this section, we propose SINR-based methods for
adjusting the interference ratioαi parameter of the protocol
interference model. Although the SINR dynamically changes
in actual environments depending on fading, varying noise,
etc., we assume static situation for simplicity in this paper.

A. Overview

Figure 2 shows the flowchart of our methods for adjusting
the interference ratio. In our methods, transmission graph
Gt is at first generated based on the protocol interference
model. Information on interference relationships among
transmission links are then determined based on the protocol
interference model, where the interference ratio of all nodes
is set to the initial interference ratioα0. Next, a set of
SINR S = {si,j,x|li,j ∈ Et, tx ∈ T } for all links which
are used in all time slots is calculated. When the minimum
SINR smin = minS is less than the capture thresholdB,
it means that there is a link which cannot be used in the
SINR model. In this case, we adjust the interference ratio
α, and then again determine the relationship of interference
among transmission links and assign time slots based on the
protocol interference model. This process is repeated until
smin ≥ B is satisfied. In the following, we propose three
methods for adjusting the interference ratio.

B. Interference Ratio Adjustment Methods

1) All Nodes Adjustment (ANA) Method:In the ANA
method, the interference ratioαi of all nodes is adjusted
by addingδ. Figure 3 shows an example transmission graph
for the case of eight nodes and seven transmission links.
Let transmission linkl7,4 have the minimum SINR in time
slot tw. In addition, let the time slottw be assigned to
transmission linksl8,1, l7,4, l6,5 and l3,2. In the ANA
method, the interference ratio of all nodes, that is,v1–v8,
are adjusted.

However, the ANA method is simple and increases the
interference ratio of all nodes even if there is no difference
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Figure 3. Example of transmission graph

in the result of the determined radio interference between
the protocol interference model and the SINR model in a
local region. If the interference ratio is increased more than
necessary, more links are considered to have interference
relationships, and the number of time slots is increased.

2) All Interference Nodes Adjustment (AINA) Method:
In the AINA method, the interference ratio is adjusted
locally. Let the SINR of transmission linklg,h in time
slot tw become the minimum SINRsmin, and the set of
sender nodes which give interference to transmission link
lg,h be Vint

g,w. At transmission linklg,h, there is the largest
difference in the resulting interference relationship between
the protocol interference model and SINR model. The AINA
method adjusts the interference ratio of all nodes inVint

g,w by
adding δ. In the example of Fig. 3, the interference ratio
of sender nodesv3, v6 andv8, which are assigned the same
time slot with transmission linkl7,4, are adjusted.

The AINA method adjusts the interference ratio of all
sender nodes withinVint

g,w. Therefore, it may increase the
interference ratio of a node more than necessary when
the node is far enough from a receiver node that has the
minimum SINR.

3) Nearest Interference Node Adjustment (NINA) Method:
In the NINA method, the interference ratio of the node that
is the closest to the receiver nodevh, among the set of nodes
Vint
g,w, is adjusted by addingδ. In Fig. 3, nodev6 is the nearest

from receiver nodev4, and the interference ratio of nodev6
is adjusted.

V. SIMULATION EXPERIMENTS

In this section, we evaluate the performance of our
interference ratio adjustment methods through simulation
experiments. We use a self-developed IEEE 802.16j mesh
network simulator which is developed by Visual C. In the
simulations, one gateway node is placed at the center and
n − 1 nodes are randomly distributed in a1 × 1 square
area. We exclude the cases of a disconnected graph. In
the protocol interference model, transmission distanceri
is set to 0.18. In the SINR model, transmission powerptri
and the parameter of power decayη are set to 1 and 3.0,
respectively. Environment noisepnoise is set to 32, which is
set when there are four nodes within a distance of 0.5 from
the receiver node. Capture thresholdB is set to 3 dB. In
our proposed model, the initial interference ratioα0 and the
incremental ratioδ are set to 0 and 0.01, respectively.

A. Evaluation of Accuracy

We first evaluate the accuracy of the protocol interference
model using our proposed methods through a compari-
son with the SINR model. For all combination sets of
transmission linkEt, we evaluate whether a set of links
has interference relationships for each radio interference
model. Here, we exclude sets of transmission links where
neighboring links are simultaneously selected. When both
the SINR model and the proposed protocol interference
model agree on whether or not a set of transmission links can
be successfully used simultaneously, the proposed model’s
result is classified as a true positive or a true negative. When
the SINR model produces the result that a set of transmission
links can be used simultaneously and the proposed model
produces the result that the set of transmission links cannot
be used simultaneously, the proposed model’s result is
classified as a false negative. In the opposite case, its result
is classified as a false positive. We adopt thefalse positive
rate and false negative rateas measures of the accuracy of
the radio interference model. False positive rate is defined as
the number of false positives divided by the number of true
negatives and false positives. False negative rate is defined
as the number of false negatives divided by the number of
true positives and false negatives. For comparison purposes,
we also show the results for the protocol interference model
where α is set to 2, 3 and 4. We refer to this as the
conventional method.

Figure 4 shows the average of false positive rate and false
negative rate with 99% confidence intervals from results
for 100 topologies whenn = 50. As shown in Fig. 4(a),
the false positive rate for our proposed methods are larger
than that for the conventional method. However, all of the
false positive rate are quite low and are less than 0.22%.
On the other hand, the false negative rate for the proposed
methods decreases between 5% and 15% compared to that
for conventional method as shown in Fig. 4(b). Among our
proposed methods, the NINA method achieves the lowest
false negative rate, while the ANA method has the highest
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Figure 4. Accuracy for all combinations of
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Figure 5. Performance of a wireless mesh
network
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Figure 6. Practical interference ratio and its
performance

false negative rate. Since the NINA method is designed
not to increase the interference ratio more than necessary,
the number of false negatives decreases and the number of
true positives increases. As a result, the false negative rate
for the NINA method becomes lower. However, the false
negative rate for the NINA methods is still high, and is about
84% for upward links. This is due to the limitation of the
protocol interference model which employs a binary decision
of existence of radio interference based on a circular region.

When we compare the false positive rate and the false
negative rate between upward links and downward links,
the values are slightly different. In this paper, since we
assume a tree topology whose root is the gateway node
of the wireless mesh network, the number of sender nodes
in upward communication is larger than that in downward
communication. For example, leaf nodes become sender
nodes in the case of upward communication. Therefore,
the interference relationships among links become more
complex in upward communication, and the results between
upward links and downward links become slightly different.

B. Evaluation of the Network Performance

We next evaluate the performance of wireless mesh
networks when the protocol interference model with our
proposed methods is used. As evaluation metrics of per-
formance, we use thenumber of time slotsand gateway
throughput. The former metric is the number of time slots
required by the greedy algorithm [2, 3], and indicates the
efficiency of spatial reuse. The gateway throughput is the
number of assigned time slots to the gateway node in a
frame, and it represents communication efficiency between
the wireless mesh network and the external wired network.

For comparison, we also conduct simulations where a SINR-
based time slot assignment algorithm is used (hereinafter,
SINR coloring). SINR coloring checks to assign a time slot
to a transmission link in an order that is determined by
the greedy algorithm. If the SINR of all transmission links
are over the capture threshold by assigning the time slot
to the transmission link, the time slot is assigned to the
transmission link. Otherwise, a new time slot is assigned to
the transmission link. Although SINR coloring is a time slot
assignment algorithm, we use it as a method to achieve an
upper bound of performance.

Figure 5 shows the average number of time slots and the
average gateway throughput with 99% confidence intervals
from results for 100 topologies whenn = 100. Since there
are links that cannot be used simultaneously under the SINR
model but can be assigned based on the conventional method
with α = 2, we only show results for the conventional
method whereα is set to 3 and 4. As shown in Fig. 5, both
the number of time slots and the gateway throughput of our
proposed methods are closer to the results for SINR coloring
than of the results for the conventional method. Among our
proposed methods, the results for the NINA method are
the closest to the results for SINR coloring. Because the
accuracy of the interference model of the NINA method is
the highest as described in the previous subsection, time
slots are efficiently assigned to the links and communication
efficiency becomes higher. When we compare the number
of time slots and the gateway throughput between upward
links and downward links, the results are almost same.

C. Discussion of Practical Interference Ratio

When we consider the usefulness of radio interference
models, the models should be used without the calculation
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of SINR and time slot assignment. In particular, the inter-
ference ratio of the protocol model should be determined
in advance. We call such previously decidable interference
ratio thepractical interference ratio. In this subsection, we
investigate the practical interference ratio when all nodes use
the same interference ratio, and evaluate the performance
of wireless mesh networks with the practical interference
ratio. Because the results for upward and downward links
are similar, we only show the results for upward links.

We first conduct simulations of the ANA method and
investigate the distribution of the adjusted interference ratio
from 1000 topologies. The number of nodesn is set to
50, 70, 100, and 120. Although figures are not shown
because of space limitations, the distribution of interference
ratio becomes a normal distribution. The average and the
standard deviationσ of the normal distributions are shown
in Fig. 6(a). The maximum interference ratio is considered
to be the average interference ratio pluskσ. The maximum
interference ratio wherek = 4 andk = 5 are also shown in
Fig. 6(a). As shown in Fig. 6(a), the maximum interference
ratio has a similar value for any number of nodes. Therefore,
we use the average of the maximum interference ratios as
the practical interference ratio in the following. In particular,
we use 2.1 and 2.2 as the practical interference ratio in the
case ofk = 4 andk = 5, respectively.

Figure 6(b) shows the average number of time slots from
the results for 100 topologies when the protocol interference
model with the practical interference ratio is used. For
comparison, we also show the results for the ANA method
and SINR coloring. As shown in Fig. 6(b), the number of
time slots using the practical interference ratio is greater than
that of SINR coloring and the ANA method. In addition, the
number of time slots using the practical interference ratio is
16% and 20% higher than that of ANA method whenk = 4
andk = 5, respectively. This means that the accuracy of the
protocol interference model using the practical interference
ratio is less than that of the ANA method. However, by
using the practical interference ratio, it is not necessary to
calculate SINR or time slot assignment.

VI. CONCLUSIONS

To devise an accurate radio interference model, we pro-
posed three methods, namely, ANA, AINA and NINA, for
adjusting the interference ratio parameter of the protocol
interference model, taking into consideration SINR. Through
simulations, we showed that the NINA method achieves the
highest accuracy. In addition, we found that the performance
was highest in the case of a wireless mesh network based
on the NINA method, among the proposed methods and
the conventional method. Furthermore, we discussed the
practical value of the interference ratio, which can be set
without calculation of SINR and time slot assignment.

In future work, we plan to consider heterogeneous and
dynamic cases where the transmission power of nodes is
different and SINR is affected by Rayleigh fading and
shadowing effect. In addition, we should take into account

hop-based interference models, which are widely used in
practical wireless networks, such as IEEE 802.16j networks.
We plan to compare and investigate the relationships among
the protocol interference model, the SINR model and the
hop-based interference model.
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Abstract—IMT-Advanced is gaining much attention as the
next-generation mobile communication technology. In this study,
we evaluate the TCP throughput performance of mobile users
competing on an IMT-Advanced shared downlink via a network
simulation by using realistic environmental parameters. Our
focus is on evaluating the impact of two basic types of time-
frequency scheduling in which not only a time-varying wireless
condition is used but also a frequency-block-dependent wireless
condition of each user is exploited using various buffer sizes
at radio base stations and various user moving speeds. We
investigated the subtle tension between the scheduling, buffer
sizing, and user moving speed for the TCP throughput. Our
results imply that more TCP awareness is necessary for sharing
the large bandwidth of IMT-Advanced downlinks more efficiently.

Keywords-IMT-Advanced, TCP throughput, MaxCIR sched-
uler, Proportional Fair scheduler

I. INTRODUCTION

Recently, mobile communications have expanded rapidly
worldwide. Third-generation mobile communication systems
(3G), including wideband code division multiple Access (W-
CDMA) and high-speed packet access (HSPA) are now being
used. Moreover, cellular-phone-oriented mass contents and
individual user-data traffic are increasing in conjunction with
each other every year. Therefore, the demand for high-speed
mobile communications is currently increasing. Subsequently,
the international mobile telecommunication-Advanced (IMT-
Advanced) known as 4G, which attains improvement in
communication speed, is also gaining much attention [1].
To achieve high-speed wireless access, IMT-Advanced would
need a wireless bandwidth wider than the 5 MHz of the
wireless bandwidth of W-CDMA.

Generally, because the wireless condition of each user, i.e.,
mobile station (MS), varies in time because of the interference,
fading, or the movement of the MS, the shared wireless chan-
nel for downlink access is divided into fixed-length time slots
at every transmission time interval (TTI). A scheduler at the
radio base station (BS) allocates individual time slots to MSs
that depend on the wireless condition of each MS and by using
feedback information from each MS to each BS. Furthermore,
in order to utilize the wider bandwidth efficiently, the entire
bandwidth is divided into smaller bandwidths (i.e., frequency
blocks or subchannels); and time-frequency scheduling assigns

each subchannel to one MS at each time slot, whereas tradi-
tional time scheduling assigns the entire bandwidth to one MS
for every time slot. A subchannel assignment in a wireless link
with time-frequency scheduling is illustrated in Fig. 1, where
different colors/patterns denote different users (MSs).

The transmission control protocol (TCP) is a dominant
transport-layer protocol for end-to-end reliable data transfer,
and most of the Internet applications rely on TCP. However,
because TCP adaptively controls its sending rate of IP data-
grams in response to datagram losses and delay-time varia-
tions, its throughput characteristic is highly sensitive to diverse
factors, and is difficult to estimate its throughput characteristic
analytically when the network condition varies dynamically
(e.g, [2]) . On IMT-Advanced environments, the performance
of TCP-based applications such as file transfer is expected to
be greatly affected by both configurable conditions, such as
the type of scheduling mechanism and the buffer sizing of the
BS; and environmental conditions, such as the delay time of
a core network and the moving speeds of MSs. Therefore, it
is indispensable to conduct the evaluation and investigation of
the TCP throughput performance of competing mobile users
quantitatively.

Performance evaluation of IMT-Advanced communications
using network simulators have begun to get more attention
(e.g., [3]). However, for TCP flow-level performance of com-
peting mobile users in IMT-Advanced via realistic network
simulations, little is found in the literature. In our previous
work [4], the TCP performance in the Evolved UTRA and
UTRAN environments by using time scheduling and time-
frequency scheduling was evaluated using a network simu-
lation by employing realistic packet-error patterns. Building
upon that work, here we examine the TCP performance in
the new IMT-Advanced environments by using typical time-
frequency schedulers (i.e., MaxCIR and Proportional Fair
schedulers). Our focus is on evaluating the subtle tension
between the scheduling, buffer sizing, and user moving speed
for the TCP throughput.

The rest of this paper is organized as follows. In Section
II, we introduce two typical scheduling algorithms. Section III
explains our network simulation settings for large (continuous)
file downloads, and the simulation results are investigated in
terms of the impact on the base-station buffer size in Section
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IV and the user moving speed in Section V. Concluding
remarks are presented in Section VI.

II. TIME-FREQUENCY SCHEDULING IN IMT-ADVANCED

We briefly explain time-frequency scheduling on downlinks
in IMT-Advanced involving the BS, the MS, and their interac-
tions. When the BS receives an IP datagram as a service data
unit (SDU) from the upper link (i.e., the Internet), it divides
the IP datagram into fixed-size small radio link control (RLC)
protocol data units (PDUs).

Before being sent to the MS, each PDU is queued to an
individual buffer dedicated to each destination user (i.e., MS)
before being sent to the MS. Each individual user buffer
consists of a transmission buffer and a retransmission buffer.
The number of PDUs transmitted at TTI in a subchannel
depends on the achievable transmission rate that is determined
using the modulation and coding scheme (MCS). The MCSs
used in our simulation are shown in Table I, where the
right-most column Transmission Rate indicates the achievable
transmission rate in the entire bandwidth and not in each
divided subchannel. If a PDU is damaged during transmission
and cannot be fully decoded by the destination user, the
original PDU is moved to the retransmission buffer, which
is preferentially sent compared with the normal PDUs in the
transmission buffer. In our simulation (Section III), to reduce
multiple retransmissions, we use a hybrid automatic repeat
request (ARQ) with packet combining [5] as a retransmission
scheme, which can combine the retransmission PDU with the
previously received erroneous PDUs for effective decoding.

At each TTI and for each subchannel, the BS selects one
preferable user and one MCS is adopted for sending PDUs to
the selected user. This selection is based on the instantaneous
wireless conditions, i.e., the single-to-interference plus back
ground noise ratio (SINR), of individual users, which are
reported by the channel-state information (CSI) feedback from
each user to the BS with some delay (e.g., 3×TTI). In our
simulation, a mapping from every pair of an SINR value and
a sending rate (MCS) to the block error rate, which is the
error probability of transmitting PDUs within current TTI,
is prepared beforehand. Note that this delay of the SINR
value feedback may cause an inaccurate estimation of the
current wireless condition, and thus, may result in the improper
selection of both, the user to whom data has to be sent and
the MCS to be used.

TABLE I
MCS TABLE

MCS Modulation Encoding Transmission
Scheme Ratio Rate [Mb/s]

1 QPSK 1/8 15.128
2 QPSK 1/4 30.344
3 QPSK 1/2 60.8
4 QPSK 2/3 81.04
5 16QAM 1/2 121.76
6 16QAM 2/3 162.32
7 64QAM 1/2 182.64
8 64QAM 2/3 243.6
9 64QAM 3/4 274

Hereinafter, we briefly introduce two typical schedulers
that were used in this study. Although those schedulers are
simple and some modified or compound versions may be used
in commercial services, these fundamental schedulers are of
practical importance for designing more complex schedulers.
To describe the scheduling, we use a user-selection metric
Mm,c(n) at time-slot n in subchannel c for user m; this means
that the user m who has the highest Mm,c(n) is selected in
c at n. If more than one user has the same highest value of
Mm,c(n), a user is randomly selected from these users.

The maximum carrier-to-interference power ratio (MaxCIR)
scheduler maximizes the system throughput by selecting a user
who has the best wireless condition in the subchannel for that
particular time slot. In this study, the usage of the achievable
transmission rate Rm,c(n) as the wireless condition leads to
the following user-selection metric:

Mm,c(n) = Rm,c(n). (1)

The Proportional Fair (PF) scheduler (e.g., [6]) provides
a good trade-off between maximizing the system throughput
and satisfying fairness among users. The PF scheduler in time
scheduling can be easily implemented so as to preferentially
select a user who has not been served sufficiently in the
past (i.e., with a low time-averaged throughput), who has a
good wireless condition at that particular time (i.e., with a
high achievable transmission rate), and who is proven to ap-
proximately fulfill the proportional fairness. However, optimal
time-frequency (multi-carrier) PF scheduling is computation-
ally complex, and a number of low-complexity algorithms
have been proposed (e.g., [7], [8]) to achieve near-optimal
performance. In this study, among these time-frequency PF
schedulers, we adopt the conventional multi-carrier propor-
tional fairness scheduling (MC-PFS) algorithm [7], which is
a simple extension of the time PF scheduler and is easy to
deploy. The user selection metric is formulated as follows:

Mm,c(n) =
Rm,c(n)
Tm(n)

, (2)

where the time-averaged throughput of a user m before a time-
slot n is denoted by Tm(n), and is updated according to the
following equation in which δm,c equals 1 if user m is the
selected user at the time slot n in subchannel c, and equals 0

33

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           44 / 157



otherwise:

Tm(n + 1) = (1 − 1
L

)Tm(n) +
1
L

∑
c

Rm,c(n)δm,c(n),

(3)
L = min(n, ta),

where ta is a time-scale parameter that represents the number
of time slots used for averaging the past throughput.

III. SIMULATION MODEL

The simulation model is illustrated in Fig. 2, which is
implemented using the network simulator NS-2 (ver. 2.27)
with an extended link layer module of the shared wireless
downlink we developed. The transmission rate of the wired
access links (Source–R) is 1 Gb/s, and propagation delays
are set from 1 ms to 5 ms at random to prevent TCP
synchronization. The transmission rate of the core link (R–BS)
is 1 Gb/s, and propagation delay is set to 10 ms. The shared
wireless link from the BS to the MSs of the 80 MHz bandwidth
is divided into 400 subchannels in the frequency domain, and
is also divided into many time slots with a TTI of 1 ms in the
time domain. According to the MCS, the total transmission
rate of all subchannels ranges from 15.128 Mb/s to 274 Mb/s
(Table I). The actual transmission rate per subchannel can be
obtained by dividing it by 400. The data-propagation delay
between the BS and each MS, including the processing delay,
is 1.75 ms, and the CSI feedback delay from each MS to the
BS is 3 TTI (3 ms). We assume that the uplink is error free.
Thus, neither data (TCP ACKs) nor signaling (CSI feedbacks)
are ever lost or degraded.

The time series of the wireless condition, i.e., SINR, on the
link from the BS to each MS in each subchannel at each TTI
is given in advance; the time series data is created on the basis
of the position (distance from the BS) and the moving speed of
the MSs under the 6-path GSM typical urban multi-path model
when considering realistic environments. We use data for 30
users distributed around a BS in a signal cell; according to the
distance from the BS (from near to far), the users are divided
into 10 groups of three users each, implying that the users
are roughly sorted by the order of the time-averaged wireless
condition (from good to bad) and grouped. User (group) ID-1
is assigned to the nearest group, and ID-10 is assigned to the
farthest group. In each simulation trial, we choose one user
from each group randomly and conduct the simulation with
these 10 selected users.

As shown in Fig. 2, ten TCP flows from Sources (servers on
the Internet) to Destinations (MSs) are established in parallel,
and each Source sends a large file in 60 s. The starting time
of each flow is randomly selected and ranges from 0 to 2 s.
Other simulation parameters are listed in Table II.

We use the “user throughput” Um as a performance index
for user m; it is a time-averaged throughput that is formulated
as follows:

Um[b/s] =
bm[bit]
tm[s]

, (4)

R

S1

S2

Sn

Source

Buffer 1

Buffer 2

Buffer n

BS

MS1

MS2

MSn

Dist.
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1 - 5 ms

1 Gb/s
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120 km/h

15.128 -

274 Mb/s

Fig. 2. Simulation topology

TABLE II
SIMULATION PARAMETERS

Parameter Value
TCP algorithm New Reno + Sack
TCP packet size 1500 bytes (including IP header)
RLC PDU size 40 bytes + 2 bytes
(payload + header)
Max. num of retransmissions 10
Individual buffer size 40,500,1500 packets
TTI 1.0 ms
subchannel bandwidth 200 kHz
Num of subchannels 400

where bm is the number of received bits of the file of user m
at the destination, and tm is the file-transfer time (from the
starting time to 60 s).

Then, “active time ratio” is defined as:

active time ratio =
am[s]
tm[s]

(5)

where am is the sum of the time period during which user m
has at least one PDU in the individual buffer on BS.

In addition, the “selection ratio” and “retransmission ratio”
are defined as follows:

selection ratio =
sm∑M

m=1(sm)
, (6)

retransmission ratio =
rm

um
, (7)

where sm is the number of selections of user m, rm is the
number of retransmission PDUs for user m, and um is the
number of PDUs sent to user m.

IV. TCP THROUGHPUT WITH VARYING BUFFER SIZE

We investigate the TCP performance for large file down-
loads at various buffer sizes (40, 500 and 1500 packets) of
individual buffers on the BS.

A. Performance of MaxCIR Scheduler

The user throughputs of 10 individual users (and their
average) and the selection ratio are illustrated in Figs. 3 and 4,
respectively, by using MaxCIR at each buffer size of all BSs.
To maximize the system throughput, the MaxCIR scheduler
selects User 1 frequently because it is likely that User1 is
the best wireless-condition user among 10 users. In fact, in
the case of the buffer size of 500 packets shown in Fig. 4,
the selection ratio of User 1 is extremely high; moreover,
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Fig. 9. Active time ratio with PF
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Fig. 11. Rate of packet losses with PF

TABLE III
AVERAGED RTT AND TCP-BANDWIDTH OF USER 1 FOR EACH BUFFER

SIZE

buffer size 40 packets 500 packets 1500 packets
RTT 28 [ms] 37 [ms] 65 [ms]

TCP-bandwidth 86 [Mb/s] 175 [Mb/s] 183 [Mb/s]

as the User ID increases, the selection ratio decreases. The
high achievable transmission rate and the high selection ratio
directly lead to the superior throughput of User 1, as shown
in Fig. 3.

However, on comparing the different buffer sizes, this
tendency considerably weakens in the case of a shorter buffer
size of 40 packets while the tendency remains in the case of
a larger buffer size of 1500 packets. The average throughput
over all users is also decreased in the case of 40 packets and
unchanged in the case of 1500 packets. In order to clarify
this tendency, the active time ratio is examined, as shown in
Fig. 5. In the case of 40 packets, the active time ratio of User
1 is approximately 40% while in the cases of 500 and 1500
packets, the active time ratios are maintained at approximately
90%. In other words, by using a short buffer size of 40 packets,
in approximately 60% of the total time slots, User 1 has no
PDU at the BS to be transmitted. Therefore, another user
could be selected even if the wireless condition of User 1
is considerably better than that of the selected user, resulting
in an increase in throughputs of Users 2-8 in the case of a 40
packet buffer. From Fig. 5, a buffer size of 500 packets is so

efficient that it can keep the active time ratio ≈ 1 for all users.
To investigate the reason why the active time ratio of User

1 in the case of 500 packets is much higher than that of
40 packets while it is equivalent to that of 1500 packets, a
sample of the time variation of the TCP congestion window
size (CWND) of User 1 is shown in Fig. 6. Note that the TCP
CWND is a variable and is used to adaptively control the
number of allowable in-flight packets at Sender. This figure
indicates that the TCP CWND in the case of 500 packets
is much higher than that in the case of 40 packets because
of a reduction in the IP datagram losses at the buffer on
the BS. In other words, a buffer size of 40 packets is so
small (for a possible TCP throughput of User 1) that it often
causes packet losses at User 1’s buffer, limits the TCP CWND,
and often makes the buffer empty. Conversely, a buffer size
of 500 packets is sufficient to increase the TCP CWND for
maintaining a non-empty buffer.

Similarly, the TCP CWND in the case of 1500 packets is
much higher than that in the case of 500 packets. However,
between the cases with buffer sizes of 500 and 1500 packets,
the active time ratio, and thus, the user throughput remain
unchanged. In fact, the average round-trip time (RTT) and
TCP-bandwidth of User 1 for each buffer size are summarized
in Table III, where the “TCP bandwidth” denotes the size
of the time-averaged CWND in bytes divided by the time-
averaged RTT, implying the time-averaged TCP sending rate.
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A larger buffer size of 1500 packets only causes a longer RTT
rather than a higher TCP bandwidth. This implies that User 1’s
TCP bandwidth approaches the wireless bandwidth available
to User 1.

B. Performance of PF Scheduler

Throughputs of individual users and their average, and
selection ratio are illustrated in Figs. 7 and 8, respectively,
with the PF scheduler at each buffer size on the BS. Because
the PF scheduler selects users in a fair fashion, in contrast
to the MaxCIR case, the selection ratio does not differ much
among the users and tends to be 0.1 (implying to be shared
evenly), as shown in Fig. 8. The user-throughput balance is
expected to approximate the proportional fairness if each user
buffer is not empty for all of the time. At least the throughput
balance tends to be milder compared with the MaxCIR case
at the expense of a lower (approximately halved) user average
throughput (i.e., a lower system throughput).

On comparing the different buffer sizes, the impact on
the user throughputs is more complicated than the MaxCIR
case discussed in the previous subsection. As the buffer size
increases from 40, 500, to1500 packets, the throughput of User
1 monotonically increases. In contrast, for most users such as
Users 2–6, the throughput with a buffer size of 500 packets
is the highest among the examined buffer sizes. The average
of all user throughputs is also maximized in the case with a
500-packet buffer size. In terms of the active time ratio shown
in Fig. 9, for all users, a buffer size of 500 packets is the
best case (i.e., closest to one) compared with the other buffer
sizes, i.e., 40 and 1500 packets. This implies that the case of
the 500-packet buffer size exhibits mostly expected behavior
in terms of the proportional fair scheduling.

In further investigation, the subtle impacts of buffer sizing
can be observed. For example, in terms of the selection ratio
shown in Fig. 8, the selection ratio of User 1 with a 500-packet
buffer size is higher than that with a 40-packet buffer size.
Accordingly, the throughput of User 1 is improved. A sample
of the time-variation in the TCP CWND of User 1, as shown
in Fig. 10 indicates that the TCP CWND with a buffer size of
500 packets is much higher than that with a buffer size of 40
packets. In contrast, despite the fact that the selection ratios of
Users 3–6 with a 500-packet buffer size were unchanged (or
slightly reduced) from those with a 40-packet buffer size, the
throughputs with a 500-packet buffer size are higher. Figure
9 implies a possible reason. The active time ratios of Users
3–6 in the case of a 40-packet buffer size are clearly lower
than those in the case of a 500-packet buffer. In the case of
a 40-packet buffer, because PF scheduler tends to maintain
the selection ratio evenly, Users 3–6 are likely to be selected
even if their wireless condition is unsuitable. This results in
a lower transmission rate and a higher retransmission rate. In
contrast, by using a buffer size of 500 packets, because of
higher active time ratios, users could be selected at a better
wireless condition.

On the other hand, comparing the cases of a 500-packet
buffer and a 1500-packet buffer, the selection ratios of Users

1, 7, and 10 in the case of a 1500-packet buffer are consid-
erably higher than those in the case of a 500-packet buffer.
Accordingly, those users’ throughputs are higher in the case
of a 1500-packet buffer while those of the other users are
lower in that case. In particular, Users 3–5 and 8 suffer from
a considerable reduction. Figure 9 implies a possible reason.
For all users, the active time ratios in the case of a 1500-packet
buffer are lower than those in the case of a 500-packet buffer.
However, the reduction in User 1 is smaller than the reductions
in Users 3–5 and 8. Those active-time-ratio reductions might
result from packet losses at the buffers on the BS because of
a mismatched buffer sizing. A sample of the time variation
of the TCP CWND of User 1 (Fig. 10) indicates that the
CWND with a 1500-packet buffer size is decreased from that
with a 500-packet buffer size because of the increasing IP-
datagram losses. In fact, as shown in Fig. 11, the packet loss
rate at the individual buffer on the BS increases for every user
when the buffer size is changed from 500 packets to 1500
packets. In addition, while User 1’s degradation is small, those
of Users 3–5 and 8 are significant. Those unnecessary packet
losses in the case of a 1500-packet buffer cause imbalance and
inefficient behavior of the PF scheduler.

V. TCP THROUGHPUT WITH VARYING MOVING SPEED

We investigate the TCP performance for large file down-
loads at various moving speeds (3, 30, and 120 km/h) of
users, i.e., MSs, in which all 10 users move at the same
speed. Note that, in our settings, each MS does not really
move to experience a different average wireless condition
(i.e., a different distance from the BS) in the cell. Instead, a
different moving speed means to choose a different variation
in the SINR because of a different Doppler frequency. In other
words, each MS is assumed to move along a circle around the
BS. The buffer size is set to 500 packets.

On comparing the different moving speeds, it is noted
that most users’ throughputs and the average decrease as the
moving speed increases. More precisely, with the MaxCIR
scheduler, as shown in Fig. 12, the throughput of User 1 is
strongly reduced at a higher moving speed while the through-
put of another user may have the potential to be improved if
its selection ratio increases because of the reduction of User
1’s active time. On the other hand, by using the PF scheduler,
as shown in Fig. 13, the degradation equally appears in each
user’s throughput because the scheduler tends to maintain the
selection ratio evenly.

In order to investigate the reason for this throughput re-
duction, a sample of the time series of the SINR value
averaged over all 400 subchannels for User 1 is examined
in Fig. 14, which simply indicates that the SINR is worse
(lower) and more rapidly variable at a higher moving speed.
The distribution of the selected MCS number for User 1 is
illustrated in Fig. 15, where a higher MCS number indicates a
better wireless condition. This figure indicates that the number
of PDUs transmitted in a higher MCS number decreases and in
a lower MCS number increases, as the moving speed increases.
This is the first reason for the decrease in user throughputs.
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Fig. 13. TCP performance with PF
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Fig. 17. PDU retransmission ratio of PF

Furthermore, the difference between the real SINR, which
directly affects the error rate of the transmitted PDUs, and the
advertised SINR, which is reported by CSI feedback and used
to select an optimal transmission rate, i.e., an MCS number,
is examined, as shown in Fig. 16. This figure indicates that as
the moving speed increases, the difference between the real
SINR and the advertised SINR increases because of the rapid
variation of the SINR; that is, the MCS number selection at the
BS based on the advertised SINR is frequently misestimated.
In fact, we found that the retransmission ratio increases as the
moving speed increases, as shown in Fig. 17. This is another
reason for the decrease in user throughputs.

VI. CONCLUDING REMARKS

The contribution of this work is two-fold. First, we have
evaluated the quantitative TCP throughput performance of
individual users on IMT-Advanced by using two typical sched-
ulers with various user moving speeds via realistic network
simulations, regarding which little is found in the literature.
When 10 users with diverse distances from the BS are com-
peting for the IMT-Advanced shared downlink, the MaxCIR
scheduler doubles the total TCP throughput over 10 users
compared with PF scheduler, while it allows an extreme
imbalance among the users.

Second, we have investigated a subtle tension between the
scheduling and buffer sizing for the TCP throughput. We found
that the large bandwidth of the IMT-Advanced downlink is not
fully utilized by TCP flows. This inefficiency mainly results
from the fact that the active time ratio (namely, the probability
that at least one PDU is held in the user’s individual buffer on
the BS and is ready to consume the shared link bandwidth) of
each user is lower than one and sometimes even lower, which
strongly depends on the user’s wireless condition, scheduling,
and buffer sizing.

To make the process more efficient, there may be two
directions to take. One is to improve the TCP rate-control
mechanisms with an awareness of mobile wireless networks,
and the other is to improve scheduling with an awareness of
TCP flows. For the first direction, because a number of TCP
variants have already been proposed for high-speed large-delay
and/or wireless networks, we are preparing to investigate the
performance of them over IMT-Advanced. Conversely, for the
second direction, one simple idea is to change the individual
buffer sizes on the BS adaptively and automatically. We will
investigate this idea in future work.

The present work was supported in part by the JSPS
KAKEN-HI (S) (18100001) and NTT DoCoMo Inc.
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Abstract—The rapid deployment of networks in various 
environments demands accurate, efficient measurement in 
order to estimate path links. In this work, we considered the 
challenges posed by broadband networks for available 
bandwidth capacity evaluation. We focused on rate, using 
token bucket in cable modem end link with non-FIFO 
scheduling, and on burstiness type of traffic applied by multi-
rate end-links in wireless network that follows the IEEE 802.11 
protocol. We used a software tool for estimating the path rate 
capacity and we found that raw links and the corresponding 
token bucket rates were calculated in a quick and accurate 
manner. The accurate prediction of the available bandwidth in 
an end-point network link can help to avoid traffic bottlenecks, 
server choice, and overlay networks.  

Keywords - end-point links; cable links; wireless links; 
throughput; performance evaluation.  

I. INTRODUCTION 
As the Internet grows in size and connection complexity, 

new application and services requirements necessitate the 
performance analysis of network paths using either some 
estimation techniques or developing appropriate software 
tools for monitoring and measuring the properties of end-to-
end paths. In the context of performance evaluation the 
available bandwidth of a point-to-point path is a metric of 
crucial interest in packet switched networks and is therefore 
the key in studying network management, server selection, 
routing, and other network issues.  

At previous works in literature, some performance 
metrics which referred to end-to-end paths have already been   
estimated. Some papers assume simple models of network 
links [1]. For example, Strauss et al. [1] admits that the 
narrow links -the links with the minimum capacity among all 
links- and the tight links –the links with the minimum 
available bandwidth among all links- along a specific path 
have a well-defined raw bandwidth that shows the rate at 
which bits can be traversed via the link. However, some of 
these assumptions used by the traditional model do not work 
with access networks like cable modem and wireless 802.11 
[15], [16].  This discrepancy may be happen due to any of 
the following reasons: 

(a) A network end link is likely to appear as variable 
values of row bandwidth because of the token-bucket rate 
regulation (like cable modem links). A similar behaviour can 

be noticed in wireless 802.11 end links, which appear as 
various multi-rates schemas.  

(b) The packets may not be delivered via first input first 
output (FIFO) policy.  

(c) Wireless 802.11 links may experience interference 
from high cross-traffic. 

 
By this work, the challenges posed by broadband 

networks to existing capacity estimation techniques were 
identified. Many experiments for available bandwidth 
estimation of end-point links were done. The experiments 
demonstrated the impact of packet size on the maximum 
achievable throughput in wireless links. Finally, quantitative 
results revealed the effect of the multirate environment on 
the available bandwidth. 

The paper has the following structure. In Section II, the 
basic performance definitions are presented and some related 
work is overviewed. In Section III, different types of 
network access and their characteristics of end-points are 
explained, while in Section IV the methodology of our 
experiments is outlined. Subsequently, in Section V the 
results of our experimental testbeds are reported, while 
Section VI provides the concluding remarks and outlines the 
future work. 

 

II. BASIC DEFINITIONS- PREVIOUS WORK 

A. Basic Definitions 
 
Network path can be defined as any sequence of links, 

where a store-and-forward routing mechanism is used in 
order to transfer packets from one point (sender) to the other 
point (receiver). In our case study, each path is considered to 
be fixed and unique that implies no routing changes are 
applied in this path.   

Link capacity (  in bps) at a specific link ( ) is 
considered the maximum constant rate of bits that can be 
applied on this link when it is empty.  

iC i

End-to-end link capacity ( C  in bps) of a path p is 
defined as the maximum rate of bits that can be applied at the 
path p when no other traffic is concurrently applied on this 
path C is therefore assumed the maximum rate that path p 
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can provide to a flow. Consequently, the end-to-end link 
capacity of a path p can be estimated as:   

ii
CC

ν...1
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=

=    (1) 

 where v is the total number of links at the sequence of 
store-and-forward links of path p. 

Available link bandwidth [  in bps] of a link (i) at 
the time interval ( ) is defined as a fraction of the 
link capacity that has not been utilized during this time 
interval. Denoting the average utilization of a link ( i ) during 
the time interval ( ) as  the corresponding 
available bandwidth of link can be expressed as: 
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In the same manner, the end-to-end available bandwidth 

 of a path p can be considered as the minimum 
available rate among all links in this path. Thus, the end-to-
end available bandwidth of a path p expresses the maximum 
rate that can be provided to a flow, without shortening the 
bandwidth of the rest of the traffic in this path. Formally, it 
can be estimated as: 
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Finally, another two significant metrics in performance 

analysis are the following: 
Narrow link is the link with the minimum capacity 

among all links in a path, expressing thus the capacity of the 
whole path. 

    Tight link denotes the minimum available bandwidth 
among all links of path, which is therefore an indicator of the 
path’s available capacity. 

 

B. Previous Work 
In the last two decades many efforts have been devoted 

by researches for estimating the network capacity of access 
links. The performance calculations in [2],[3] were based on 
the packet pair principle.  Thus, various techniques have 
been designed to avoid interference; e.g., in [4] in order to 
transmit a packet subsequence with variable packet sizes like 
trains’ wagons have been proposed. Efforts like [5], [6] and 
[7] based on packet/train approach have also been addressed; 
all these efforts investigated the relationship among packet 
sizes and packet delays, as well.  

Nowadays, the available bandwidth estimations are 
distinguished into two main approach classes. The first 
bandwidth estimation class addresses the packet rate 
methods, while the other class concerns the packet gap 
methodology. Regarding the related work the first estimation 
class methodologies were applied by [8][9][10][11], while 
studies as [1], [12] conducted the second one class.  

A time based and per nodes approach for available 
bandwidth is presented by Sarr et al. in [14]. The analytical 

approach is based on some controversial assumptions. 
Moreover another new effort for available bandwidth 
estimation in IEEE 802.11 networks is presented in [19]. 

 
The first class of estimations (based on packet rate) 

watches the sequence packets’ probes. When the packet 
transmitted rate exceeds the available bandwidth then the 
receiver rate became lower (in comparison with sender rate) 
and the probe packets tend to queue up, causing an increment 
in one way delay. 

 
On the other side the second method of estimation’s class 

(based on packet gap) transmit probes with equal-sized 
packets which are spaced apart depending the transmission 
time of the probes on the specific link. The increment of the 
packets’ spacing is used for make approaching the volume of 
cross-traffic. In this case the spacing say the cross-traffic is 
subtracted from the capacity obtained by the yielded 
available bandwidth. 

III. TYPES AND BASIC CHARACTERISTICS OF UNDER 
STUDY NETWORK ACCESS 

 
We chose two typical cases of network access for study. 

One was the case of cable modems; the other was the 
wireless 802.11 case. Both extensively use typical access 
links.  In the following paragraphs, we present four basic 
characteristics that are observed in broadband network 
access. 

(1) Link’s Bandwidth. Reversers consider that the link’s 
bandwidth is the parameter that shows the bit rates that can 
be transmitted down to the link. Nevertheless, that is not true 
when a traffic regulation schema is used. The Internet service 
provider (ISP) can distribute a physical access link into 
smaller separate parts corresponding to the customers. So, 
the bandwidth divisions reveal that the traffic regulation 
schema is applied by ISP. With a cable modem, the token 
bucket technique is used; thus, the mean packet rate and 
maximum burst size in bytes is determined.  It is noteworthy 
to distinguish the raw link bandwidth from maximum 
achievable packet rate. 

(2) Service order. In classic performance studies, all 
packets have FIFO order for service distribution. As a result, 
the packets suffer from queuing, which increases delay. 
Nevertheless, in 802.11 accesses link, the stations access to 
broadband in a distributed fashion. Also, in cable modem 
case, the Cable Modem Termination System (the cable head) 
periodically distributes control messages assigned to various 
stations, inviting them to earn in unused slots. Hence, in both 
cases, the packet waiting among various stations would not 
be serviced in FIFO order.  

(3) Links with variable values of rates. The wireless 
802.11b employee radio links can operate at 1, 2, 5.5 end 
11Mbps relative to the environmental conditions. Similarly, 
the 802.11a network operates between 6 and 54 Mbps. 
Different stations belonging to the same network can operate 
at different rates, although all stations share the same 
spectrum. This situation may cause cross-traffic to each 
station.  
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For the IEEE 802.11 [15], [16] distributed medium 
access protocol used in ad hoc networks the distributed 
functions are based on Carrier Sense Multiple Access with 
Collision Avoidance (CSMA/CA) principles. When an 
emitter gains access to the medium, the whole frame is 
transmitted. Collision detection by the sender is impossible 
in radio networks. Emitters are notified of good frame 
reception by the corresponding acknowledgment packet.   

Network behavior may have an impact on the available 
bandwidth estimation technique. The estimation model 
works well when the cross-traffic matches the fluid model, 
which happens when the traffic is interspersed uniformly 
with the probe packets.  

The address hidden nodes situation, an optional 
RTS/CTS mechanism, can be triggered. RTS/CTS exchange 
prior to transmission provokes a mechanism reservation in a 
one hop neighborhood of both peers. When receiving such a 
packet, a node considers the medium busy for the duration of 
the subsequent transmission. This technique is named virtual 
carrier sense.  

A. Available Bandwidth Estimation 
The available bandwidth depicts the rates at which a 

packet flow can be climbed without disturbing the existing 
traffic.  Thus, the quantity of interest remains the available 
bandwidth. In the next Section we describe the methodology 
and the experimental testbeds.    

IV. METHODOLOGY OF EXPERIMENTS 

A. Networks’ Cases of Study 
For our experiments, we chose two special networks. The 

first was the cable modem testbed and the other was the 
802.11 a/b/g wireless access network. 

• In the case of the cable modem as head-point, we 
used a CISCO universal broadband router 7200 
series; as ‘cable modem’ on the other side, a ZyXEL 
Prestige 971M – external Cable modem was used 
[17]. On the head-point side we were able to obtain 
the link’s values of traffic.  

• The second testbed equipment had seven 
802.11a/b/g stations working ad hoc in the same 
building area.  The wireless configuration consisted 
of 6 PCs (2.8GHz Pentium 4 with 1024 MB RAM). 
All PCs were equipped wtth a Linksys WPC55AG 
802.11a/g/b Wireless Adapter [18]. PC1 and PC6 ran 
the Pathrate tool in order to estimate the bandwidth 
metrics, while the other four nodes were used for 
generating cross-traffic. 
All the nodes were arranged to work in 802.11a and 
the link was set at 6 and 54 Mbps. We chose two of 
them for obtaining our measurements, as the other 
two produced cross-traffic. 

B. Estimation Tools 
We downloaded the source code from the Pathrate’s site 

[13], along with the relevant documentation.  
Pathrate is a measurement tool used for estimating the 

capacity of Internet paths. An important feature of Pathrate is 

that it is robust to cross traffic effects, meaning that it can 
measure the path capacity even when the path is significantly 
loaded. This is crucial, since the hardest paths to measure the 
heavily loaded ones. By this software tool the two most 
significant bandwidth metrics associated with end-to-end 
paths namely capacity and available bandwidth can be 
quickly estimated.  Pathrate is publicly available with source 
code, documentation, and installation instructions. 

We studied the available source code after making some 
small changes for better adaptation. We used this software 
for our experiments.  

V. EXPERIMENTAL RESULTS 
Here we demonstrate the results. The first figure shows 

the results of data transmitted over the cable modem, while 
the second and the third depict the results concerning the 
802.11 wireless access networks.  

A. Results of Cable Link Access 
In Fig. 1, the available bandwidth versus various levels 

of cross-traffic, which was estimated for cable modem 
downlink, is illustrated. We ran the Pathrate software, trying 
various values of cross traffic. For each value of cross traffic, 
the software returned two values of capacity, low and high.  

By performing various experiments, we obtained values 
of available bandwidth (Fig. 1). 
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Figure 1.  Available bandwidth versus cross-traffic in cable modem 

downlink in Mbps  

According to Fig. 1, when the cross-traffic was absent, 
the bandwidth oscillated among the 6.6 and 8.2 Mbps.  As 
the cross-traffic increased, the values of available bandwidth 
gradually decreased. In the limiting case of 6Mbps cross-
traffic, the available traffic decreased to zero values.  

B. Results of IEEE 802.11 Wireless Network 
Like the packet transmission in 802.11, networks suffer 

when operations are significantly affected by the overhead of 
the packets. The minimum spacing among successive 
packets is considered overhead.  

Experiments revealed that the packet size affected the 
maximum achievable throughput.  Thus, the cumulative 
throughput was a little different when the payload used 300-
bytes probe packets as opposed to 1000-bytes probe packets. 
As packets became bigger, we obtained higher values of 
cumulative bandwidth. We then created a series of 

40

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           51 / 157



experiments with small-value sized packets (small probes) 
and another one with high value packets.    

 
Nominal channel capacity 5.5 Mbps
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Figure 2.  Available bandwidth versus cross-traffic in 802.11 access link 

with nominal channel capacity 5.5 Mbps 

In Fig. 2, the available bandwidth versus various levels 
of cross-traffic, estimated for IEEE 802.11b wireless 
network access link runs at 5.5 Mbps, is illustrated. 

 
The ‘S-S payload’ (‘Small-Small payload’) curve depicts 

the available bandwidth when the two nodes with 
determined available bandwidth used packages with 300-
bytes probe size, while the cross-traffic was created (by the 
remaining nodes) by packages with 300-bytes probe size. 

 
The ‘S-L payload’ (‘Small-Large payload’) curve depicts 

the available bandwidth when the two communicating nodes 
used packages of 300-bytes probe size, while the cross-
traffic was created by a larger size probe package (here 
1000-bytes probe size). 

Similarly, the ‘L-S payload’ (‘Large-Small payload’) 
curve depicts the available bandwidth when the two 
measured nodes communicated using packages with a large 
size probe, while the cross traffic was created by a load 
consisting of packages with small size probes (for our 
experiment, 300-bytes probe). 

Finally, the ‘L-L payload’ (‘Large-Large payload’) curve 
shows results when both loads of a pair of communicating 
nodes and their environmental traffic were created by 
packages with large size probes. 

 
Fig. 2 shows how two communicating nodes were 

affected by the size of packets. As the packet size increased, 
the available bandwidth also increases.  The cross-traffic of 
2 Mbps was a focal point for our experiments. When the 
cross traffic created by packages with small probes exceeded 
this point of 2 Mbps and the communicating nodes used 
packages with large size probes, then the available 
bandwidth was higher compared to the corresponding case 
created by a smaller package size. 

 
In all cases, when the cross-traffic increased, the 

available bandwidth was gradually reduced. Hence, in the 
limiting case of 5.5 Mbps cross-traffic, the available traffic 
decreased to zero values.  

 

In Fig. 3, the quantitative results reveal the effect of the 
multirate environment in two nodes communicating at 54 
Mbps.  
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Figure 3.  Available bandwidth versus cross-traffic in 802.11 access link 

with nominal channel capacity 54 Mbps   

More specifically, in Fig. 3, the available bandwidth 
versus various levels of cross-traffic is appeared. The 
available bandwidth was estimated for IEEE 802.11 wireless 
network access link which was working at 54 Mbps.  

  
The solid curve (‘Small payload’) depicts results 

obtained when the packages with 300-bytes probe were used; 
the two measured nodes ran at 54 Mbps, while cross traffic 
was generated by a pair of nodes running at 6 Mbps. 

On the other hand, the dotted curve (‘Large payload’) 
depicts results obtained when the packages used 1000-byte 
probes and the node system worked in the same pattern of 
running.   

 
In both cases, the available bandwidth gradually 

decreased as the cross traffic increased.   
 

VI. CONCLUSION 
The effective evaluation and measurements of capacities 

along end paths are of realistic interest, especially to 
activities such as capacity planning, protocol design, 
performance analysis, and system deployment.   

We investigated broadband access networks. Focus was 
placed on the case of cable modem and the wireless 802.11 
networks. The under study links could employ mechanisms 
such as token bucket rate regulation. The packets were 
scheduled in a non-FIFO manner, and the networks were 
available to support multiple distinct rates. All experiments 
were based on actual 802.11a and cable modems links. Our 
experiments quantitatively demonstrated how the available 
bandwidth was reduced when the cross-traffic increased.  

Our future work will focus on several points. One idea is 
to study in detail the backoff periods in the estimation 
technique; another idea involves making cross traffic appear 
bursty for faster links, forcing the problem to be more 
complex.  

 
 

41

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           52 / 157



REFERENCES 
[1] J. Strauss, D. Katabi, and F. Kaashoek, “A Measurement Study of 

Available Bandwidth Estimation Tools,” In Proc. of of ACM Internet 
Measurement Conference  (IMC), pp. 27-35, 2003. 

[2] V. Jacobson and M. J. Karels, “Congestion Avoidance and Control”. 
In Proc. of ACM SIGCOMM, pp. 314, 1988. 

[3] S. Keshav, “A Control-Theoretic Approach to Flow Control,” In 
Proc. of ACM SIGCOMM, pp. 191-201, 1991 

[4] R. L. Carter and M. E. Crovella, “Measuring Bottleneck Link Speed 
in Packet Swicthed Networks,” Performance Evaluation, Volumes 
27-28, pp. 297-318, October 1996. 

[5] A. Downey, “Clink: a Tool for Estimating Internet Link 
Characteristics,” 1999. http://allendowney.com/research/clink/ (2010)  

[6] A. B. Downey, “Using pathchar to Estimate Link Characteristics,” In 
Proc. of ACM SIGCOMM, pp. 241-250, 1999. 

[7] B. Mah. “pchar: A Tool for Measuring Internet Path Charateristics”, 
1999. http://www.employees.org/˜bmah/software/pchar  (2011) 

[8] M. Jain and C. Dovrolis, “End-to-End Available Bandwidth: 
Measurement Methodology, Dynamics, and Relation with TCP 
Throughput,” In Proc. of ACM SIGCOMM, pp. 295-308, 2002. 

[9] Vinay J. Ribeiro, Rudolf H. Riedi, Richard G. Baraniuk, Jiri Navratil 
and Les Cottrell, “pathChirp: Efficient Available Bandwidth 
Estimation for Network Paths,” In Proc. of PAM Workshop,  pp. 14–
25, 2003. 

[10] N. Hu and P. Steenkiste, “Evaluation and Characterization of 
Available Bandwidth probing Techniques,” IEEE J.Selected Areas in 
Communications,  Special Issue in Interet and WWW Measurement, 
Mapping and Modeling, Volume: 21 Issue:6, pp. 879-894 , 2003. 

[11] B. Malander, M. Bjorkman and P. Gunningberg, “A New End-to-End 
Probing and Analysis Method for Estimating Bandwidth 
Bottlenecks,” In Proc. of Global Telecommunications Conference, 
vol.1, pp. 415-420, 2000. 

[12] V. Ribeiro, M. Coates, R. Riedi, S. Sarvotham, B. Hendricks, and R. 
Baraniuk “Multifractal Cross-traffic Estimation,” In ITC, pp. 481–
492, 2000. 

[13] http://www.pathrate.org (2011) 
[14] Chaikh Sarr, Claude Chaudet, Guillaume Chelius and Isabelle Guerin 

Lassous, “A node-based available bandwidth evaluation in IEEE 
802.11 ad hoc networks,” International Journal of Parallel Emergent 
and Distributed Systems Volume 21, Number 6; pp. 423-440, 
December 2006. 

[15] Jian Ni and R. Srikant, “Distributed CSMA/CA algorithms for 
achieving maximum throughput in wireless networks,” Conf. Proc. of 
Information Theory and Applications Workshop, 8-13 Feb 
2009,  ISBN: 978-1-4244-3990-4 , pp. 250 – 250,  San Diego, CA . 

[16] M.Durvy, O.Dousse and P. Thiran, “Self-Organization Properties of 
CSMA/CA Systems and Their Consequences on Fairness,” IEEE 
Transactions On Information Theory,  Issue Date: March 2009 , 
Volume: 55 Issue:3 pp. 931 – 943, ISSN: 0018-9448. 

[17] http://us.zyxel.com/upload/download_library/P971M_v1_QuickStart
Guide.pdf  (2010) 

[18] http://www.linksysbycisco.com/UK/en/support/WPC55AG/download 
(2011) 

[19] Haitao Zhao, Emiliano Garcia-Palacios, Jibo Wei and Yong Xi., 
“Accurate available bandwidth estimation in IEEE 802.11-based ad 
hoc networks,” Elsevier Computer Communications, Volume 32, 
Issue 6, pp. 1050-1057, 27 April 2009.. 

 

42

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           53 / 157



Bit Error Rate Performance of ESPAR
antenna-based Single-RF Diversity for

IEEE802.15.4
Tomoya Kozu, Satoshi Tsukamoto, Minoru Okada

Nara Institute of Science and Technology, Ikoma 630-0192 Nara Japan
E-mail: tomoya-ko@is.naist.jp, satoshi-t@is.naist.jp, mokada@is.naist.jp

Abstract—This paper presents a single-RF diversity scheme
for spread spectrum receiver based on IEEE 802.15.4 standard.
The proposed scheme employs an Electronically Steerable Passive
Array Radiator (ESPAR) antenna with periodically changing
directivity at the symbol rate. IEEE 802.15.4 focuses on a
low power consumption short range communication systems.
However, the bit error rate performance is not good enough in a
severe multipath fading environment. Diversity is a well-known
technique to compensate the performance degradation due to
multipath fading. However, the complexity for diversity reception
is a major problem. In this paper, we propose a new single-
RF diversity scheme using ESPAR antenna with periodically
changing directivity. The proposed scheme is capable of obtaining
the diversity gain in a frequency selective fading environment and
it solves the slow convergence rate problem in the conventional
ESPAR antenna based diversity scheme. Computer simulation
result and theoretical analysis show that the proposed scheme
gives diversity gain.

Index Terms—IEEE802.15.4, Zig-Bee, diversity, ESPAR

I. INTROCUTION

Diversity is a efficient technique capable of mitigating the
performance degradation due to fading and is used in wide
range of wireless communication systems such as mobile
communication, Wireless LAN (Local Area Network), and
PAN (Personal Area Network) systems.

In case of space diversity, signals are received by two or
more antennas, and the received signals are combined in order
to reduce the attenuation. The received signal occasionally
attenuated and its strength falls below the thermal noise level
due to fading. Since the amount of attenuation due to fading
is different from each other when the antennas are spatially
separated, the probability of deep fade after combining can
be reduced and drastically improves the transmission perfor-
mance.

There are a lot of combining technique for diversity re-
ception such as selection combining, equal gain combining,
and maximum ratio combining. Among them, the maximum
ratio combining diversity is known to be the optimum in terms
of maximizing the signal to noise power ratio (SNR) after
combining.

However, the maximum ratio combining has a major draw-
back in terms of required hardware complexity. The maximum
ratio combining receiver requires RF (Radio Frequency) front-
end, ADC (Analog to Digital Converter), and baseband de-

modulation circuitry for each antenna branches, that is, it rises
the power consumption of the receiver. In case of handheld
terminals where the power consumption is strictly limited, it
is difficult to apply the maximum ratio combining diversity.

In order to solve this problem, switch diversity scheme was
used. It first chooses either one of the elements, and change the
element when the received signal strength falls below the pre-
determined threshold. Although the switch diversity scheme
is efficient in terms of reducing the hardware complexity,
the diversity gain is small compared to the maximum ratio
combining. Furthermore, it is not capable of tracking the fast
variation of the channel because of the nature of feedback
control.

Recently, the passive array antenna called ESPAR (Elec-
tronically Steerable Passive Array Radiator) antenna has been
proposed [1]. ESPAR antenna is composed of a director and
the parastic elements which are placed in the vicinity of the
director. The parastic elements are terminated by the varactor
diode. The beam pattern can be controlled by changing the
reactance values of the varactor diode.

A diversity receiver using ESPAR antenna has been pro-
posed. The principle operation of the diversity is the same as
that of the switch diversity. That is, it inherits the diversity
gain and tracking problems in the switch diversity.

In order to solve this problem, we propose a diversity
using fast directivity controlled ESPAR antenna. A part of
authors has already proposed a fast directivity contolled ES-
PAR antenna based diversity receiver for OFDM (Orthogonal
Frequency Division Multiplex) [2]. This scheme makes effi-
cient use of ICI (Inter-Channel Interference) caused by the
fast motion of directivity. This ICI can be eliminated because
the motion of directivity is known at the receiver. By using
the MMSE (Minimum Mean Square Error) frequency domain
equalizer after FFT (Fast Fourier Transform), we can get an
implicit diversity gain. Since this scheme does not require
feedback control and switching, we can solve the problems in
switch diversity. Furthremore, the proposed scheme is efficient
in a severe frequency selective fading channel.

This paper proposes a diversity receiver based on fast
directivity controlled ESPAR antenna for IEEE 802.15.4
which employs direct sequence spread spectrum. In IEEE
802.15.4, 250kbit/s of binary data are divided into 4-bit blocks
and mapped onto the 16-level symbol. Then the transmitter
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To Receiver

Bias Voltage

Fig. 1. A typical ESPAR antenna structure

chooses one of the 16 spreading sequences depending on the
symbol. The proposed scheme changes the steering pattern
of the ESPAR antenna at 62.5kHz which is the same as the
symbol rate of the IEEE 802.15.4 standard. Despite OFDM
systems, IEEE 802.15.4 is robust to the distortion due to fast
variation of the channel, the proposed scheme gives the diver-
sity gain without equalizations. Other elements in the vicinity
of the director are terminated by the variable capasitors. These
elements are referred to as the parastic elements. Therefore,
the steering beam pattern varies depending on the bias voltages
applied to the variable capasitors.

The rest of paper is organized as follows. Section 2 illus-
trates the principle of ESPAR antenna followed by the physical
layer signaling of the IEEE 802.15.4 standard in Section
3. Section 4 proposes an ESPAR-antenna based diversity
scheme for IEEE 802.15.4. Section 5 shows the bit error rate
performance of the proposed scheme by computer simulation.

II. PRINCIPLE OF ESPAR ANTENNA

Fig. 1 shows a typical configuration of ESPAR antenna.
ESPAR antenna is composed of three quarter-wavelength
monopole antennas. Although ESPAR antenna has one RF
port, it is capable of steering the beam pattern similar to the
well-known adaptive array antennas having multiple RF ports.
The ESPAR antenna in Fig. 1 is composed of three monopole
antennas, each of which is quarter-wavelength antenna. The
director at the middle of the array is connected to the RF
input of the receiver. Two other elements in the vicinity of
the director are terminated by the variable capasitors. These
elements are referred to as the parastic elements. The phase
of the induced currents flows at the parastic elements can be
controlled by the reactance value according to the bias volt-
ages. Therefore, the steering beam pattern varies depending on
the bias voltages applied to the variable capasitors connected
to the parastic elements.Since the variable capacitors, which
terminate to parastic elements,are passive devices, and their
reactance value are controlled by the bias voltages.ESPAR
antenna does not consume the power in principle.

As applications of ESPAR antennas, estimation of the arrival
direction of the signal using MUSIC (multiple signal classifi-
cation) method or ESPRIT (estimation of signal paramters via
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m c
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Fig. 2. Block diagram of the transmitter based on IEEE 802.15.4 PHY standard
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Fig. 3. Block diagram of the proposed receiver

rotational invariance technique) method have been proposed
[3,4]. Hasuike et al. [5] proposed on use of ESPAR antenna for
wireless ad-hoc network in order to reduce radio interference.
However, this method require modifications in MAC layer
protocol.

The diversity receiver based on ESPAR antenna has also
been proposed as mentioned in introduction. However, the
conventional ESPAR antenna-based diversity receiver is not
efficient in terms of diversity gain and tracking capability.

III. IEEE 802.15.4 PHY STANDARD

Fig. 2 illustrates the block diagram of the transmitter based
on IEEE 802.15.4 physical layer standard. Four-bit block
b = (b0, b1, b2, b3) is mapped onto the 16-level symbol
according to the conversion formula, m = 23b3 + 22b2 +
2b1 + b0 at the bits-to-symbol converter. One of 16 spreading
sequences is chosen according to the symbol at the symbol-to-
sequence converter. The output sequence is given by c(m) =
(c(m)

0 , c
(m)
1 , . . . , c

(m)
31 ). This spreading sequence is applied to

OQPSK (Offset Quadrature Phase Shift Keying) modulator
to generate the transmit signal. The output of the OQPSK
modulator in the equivalent low pass expression is given by

s(t) =
∑

k

c2kf(t−2kTb)+j
∑

k

c2k+1f(t−(2k+1)Tb), (1)

where a sinusoidal waveform is chosen as a spreading chip
pulse waveform. The pulse waveform is given by

f(t) =

 cos
(

πt

2Tb

)
; (|t| ≤ Tb)

0; (|t| > Tb)
(2)

where Tb = 1/(2 × 106) = 5 × 10−7 is the chip duration.

IV. PROPOSED ESPAR ANTENNA-BASED DIVERSITY
RECEIVER

Fig. 3 shows the block diagram of the proposed ESPAR-
antenna-based diversity receiver for IEEE 802.15.4. The steer-
ing beam pattern varies at a frequency of Ts = 1/(32Tb) =
62.5kHz, which is the same as the symbol rate.
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In the following, we assume a slow Rayleigh fading channel.
The received signal at the output of the ESPAR antenna is then
given by

r(t) = (h0 + h1g(t)) s(t) + z(t), (3)

where hi (i = 0, 1) represents the attenuation and phase
rotation due to fading. In Rayleigh fading channel, hi is a zero-
mean complex Gaussian random variable. g(t) is the channel
variation due to the change in the steering beam pattern of
the ESPAR antenna. Furthermore, z(t) is an additive white
Gaussian noise (AWGN) component. By substituting Eq. (1),
we can rewrite the received signal as

rk = (h0 + h1gk) dk + zk, (4)

where

dk =
{

ck (even k)
jck (odd k) , (5)

where rk = r(kTb), gk = g(kTb), and zk AWGN component
after sampling.

The received signal is then applied to the non-coherent MSK
(Minimum Shift Keying) demodulator. The output of the MSK
demodulator is given by

uk = =
[
rkr∗k−1

]
. (6)

The output, uk is applied to the bank of 16 matched filters
(MFs). The impulse response of the m-th MF is given by

q
(m)
2k =

{
−1 (c(m)

2k−1 = c
(m)
2k )

+1 (c(m)
2k−1 6= c

(m)
2k )

(7)

q
(m)
2k+1 =

{
+1 (c(m)

2k = c
(m)
2k+1)

−1 (c(m)
2k 6= c

(m)
2k+1)

. (8)

The output of the m-th MF is then given by

y(m) =
N−1∑
k=0

q
(m)
k uk. (9)

The output of the m-th MF, y(m), is fed to the maximum value
selector. The symbol which maximizes the MF output m = m̂
is supposed to be transmitted at the maximum value selector.
The estimated symbol is applied to the symbol-to-bit converter
to convert the bit stream, b̂.

V. ERROR RATE ANALYSIS

Now, let us define the received signal after sampling as
wk = (h0 + h1gk) + z′k. The received signal is represented
in vector-form as:

w = [w0, w1, . . . , wN−1]T , (10)

Then, the m-th MF output can be expressed in quadratic form
as:

y(m) = wHFw, (11)

where

F =



0 1 0 · · · 0
1 0 1 0 · · · 0

0 1 0 1 0
...

...
. . . . . . . . . . . .

...
0 · · · 0 1 0 1
0 · · · 0 1 0


, (12)

is a matrix representing the demodulator and MF.
The covariance matrix of w is given by

R =
1
2
E

[
w∗wT

]
= [ρik]i,k=0,1,...,N−1 , (13)

where the i-th row, the k-th column element is given by

ρik =

{
b + σ2

z (i = k)
b

2
(1 + g∗i gk) (i 6= k)

, (14)

where b is the average received signal power, and σ2
z is the

variance of the AWGN component.
Now we can derive the pairwise error probability that the

m′ is transmitted when m was transmitted. Suppose that the
probability density function of X = y(m) is defined as p(X).
The pairwise error probability is given by

P {m → m′} =
∫ 0

−∞
p(X)dX

=
∫ 0

−∞

∫ ∞

−∞
G (ξ) exp (−jξX) dξdX

=
∫ ∞

−∞

G (ξ)
ξ

dξ (15)

where G(ξ) is the characteristic function of X = y(m), and
given by

G (ξ) =
1

det (I − 2jξR∗F)
(16)

Let C = {λ|det(A − λI) = 0} be a set of all the eigen-values
of A = 2R∗F. The characteristic function is further rewritten
as

G (ξ) =

[ ∏
λ∈C

(1 − jλξ)

]−1

(17)

From the above analysis, the pairwise error probability is given
by

P {m → m′} =
∑

λ∈Cm


∏

λ′ ∈ C
λ′ 6= λ

(
1 − λ′

λ

)

−1

(18)

where Cm = {λ|λ ∈ C,<[λ] < 0} of A is a set of eigenvalues
whose real components are negative.
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Fig. 4. Bit Error Rate Performance of the Proposed Diversity Receiver
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VI. NUMERICAL AYALYSIS

In this section, we analyze the bit error rate performance of
the proposed diversity receiver by computer simulation. In the
following, we assume that the function corresponding to the
fast time variation of steering beam pattern is given by

gk = exp
(

j2παt

Ts

)
(19)

where α is the beam pattern variation frequency normalized
by the symbol rate (1/Ts = 62.5kbit/s).

Fig. 4 shows the bit error rate performance of the proposed
scheme. In this figure, we assume α = 1. We can confirm that
proposed scheme gives diversity gain.

Now, the bit error rate against the steering beam pattern
variation frequency is shown by making use of Eq. (18).
Fig. 5 shows the symbol error rate performance against the
normalized variation frequency. We can not get the diversity
gain when the normalized frequency of beam pattern variation
is less than 0.5. This is because the received signal strength
variation is reduced. On the other hand, the symbol error rate
drastically degrades when the normalized frequency exceeds
5 since the distortion due to beam pattern variation affects
the detection. From this result, we have to set the normalized
frequency for 0.5 < α < 5. It also shows that it is no need to
synchronize the frequency to symbol rate.

In the discussions above, we assume the two-element ES-
PAR antenna. However, further improvement in error rate
performance could be possible if we use two or more parastic
elements. Now, let us assume that the control frequency for
l-th parastic element is kα. Fig. 6 shows the impact of the
number of ESPAR antenna elements to the symbol error rate
performance. From this figure, we can further improve the
error rate performance.

VII. CONCLUSION

This paper proposed the single-RF diversity receiver using
fast steering beam pattern controlled ESPAR antenna for
IEEE 802.15.4. The proposed scheme is capable of obtaining
diversity gain by changing the steering beam pattern at the
frequency of symbol rate. Computer simulation result showed
that the proposed scheme efficiently get the diversity gain in a
Rayleigh fading environment. Further improvement is possible
by increase in the number of parastic elements.
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Abstract—Transform Domain Communication System (TDCS)
is a cognitive-radio technology that avoids frequency underuti-
lization by doing spectrum-scavenging. Although TDCSs’ is well-
known when dealing with interferers, theoretical limits of TDCS
in terms of spectrum efficiency remain unknown. Based on the
TDCS’ multidimensional property, we detail them in terms of
spectrum efficiency and Bit Error Rate (BER). It is shown
that most of previous TDCSs had suboptimal performances.
Guidelines are given to improve these metrics without much
increase in system’s complexity.

Index Terms—TDCS, spectral efficiency, CSK, cognitive radio,
multidimensional modulation

I. INTRODUCTION

Introduced by Mitola in [1], Cognitive-Radio was presented
to overcome the problem of spectrum under-utilization [2],
[3]. Technologies were proposed to counter this waste, such
as Transform Domain Communication Systems (TDCSs) that
generate interference-free waveforms.

TDCS’s major contributions are recent, and a significant
part was achieved by the Airforce Institute of Technology
[4]–[7]. However these studies mainly focused on the BER
performance when bypassing jammers. More recently Han
et al. proposed a phase scrambling to improve the BER of
TDCS signals based on contiguous spectrum [8]. TDCS is
therein described as a low bit-rate communication system,
while in another article, Budiarjo et al. [9] mention they can
significantly improve the BER performance and the spectrum
utilization of TDCS by using simultaneously two modulations.

Thus, if we know well TDCSs’ benefits in terms of cog-
nitive radio and interference-avoidance property, its BER and
spectral efficiency performance remain unknown, though these
are essential performance metrics.

By means of the dimensionality property [10, pp 227-
229] that applies to TDCS, we propose to fill this missing
piece of literature in order to give insights on the effective
speed and reliability that TDCS can achieve. We demonstrate
that the granularity of the spectrum mask does impact the
spectral efficiency and show that taking benefit of the whole
dimensionality leads to great BER improvements while in-
creasing the spectral efficiency. Via this approach we stress
that previous TDCS implementations were suboptimum with
regard to these metrics.

In this article, we first recall the definition of the dimen-
sionality and its impacts on the BER and spectrum efficiency.

Then, our TDCS system is introduced and key properties
related to its dimensionality are given. In the last section, a
particular care is taken on spectrum efficiency of previously
studied TDCS systems, we enhance them by using system’s
whole dimensionality to ensure maximum spectral efficiency
and minimum BER. Finally, a specific focus is done on the
modulation proposed in [9] and a new result is presented by
means of the dimensionality and the orthogonality point of
view. We explain in which extent the spectrum efficiency and
the BER of their system is improved and why.

II. SIGNAL DIMENSIONALITY AND ITS IMPACTS ON
SYSTEM PERFORMANCE

In this section, one recalls the notion of dimensionality
before studying its impact on the system in terms of BER.

A. General principles, and relations with spectrum efficiency

The dimensionality N of a signal x(t), which lasts T
seconds and occupies a bandwidth Wu, defines the number of
orthogonal signals such that x(t) can be expressed by a linear
combination of these orthogonal signals. In [10, pp. 227-229],
it is stated that the number of dimensions N of the space of
a signal x(t) is well approximated by Eq. (1):

N ≈ 2WuT (1)

Although this formula looks very simple, the information it
contains is of the greatest importance since it has direct con-
sequences on the spectral efficiency ηeff of a multidimensional
system. Indeed, it is shown that [10, pp. 227-229] :

ηeff =
Rbit
Wu

=
log2(Mmod)Rsymb

N
2T

=
2 log2(Mmod)

N

(2)

where Mmod is the constellation size, Rbit is the bit-rate, and
Rsymb = Rbit

log2(Mmod) = 1
T is the symbol rate.

As a consequence, the higher the signal dimensionality is,
the lower the spectrum efficiency gets. Thus, to improve the
latter, Mmod must be increased.

Let us now briefly summarize the effects of high dimen-
sionality systems on the achievable BER. To do so, we will
take the example of the widely studied M-Ary Orthogonal
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Signaling [10](MOS), where one symbol fills one dimension
(Mmod = N ), before seeing how it applies to TDCS.

B. Bit Error Probability for MOS and TDCS

While in PSK, the bigger the constellation size MPSK is,
worse gets the BER (following the well known "waterfall
curves"), in MOS, where each symbol is represented by a
waveform orthogonal to every other one, the waterfall curves’
order is reversed : the higher the dimensionality, the better
the BER gets, as developed in [10, pp. 203-206]. It comes
from the fact that the more dimensions a signal has, the more
bits are sent with the same amount of energy, while keeping a
constant symbol error probability, since the distance between
two orthogonal signals does not change. One can transmit
information with high reliability at very low SNR, but with a
low spectrum efficiency. MOS systems are in a word "power-
efficient".

In the case of a given TDCS system, N is set by the
spectrum mask definition as further stated in Section III-D.
Thus, it does not come into question to increase or to decrease
the system’s dimensionality. However the chosen modulation
defines the number of used dimensions. And similarly as the
phenomenon described above, the more dimensions are used,
the better gets the BER. Note that meanwhile, because more
dimensions are used, the constellation size of the modulation
increases, and thus, spectrum efficiency also increases. This
phenomenon is fully described in [10], [11].

In a word, when a telecommunication system’s dimension-
ality is N � 1, it is of paramount importance to use every
possible dimensions. Otherwise it could lead to BER and
spectrum efficiency leakages.

III. TDCS SYSTEM MODEL

Hereafter, the receiver and transmitter’s model are de-
scribed. The waveform modulation is also detailed.

A. Transmitter’s Side

The typical TDCS transceiver model presented in [7] is
simple and cited in many publications, but does not well
describe how the modulation stage can be implemented. We
decide thus to present in Fig. 1 a model that takes into account
the two main modulations used in TDCS.

Estimate Spectrum

Spectrum Mask

Multiple Access
Phases vector

IFFT
Bits To Waveforms

Mapping

Transmit

s(t)

Data stream

ej ( )

A( )

s(t)MPSK - PSK Modulation
Phases vector ej p

MCSK - CSK 
Modulation

MCSK. MPSK 
buffered Waveforms

MPSK times

Figure 1. TDCS Transmitter

The system described in Fig. 1 starts first with sensing the
available spectrum to ensure an interference-free transmission.
This topic has been widely investigated through the use of
different techniques to better detect the interferences [6]. From
this estimate, a spectrum mask of bandwidth Wu is chosen,
which the transmitted signal will have to respect. An Inverse
Fourier Transform of this spectrum is then done, and the
generated waveforms are stored in a buffer. These waveforms
are then modulated before being sent.

B. Possible waveform modulations

As stated, two modulation processes are mainly used in
TDCS: a Cyclic Shift of the waveform and a Phase Shift
Keying modulation that occur in two different stages of the
transmitter [4], [7]. The first one is the MPSK-Ary PSK modu-
lation and consists of generating several waveforms respecting
the same spectrum mask, having the same random phase
vector, but with a θmPSK = 2πmPSK

MPSK
phase offset on every

component, with mPSK ∈ {1, · · · ,MPSK} the PSK symbol
index, and MPSK the number of possible PSK symbols. The
signal’s spectrum can thus be written as in Eq. (3):

S(v)
mPSK

(f) =
K∑
k=1

A
(v)
k δ (f − k∆f ) e+j

(
φ

(v)
k

+θ(v)
mPSK

)
+

A
(v)
k δ (f + k∆f ) e−j

(
φ

(v)
k

+θ(v)
mPSK

) (3)

with Ak ∈ {0, 1} the amplitude of the frequency compo-
nents (determined by the spectrum sensing), K the number
of frequency components, ∆f the spectrum sample spacing,
θ

(v)
mPSK the data phase modulation. φ(v)

k is the multiple-access
phase for the k-th frequency component of the v-th user and
is usually described in the literature as a random phase. This
causes the signal to be noise-like and also enables multiple-
access capability, as exploited in [4]. In the time domain, a
PSK symbol can be written as in Eq. (4):

s
(v)
PSKmPSK

(t) = F−1
(
S(v)
mPSK

(f)
)

s
(v)
PSKmPSK

(t) = 2
K∑
k=1

Ak cos(2πk∆f t+ φ
(v)
k + θ(v)

mPSK
)

(4)

To alleviate the notation we decide not to specify the
multiple-access index (v).

Since the Eq. (4) is computed from the Fourier transform
of a sampled spectrum, sPSKmPSK

(t) is T -periodic with T =
1/∆f . But in the rest of this document we consider sPSKmPSK

(t)
as a symbol whose duration is T .

Although the MCSK-Ary CSK modulation can be applied
over the PSK one, in a matter of clarity we decide to focus
on CSK and omit thus the subscript PSKmPSK

. When present, it
means the symbol also carries PSK-modulated information.

First, a waveform sCSK0 is generated following the Eq. (4).
Then sCSK0 is shifted in time to produce different symbols, as
written in Eq. (5).
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sCSKmCSK
(t) = sCSK0

(
t− mCSKT

MCSK

)
T

(5)

with T the waveform duration, and s
(
t− T

mCSK

)
T

the

notation introduced in [4] for a T
mCSK

circular shift. mCSK ∈
{0 · · ·MCSK − 1} is the CSK symbol index.

Depending on the narrowness of the autocorrelation
function of sCSK0 , it can be shown that the set of shifted
waveforms sCSK0 · · · sCSK(MCSK−1) is pseudo-orthogonal [12].

C. Receiver’s side

A Maximum Likelihood (ML) receiver, known to be opti-
mum in an AWGN channel, is used and showed in Fig.2.

Spectrum 
Mask

Multiple Access
Phases vectorej ( )

A( )

IFFTMCSK. MPSK 
buffered WaveformsCorrelation

Max

Noisy signal

Symbol 
Index

Stream
Bit Stream
Generator

Symbol to Bits
Mapping

Decoded
Bits 

Streams

MPSK - PSK Modulation
Phases vector

ej p

MCSK - CSK 
Modulation

Figure 2. TDCS Optimum Receiver

We assume that the receiver and the emitter have the same
waveforms buffered in their memory and also that they have
the same mapping between a waveform and a bits word.
To demodulate data, the receiver makes a correlation of the
incoming waveform with every buffered waveform and the
decision is taken by considering the maximum correlation
value. Although this demodulation requires a huge amount
of computations, this way of demodulating was chosen to
ensure a fair comparison between all the modulation schemes.
However, it is worth noting that a computation-efficient im-
plementation is possible to demodulate CSK signals by using
DFT and IDFT as stated in [12]. Now that the TDCS System is
introduced, let us clarify the role that plays the dimensionality
parameter N = 2WuT on the system’s performance.

D. Impacts of the dimensionality N on TDCS performance

Since the symbol period is T = 1
∆f

, and since the useful
spectrum is described by Kused = Wu

∆f
frequency components,

the signal dimensionality is equal to N = 2Kused. Thus, it is
possible to write the spectrum efficiency of the system in a
simple manner in Eq. 6.

ηeff =
log2(Mmod)

Kused
(6)

A first tradeoff follows up: when defining the spectrum mask
avoiding jammers, care should be taken not to choose a high
granularity that would imply a leakage in spectrum efficiency.

As previously stated, dimensionality of a TDCS signal is
set by the spectrum mask properties (the used bandwidth Wu

and the frequency sampling space ∆f ). In the following, we
assume these parameters are already set. However the number
of used dimensions remains designer’s choice and depends
on the modulation stage. As explained in II-B, choosing a
good modulation is of paramount importance: the system
has to use as many symbols as possible to maximize the
spectrum efficiency, but meanwhile it also has to occupy
as many dimensions as possible to minimize the BER. In
the following subsection, we study how well the standard
modulations performs in TDCS.

IV. PERFORMANCE OF TDCS MODULATION

In the studied TDCS system, the signal bandwidth is defined
from 1kHz to 7MHz and avoids interferences that are present
on the range from 2 to 3MHz. As a consequence, its total avail-
able bandwidth is Wa = 6.999 Mhz, but its used bandwidth
is Wu = 5.999 MHz. Kused = 256 frequency components
describe the used bandwidth, and thus the dimensionality of
our system is N = 512. These figures are summarized in the
spectrum mask of Fig. 3.

Spectrum 
Mask

1kHz 2MHz 3MHz 7MHz

Wu (Kused = 256)

Wa 

Figure 3. Spectrum description of the signal

A. Phase Shift Keying

Described in III-B, this modulation makes the symbol
occupy only two dimensions as the usual PSK signals. As a
consequence, the standard PSK waterfalls curves, fit perfectly
PSK-TDCS BER results, as shown on Fig. 4.
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10 1
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rro
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BPSK TDCS
QPSK TDCS
8PSK TDCS
BPSK Theoritical
QPSK Theoritical
8PSK Theoritical

Figure 4. BER performance TDCS using MPSK-Ary PSK
Modulation

The modulation and demodulation processes can be easily
implemented [7] and the spectrum efficiency is :
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ηeff =
log2(MPSK)

Kused
(7)

The problem is that the system is sub-optimal with regards
to the attainable BER because only 2 dimensions over 2Kused
are used. The BER leakage is obvious when looking at Fig.
5b.

B. Cyclic Shift Keying

As stated in [12], CSK can be seen as equivalent to MCSK-
Ary Orthogonal Signaling (MOS). This is effectively the case,
as we can see on Fig. 5a : the theoretical BER performance
of a MOS system match the simulated CSK-TDCS results.

Of course, since the cyclic shifted versions of the waveforms
are inherently correlated, CSK is theoretically sub-optimal
in terms of BER in comparison with MOS, but this is not
detectable when the dimensionality and the Eb/N0 are high
enough.

In Fig. 5b, we observe that BER of TDCS-CSK is much
lower than any PSK systems and keeps decreasing when the
CSK constellation grows. The spectral efficiency follows Eq.
(8) and is also higher than TDCS-PSK systems. Moreover
the demodulation process of CSK has the advantage of being
easily implementable as described in [12] and done in [8].

ηeff =
log2(MCSK)

Kused
(8)

The main difference between Eq.(7) and Eq.(8) is that
increasing MCSK can lead to BER and spectrum efficiency
improvements whereas increasing MPSK leads to a BER degra-
dation.

It is worth noting that in the literature, system configurations
have always been MCSK ≤ Kused without further explanation.
It is possible that people fear that using CSK TDCS with
MCSK > Kused would not provide enough orthogonality
between CSK symbols. Yet, experimental results show that
it can actually provide enough orthogonality to enhance the
BER according to Fig. 5b and as thoroughly investigated in
the next subsection.

We can note that using MCSK-Ary CSK Modulation with
MCSK = 512, improves the spectral efficiency while achieving
the same 3e−4 BER with 0.3dB Eb

N0
less than the system using

MCSK = 256.
Moreover, it has never been tried to combine Antipodal

Signaling and CSK with TDCS Systems. This results in bi-
orthogonal signaling. MOS and M-Ary Bi-Orthogonal Signal-
ing have almost identical BER functions when M is large, but
Bi-Orthogonal Signaling occupies two times less dimensions
(and thus bandwidth). As a consequence, it is possible to use
2Kused-Ary CSK with antipodal signaling to further enhance
the spectrum efficiency and the BER performance. Indeed, in
Fig. 5c, we can observe a 0.5 dB Eb

N0
gain over MCSK = 256-

Ary CSK TDCS when using MCSK = 512 with antipodal
signaling at the same 1e−3 BER. Note that the constellation
size is then four times higher.
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(a) BER performance of TDCS System using MCSK-Ary CSK Modulation

0 0.5 1 1.5 2 2.5 3 3.5 4
10 4

10 3

10 2

10 1

EbN0  dB

Bi
t E

rro
r R

at
e

 

 

128 Ary Ortho. Sig. Theoritical
256 Ary Ortho. Sig. Theoritical
512 Ary Ortho. Sig. Theoritical
128 CSK
256 CSK Simulated
512 CSK Simulated
QPSK TDCS

(b) BER performance of TDCS System using MCSK-Ary CSK Modulation
with MCSK ≥ Kused
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Figure 5. BER performance of several CSK configurations

C. Combination of PSK and CSK

In [9], a system is presented where CSK and PSK modu-
lations are combined. In this article, the information streams
mapped by PSK or CSK are distinguished, and the BER for
both streams are computed. Let first consider the spectral
efficiency of such a combined MPSK-Ary PSK / MCSK-Ary
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CSK TDCS system, we have:

ηeff =
log2(MPSKMCSK)

Kused
(9)

Budiarjo et al. were thus right when stating that this modula-
tion leads to a better spectrum utilization but when considering
the total BER of the whole system (both streams taken into
account) rises up another advantage, not studied in [9]. This is
what we computed for different system configurations in order
to highlight the effect of dimensionality. Results are plotted in
Fig. 6. Note that we use the X-axis scale Eb/N0 with Eb
computed as Eb = Es

Mmod
with Mmod = MPSKMCSK the total

constellation size.
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Figure 6. BER performance of PSK-CSK TDCS

As observed in Fig. 6, 512-Ary CSK and 256-Ary CSK-
BPSK (equivalent to CSK with antipodal signaling) curves are
overlapping. It is noteworthy to highlight that 256-CSK-QPSK
has almost the same BER performance than 512-CSK-BPSK.
As explained in the previous sections, it comes from the fact
that in both cases, all dimensions 2Kused are used.

To provide a more accurate comparison of these mod-
ulations, Table I sums up intercorrelation statistics of the
waveforms for each modulation technique:

Intercorr. 32 CSK 256 CSK 256 CSK 512 CSK 256 CSK
Statistics QPSK BPSK 8PSK

mean 8.7e-5 6.9e-4 6.6e-4 6.8e-4 1.6e-3
min 1.1e-8 1.3e-9 8e-38 9.1e-10 8e-38
max 1.6e-3 8.5e-2 8.5e-2 8.5e-2 .5
var 1.6e-7 6.6e-5 4.8e-5 4.5e-5 7.6e-4

TABLE I. Intercorrelation Coefficient Statistics of WF gener-
ated by different techniques

First of all, the maximum intercorrelation coefficient in-
creases as the constellation size does. This comes from the
fact that the constellation size approaches or even exceeds the
dimensionality limit. It is thus not further possible to generate
more orthogonal waveforms. Concerning the minimum value,
the QPSK-CSK modulation shows much better performance
since QPSK generates 2 purely orthogonal waveforms for each
CSK-generated one. There is no obvious rules for the other

cases, since it highly depends on the autocorrelation function
of the waveform : if the time shift occurs on one of its lobe
or not. However, we can note that 256-CSK-QPSK average
intercorrelation coefficient is slightly lower than 512-CSK-
BPSK. As a matter of fact, it should results in better BER
performance noticeable at higher Eb/N0.

To end section IV, let us summarize in Table II the different
rules to follow to take the most of TDCS’ spectral efficiency.
These guidelines are independant from the chosen spectrum
mask.

Rule # Guideline
1 Use every dimension the system offers to decrease the BER

and enhance the spectral efficiency.
2 Use a spectrum granularity high enough to avoid jammers, but

as low as possible to enable good spectrum efficiency.
3 Between two modulations having the same number of sym-

bols, choose the one offering the largest intersymbol distance.

TABLE II. Guidelines to follow to improve TDCS’ spectral
efficiency

V. CONCLUSION

In this paper, using the often forgotten fact that TDCS
is a multidimensional communication system enabled us to
show the maximum attainable BER and spectral efficiency
we can expect from any TDCS system. We show that TDCS
is inherently a "power-efficient" communication system as
previously suggested in [8]. However, Han et al. did not take
benefit of every available dimension. We were thus able to
improve their performance by using 512-Ary CSK modulation
instead of 256-Ary CSK. We also further investigated the im-
plementation proposed in [9] and show the global BER benefit
of this implementation. This asset relies on the major fact we
proved: the same BER can be obtained at lower Eb

N0
when

using every single dimension while enhancing the spectrum
efficiency of a standard CSK Modulation. By using every
dimension, the minimum BER and the maximum throughput
are simultaneously gathered. This article provided guidelines
to avoid further under-utilization of TDCS systems

If it is now obvious that TDCS systems fit well to low
throughput transmissions in a context of poor SNR or long-
haul communications, the next step is to extend the use of
TDCS to high throughput communications, while ensuring
a good reliability. This can be done by ensuring a better
orthogonality between the dimensions and by using several
dimensions at one time to transmit more bits simultaneously.
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Abstract— Cognitive Wireless Mesh Networks (CWMN) is a 
promising technology that combines the advantages of Wireless 
Mesh Networks (WMN) with the capacity enhancement feature 
due to the use of available channels discovered with cognitive 
radio technology. In CWMN, Medium Access Control (MAC) 
layer has to schedule data communications in a dynamic 
environment in which available channels change in space and 
time. Therefore, scheduling in a CWMN is more difficult than 
scheduling in multi-channel IEEE 802.11 since each node in a 
CWMN can support different set of channels for data 
transmission where as in IEEE 802.11 all nodes share same set of 
channels. In this paper, we propose an efficient link scheduling 
algorithm in a distributed architecture in CWMN. The  solution 
utilizes 2-distance vertex coloring scheme at the node level which 
increases the processing speed of the scheduling algorithm and 
lessens the overhead control data. Simulation results show that 
the proposed algorithm improves the scalability, the speed, and 
the amount of control data exchange when compared with 
existing algorithms. 

Keywords-Wireless Mesh Networks; Cognitive Radio; Medium 
Access Control layer scheduling; link scheduling; vertex colouring 

I.  INTRODUCTION 

Wireless Mesh Networks (WMNs) have a growing 
popularity due to its simple architecture, ease of installation, 
and low costs of maintenance [1]. Because WMNs utilize the 
air medium, this makes it susceptible to radio frequency 
interference that limits the network capacity. In fact, the radio 
frequency interference limits the number of simultaneous 
transmissions in a single channel causing the network capacity 
to drop [2]. 

One approach to enhance the network capacity is to utilize 
the multiple available channels that are discovered by means of 
Cognitive Radio (CR) [3]. CR is a promising technology that 
allows communication on channels without acquiring a license. 
The nodes, in reference to the WMN nodes in a CR system, 
also referred to as secondary users (SUs), sense the spectrum 
periodically to find unutilized channels. Then, the SUs 
communicate among themselves using the discovered 
unutilized channels with the condition that they do not interfere 
with channels’ owners, also known as the primary users (PUs). 
Therefore, a Cognitive Wireless Mesh Networks (CWMN) 
requires a new MAC layer enhancement that can meet the 

challenges of this new environment. Unlike multi-channel 
networks, such as IEEE 802.11, where the set of channels is 
shared among all nodes, this type of network faces continuous 
changes in availability of channels in space and time. In fact, 
each node in the network can have different set of channels. 
Consequently, any pair of nodes that wish to communicate has 
to establish a common communication channel and time to 
exchange packets without causing interference with other 
existing transmissions. Therefore, CWMN requires an efficient 
scheduling algorithm that can tackle the above challenges.  

In this paper, we consider Time Division Multiple Access 
(TDMA) as our channel access protocol. Since it avoids 
collision and provides efficient channel utilization. The goal of 
TDMA MAC scheduling in a CWMN is to minimize the 
number of timeslots needed for data transmission by assigning 
a channel and a timeslot to each link without interfering with 
already scheduled links. Each TDMA slot is assigned to at least 
one link which represents the transmitter-receiver pair that has 
data to exchange. To achieve this objective, we propose an 
algorithm to schedule the links in a distributed manner.  

The rest of the paper is organized as follows. Section II 
defines the problem at hand in a set of equations. Section III 
describes the related works to the domain. Section IV reveals 
our approach to the link scheduling algorithm. Section V 
presented the numerical results of our approach. Finally, 
Section VI concludes the paper. 

II. PROBLEM FORMULATION 

Our motivation is to improve the scalability of the network, 
reduce the amount of control overhead, and minimize the 
overall scheduling time. We consider a CWMN in which the 
nodes are equipped with an omni-directional radio antenna and 
use one common control channel. We assume that all the radios 
have a channel switching delay equal to zero and their 
interference range is equal to their communication range. Each 
node may have different set of data channels available.  

A link l is defined by: 

• A transmitter t(l) and a receiver r(l)  which are in the 
communication range of each others and have a packet 
to exchange. 

54

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           65 / 157



• LinkChSetl is the set of common available channels 
between nodes t(l) and r(l)  and is not empty. 

• InterferenceSetl is the set of links that can interfere 
with link l. Link n belongs to InterferenceSetl if r(l)  is 
in the communication range of t(n) or if r(n) is in the 
communication range of t(l). 

• ExclusionSetl is the set of links that have at least a node 
in common with link l. Link n belong to ExclusionSetl 
if the transmitter t(n) or the receiver r(n) is also the 
transmitter  t(l) or the receiver r(l) . 

• lcsX is a variable where 




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. 0
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Equation (1) states that each link is assigned to one and 
only one channel and one timeslot. Equation (2) verifies that 
the interfering links are not assigned to the same channel and 
timeslot. Equation (3) ensures that a node does not perform two 
operations simultaneously (i.e. transmit two packets or receive 
two packets or transmit one packet and receive one packet). 
Equation (4) guarantees that link l can only be scheduled on a 
channel that is common to t(l) and r(l) . Our objective is to 
propose a scalable and fast scheduling algorithm that satisfies 
the four equations while minimizing the number of timeslots, k, 
used to schedule all the links in the network. 

III.  RELATED WORK 

In multi-channel single-radio 802.11 networks, different 
approaches to scheduling at the MAC layer have been 
proposed. In [4], [5] and [6] a MAC layer scheduling based on 
reservation of channel by RTS/CTS mechanism on the control 
channel has been presented. In [7], the proposed approach is 
divided into two steps: The first step is a control one during 
which the nodes use the control channel to select the channels 

to be used, and, in the second step the nodes send their data on 
the selected channel using the RTS/CTS mechanism. In [8] and 
[9], nodes synchronously execute a common sequence of hops 
across all channels. A pair of nodes stops performing the 
channel hopping sequence in order to make data transmission 
in which they reserve the channel by RTS/CTS mechanism. 
Once data transmission ends, they rejoin the common hopping 
sequence. In [10] and [11], each node carries out a different 
sequence of hops generated from a random number. A pair of 
nodes wishing to communicate must meet on a particular 
channel, stops the sequence of hops to carry out the data 
transmission, and rejoins their respective sequence of hops at 
the end of the transmission.  

For a single-radio Cognitive network, different MAC layer 
scheduling algorithms have been proposed. A MAC layer 
scheduling based on reservation of channel by RTS/CTS 
mechanism on the control channel was presented in [12], [13], 
and [14]. The objective of [15] is to achieve efficient channel 
and timeslot assignments to the links in a distributed way 
which is compared to the optimal scheduling solution found by 
an Integer-Linear Programming (ILP) formulation. In the 
considered cognitive radio network, the nodes are equipped 
with a radio and a control channel. The CSMA/CA scheme is 
used to access the control channel and the TDMA scheme is 
used to access the data channels. Each node has a rank which 
depends on the number of active links and the number of 
channels. The node with the highest rank in its two-hop 
neighborhood processes the algorithm of assignment of 
timeslots. This algorithm assigns the first available timeslot to 
the link. Nodes that finish the execution of the algorithm are 
marked as covered.  Then, the uncovered nodes with the 
highest rank in its two-hop neighborhood execute the 
algorithm.  As soon as all the nodes are covered, each node 
with the lowest rank in its two-hop neighborhood starts to 
examine if it has the highest schedule length (the number of 
timeslots needed to schedule all the links) in the network.  
Finally, the node that has the highest schedule length 
broadcasts a message to all the nodes to indicate the highest 
schedule length and the start time of communication phase. In 
case of tie among two or more nodes, the highest ID node 
broadcasts its message to all of the remaining nodes. 

From the results shown in [15], we can see that this 
approach, referred to as ranking approach, demonstrates a 
schedule length near to the optimal. However, the ranking 
approach presents a problem of scalability, high overhead, and 
a long execution time. The channel and timeslot assignment 
algorithm in [15] is carried out according to an order 
established by the ranks of the nodes and has a low 
simultaneous execution number. In a chained wireless network 
topology whose nodes have ranks which increase gradually 
starting from the beginning of the chain, only one node execute 
the algorithm at a time. Therefore, the total time of scheduling 
will increase exponentially with the number of nodes in the 
network. Moreover, the use of CSMA/CA scheme forces to 
send a copy of the control packet to each of the neighbors. 
Each sent control packet requires RTS, CTS and an ACK 
packet which causes a significant increase in the amount of 
control data exchanged. Finally, the use of the backoff 
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mechanism also adds an additional delay to access the control 
channel. 

IV.  SCHEDULING ALGORITHM 

In this section, we present our link scheduling solution in 
the network. To achieve a scalable solution, each node is 
assigned a color which is unique in its two-hop neighborhood 
(vertex coloring) [16] and [17]. The order of execution of the 
channel and data timeslot assignment algorithm is determined 
by the color of the node. So the nodes which have the same 
color carry out the algorithm at the same time. Therefore, the 
total time of scheduling is defined by the number of colors 
which depends on the network’s node density. 

To avoid any inconvenience due to the use of CSMA/CA, 
the nodes utilize the TDMA scheme to send control packets on 
the control channel. Therefore, there will be two sub-frames in 
the TDMA frame as shown in Figure 1. The control sub-frame 
is divided into mini-timeslots to send control packets and the 
data sub-frame is divided into timeslots to send data packets. 
By avoiding contention to access the control channel, a node 
can broadcast a control packet in the control mini-timeslots to 
its neighbors which leads to reduce the amount of data control 
packets. In a control sub-frame, each control mini-timeslot 
corresponds to a color in which the nodes with this color can 
transmit. It is of importance to note that TDMA 
synchronization in the network is achieved by using a GPS 
device and that the nodes sense the spectrum and exchange 
control information about available channels between each 
frame.  

 

 
Figure 1.  Structure of frame which is composed of a control phase and a data 

communication phase in the CWMN 

  

In our coloring approach, the execution of the channel and 
data timeslot assignment algorithm needs two phases. In the 
first phase, referred to as the scheduling link phase, nodes 
schedule their outgoing links where as in the second phase, 
referred to as the establishing data sub-frame size, nodes 
determine the maximum data sub-frame size in the network.  
Here are more details about each phase: 

A. Phase 1- Scheduling Link Phase 

In the first phase, the execution order of the channel and 
data timeslot assignment algorithm is done according to node 
colors. Nodes who have the lowest color index execute the 
algorithm first. In a network with M colors, the first phase will 

need M step as described in the Figure 2. Each step has M 
control mini-timeslots. At the beginning of a step i, all nodes of 
color i assign channels and data timeslots to their outgoing 
links and broadcast the scheduling information in the message 
Schedule_Information to their neighbors in the first control 
mini-timeslot (which have the color i). In particular, a node 
selects the outgoing links with the lowest number of available 
channel. In case of a tie, the source node selects the outgoing 
links based on the lowest ID of the destination node and so 
forth. Then, this node assigns to each outgoing link a data 
timeslot without causing interference with the already 
scheduled links by starting with the first available data timeslot 
of each channel. Step i have M control mini-timeslots to allow 
the neighbors of different colors to forward the information in 
the two-hop neighborhood. Control mini-timeslots are colored 
from i to M then from 1 to i-1. At the end of step i, all nodes of 
color i are marked covered. Thus, the total number of control 
mini-timeslots needed to schedule all the links in the network is 
M2. 

 

 
Figure 2.  Timeslot colouring in the first phase of the scheduling algorithm 

 

B. Phase 2 – Establishing the Data Sub-Frame Size 

In the second phase, nodes determine the maximum data 
sub-frame size in the network. The control mini-timeslots are 
colored cyclically from M to 1 as presented in Figure 3. Nodes 
that have the highest color in its two-hop neighborhood are 
termed as root nodes and start to establish the maximum data 
sub-frame size in a breadth-first fashion. The breadth-first 
fashion is described as follows. A root node sends an 
Attempt_size message which includes the following 
information: its actual maximum data sub-frame size, identity 
of the root node, and identity of parent node which is equal to 
its identity. The neighbors of a root node become its children in 
the logical tree. 

 

 
Figure 3.  Timeslot colouring in the second phase of the scheduling 

algorithm 

 

When a node x receives an Attempt_size message of the 
root node z from node y does one of the following:  

• If the maximum data sub-frame size contained in the 
message is bigger than the actual maximum data sub-
frame size of node x, then node x becomes a child of 
node y in the logical tree of root node z and updates its 
maximum data sub-frame size. In case of a tie, for the 
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maximum data sub-frame size, node x does one of the 
following: (i) if node x is not part of any logical tree, 
then, node x becomes a child in the logical tree of root 
node z, (ii) else node x is already a part of a logical tree 
of root node v. Therefore, node x becomes a child in 
the logical tree of root node z if the ID of node z is 
higher than the ID of node v. After becoming a child in 
the logical tree of root node z, node x writes in the 
Time_Recv_Attempt message the reception time of the 
message Attempt_size. It broadcasts the information 
about the maximum data sub-frame size to all of its 
neighbors in the message Attempt_size which includes 
the maximum data sub-frame size, the identity of the 
root node, and the identity of the parent node. All of 
the neighbors except its parent become a potential 
child of node x. By receiving the message 
Attempt_size, node y has a confirmation that node x is 
its child in the logical tree. 

• If the maximum data sub-frame size contained in the 
message is lower than the actual maximum data sub-
frame size of node x, then node x discards the message. 

• If the message indicates that node x is the parent of 
node y, then node x changes the status of node y from a 
potential child to child. 

• If node x is already part of the logical tree of the root 
node z and the message indicates that node w is the 
parent of node y, then node x removes node y from its 
list of potential children. When a node has empty list of 
potential children and has no children, it sends an 
Acknowledgement message which contains 
Time_Recv_Attempt to its parent. When a node has 
Acknowledgement messages from all of its children 
and has an empty list of potential children, it sends an 
Acknowledgement message to its parent. The 
Acknowledgement message contains the highest value 
of Time_Recv_Attempt message received in the 
Acknowledgement messages of its children. 

The root node who has received an Acknowledgement 
message from all of its children deduce that its data sub-frame 
size is the highest and that all nodes in the network are part of 
its logical tree. So, it has spread successfully the maximum 
data sub-frame size to all the nodes in the network. Then, it 
computes the delay to reach the furthest node from the highest 
value of Time_Recv_Attempt and the time of transmission of 
the message Attempt_size. With this delay known, the node 
knows the time it will take for its message to reach all the 
nodes in the network and, then, can establish the start time of 
the communication phase. Then, the node sends a 
Communication_Phase_Information message which contains 
the start time and the number of timeslots of the data 
communication phase and indicates the end of the second 
phase. The Communication_Phase_Information message travel 
through the logical tree. 

V. PERFORMANCE ANALYSIS 

In this section, we compare the ranking approach and the 
coloring approach in two sets of simulations to determine 

scalability improvement and the reduction of the execution 
time of the channels and data timeslots assignments. To 
achieve this objective, we analyze the time spent for 
transmitting control packets and data packets, the data sub-
frame size, and the goodput of a link. The results shown in the 
figures below present the mean value of 50 simulations of 60 
seconds each. The simulation platform used in our simulations 
for the two approaches is NS-2 [18]. Nodes have a 
communication range of 250m and always have a packet of 
1500 bytes to send to each neighbor. The number of channels 
available at each node is randomly chosen between 1 and 25. 
The channel identities are chosen between 1 and 50. The data 
timeslot is 0,6675ms which is the time necessary to transmit a 
packet of 1500 bytes. In the first set of simulation scenarios, 
nodes are placed to form a grid topology and separated by a 
distance of 176m. The number of nodes in the grid is 16, 25, 
36, 49, 64, 81, 100, 121, and 144. In the second set of 
simulation scenarios, nodes are placed randomly in a square 
area. In this set, the area of the network is 467m x 467m, 738m 
x 738m, 1044m x 1044m, 1279m x 1279m, 1477m x 1477m, 
1651m x 1651m, and 1809m x 1809m for 10, 25, 50, 75, 100, 
125, and 150 nodes, respectively, ensuring the same density. 

Figure 4 and Figure 5 show the time spent for transmitting 
control data for the first set of simulations and the second set of 
simulations. We observe an important difference between the 
two approaches. The time spent for transmitting control data 
for the ranking approach vary from 1,074s to 3,046s for the 
first set of simulation scenarios and from 0,416s to 2,533s for 
the second set of simulation scenarios. The time spent for 
transmitting control data for the coloring approach ranges from 
4,288ms to 10,075ms for the first set of simulation scenarios 
and from 2,846ms to 11,211ms for the second set of simulation 
scenarios. The difference can be justified due to the fact that 
the coloring approach is using 2-distance vertex coloring to 
allow simultaneous execution of the scheduling algorithm 
where as the coloring approach is using TDMA to avoid 
contention to access the control channel. We notice that the 
curve of the time spent for the first phase of the coloring 
approach have similar behavior to that of the number of colors 
needed for the network (Figure 8 and Figure 9) because the 
duration of the first phase depends on the number of colors. 

Figure 6 and Figure 7 show the schedule length for the first 
set of simulation scenarios and for the second set of simulation 
scenarios. We observe that the ranking approach achieve a 
better schedule length than the coloring approach. In the 
scenario of 144 nodes (12 x 12 grid) for the first set of 
simulations, we notice a difference of 5,58 timeslots between 
the two approaches which represents 3,724ms. While in the 
scenario of 150 nodes for the second set of simulations, we 
observe a difference of 4,46 timeslots between the two 
approaches which represents 2,977ms. The ranking approach 
presents a better schedule length because it gave priority to 
nodes that have a low ratio between the number of channels 
and the number of links to schedule their links. However, this 
difference is relatively small compared to time spent to send 
control data for the ranking approach. We see a difference in 
the schedule length between the first and the second set of 
simulations since in the first set the nodes are placed 
deterministically in the network to cover the network area and 

57

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           68 / 157



to maximize the number of neighbors for each node. Therefore, 
this difference can be explained by the fact that in the grid 
topology the mean number of neighbors and outgoing links to 
be scheduled is higher than in the mesh topology.  

Figure 8 and Figure 9 show the mean number of colors 
needed in the network for the coloring approach in the first set 
of simulation scenarios and in the second set of simulation 
scenarios. In the first set, we observe that the number of colors 
become constant for more than 100 nodes in the network. In 
the second set, we notice that the mean number of colors 
converge to 11,93 for more than 125 nodes in the network. The 
difference in the behavior of the curve of the number of colors 
between the first and the second set of simulations is because in 
the first set of simulations the nodes are placed 
deterministically in the network while in the second set of 
simulations the nodes are placed randomly in the network. 

Figure 10 and Figure 11 show the mean goodput of a link 
for the first set of simulation scenarios and for the second set of 
simulation scenarios. As expected, the coloring approach 
achieves a better goodput than the ranking approach. In fact, 
the coloring approach accomplishes a goodput for a link of 
375,048 to 672,694 Kbits/s for the grid topology and 394,102 
to 987,515 Kbits/s for the mesh topology and a goodput for a 
node of 2,635 to 3,531 Mbits/s for the grid topology and 2,488 
to 3,717 Mbits/s for the mesh topology. On the other hand, the 
ranking approach accomplishes a goodput for a link of 3,915 to 
11,037 Kbits/s for the grid topology and 4,705 to 28,2 Kbits/s 
for the mesh topology and a goodput for a node of 27,519 to 
57,945 Kbits/s for the grid topology and 29,713 to 106,146 
Kbits/s for the mesh topology. The major difference in goodput 
between the two approaches can be explained by the fact that 
the ranking approach spends more time to exchange control 
information. 

It is also noticed that the coloring approach uses the 
channels more efficiently than the ranking approach. In the 
coloring approach, the time spent for data transmission 
represents %68,51 to %75,96 for the grid topology and %63,17 
to %76,57 for the mesh topology. On the other hand, in the 
ranking approach, the time spent for data transmission 
represents %0,59 to %1,13 for the grid topology and %0,63 to 
%2,05 for the mesh topology. Therefore, the coloring approach 
provides a better efficient use of the channels than the ranking 
approach. 

The results at hand show that the coloring approach 
improves the scalability of the scheduling in the networks. 
Indeed, the 2-distance vertex coloring of the node allows 
achieving a scalable solution because the execution of the 
scheduling algorithm depends on the number of colors in the 
network. This permits the nodes which have the same color to 
schedule their outgoing links at the same time. Also, it utilizes 
the TDMA scheme to send control packets on the control 
channel which reduces the amount of data control packets sent 
and the time of execution of the scheduling algorithm. 
Nonetheless, in the coloring approach, the links need less delay 
to transmit a packet than in the ranking approach. As a result, 
the coloring approach presents an advantage for real-time 
application.  

The ranking approach presents a better scheduling because 
the scheduling algorithm gives priority to nodes that present a 
low ratio between the number of channels and the number of 
links to be scheduled while the ranking approach needs a large 
amount of control packets exchanged leading to poor efficiency 
utilization of the channels. 

VI.  CONCLUSIONS 

In this paper, we investigated the MAC-scheduling in a 
CWMN. We proposed an approach to improve the scalability, 
decrease the amount of control data sent, and diminish the time 
of execution of the scheduling while decreasing the schedule 
length. The approach utilizes 2-distance vertex coloring 
approach of the node to increase the simultaneous activity in 
the execution of scheduling algorithm in the network. It also 
uses the TDMA scheme to avoid contention to access the 
control channel. We compared our approach to another 
approach from the existing literature which is referred as the 
ranking approach. The results show a significant improvement 
in term of scalability, goodput, efficient utilization of channels, 
amount of control data sent, and the time of execution of 
scheduling. The ranking approach achieves a better schedule 
length but the gap is smaller compared to the advantages 
shown by the coloring approach. In future works, we plan to 
extend the proposed work to take the quality of service into 
consideration. 

REFERENCES 
[1] I. F. Akyildiz, X. Wang, and W. Wang, “Wireless mesh networks: a 

survey,” Computer Networks, Elsevier, Netherlands, vol. 47, pp. 445-
487, Mar. 2005. 

[2] P. Gupta and P. R. Kumar, “The capacity of wireless networks,” IEEE 
Transactions on Information Theory, IEEE, United States of America, 
vol. 46, pp. 388-404, Mar. 2000. 

[3] J. Mitola Iii and G. Q. Maguire Jr, “Cognitive radio: making software 
radios more personal,” IEEE Personal Communications, IEEE, United 
States of America, vol. 6, pp. 13-18, Aug. 1999. 

[4] S.-L. Wu, C.-Y. Lin, Y.-C. Tseng, and J.-P. Sheu. “A New Multi-
Channel MAC protocol with on demand channel assignment for mobile 
ad-hoc networks,” In Proc. International Symposium on Parallel 
Architectures, Algorithms and Networks, Dallas/Richardson, Texas, 
United States of America, Dec. 2000, pp. 232-237. 

[5] S.-L. Wu, C.-Y. Lin, Y.-C. Tseng, C.-Y. Lin, and J.-P. Sheu. “A Multi-
Channel MAC protocol with Power Control for Multihop Mobile Ad-
hoc Networks,” The Computer Journal, Oxford University Press, United 
Kingdom, Vol. 45, pp. 101-110, 2002. 

[6] W.-C. Hung, K. L. Eddie Law, and A. Leon-Garcia, “A Dynamic Multi-
Channel MAC for Ad-Hoc LAN,” In Proc. Biennial Symposium on 
Communications, Kingston, Canada, Jun. 2002, pp. 31-35. 

[7] J. Chen, S. Sheu, and C. Yang, “A new multichannel access protocol for 
IEEE 802.11 ad hoc wireless LANs,” In Proc. International Symposium 
on Personal, Indoor and Mobile Radio Communications, Vol. 3, 
Beijing, China, Sep. 2003, pp. 2291-2296. 

[8] A. Tzamaloukas and J.J. Garcia-Luna-Aceves, “Channel-Hopping 
Multiple Access,” In Proc. IEEE International Conference on 
Communications, New Orleans, Louisiana, United States of America 
Jun. 2000, pp. 415-419. 

[9] A. Tzamaloukas and J.J. Garcia-Luna-Aceves, “Channel-hopping 
multiple access with packet trains for ad hoc networks,” In Proc. IEEE 
Mobile Multimedia Communications, Tokyo, Oct. 2000. 

[10] P. Bahl R. Chandra, and J. Dunagan, “SSCH: Slotted Seeded Channel 
Hopping for Capacity Improvement in IEEE 802.11 Ad-Hoc Wireless 
Networks,” In Proc. Annual International Conference on Mobile 

58

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           69 / 157



Computing and Networking, Philadelphia, Pennsylvania, United States 
of America, Sep. 2004, pp. 216-230.  

[11] H. S. So, W. Walrand, and J. J. Mo, “McMAC: A Parallel Rendezvous 
Multi-Channel MAC Protocol,” In Proc. IEEE Wireless 
Communications and Networking Conference, Hongkong, China, Mar. 
2007, pp. 334-339. 

[12] A. Chia-Chun Hsu, D.S.L. Weit, and C.-C.J. Kuo, “A cognitive MAC 
protocol using statistical channel allocation for wireless ad-hoc 
networks,” In Proc. IEEE Wireless Communications and Networking 
Conference, Hongkong, China, Mar. 2007, pp. 105-110.  

[13] J. Jia, Q. Zhang, and X. Shen, “HC-MAC: A hardware-constrained 
cognitive MAC for efficient spectrum management,” IEEE Journal on 
Selected Areas in Communications, Vol. 26, pp 106-117, Jan. 2008. 

[14] L.-C. Wang, A. Chen, and D. S. L. Wei, “A cognitive MAC protocol for 
QoS provisioning in overlaying ad hoc networks,” In Proc. Annual IEEE 

Consumer Communications and Networking Conference, Las Vegas, 
Nevada, United States, Jan. 2007, pp. 1139-1143. 

[15] M. Thoppian, S. Venkatesan, R. Prakash, and R. Chandrasekaran, 
“MAC-layer scheduling in cognitive radio based multi-hop wireless 
networks,” In Proc. IEEE International Symposium on a World of 
Wireless, Mobile and Multimedia Networks, Buffalo-Niagara Falls, New 
York, United states, Jun. 2006, pp. 191-200. 

[16] Z. Xizheng, “Efficient broadcast scheduling using a fuzzy-hopfield-
network based mixed algorithm for ad hoc network,” In Proc. 
International Conference on Advanced Language Processing and Web 
Information Technology, Luoyang, Henan, China, Aug. 2007, pp. 405-
408. 

[17] S. Haixiang and W. Lipo, “Broadcast scheduling in wireless multihop 
networks using a neural-network based hybrid algorithm,” Neural 
Networks, Elsevier, United Kingdom, vol. 18, pp. 765-71, Aug. 2005. 

[18] Network Simulator NS-2, http://www.isi.edu/nsnam/ns/, [15 Jun. 2010]. 

 

 
Figure 4.  Time spent in a frame for scheduling links (first phase) and 

establishing the data sub-frame size (second phase) for the coloring and the 
ranking approach in the grid network 

 

 
Figure 5.  Time spent in a frame for scheduling links (first phase) and 

establishing the data sub-frame size (second phase) for the coloring and the 
ranking approach in the mesh network 

 
Figure 6.  Schedule length of the coloring and the ranking approach in the 

grid network 

 

 
Figure 7.  Schedule length of the coloring and the ranking approach in the 

mesh network 
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Figure 8.  Number of colors needed in the coloring approach in the grid 

network 

 

 
Figure 9.  Number of colors needed in the coloring approach in the mesh 

network 

 
Figure 10.  Mean goodput of a link for the coloring and the ranking 

approach in the grid network 

 

 
Figure 11.  Mean goodput of a link for the coloring and the ranking 

approach in the mesh network 

 

60

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           71 / 157



Efficient Distribution of Location Information and
Locating Radio Devices for Dynamic Spectrum

Allocation Systems
Toan Hoang∗, Josef Noll† and Torleiv Maseng∗

Email: toan@unik.no, josef@unik.no and torleiv.maseng@ffi.no

∗Norwegian Defense Research Establishment (FFI)
†UNIK - University Graduate Center

Abstract—In the recent years, we have seen a clear trend in
consumer devices being equipped with multiple radio interfaces
such as GSM, UMTS, WiFi. These types of devices will soon
be ubiquitous. Since radio frequency is a limited resource, the
need for sharing and re-using a radio spectrum will be even
more noticeable than before. Studies show that collaboration
when allocating a radio spectrum will result in better network
performance. This paper proposes a solution that identifies radio
devices in a specific area. Starting from the identification of the
location of possible interfering devices, better decisions can be
made, prior and under spectrum allocation through cooperation.
Our solution provides the location information in an overlay
network without need for additional exchange of information
messages. By storing the geographic location directly in the node-
id, all members of the overlay network can extract the exact
location of all known nodes. Using geocast, we show that the
information provided can be used to optimize existing geocast
mechanisms to identify devices. The result is an overlay-based
enhanced spectrum allocation system, ObeSA.

Index Terms—Dynamic Spectrum Access, geo-cast, Distance
Flooding Protocol, overlay network, ObeSA

I. INTRODUCTION

Cognitive Radio (CR) was first introduced by Mitola in
2000 [1]. Since then, the CR research field has shown great
advancements. Evidence of such progression and acceptance
was when the FCC approved unlicensed CR devices to access
the free frequencies in the TV bands [2]. These frequencies are
known as the ’TV white spaces’ spectrum. The most important
requirement for these radio devices is that they do not cause
harmful interference to the primary users (TV receivers).

Studies [3] show that collaboration between radio units
result in better network performance. In the field of CR,
there have been many studies in physical spectrum sensing.
This function is essential for CRs to be able to operate
autonomously. Even though physical sensing has seen many
advances lately, without coordination and cooperation between
CRs, old issues like the ”hidden-node” problems are still
present. The FFC’s report [2] concluded that with the tech-
nology available at the time the report was written, it is not
possible to have reliable sensing.

We believe that the opening of the ’TV white spaces’ is

only one step towards a new future where all spectrum are
allocated dynamically. In the future, there will be no such thing
as primary or secondary users. All radio devices are equal
users of the radio frequencies. Radio frequency will become a
product that the end-users only lease when needed. Compared
to how CR network is defined, for easier understanding, we
can imagine that the owners of the frequencies are the primary
users and all other radio devices are secondary users. Our
vision of the future of spectrum allocation is presented in [4].
This paper is targeted at this type of network.

The focus of this paper is to enhance spectrum allocating by
creating a solution for identifying possible interfering devices.
In a heterogeneous network, we see a need of a common,
dynamic and efficient way to locate devices of interest. By
focusing on a solution between the network and application
layer, we believe that it will be easier to implement in the
different radio devices. With radio devices that have different
specifications, such as battery or calculation capacities, we
have focused on a solution that has low impact on the devices.
By creating an overlay network where geographic position
of the radio devices is provided and using a tailored geocast
mechanism, we have created a platform which enables radio
devices to allocate other devices of interest, which will result
in better spectrum allocation through cooperation. The work
in this paper has been based on achieving three goals:

• Efficiently provide the location information in a overlay
network

• Add mechanisms to efficient locate radio devices based
on location

• Create a lightweight solution to fit all types of radio
devices

The rest of the paper is organized as follows. Section II
discusses work related to the solution presented in this paper.
Section III explains our solution - ObeSA, and how we provide
and exploit the location information. As a part of ObeSA,
we introduce our own geocast mechanism, distance flooding
and compare it to existing well-known geocast flooding mech-
anisms. In Section IV, we explain our implementation, the
simulation settings, and performance metrics. At the end of the
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section, we look at the results. Finally, Section V concludes
our work and provides suggestions for the direction of future
research.

II. RELATED WORK

Considerable work has been done to provide the physical
location of a node into an overlay network. Wang and Ji have
identified the need of a better way to give a node an identifi-
cation based on its location [5]. In this paper, entering nodes
are given a node-id which is logically selected in-between two
other nodes based on their locations. The idea of setting the
node-id based on the location, and not randomly, or hashed, by
the overlay network, is an interesting approach. Unfortunately,
their solution only gives us the relative distance between the
nodes. In order to calculate e.g. possible interferences prior
to a spectrum allocation, we need to know about the absolute
location of the physical neighbours. Without this information,
we do not know if they are in the area where we (or they) can
create harmful interference to each other. For our purpose,
this solution will not give us enough information about the
location of the node. Compared to other overlay network
implementations already presented [6], this paper does not give
us added information.

Chiang et al. show the use of the Location Estimation
Technique (LET) in [7]. They calculate a hash based on prefix
of a nodes’ location information. The first node which has the
LET hash generated identification will represent the area and
is defined as a super-peer. Other nodes with same generated
identification will connect to their super-peer as normal-peers.
The approach of taking the node’s location and use it as a
lookup key to find other nodes in a specific area is close to
what we are seeking. Unfortunately, by hashing the result,
there is no easy way to extract this information. The result
is a hierarchy-based solution containing two levels. In a large
network, we see a need to build additional levels of super-peers
to be able to scale with the number of nodes and/or the size
of area a super-seed should represent. The most interesting
part of this paper, for us, is the idea of injecting the location
information into the node-id.

Ahulló et al. have proposed a distributed hash table (DHT)-
generic way to make geographical range queries in [8] by
using a hierarchy and clustering approach. They support data
and traffic load balancing while making it possible to search
and retrieve data by storing the data key close to its physical
position. The authors suggest having cluster-layers based on
world/continent/country down to the granularity level that is
required. The proposed solution has shown a useful way
to support geographically ranged searches in DHT, while
maintaining data and traffic loads. To our knowledge, this work
is the closest to what we are solving in our paper: combining
overlay network and a mechanism to locate nodes that are of
interest in a specific area. However, the authors have yet to
address how to implement the location information into the
overlay network in an autonomous way. In their example, the
nodes have 4 bits of addressing, 2 for prefix and 2 for suffix.

(a) Away from the node (b) Around the node

Fig. 1. Search scenarios

It is unclear how they map a node’s real location with this
type of addressing.

For a solution to our second goal, we have chosen to
look at geocast [9]. Geocast is a mechanism to deliver a
message to all nodes in a specified area. Geocast can be
divided into two main categories: flooding and non-flooding
protocols. Flooding generally generates more messages in the
network. By introducing smarter and more controlled flooding
techniques, we can exploit the provided location information
in the overlay network, get better results than non-flooding
and avoid the negative network performance hit introduced by
full flooding. Although the non-flooding protocols show great
scalability, they require additional network infrastructure. This
is often achieved by creating and maintaining a hierarchy. In
a fixed network with few nodes entering and exiting, the cost
of maintenance is low. However, in a network based on radio
devices, even if we do not take mobility into account, radio
devices will come and go, thus resulting in a maintenance cost
we would like to avoid.

III. OBESA - OVERLAY-BASED ENHANCED SPECTRUM
ALLOCATION

This work is based on using radio devices that are capable
of dynamically allocating radio spectrum. All radio devices
have a control channel available for data communication.
This channel is used for connecting to the overlay network.
Additionally, radio devices must also have knowledge of
their location. Location information may be gathered from a
GPS (Global Positioning System) device, a network location
identifying system or from other methods. For scenarios where
the radio devices are indoor, solutions based on RFID may
be used [10]. In this section, we first present the scenarios,
then the algorithm for creating the node-id based on the
location information. Last, we introduce our own version of
a controlled flooding mechanism, distance flooding, which
exploits the location information provided in the node-ids. It is
important to keep in mind that we have focused on a solution
that will work on all kinds of radio devices. This is achieved
by creating a solution which has low impact on the devices
involved, this is to meet the third goal of supporting all kind
of radio devices stated in Section I. This implies requirements
of less computational power and lower bandwidth in control
channels than in alternative solutions.
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A. Scenario

To be able to carry out cooperated spectrum allocation suc-
cessfully, one must coordinate with nodes in the surroundings.
Depending on the available frequency and transmitting power,
it is easy to compute your own radio working area. All nodes in
this area should be identified and coordinated for best results.
As shown in Fig. 1, we have identified two scenarios: finding
nodes in a area away from the node’s location (a) and finding
nodes around itself (b). Scenario (a) may be a scenario where
the a device is claiming a frequency band in a given geographic
location away from itself. Even though this may not be a
scenario that first comes to mind, there is still a need to support
it. Radio devices that are pre-allocating frequencies in another
location will need the support from finding other radio devices
away from themselves. Such types of users are described in
[4]. Scenario (b) is a more typical scenario for a DSA network.
Once the radio device is in need of allocating a frequency,
the radio device connects to the overlay network to find all
its geographical neighbours. Upon successfully identifying its
neighbours, the radio device can coordinate and cooperate to
make a better decision about its own spectrum allocation.

B. Providing the location information

As described in Section II, considerable work has been done
in terms of providing the location information in an overlay-
based network. We have focused on a solution which provides
this essential information as efficiently and early as possible.
We have chosen to implement the node’s location information
into the node-id as is done in [7]. However, unlike Chiang et
al., we chose to store the location information directly into
the node-id without hashing the information. As hashing is
a one-way function, there is no way to extract the hashed
information. By re-using the node-id as information carrier,
no additional overhead is introduced to the distribution of the
location information of the nodes. Storing the information in
the node-id is also done to keep the overlay implementation as
generic as possible. Node-ids from other nodes in the overlay
network are available in most of the overlay implementations.
With this solution, we are not tied to any specific overlay
implementations which in turn may make it possible to use
different, compatible, overlay implementations within same
network. By storing the location information almost unaltered,
keeps the processing requirement when creating and extracting
the node-id at a low level.

In our algorithm, Alg. 1, each latitude or longitude results
in a string containing 9 characters, combined 18 characters. If
we assume that we have 24 characters available for the node-
id, we have 6 characters left to fill with other information.
As node-ids have to be unique for each node in the network,
two nodes at the exact same position cannot have the same
node-id. This can be solved by various means such as adding
random characters to fill up the remaining free space.

In this paper, we assume that the nodes are equipped with
a GPS device. GPS devices use the WGS84 datum [11]. For
easier calculations, we use GPS decimal formatted coordinates
(latitude, longitude) with 5 decimals. GPS coordinates with

Algorithm 1 Creating a node-id based on location information
(latitude and longitude).
Incoming coordinate must contain 5 decimals
Result node-id length is 24 characters

1: for all i = latitude, longitude do
2: Initiate result
3: Delete ’.’ from i
4: if i is a negative number then
5: Set the first character in result = 2
6: else
7: Set the first character in result = 1
8: end if
9: Calculate K numbers of 0 to add in the result

10: K = (18/2)− i.length
11: Concatenate result with K 0’s and i.
12: end for
13: Concatenate resultlatitude and resultlongitude

14: Fill the empty free space with random characters

5 decimals have an accuracy of approximately 1 metre. A
GPS decimal formatted coordinate varies in two areas: A) The
latitude and/or longitude can be a negative decimal. B) The
integer part of each decimal can contain 1 to 3 integers. As
shown in Alg. 1, variance A in handled by using the first
character to identify whether the decimal is negative or not.
A different number of integers, variance B, in a decimal is
handled by filling the ”missing” integers with 0’s.

In order to explain how we calculate the node-id based
on the location information using Alg. 1, let us take a node
located at Kjeller Airport as an example. Kjeller Airport’s GPS
decimal formatted coordinate is 59.96944, 11.03888. Since
the latitude is not a negative number (59.96944) and the
integer part contains only 2 characters (59), we concatenate
the latitude with 10. The first character identifies that the
latitude is not a negative number. The second character is
0 filling the ”missing” integer. The result is 105996944.
Likewise, for the longitude, we get 101103888. The result is:
105996944101103888 plus 6 random characters.

By concatenating the latitude and longitude, and adding
different paddings, there is very little computation required
in this algorithm. As with the generation of node-id, the
extraction of location to any given node-id is straightforward.
We would like to stress that we have deliberately created a
solution with as low requirements as possible, which resulted
in this algorithm to store and extract location information in
the node-id.

C. Geocast

Flooding, as a general opinion, scales poorly in large
networks. Because radio devices have a certain transmission
capability, frequencies have different capabilities, the radio
coverage of a device is known and limited to the surrounding
of its operation area. Based on this fact, and the location
information now provided in the node-id, we believe that
using a controlled geocast flooding protocol is suitable for
our solution.

To study and find a geocast mechanism for our ObeSA
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Fig. 2. Distance flooding protocol. Floods to all nodes closer to search centre,
floods within search centre.

solution, we have identified 3 different types of geocast
flooding protocols:

• Simple flooding - This is the simplest implementation
of flooding. Each node sends the message to all known
neighbours. If the message is already seen, the node will
discard the message. Each node has to check whether it
is within search area or not. This type of flooding does
not require or is able to exploit location information if
available.

• Unicast Routing with Area Delivery (URAD)- This
protocol has been named and simulated in [9]. Based
on location information available, URAD uses regular
unicast towards its search area. Once the message has
entered the search area, the message will be flooded to
all nodes in the area. We implemented URAD to unicast
(forward) the search message to the node closest to the
search centre before flooding in search area. This is done
to create a direct path as possible towards the search area.

• Distance flooding - This is our own optimization (Fig.
2. As URAD uses unicast towards an area, we argue that
forwarding to multiple nodes closer to the search centre
than itself yields a better result. Further optimization of
our proposal is to limit number of nodes a message should
be forwarded to. We will present the results from these
simulations later in this paper, but a deep analysis from
these simulations are outside the scope of this paper.

IV. SIMULATION AND RESULTS

This section explains how we implemented and which
settings we used for our simulation. Then we will look at
the performance metrics of the simulations. Finally, we look
at and discuss the results.

A. Implementation and settings

We have used the PlanetSim simulator [12] to implement a
small geocast mechanism on top of Chord[13]. We are using
Chord as the overlay network, because we wanted a simple
and well proven overlay network as a base for our solution.
As stated before, there should be no problem to use any other
overlay network implementations instead of Chord.

The simulated scenarios are flat earth models with an area
of 1000 x 1000 metres, with one metre as lowest resolution.
All scenarios are pre-generated and re-used for each geocast

protocol. For each scenario, the node initiating the search
and the search areas are set. Simulations have been run for
both scenarios: the search area around the search node and
search area away from the searching node. The search area
is implemented as a circle, defined by position (latitude,
longitude) and a search radius. The search radius is set to 100
metres. The network consists of 100 to 1000 nodes. All nodes
are static and are connected to the same overlay network. The
displayed results are the average of 100 simulation runs for
each protocol in each scenario.

We used an Intel Core 2 Quad Q9400 CPU equipped with
3 GB RAM. The operating system is Fedora Core 12. The
simulations takes approx. 7.5 hours to finish.

B. Performance metrics

The performance metrics are based on three parameters:
percentage of identified nodes, network load, and number of
hops before reaching the last node in a search area:

• Percentage of identified nodes - is used to measure how
good the protocol is to identify all the nodes in the search
area. For geocast, this is a very important metric due to
the lack of delivery acknowledgement. We need to get as
accurate list of nodes as possible of interest in the search
area. The higher percentage, the better.

• Network load - is used to measure how many messages
are sent in the overlay network. The lower the number,
the better.

• Number of hops before reaching last node in the search
area - is used to measure how fast a search can be
finished. Given that all nodes have the same quality in
terms of control channel, a lower number means less time
(hop) it takes to reach all the nodes within a certain search
area.

C. Results

The results shown in Fig. 3, Fig. 4 and Fig. 5 of the distance
flooding protocol are with no limit. This means that a node
will forward to all nodes it knows about that are closer to
the search centre than itself. In these figures, the dotted graph
lines represent the result of simulations in scenario a (search
away from the node). The results from both scenarios in all
three algorithms are quite similar, however, the scenario when
the search area is around the node (scenario b) has a weaker
performance. The reason for this is how Chord selects which
neighbours to keep in its finger (routing) table by storing
neighbours spread over the whole network.

Fig. 3 shows the simulation results of the percentage of iden-
tified nodes in a search area. We see that for both scenarios,
simple flooding is performing as expected. It identifies all the
nodes, which is not surprising for flooding in a stable network
where all nodes are known. Studying the URAD protocol, we
see that the more nodes there are in the network, the weaker it
performs. This result was expected, and is similar to what has
been presented in [9]. Our own protocol, the distance flooding
performs very well. When the search area is away from the
node, distance flooding has similar results to simple flooding.
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In the other scenario, it has a weaker performance. Even
though it does not have a perfect performance, it performs
much better than the URAD protocol.
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Fig. 4. Total number of messages sent in the network when flooding a
message.

The results in Fig. 4 are quite clear. Simple flooding
has the highest load on the network. Distance flooding has
approx. 60% less network load than simple flooding and the
URAD protocol has the best performance. Because URAD
uses unicast towards a search area before flooding in the area,
there is very little overhead when routing the message towards
the search area. Combined with a routing table containing
neighbours over the whole network, which is available in
Chord, it does not take many hops before the message arrives
at a node in the search area away from the searching node.

Fig. 5 shows the results of how many times a message has
been forwarded before arriving at the last node (which is in
a search area). Again, simple flooding is the worse performer
and the URAD protocol is the best. The distance flooding
is in the middle, approx 25-30% better than simple flooding.

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 100  200  300  400  500  600  700  800  900  1000

N
e
tw

o
rk

 h
o
p
s 

[lo
n
g
e
st

 n
e
tw

o
rk

 r
o
u
te

 t
o
 a

 n
o
d
e
 w

ith
in

 s
e
a
rc

h
 a

re
a
]

Number of nodes

Simple - away
Simple - around
Distance - away

Distance - around
URAD - away

URAD - around
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The non-linear and similar results in how simple and distance
flooding perform, are the result of the already mentioned
Chord’s way of selecting nodes in its finger table.

Except for the results in Fig. 3, the result graphs are
quite linear. The more nodes there are in the network, the
more messages and longer time it takes to identify all the
nodes. Even though the URAD flooding protocol is performing
extremely well in terms of network load and number of hops
before arriving at the last node, the percentage of successfully
identifying all nodes within a search area is too low.

Even though our distance protocol has a higher load on
the network and takes longer time (as in number of hops)
before arriving at the last node than the URAD protocol,
the performance of identifying all the nodes in a search area
outperforms the URAD protocol. Based on the results, we
advocate that the distance protocol is the best mechanism for
our solution, ObeSA.

As mentioned earlier, the distance flooding protocol can
be further optimized by limiting number of nodes a message
should be forwarded towards a search area. The original idea
of the distance flooding is to forward to all nodes that are
closer to the search centre than itself. The term limit used
in the distance protocol context means that a limit number is
set to control how many nodes the distance protocol should
forward to. E.g. if the limit is 2, each node should only forward
the message to maximum 2 nodes that are closer to the search
center than itself. We have simulated the protocol using the
same scenarios used earlier, with different number of limits
ranging from 2 to 5. If the limit is set to 1, distance flooding
will perform exactly like the URAD protocol, which is unicast
towards the search area before flooding.

The results in Fig. 6 and 7 indicate that by limiting the
number of neighbours a node should forward a message, the
network load can be greatly lowered and the percentage rate
of successfully identified nodes is still at a much better level
than the URAD protocol. The results show that if the limit
is set to 2, we see a great improvement in the percentage of
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identified nodes in a search area. URADs lowest result is at
38% while the distance protocol has the lowest result at 73%.
Looking at the network load, we see that URAD in scenario
with 1000 nodes uses 26 messages to identify all nodes in
the search area, while the distance protocol with limit = 2
uses 72 message. The number of messages is still quite low
compared to simple flooding and no limit distance flooding
and still maintaining a good percentage of identified nodes.
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Fig. 7. Total number of messages sent in the network when flooding a
message.

V. CONCLUSION AND FUTURE WORK

The solution presented in this paper is to our knowledge
one of the first examples of combining an overlay-based
network and geocast providing a system for cooperation of
dynamic spectrum allocation. Our main contributions are:
A) creating an algorithm that takes location information and
creates a valid node-id. By using the node-id as the information
carrier, we have introduced an efficient way of exchanging this
information. B) showing how the provided information can be

exploited. Here we have created a new geocast flooding proto-
col called distance flooding. The result of the simulations show
that by exploiting the provided location information, network
performance can be greatly reduced while still keeping the
accuracy of identifying nodes in the search area. Combining
the distance flooding protocol and the location information
stored in the node-id in the overlay network, ObeSA goes
beyond the state of the art in DSA in terms of providing a
cooperation platform for spectrum allocation.

As mentioned in Section IV-A, we have used a flat earth
model in our simulations. In other scenarios, e.g. urban areas
with high buildings, we will see situations where multiple
nodes are located at the same position, but at different ele-
vations. To distinguish between these nodes, we can use some
of the 6 available characters randomly filled when creating the
node-id in Alg. 1. Other information that might be interesting
to store in the node-id could be the operation frequencies of
the radio device.

The main limitation of this study is the lack of mobility.
Even though it is not a requirement that radio devices must
be mobile, radio towers or TVs, mobility support should be
studied and added to ObeSA. Further study and optimization
of the distance flooding protocol is also considered.
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Abstract—Future wireless systems are evolving towards a
broadband and open architecture for efficient multi-service oper-
ation. This has a great impact on the terminal and infrastructure
component design methodology for supporting multiple radio
schemes. Cooperation in wireless networks, requiring cognitive
radio implementations, will facilitate a new dimension in the
evolution of multimedia communications. The growing price
pressure requires ever increasing levels of integration efficiency,
flexibility and future proofness at the same time, setting out in
the digital baseband domain. In this manuscript, the authors will
illustrate a platform based prototyping process, which combines
the advantages of the flexibility of a digital signal processor with
the efficient parallelization capabilities of a field-programmable
gate array. The primary purpose of this platform is to allow a
real-time capable implementation of cognitive radio systems. It
allows the integration of the entire communication chain from
the antenna to the decoded bit stream. Since the increasing
computational complexity complicates the dimensioning of such
platforms, scalability is a crucial design constraint for the
presented concept.

Index Terms—Cognitive Radio, Digital Signal Processor (DSP),
Field-Programmable Gate Array (FPGA), Prototyping Platform,
Testbed

I. INTRODUCTION

Reconfigurability of transceivers for wireless access net-
works such as IEEE 802.11, IEEE 802.16, 3GPP LTE (Long
Term Evolution) and various digital video broadcasting stan-
dards will become increasingly important in the forthcom-
ing decade. An appropriately flexible and reliable software
architecture allowing the concurrent processing of different
controlling tasks for wireless terminals will hence be an
important asset.

The hardware manufacturers are required to accelerate the
development of new products to keep up with the decreasing
product life cycles. Research activities in the last two decades
showed that software-defined radio helps to overcome this
problem [1], [2]. A transceiver can be considered as a software
radio (SR) if its communication functions are realized as pro-
grams running on a suitable processor [1]. An ideal SR directly
samples the antenna output which does not seem feasible with
respect to e.g. power consumption and linearity as well as
resolution requirements for ADCs (Analog-to-Digital Convert-
ers). A software-defined radio (SDR), however, is a practical
and realizable version of an SR [1]: The received signals are
sampled after a suitable band selection filter, usually in the
baseband or a low intermediate frequency (IF) band. With the
availability of software-defined radio based transceivers, the

architecture can be used to implement multiple communication
systems running on a common hardware platform by a simple
reconfiguration process. Reconfigurability is not a new tech-
nique [1]. Already during the 1980s, reconfigurable receivers
were developed for radio intelligence in the short wave range.
However, reconfigurability became familiar to many radio
developers with the publication of e.g. the special issues
on software radios of the IEEE Communication Magazine
[3]. Core part of such reconfigurable software-defined radio
transceivers is a digital processor running the software. This
software can be divided into a signal processing part and a
scheduling part [4]. One major advantage of such a solution
is the ease of implementation combined with very efficient
debugging methods. Nevertheless, the computational capacity
is insufficient for modern communication systems. Since the
utmost goal for the design of new communication systems is
a higher spectral efficiency, in particular the complexity of
the channel decoding algorithms increases significantly. As a
result, the requirements on the signal processing performance
grow steadily. Hence, even the availability of multi-core digital
signal processors does not allow real-time implementations of
modern communication systems. To circumvent this limitation,
hardware-based implementations of the digital signal process-
ing blocks are favorable. Therefore, field-programmable gate
arrays (FPGA) are suitable devices which allow the integra-
tion of highly parallelized algorithms on the one hand and
reconfigurability on the other hand. However, one considerable
disadvantage of the deployment of FPGAs is the effort for
debugging the implemented signal processing algorithms.

A cognitive radio (CR) is an SDR that additionally senses its
environment, tracks changes, and reacts upon its findings [5].
A CR is an autonomous unit in a communications environment
that frequently exchanges information with the networks it is
able to access as well as with other CRs. From the authors´
point of view, a CR is a refined SDR. SDR and CR transceivers
differ from conventional transceivers by the fact that they
can be reconfigured via control units. Such control units
need information about the type and standard of the radio
communications link and software modules for the signal
processing path in order to reconfigure the receiver properly.

The platform presented in this document takes advantage of
both concepts. Its core components are a powerful triple-core
digital signal processor (DSP) in combination with an FPGA.
This platform can be used as a prototyping platform for Cog-
nitive Radio implementation as well as during standardization

67

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           78 / 157



Power supply 

subsystem

CLOCK

TMS320

C6474

3-core, 1GHz DSP

XC5VSX50T
Virtex-5 family

88E1111
Gigabit 

Ethernet 

PHY

EXP1 connector

U
S

B
 2

.0
 I
n

te
rf

a
c
e

8 bit bus

Platform 

Flash

D
D

R
2

 S
O

D
IM

M
2

0
0

p
in

 c
o

n
n

e
c
to

r

OBSAI (3.072Gbps)

256MB DDR2 

RAM

3
2
 b

it
 

D
D

R
2

S
G

M
II

(64Mx16 

DDR2 

device)(64Mx16 

DDR2 

device)

3 Rx, 3 Tx external 

OBSAI lanes

64 bit DDR2 bus

3
4

 S
in

g
le

-E
n

d
e

d
 I
/O

s

1
9

 D
if
fe

re
n

ti
a

l 
I/
O

 P
a

ir
s

1
 M

u
lt
ig

ig
a

b
it
 L

a
n

e

2
 c

lo
c
k
 i
n

p
u

ts
, 
2

 o
u

tp
u

ts
  

1 Rx, 1 Tx OBSAI 

lanes

S
R

IO

SATA 
connector

SRIO (3.125Gbps)

EXP2 connector

C
Y

7
C

6
8

0
1

3
A

U
S

B
 c

o
n

tr
o

lle
r

EEPROM

I
2
C

16 bit bus 

Clock 

Subsystem 

Reset logic 

and power 

monitoring,

Including 

CPLD

USB 
connector

EEPROM 

programming 

capability 

+12V DC,

5A max

Reset logic

O
B

S
A

I 
(3

.0
7

2
G

b
p

s
)

SATA 
connector

88E1111
Gigabit 

Ethernet 

PHY
S

G
M

II

O
B

S
A

I 
(3

.0
7

2
G

b
p

s
)

SATA 
connector

3
4

 S
in

g
le

-E
n

d
e

d
 I
/O

s

1
9

 D
if
fe

re
n

ti
a

l 
I/

O
 P

a
ir
s

1
 M

u
lt
ig

ig
a

b
it
 L

a
n

e

2
 c

lo
c
k
 i
n

p
u

ts
, 
2

 o
u

tp
u

ts
  

E
E

P
R

O
M

Fig. 1. eFalcon block diagram

processes and can be considered to fill the gap between the
theoretical considerations for the algorithm design and the final
system implementation. Due to its scalability this platform
can be used even for next generation communication systems
with multi-antenna features. In what follows, the prototyping
platform developed by the authors is referred to as eFalcon.

The present document is organized as follows. After this
brief introduction, Sect. II gives an overview of eFalcon. Since
clock generation and distribution is a critical factor in platform
design, Sect. III primarily addresses this aspect. In order to
increase the computational performance of eFalcon, it exhibits
interfaces for the interconnection of multiple platforms. This
scalability aspect is discussed in Sect. IV. Sect. V presents a
testbed concept for a Cognitive Radio. Finally, a conclusion
is given in Sect. VI.

II. PLATFORM OVERVIEW

As discussed in Sect. I, a prototyping platform consisting
of a combination of a DSP and an FPGA is desirable. A
block diagram of eFalcon is shown in Figure 1. Core part
of this platform is the Texas Instruments triple-core DSP
TMS320C6474 running at 1 GHz system clock. The DSP
has 256 MB of DDR2 Random Access Memory (RAM) at-
tached which enables the implementation of memory intensive
applications. The interfaces to external components consist
of a Gigabit Ethernet link, three full duplex OBSAI (Open
Base Station Architecture Initiative) or CPRI (Common Public

Radio Interface) lanes, commonly referred to as antenna inter-
face, and a Serial RapidIO (SRIO) link. The clock generation
and distribution network described in Sect. III provides a
reference clock which is used to generate the system clock by a
processor-internal phase-locked loop (PLL). The DSP supports
several boot modes using either I2C, Ethernet or SRIO.

Besides the top-level scheduling functionality, the DSP is
the central signal processing unit. Depending on the hard-
ware/software split carried out between DSP and FPGA, the
DSP firstly carries out the synchronization on the incoming
data signal received from the antenna interface. After a suc-
cessful synchronization, a channel estimation is performed. In
what follows, the incoming signal is equalized and demodu-
lated. In general, the output of the demodulator is a likelihood
information, which is fed into the channel decoder. The DSP
contains very flexible hardware accelerators for Viterbi and
Turbo decoding since convolutional and turbo codes can be
found in a large number of communication standards. In
case of channel codes like LDPC (Low-Density Parity-Check)
codes employed e.g. in various modern video broadcasting
standards [6], the DSP’s signal processing capability is not
sufficient to decode the incoming signal stream in real-time.
In that case, the FPGA which is directly attached to the
DSP can be used to design a DSP co-processor dedicated
to a specific signal processing task. Besides the potential
DSP co-processing capability, the FPGA, namely a Xilinx
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Fig. 2. eFalcon clock subsystem

XC5VSX50T, implements additional interfaces to external
peripheral devices. Besides Gigabit Ethernet, a USB 2.0
interface is attached to the FPGA which can be used to
communicate with conventional PC hardware. The connection
to the DSP is realized using OBSAI, CPRI or SRIO. The
FPGA offers the capability of attaching a DDR2 SODIMM
which can be used to extend the memory capability of the
platform significantly. Spare high-speed serial ports are routed
to proprietary connectors which can be used with a variety of
protocols.

One major task of the FPGA is to act as a bridge between
the high-speed serial interfaces of the DSP and the parallel
interfaces of analog-to-digital (A/D) or digital-to-analog (D/A)
converters. Therefore, the FPGA offers a full implementation
of the Avnet EXP Expansion Connector Specification [7]
consisting of two connectors with 34 single-ended and 19
differential I/O pairs each. In addition, this interface consists
of lines for clock inputs and outputs as well as high-speed
serial connectivity. The FPGA can be used to post-process
baseband data calculated by the DSP and submit it to the
D/A conversion process. Digital up-conversion, up-sampling
and filtering algorithms are applied in this step. In the A/D
conversion process, the FPGA pre-processes the incoming data
before transmitting it to the DSP. Signal statistics, which act as
an input for an automatic gain control (AGC), are calculated.
These statistics consist of long-term averages as well as fast
detect features to enable over-range indication and can also
be used to remove DC offsets. Further processing consists of
digital down-conversion in case of intermediate frequency (IF)
sampling, sampling rate adaptation and filtering. The FPGA

is also ideally suited for the application of synchronization
blocks which usually consist of autocorrelation or cross-
correlation based algorithms.

In case the signal processing capability of one platform is
not sufficient to operate a communication standard in real-
time, additional platforms can be easily attached to increase
the performance, cf. Sect. IV.

Due to the large number of different devices, a complex
power supply design is mandatory. eFalcon works with an
input voltage of 12 V. Switching regulators are used to gen-
erate voltages less than this input voltage at a high efficiency
and directly supply the multitude of digital devices. Voltages
which are used to supply analog parts of devices, especially the
PLLs, are generated using linear low-dropout regulators. All
voltages are monitored and reported to a central glue logic,
which is implemented in a CPLD (Complex Programmable
Logic Device). This device is the first device which is properly
configured after applying power and, hence, coordinates the
start-up procedure.

III. CLOCK GENERATION AND DISTRIBUTION

Modern digital systems have strict requirements on the
clock references. Both the DSP and the FPGA contain on-
chip PLLs which need to be supplied with a suitable reference
frequency. These signals are required to derive the core clocks
as well as the reference clocks for the high-speed serial links.
Figure 2 shows a general block diagram of the platform clock
subsystem. Most of the reference clocks in the system are
generated by a Texas Instruments CDCE62005 device which is
a fully integrated PLL including a voltage controlled oscillator
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(VCO). A programmable loop filter is also integrated on
the chip. All platform clocks generated by the CDCE62005
devices can be split into two general classes. The first class
contains the 30.72 MHz derivatives which are used in the
OBSAI and CPRI clock domain. The second clock class
includes all other clocks which are derivatives of 25 MHz.
The reference clock of 125 MHz which is necessary for SRIO
is generated by a dedicated crystal oscillator. Both Ethernet
PHY chips contain an internal PLL and a 25 MHz crystal
resonator as frequency reference. The USB controller uses a
24 MHz external crystal resonator to generate the necessary
clock for the FPGA-to-USB data transfer. Besides an internal
generation of the PLL reference frequency, all devices have the
capability to be fed by an external reference. These external
references are routed to coaxial connectors which can be used
by an external clock distribution network to synchronize an
arbitrary number of platforms. This is an important feature
for the case that multiple platforms are connected to work on
a single signal processing task.

IV. SCALABILITY

eFalcon is based on a flexible architecture which paves the
way towards a rapid implementation of algorithms deployed
in modern communication systems. It offers the opportunity
to directly attach two daughter cards following the Avnet EXP
Expansion Connector Specification. One possible scenario is
the implementation of a full transceiver chain so that one EXP
interface is used for attaching an A/D converter board and
the second one is used for attaching a D/A converter board.
Furthermore, it is possible to establish a multi-antenna system
with two receive or two transmit antennas.

One crucial aspect during the concept phase of eFalcon was
scalability in order to be prepared not only for current com-
munication systems but also for next generation systems with
increased complexity requirements. On the one hand, eFal-
con consists of multiple serial high-speed interfaces such as
OBSAI, CPRI and SRIO to allow intra-board communication
but also board-to-board communication with data rates beyond
1 GBit/s. On the other hand, the elaborate clock distribution
concept of this platform allows an accurate synchronization
of multiple platforms. Thus, the interconnection of two or
more prototyping platforms by a combination of serial high-
speed interfaces and a clock synchronization enables the
implementation of multi-antenna systems with even more than
two antennas. In that case, one platform acts as a master device
which is responsible for the clock generation and distribution
to the attached platforms acting as slaves as well as for the
main scheduling parts of the signal processing chain.

V. COGNITIVE RADIO IMPLEMENTATION ASPECTS

Figure 3 shows the Cognitive Radio demonstrator concept
implemented using the eFalcon platform.

The concept consists of a transmitter branch which is
intended for the real-time generation of arbitrary signal wave-
forms. The baseband signal in either complex inphase and
quadrature (I/Q) or real valued intermediate frequency (IF)
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Fig. 3. eFalcon Cognitive Radio demonstrator concept

representation is generated using the eFalcon platform and
is fed into a D/A converter. After a suitable reconstruction
filter, the resulting analog signal is upconverted to a carrier
frequency using an I/Q modulator. The local oscillator (LO)
signal which is used in the up-conversion process is generated
by an LO synthesizer and ranges from 300-4800 MHz. The
synthesizer accepts external reference signals which can be
used to synchronize the LO phase in case of multi-antenna
applications. In addition, the LO signal can be externally fed
in or distributed to other platforms. The I/Q up-converter is
followed by an optional power amplifier branch which can be
used to obtain signal levels up to +30 dBm. Optionally, the
up-converter can also be driven by an IF signal.

The receiver branch consists of a gain stage implemented
by a combination of a low noise amplifier (LNA) and multiple
digitally controlled amplifiers (DGA) which allow the ampli-
fication of signals at very low input levels. The gain vectors
which lead to an optimal behaviour in terms of noise figure
and linearity are calculated in the eFalcon platform according
to the signal level detectors implemented at several positions
within the amplifier chain. The resulting signal is fed into
an I/Q demodulator which converts the signal to complex
baseband using an external LO signal. The down-converter can
also be configured for IF applications where the I/Q branches
can be used for the implementation of a Hartley image reject
receiver [8]. The baseband signal is sampled and the resulting
signal samples are transferred to the eFalcon platform using
the expansion interface. The eFalcon platform performs the
desired cognitive operation and reports the results to a data
sink.
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VI. CONCLUSION

Within this document, the authors presented a Cognitive Ra-
dio demonstrator concept. Besides powerful digital baseband
processing capabilities, the demonstrator concept consists of
analog transmitter and receiver branches which allow signal
sensing applications in the range of 300-4800 MHz. The
architecture based on a combination of a triple-core digital
signal processor and a field-programmable gate array paves the
way towards rapid implementation of arbitrary communication
systems and Cognitive Radio concepts accompanying the
standardization process. Thereby, the advantage of both digital
processors running software and programmable logic allowing
massive parallelization to guarantee real-time operation has
been merged to one single platform. The basic ideas during
the concept phase were a high flexibility, modularity and
scalability to even allow the integration of multi-antenna
systems.
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Abstract—The paper describes nursing students’ 
opinions on how a mobile application and a web-based 
reporting tool could act as a supervision method during 
their clinical training. In a Finnish university of applied 
sciences we selected software called eTaitava to our 
piloting project. The aim of the project was to find out 
about the possibility to establish a new supervising 
method to teaching by using information and 
communication technology. Lecturers can use this 
software in supervising and supporting nursing 
students’ learning process. The empirical study was 
made by a survey in May 2010. All in all 430 students 
have used this method and been sent a web-based 
questionnaire. 112 of them answered the survey, which 
consisted of 33 questions. According to the findings, two 
thirds of the students thought that answering almost 
daily to the questions sent by eTaitava was useful for 
their learning process, including setting of objectives, 
daily activities, self-assessment and cognitive reflection. 
They felt it easy and fast to use by computer, only 9 % 
used it by mobile phone. The first feedback showed that 
the information and communication technology-based 
method is a useful and effective way to supervise 
learning in nursing education. It is worth developing this 
idea further. 
 

Keywords-eLearning; mobile application; nursing; 
clinical training;  supervision 

I. INTRODUCTION  
      In this paper, we describe the results of our pilot project 
which started with the support of EU-funding and where we 
tested the possibility to use ICT, or indeed mobile 
technology in nursing students’ clinical training. The 
software we used was called eTaitava [1]. 
      The ICT-based computer and mobile program could 
provide an active supervision method for lecturers to 
supervise many students at the same time.  Via such a 
helpful tool it could be possible for the lecturer to be aware 
of many students’ clinical learning process during the whole 
training period.  
      Clinical training is an important part of nursing 
education in all EU countries. In Finland there are long 
distances to the clinics and lecturers have lack of time for 

supervision. Travelling to the hospitals to meet students, 
which is the traditional method to supervise students, takes 
quite a lot of time. Therefore, new methods are needed.  

The purpose of the empirical study was to find out 
nursing students’ opinions on how ICT-based software like 
eTaitava could act as a supervision tool. The studied 
questions were how the students experienced its use as a tool 
for reporting their learning process, their feelings and 
experiences as learners and what kind of significance 
eTaitava had for their learning process during the clinical 
training.  

We describe first clinical training supervision in nursing 
education, related use of eTaitava program and its features. 
Then we present a case study on student views and its 
findings. The Conclusion part presents a short summary on 
implementation of our development project, the case study, 
the most significant findings and further development 
challenges. 

II. SUPERVISION OF CLINICAL TRAINING  
 

     Nursing education in Finland comprises 210 ECTS 
(European Credit Transfer System) Credits. Of these, 75 
credits (50 weeks) are performed in clinical sites in hospitals 
or other health care organizations. In universities of applied 
sciences training is always supervised by a senior lecturer 
and a training supervisor. Students have to plan individual 
objectives for the clinical training period based on theory 
and the curriculum. The objectives are approved by the 
senior lecturer at the university of applied sciences and the 
named supervisor at the clinic. At the end of the clinical 
training, the student, the lecturer and the training supervisor 
evaluate together how the student achieved his or her 
objectives. 

The aim of the supervision is to support the students’ 
learning process towards professional growth. Due to the 
underlying cognitive approach, the aim is to help students to 
analyse the learnt contents. Supervision is most successful 
when the relationship between the supervisor and the student 
is active [2]. The relationship between the nursing student 
and the supervisor has been the topic of many studies [3], but 
innovative ICT-based methods have been overlooked.  
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III. ICT-BASED SOFTWARE ETAITAVA  
 

      We utilized software called eTaitava in students’ 
training supervision. It has been developed in Finland for 
vocational school students’ training periods.  eTaitava is a 
multimedia reflection and feedback tool on mobile phones 
and personal computers. It connects learners, teachers and 
workplace mentors in on-the-job training environments. Its 
strength lies in its capability to provide all parties involved 
with continuous and immediate feedback on the learning 
progress of trainees [4, 5]. 
      The teacher constructs questions through the eTaitava 
web-based user interface to map the student’s learning 
experiences and learning progress. The questions are saved 
and set to be sent on certain days. The daily questions can 
be either open ended questions or statements formulated e.g. 
as follows: "I have the basic knowledge of medical 
diseases” and the student can answer the questions e.g. on a 
scale of 1-5 (fully disagree – fully agree) or “I have 
practised giving medical injections” and the answering scale 
could be 1-5 (not at all - very much). The teacher can 
formulate diverse series of questions for different clinical 
training periods. 
      Students can answer the questions using either a 
computer or a mobile phone. In order to use a mobile phone 
for answering, eTaitava client has to be downloaded to the 
phone.  The use of mobile phone requires a colour screen 
and a data connection [4].  To use the software by computer 
only requires an Internet connection. The software is hosted 
by Wellworks Oy. 
      The teacher constructs similar series of questions for the 
supervisors as for the students. The supervisors respond to 
the questions once a week by computer and thus participate 
in evaluating the students’ learning progress.   
      The answers are saved to the database of the eTaitava 
program, where the teacher can easily see the individual 
answers and group-specific summaries by means of graphs. 
The teacher can in real time follow students’ learning during 
the clinical training [4]. 
      Pirttiaho et al. [5] have described in more detail the 
technical features of the program in their paper. Paalanen 
[6] has studied the first pilot-group who used eTaitava. 
Those 46 vocational school students were studying forestry, 
travel services, catering etc. According to the survey 
eTaitava was considered clear and simple. 71% of the 
respondents reckoned that answering by mobile phone was 
pleasing. The attitude towards eTaitava and its use was 
found positive and only 4% of the respondents did not want 
to use eTaitava in the future. eTaitava has since been 
introduced in approximately 30 educational institutions in 
Finland. 
 
 

IV. CASE  STUDY 
 

      eTaitava software has been in use with Finnish nursing 
students at Tampere University of Applied Sciences since 
autumn 2009 by suggestion of the authors. It has been in use 
during surgical, medical, preoperative, public health nursing 
and basic nursing training periods. The training periods 
consist of 3–7 weeks depending on the substance area 
(Table 1).      
 

TABLE 1. CLINICAL TRAINING PERIODS DURING WHICH THE STUDENT 
RESPONDENTS USED ETAITAVA 

Clinical 
Training Period   Weeks 

 Number 
of 
Students  

Number 
of 
Teachers 

Number of 
Supervisors 

Basics of 
Nursing  4  27  2  ‐ 
Medical 
Nursing  4  17  4  6 
Surgical 
Nursing  4  6  2  ‐ 
Perioperative 
Nursing  7  22  2  4 
Public Health 
Nursing  3  51  4  ‐ 
Home Care  3  53  4  ‐ 

 
      Before a training period, students usually have an 
orientation hour during which they are told about the 
clinical training objectives and taught to use eTaitava by the 
authors of this paper, who have taken care of the whole 
implementation process of eTaitava. The students are 
invited to answer the questions every day after their shift on 
the ward.  
      In all 430 students, 15 lecturers and 10 training 
supervisors had used eTaitava until spring 2010 when this 
data was collected. Use of the program has been expanded 
gradually and supervisors from two special fields only 
participated in the project when the questionnaire was carried 
out (Table 1).  
      All the students were sent a link to the survey by email. 
They were told that the aim of the survey was to evaluate a 
new way of supervising training periods by utilizing ICT 
technology. The students were told that answering the 
survey was voluntary and they were able to answer 
anonymously. The survey consisted of 26 structural quizzes, 
6 of them concerned background information and 7 were 
open ended questions.  
      Qualitative data of the open ended questions was 
analysed by using thematic analysis and categorization. The 
analysis was conducted according to a three-step inductive 
process based on the data [7]. The data was reduced by 
identification. After that, similar data was categorised. 
Quantitative data of the structural quizzes was analysed 
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using frequency distributions, and the results were described 
using percentage distributions.  
 

V. FINDINGS 

A. Information on respondents  
 

112 students answered the survey; the response rate was 
26 %. Most of the students who have answered the 
questionnaires, have used eTaitava in three-weeks training 
period of public health nursing or in clinical training in home 
care (Table 1).  

83 % of the respondents were 20–25 years old and 95 % 
of them were female. 94 % of the students who answered the 
survey had positive attitude towards using information and 
communication technologies in education.  

 

B. Answering and using eTaitava software  
 

79 % of the students answered the questions almost every 
day during their training period. 15 % of them answered 3–4 
times a week and rest of them once or twice a week. The 
most important reason for not answering every day was that 
students did not remember to do it. For 5 % of the students 
the reason was that they did not consider eTaitava as a 
sensible method.  

9 % of the participants answered the questions via mobile 
phone, and thus most of the students answered via computer. 
Students were asked why they did not use mobile phone to 
answer the questions. The most important reasons were data 
communication costs and the fact that they felt it was easy to 
answer by computer. All the answers are described in Table 
2. 

 
TABLE_2. REASONS GIVEN BY STUDENTS FOR WHY THEY DID NOT 
USE MOBILE PHONE TO ANSWER THE QUESTIONS 

 

 
 

      If the student answered that it was not possible with 
his/her phone, the reasons were: small screen, too little 
memory, the phone is iPhone, into which it cannot be 
loaded, or the phone does not support the software. 
      The students were asked whether they preferred to use 
eTaitava via mobile phone if it was cheaper. More than half 
of them disagreed (Table 3). 

 

TABLE 3.  STUDENTS’ (N=112) VIEWS ON USING MOBILE PHONE FOR 
ANSWERING THE QUESTIONS IF USE WAS CHEAPER 

 

 
      68 % of the respondents reported that it took 5 minutes 
to answer the questions. Rest of the students estimated they 
used 10–15 minutes to answer the questions. 83 % of the 
respondents thought it was easy and rest of them answered it 
was quite easy to use eTaitava.   

  

C. Opinions on questions and their significance for 
learning process  
 
The questions used on eTaitava were similar in different 

weeks. The students were asked what they thought about 
that. Half of them (46 %) reported they understand that it 
offers a useful way to follow their development process but 
13 % of them did not understand the idea of repeated 
questions (Table 4.) 

 
 

TABLE_4. STUDENTS’ (N=112) OPINIONS ON THE QUESTIONS BEING 
SIMILAR IN DIFFERENT WEEKS  

 
 

 
      Students were asked what they thought about the content 
of the questions. Half of them (49 %) estimated them well 
designed, 12 % estimated them too difficult, 24 % too easy 
and 15 % thought they were boring.  
      Students were asked whether the questions supervised 
their activities on the ward. 8 % of them estimated “quite a 
lot“, 56 % “somehow“ and 36 % “not at all“. The open 
ended questions asked the students how eTaitava supervised 
their activities on the ward  and what was the significance of 
eTaitava for their learning process. This question was 
answered by 53 students.     
 
      According to the answers, eTaitava helped the students 
to construct their learning objectives and update them. They 
become more aware of what they should learn. 

”Helped to understand what should be practised 
and what should be paid more attention to during 
the clinical training.” 
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      On the basis of the answers, eTaitava supervised 
students’ work and helped them to pay their attention to the 
things asked. Answering also reminded of the objectives 
during the whole clinical training.  

”I maybe did some things more frequently as 
eTaitava reminded of them weekly.”  
”encouraged to patient contact etc.”  

      eTaitava was also an encouraging factor. It encouraged 
students to practise even things that were not in their own 
objectives. 

”It gave a buzz to my clinical training as it brought 
 out the development needs” 
”I noticed that there was something I had not done 
at all, and I had not even thought that it could be 
done” 

 
      Answering eTaitava questions also helped students to 
evaluate their learning experiences and their competence 
development. It also showed what the student had to 
practise more.   

”It mainly helped to analyse my own learning and 
clinical training as a whole.” 
”Guided thinking and evaluation of clinical  
training…usefulness” 

 
      Answering eTaitava questions helped students to think 
about matters both more independently and with their 
supervisor.  

”And answering the questions and giving vent to 
my feelings probably helped as I only met the 
teacher for a couple of times and did not much talk 
about the clinical training matters to others.” 
”answering the questions made me think what had 
 happened during the day” 

 
      eTaitava questions also helped students to become aware 
of some matters.  

”I more considered the meaning of the work 
community” 
”’have you given feedback to your supervisor' 
made me understand that it can also be done.” 

 
      According to these themes we can say that the 
significance of the continuous ICT-based supervision tool 
for learning during clinical training is that it can 

1. supervise students to create better learning 
objectives 

2. supervise students’ daily training activities 
3. help students in self-assessment 
4. inspire students’ cognitive learning process. 

 
      69 % of the students who answered the questionnaire, 
saw some benefit of it. 55 % of them reported that eTaitava 
was somehow useful and 14 % clearly useful for their 
learning process (Table 5). 74 % of the students thought 

eTaitava would be useful if the lecturer only met them in the 
final evaluation meeting on the ward. 
 

TABLE 5. STUDENTS’ PERSPECTIVES ON USEFULNESS OF ETAITAVA 

 
 

      30 % answered “yes” to the question “Are you willing to 
use eTaitava in future?”, 45 % “maybe” and 25 % “no”. 
      The students gave many useful ideas and feedback on 
how to develop the questions which are sent by eTaitava in 
such a way that they could support students’ learning 
process even better.   

VI. CONCLUSION 
 

      With the traditional method, lecturers met students 
maybe once or twice during a clinical training period. Via 
the ICT-based program the lecturers were able to follow and 
supervise students’ learning process step by step. The 
challenge for the lecturers is to create right and appropriate 
questions for different training periods.  
    eTaitava was introduced in Tampere University of 
Applied Sciences in autumn 2009. During the first academic 
year, it was used by a total of 430 students, who were sent a 
questionnaire in May 2010 in order to map their experiences 
on the program. 26 % of them answered the questionnaire. 
The low response rate may have been influenced by the fact 
that more than six months had gone since some students had 
used the eTaitava program and some students had already 
started their summer holiday. Due to the low response rate, 
the findings cannot be generalised, but they however 
provide valuable information for further development and 
research on training supervision.  
      Two thirds of the students who have answered the 
questionnaires thought eTaitava was useful for their learning 
process. It supervised students in creating better learning 
objectives and in their daily training activities. It helped 
students in self-assessment and inspired students’ cognitive 
learning process.  
      75 % of the respondents were willing to use eTaitava in 
future. It was surprising that so few students were willing to 
use mobile phone to answer the questions. 91 % of the 
students used eTaitava by computer and only 36 % thought 
it could be sensible to use it by phone in future. Answering 
the questions via computer was experienced easy and it took 
about 5 minutes a day. These findings differ from the 
findings of Paalanen [6], where 71 % of the respondents felt 
the mobile phone was a good way to report their 
experiences. If students use computer daily, they maybe 
think they do not need other methods to answer. On the 
other hand, when students do not have experiences of 
mobile use of eTaitava, they have not found the benefit 
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which it maybe could offer. We believe that in a few years 
web-based use of mobile devices increases considerably and 
thus enables increase in using mobile devices also in 
studies. That is the topic which should be studied in future.     
      Most teachers who participated in the pilot project 
experienced the program useful, which was manifested in 
discussions with them. The responses showed which of the 
students needed personal supervision. The teachers also 
considered it was easy to use the program but it took time to 
follow it weekly. Efficient utilization of reports thus also 
calls for learning. 
      As project coordinators we consider it important to 
integrate the program to a learning environment used in the 
educational institution, such as Moodle. In this case, 
separate user identifications would not be needed for the 
program. Otherwise, usability of the program is good.  
      We have also used web-based discussion in clinical 
training supervision with some groups. Activation of 
students to discuss is sometimes difficult, but if it succeeds, 
web-based discussion is a workable method. It was easier to 
activate students to use eTaitava, almost all students used it 
several times every week.  

The purpose of this study was not to investigate features 
of the eTaitava software but its benefits for learning. This 
pilot study yielded results that were particularly encouraging, 
indicating that the project is worth further development.  
Anyway, attention should be paid to the software features, 

such as user-friendliness, in program introduction. We 
believe this can be a useful supervision method in all fields 
of education.  
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Abstract—This paper presents a new didactic platform that is
capable of running an embedded Real Rime Operating System.
The proposed platform consists of hardware, firmware and
software tools. The project of the hardware part is distributed
according to GPLv2 license. The firmware of the platform
is based on FreeRtos distributed according to the modified
GPL license, ported by the authors on the microcontrollers
not originally supported, i.e., Atmega128 and Atmega168. All
the software tools work on the Linux operating system and are
free of charge; most of them have open source code. The main
aim of the proposed platform is to familiarize students with
the basics of embedded RTOS.

Keywords-Embedded systems, Real Time Operating System,
Multitasking, Interprocess communication

I. INTRODUCTION

An important addendum of an embedded and operating
systems theory course is practice. The practical part of
the course is often conducted with the help of one of
the existing operating systems, usually Linux or Windows.
Linux has advantages, such as its versatility ranging from
small embedded devices to powerful supercomputers. Owing
to the Linux open source code, there are many written
kernel modules [1] supporting new devices, what ensures
such a great versatility of the system and it is applicable in
many embedded systems. Microsoft offers different versions
of its own operating system, ranging from Windows CE
or Windows Mobile that are working on mobile phones,
PDA devices and car navigation, to Windows Server. On
account of Microsoft .NET framework, it is possible to
write software in a very easy way. It should be noted that
the software produced by Microsoft is not free. The fact
that its code is closed complicates porting the operating
system to new, not particularly common, hardware devices.
Its application is limited to few basic CPU architectures.

Irrespective of a chosen operating system, the practical
part is often limited to learning the basis of operating
systems, i.e., learning Linux fundamental commands such
as creating and removing files or directories, changing file
attributes and launching programs. Such laboratory classes
do not introduce the subject of embedded systems, as well

as they have no connection to the operating system theory,
since the laboratories do not cover topics like multitask-
ing, interprocess communication and its synchronization
or operations on file system. The mentioned difficulties
are caused by the absence of a proper platform with a
simplified programming interface that is capable of building
(compiling) in a short amount of time. In the Linux case, the
complication results mostly from a required compatibility
with various standards, e.g., Linux is compatible with posix
and sysV standards [2]. In order to provide the compatibility
with each of these standards, separate interfaces have been
introduced. Consequently, it takes a lot of time to get familiar
with the whole programming interface and, finally, students
getting prepared to their laboratories are generally focused
on studying the documentation instead of understanding the
sense of presented mechanisms of the operating systems.
Additionally, the build time of the embedded Linux requires
about one hour, while laboratory classes last usually 90
minutes. In view of the above-mentioned difficulties the
authors felt encouraged to elaborate a new didactic plat-
form, including hardware, firmware and software tools. In
the presented system the handling of mechanisms such as
files, multi-tasking, interprocess communication and process
synchronization, have been simplified. The software code,
worked out to meet the demand of the new platform, is open,
distributed according to GPLv2 [3] license and it allows
students to get familiar with particular mechanisms of the
operating systems.

The remaining part of the paper is organized as follows.
Section II presents the hardware of the proposed platform. In
Section III the software architecture is described. In Section
IV an exemplary exercise conducted with the help of the pro-
posed platform is presented. Section V concludes the paper.

II. HARDWARE

The hardware part was designed with the help of a
freeware version of Eagle [4] CAD software. The dimen-
sion of PCB board was limited to 10 by 8 centimeters
(i.e., the maximum dimensions of PCB board allowed by
freeware version of Eagle CAD software). The complete
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Figure 1. Modular schematic of the platform’s hardware

project of the hardware is available at svn repository http:
//akme.yum.pl/eagle/ssw, where the login and the password
is "student". In order to download the project, the following
command must be executed in the shell prompt: svn co
http://akme.yum.pl/eagle/ssw. The limited dimension of the
board allows students to modify the project using freeware
version of Eagle CAD. The hardware was designed in
a user friendly manner: it uses a common interface and
does not need any external power supply. The platform is
connected to a PC by via USB, since RS 232 is not very
common in modern personal computers. There is a place
on the main controller for power converter. It allows the
platform to work as a standalone device that does not require
power supply from USB. The hardware project bases on
AVR microcontrollers [5], [6]. This reduces instruction set
computing CPU architecture is preferred by students because
of its simplicity, freeware C compiler (avrgcc) and high
performance in comparison with other 8-bit microcontroller
architectures.

Figure 1 shows a schematic diagram of the platform.
The system is distributed and consists of the main con-
troller and executing modules. Both modules are being
programmed, using universal programmer designed for the
platform purposes. The solid line rectangles belong to the
platform’s hardware. The solid lines indicate communication
interfaces or buses and the dotted lines indicate the program-
mer interfaces. The main controller is connected with the
executing modules by RS 485 bus. The programmer module
has also RS 485 interface in order to facilitate debugging
or controlling the executing module if the main controller is
disabled.

A. Main controller

The main controller is responsible for controlling the
executing modules connected to the RS 485 bus, storing
logs in its memory and communication with users by USB
or Ethernet interface. The modular schematic of the main
controller is presented in Fig. 2. The functional modules
are presented as solid line rectangles and connectors or

Figure 2. Ideological schematic of the main controller

jacks are presented as dotted line rectangles. The main
controller consists of: microcontroller Atmega128, 64 kB of
data external memory, USB interface (Ft232Rl chip), RS 485
interface (Max481 chip), Ethernet interface (Enc28j60 chip)
and Secure Digital card reader. The microcontroller uses SPI
bus to communicate with Ethernet driver and SD card reader.
It is also possible to connect 8 additional devices to this bus
through a SPI connector placed on the main controller. The
controller also has the optional pulse step down converter,
which can be useful if we want to use external power supply.
This converter provides power supply to executing modules.
In order to communicate with external devices, sensors and
modules, the controller uses the following buses: SPI, I2C
and RS 485. All buses have their own connectors. In order
to reduce costs, a user communicates with the controller
by console (VTY100 protocol) connected to USB port. The
main controller has neither display nor keyboard. The CPU
is programmed using JTAG interface that allows the user
to debug the software. Additionally, there is connector (AC
Con) with analogue inputs and connector (Int Con) with
inputs generating interruptions.

B. Executing module

The executing module is responsible for switching on/off
various devices, for example lights or roller shutters in an
intelligent home. The executing module consists of: micro-
controller Atmega168, RS 485 interface, 4 relays, 2 outputs
for LED, two connectors with two inputs each, 5 jumpers for
setting device address. The relays have independent power
supply in order to avoid brownouts. The executing module
can be programmed using SPI bus (STK 500v2 programmer)
or RS 485 bus (bootloader with xModem protocol).
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C. Programmer module

The Programmer module was designed to provide various
functionality and reduce the costs. The programmer module
uses USB interface and therefore it does not require addi-
tional power supply. Its main function is flashing firmware
to the main controller or executing modules. Both devices
have different programming interfaces (JTAG and SPI). The
constructed programmer provides additional RS 485 and
RS 232 TTL interfaces. The JTAG programmer bases on
Atmega16 microcontroller and Atmel JTAG ICE firmware,
therefore is compatible with AVR Studio. The archetype
of SPI programmer is an open source project [7]. The
hardware was slightly modified but the firmware remained
unchanged. The SPI programmer uses STK 500v2 protocol
and is compatible with AVR Studio.

III. FIRMWARE

The firmware was written in C language. The complete
source code is available at svn repository http://akme.yum.
pl/FreeRtos/FreeRtos, where the login and the password
is "student". The firmware part of the presented didactic
platform consists of two basic parts: the firmware for the
main controller and the firmware for the executing modules.
Each device has a different microcontroller and has other
functions, therefore it needs specialized firmware. There
is embedded RTOS on both modules. The authors chose
FreeRtos as RTOS because it is distributed under modified
GPLv2 license [8]. FreeRtos uses two methods of providing
multitasking: tasks and coroutines. Its kernel needs 4 kB of
program memory, hence it is possible to use FreeRtos on
microcontrollers with 8kB of program memory. Originally,
FreeRtos was ported to the Atmega32. In the case of the
proposed platform, it was necessary to make a port for
Atmega168 and Atmega128 microcontrollers.

A. Main controller

Main controller is responsible for controlling the execut-
ing modules and communication with users. It stores logs
and allows to schedule some operation, e.g., moving up the
roller shutters. The main modules of the main controller
firmware are the following: kernel, Command Line Inter-
preter, file system, Communication protocol, TCP/IP stack
and xModem protocol.

1) Kernel: Multitasking in the main controller is provided
with the help of tasks without preemption. Such an approach
has numerous and significant advantages. Tasks are simple,
have no restrictions on use and support full preemption (not
used in our case). Moreover, they are fully prioritized [9].
The firmware was written without preemption, so re-entry
to the task does not need to be carefully considered. The
main disadvantage is that each task has its own stack. The
Atmega128 has 128 kB of program memory and 4 kB of
internal data memory extended by external chip to 64 kB and
allows us to use FreeRtos with tasks. It is recommended to

Figure 3. Architecture of main controller firmware

place stacks of the tasks in internal memory, hence there is
4 kB for stacks available. There are three tasks: Command
Line Interpreter task, device monitor task and TCP/IP stack
task. 4 kB is enough for three stacks. In order to save internal
memory, buffers and other structures were moved to two
times slower external memory. Constant strings and constant
structs are stored in flash memory. In Figure 3 the firmware
architecture of the main controller is presented. It bases on
the mentioned three tasks.

The Command Interpreter task is responsible for com-
munication with users through a console attached to USB
port. This task uses serial port UART 1 for its exclusive
use. This simplifies the implementation because it is not
necessary to add the semaphore, which is responsible for
blocking simultaneous access of many tasks to serial port
UART 1. This task uses additionally the SPI bus and serial
port UART 0. Other tasks are also using these resources,
therefore they required semaphores to synchronize tasks.
The semaphore blocks simultaneous access to one of the
resources by more than one task. In Figure 3 the semaphores
are marked by a racing checkered flag symbol. When the
task is attempting to enter the critical section (e.g., read
or write to serial port UART 0), it has to pass through the
semaphore. If the semaphore is locked, the task is suspended
as long as the semaphore is locked. Once the semaphore
is unlocked, the task is released automatically and the
semaphore is locked again by this task. The task unlocks the
semaphore again after leaving the critical section. FreeRtos
provides special API for handling semaphores. The task is
suspended as long as the semaphore is locked, or until its
optionally specified timeout.

FreeRTOS supports API for buffer handling in order to
simplify the implementation of the main controller firmware.

79

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           90 / 157



There is a special function for writing to the buffer. If the
buffer is full, the task is suspended as long as the buffer
is full and optional specified timeout is not exceeded. The
function informs (returns the result) if the operation was
successful or not. Similarly there is a function for reading the
buffer. If the buffer is empty, the task is suspended. The task
is released when data is available in the buffer or timeout is
exceeded. All the mentioned FreeRTOS API functions are
not blocking. If the task is suspended, the microcontroller is
executing other, not suspended, tasks. The developer has to
care about avoiding deadlocks. Programming tasks is thus
complementary to the operating systems theory within the
range of topics related to deadlocks.

The task of the device monitor is to check the state of
modules connected to RS 485 bus or SPI bus. This includes
polling all devices connected to the RS 485 bus, reading
analogue inputs values and communicating with devices
connected to SPI bus (e.g., RTC clock). The task uses the
resources such as SPI BUS or serial port UART 0. The task
is synchronized with other tasks by semaphores.

The TCP/IP stack task is responsible for listening and
establishing new TCP connections and handling them. The
task uses SPI bus and is also synchronized. This tasks has
a lower priority than two other tasks.

2) Command Line Interpreter: The main controller pro-
vides interactive communication with a user thanks to Com-
mand Line Interpreter. Initially, the CLI was taken from
the AVRlib project [10]. Original CLI was not designed for
multi task environment: only one instance of CLI was possi-
ble and, furthermore, it was working on global variables. The
original CLI was not ready to cooperate with stdio C library.
As a result, for the purpose of the proposed platform, most
of the codes of the original CLI has been rewritten. Now, it
is possible to use many independent instances of CLI. Each
CLI has the history of 4 last commands and works on a new
engine. The proposed CLI is compatible with stdio library
and it is possible to use fprintf functions in order to make
a print.

The new CLI API is friendly (it allows users to add
new commands easily) and communication with the main
controller is simple. The command help displays all available
commands and its description.

3) File system: An important part of operating system
theory is devoted to file systems. For the purpose of the di-
dactic platform, a simple file system, the so-called Fat8, has
been written. It can address up to 256 clusters. Each cluster,
contrary to CP/M operating system, has 256 bytes instead
of 128, what simplified the file system implementation. The
whole implementation takes about 500 lines of code and
is compatible with avr-libc [11] API. The file is visible as
a stream. Writing to a file is possible using fprintf function.

4) Communication protocol: The main controller and the
executing modules are connected to a common medium –
RS 485 bus. The communication model looks as follows.

The main controller (master) starts the transmission on the
bus. Each frame sent by the master main controller has
an address of a slave device (an executing module) – the
receiver of the message. The slave device can answer to the
message. The frame format is Type Length Value. The frame
fields are the following: synchronization sequence, address,
type of message, message length and message data. Two
bytes with CRC sum end the frame.

5) TCP/IP stack: The TCP/IP stack implemented in the
presented didactic platform is based on the stack proposed
within HTTP/TCP with the Atmega88 microcontroller (AVR
web server) [12] project. For the purpose of our project,
the TCP/IP working on Atmega88 with 8 kB of program
memory was adopted for multitasking system. The TCP/IP
stack is supported in the presented didactic platform only
partially. At the current stage, only the ICMP protocol and
a simple WWW server is working. The next releases of
the didactic platform will also include an implementation
of servicing several TCP connections.

6) Xmodem protocol: This protocol allows to send or
receive files. It cooperates with stdio library and input/output
stream. This protocol is useful for bootloader handling. It
allows to flash executing module by new firmware image.
Implementation of TFTP protocol is much more compli-
cated.

B. Executing module

The executing module controls 4 relays and reads four
inputs. It is suitable for controlling two roller shutters or four
light sources. Some controlling functions can be fulfilled
automatically, e.g., after pressing the button the relay is
switched on. The relay state may be changed after receiving
special command from main controller.

1) Kernel: The executing module is not well equipped.
Its microcontroller has 16 kB of program memory and 1 kB
of data memory. In order to save data memory, the FreeRtos
is using coroutines. The coroutines share common stack.
The coroutines in FreeRTOS are automatically restored by
the scheduler and a developer does not need to focus on
them. Moreover, they are very portable across other architec-
tures [9]. The disadvantage of the coroutines is a requirement
of a special consideration. The lack of stack causes that
data stored in local variables are destroyed after restoration
of coroutine, what complicates the use of coroutines. The
coroutine API functions can be called only inside the main
coroutine function. In FreeRTOS, the cooperative operation
is only allowed among coroutines, not between coroutines
and tasks. For this reason there are only coroutines and no
tasks in firmware of the executing module.

In Figure 4 the architecture of the executing module that
controls two roller shutters is presented. For driving single
roller shutter two relays are required; since one executing
module can coordinate two roller shutters. The firmware
consists of 4 coroutines, presented in Fig. 4 as solid line
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Figure 4. Architecture of executing module firmware

rectangles. Two coroutines drive the rollers, additionally
there is a coroutine that scans the keyboard connected to
the executing module and another one responsible for com-
munication within RS 485 bus. The coroutines communicate
with each other by 2 buffers presented in Fig. 4 as circles.
The coroutine responsible for communication with RS 485
bus can send appropriate commands to driving roller shutter
coroutine with the help of the buffer. The same buffer can be
used by the scanning keyboard coroutine to send a message.
The messages sent by the buffer includes information about
relay (its number), which should be switched on or off at a
specified time.

2) Communication protocol: Executing modules work as
slave devices. The communication is always started by a
master device by sending a message with a slave device’s
address (destination address). All slave devices check des-
tination address of the received messages. If the address
is matching, the slave device answers and executes the
command issued by the main controller. In most cases,
messages with not matching address are ignored. There is
only one exception to this rule, which is presented in the
next section.

3) Bootloader: The bootloader is mainly used when
STK 500v2 programmer is not available or when it is not
connected. The main controller can flash firmware to the
executing module. With the help of the xModem protocol
the firmware image is first uploaded to the main controller
and stored in a file. Next, the main controller sends restart
command to the executing module and if the address is
matched, the device restarts. Otherwise, the device discon-
nects from RS 485 bus for 60 seconds – this is enough
to write firmware to the executing module. After restart
of the executing module the bootloader code is executed.
The bootloader waits 30 seconds for flash command. After
receiving it, the executing module is trying to download
firmware using the xModem protocol. The main controller
sends firmware according to the xModem protocol.

Figure 5. IDE and Hello world function

4) Keyboard scanner: There is a coroutine described
in Section III responsible for keyboard scanning. It can
distinguish a key press from stick bumping on keyboard.

C. Software tools

The prepared toolset for the platform purposes works
on Linux and consists of editor (Integrated Development
Environment – IDE), compiler, repository and programmer
software. In the Ubuntu distribution all of required programs
are available in its repositories and can be installed using
apt-get install command. Thanks to this advantage it is very
easy to write the instruction for students, explaining how to
prepare the system for work.

IV. LABORATORY EXERCISES

The presented platform allows users to prepare many
exercises. For example, students can add new commands
to main controller’s CLI as it is shown in Fig. 5, as well as
modify the interface of the application programming system
File System API. It is also possible to add a new task to
the main controller that is periodically sending messages to
executing modules, for example to move roller shutters up
or down.

An exemplary exercise for students can be focused on
modification of executing module firmware. It is possible to
use the execution module for controlling 4 light sources. The
code is very similar to the code of executing module that is
controlling roller shutters. The architecture of the firmware
is presented in Fig. 6. Each light source, analogically to
roller shutter firmware, is controlled by a separate coroutine.
Therefore, it was necessary to add two more coroutines.
Each coroutine that controls light shares the same code and
has its own buffer with messages. The message format is
one byte long. There is information in the message for how
long the light has to be switched on. If the value is equal
to zero, the light has to be switched off. The algorithm
of the coroutine is shown in Fig. 7. Initially – during the
initialization phase – the light is switched off, therefore
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Figure 6. Architecture of executing module firmware controlling 4 light
sources

Figure 7. Algorithm for coroutine handling single light source

the variable time is equal to zero (analogically to message
format). In the next step, the coroutine checks the value of
time variable. If it is grater than zero, the light is switched
on. Otherwise, the light is switched off. Next, the coroutine
is waiting for a new message in the buffer, not longer than
the time of switching on the light. If the timeout is exceeded
and there is no message, the algorithm goes back to the
initialization phase and the light will be switched off in the
next step. If there is a new message, the light is switched
on for a time specified in the message.

The solution based on using multitasking is easier and
more readable. Each coroutine in this case is responsible
for a different job.

V. CONCLUSION

The presented didactic system is a valuable addition to the
theory of operating and embedded systems. It enables stu-
dents to get familiarized with the aspects like multitasking,
interprocess communication, and process synchronization.
The platform has been designed in such a way as to facilitate
its quick and easy implementation. For this effect AVR

microcontrollers, which are increasingly popular among
students taking interest in electronics, have been used. The
presented solution is inexpensive and most of students can
afford to build the presented platform and use it for didactic
or practical purposes limited only by their imagination.

The paper focuses on technical details to assists other
users in building a similar didactic platform that would
support teaching of the theory of operating systems. Because
of the limited size of the present article, only a selection
of possible didactic exercises supported by the platform is
presented, while further possibilities are only indicated.

Further refinement of the platform, with active partici-
pation of students, will include an implementation of the
TCP/IP stack, telnet server (enabling CLI communication)
and the operation of the FAT32 file system and SD cards.

The aptitude tests carried out among students indicate
that the introduction of the presented didactic platform to
the process of teaching the theory of operating systems
have resulted in a considerable improvement in the exam
performance (by 25%).

ACKNOWLEDGEMENT

The authors would like to thank all the developers taking
part in open source projects cited in the article.

REFERENCES

[1] R. Love, Linux Kernel Development, 2nd ed. Novell Press,
2005.

[2] W. R. Stevens and S. A. Rago, Advanced Programming in
the UNIX Environment. Addison-Wesley, 2005.

[3] F. S. Foundation, “Gnu general public licence v2,” http:
//www.gnu.org/licenses/gpl-2.0.html, 1991.

[4] Cadsoft, “Eagle,” http://www.cadsoft.de, 2010.

[5] Atmel, “Atmega128 datasheet,” http://www.atmel.com/dyn/
resources/prod_documents/doc2467.pdf, Aug. 2010.

[6] ——, “Atmega168 datasheet,” http://www.atmel.com/dyn/
resources/prod_documents/doc2545.pdf, Jul. 2010.

[7] G. Socher, “Avrusb500v2 – an open source atmel avr pro-
grammer, stk500 v2 compatible, with usb interface,” http:
//tuxgraphics.org/electronics/200705/article07052.shtml.

[8] FreeRTOS, “Copyright notice,” http://www.freertos.org/
copyright.html.

[9] ——, “Freertos api reference,” http://www.freertos.org.

[10] P. Stang, “Procyon avrlib api,” http://www.mil.ufl.edu/
~chrisarnold/components/microcontrollerBoard/AVR/avrlib,
2006.

[11] “Avr-libc api,” http://avr-libc.nongnu.org/, 2010.

[12] G. Socher, “Http/tcp with an atmega88 microcontroller (avr
web server),” http://www.tuxgraphics.org/electronics/200611/
embedded-webserver.shtml, 2006.

82

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                           93 / 157



Snap or Point and Click? 

Realizing the Potential of a Teacher Education Self-Study 

Lorayne Robertson, Dianne Thomson, Lori May & Jim Greenlaw  

Faculty of Education, UOIT 

University of Ontario Institute of Technology 

Oshawa, Canada 

Lorayne.robertson@uoit.ca 

 

 

 

 
Abstract—This research work-in-progress centers on the views 

of participants in a higher education self-study as they 

compare the web-centric self-study environment with the 

opportunities and challenges of the traditional written self-

study format. Participants include approximately 100 faculty; 

preservice teachers; district school board personnel; and the 

reviewers.  Through this process, we seek to identify their 

perceptions of most productive use of professionals’ time in a 

self-study process. The research methodology is mixed and 

involves the use of a survey mechanism within the web-enabled 

self-study environment. Several key questions focus 

participants’ attention on the levels of their awareness of the 

mission, vision and higher education program outcomes.  

Participants also compare the helpfulness of the written self-

study and the web-enabled self-study for purposes of 

continuous improvement of the overall student learning 

experience, and engagement. This study is underway and 

anticipates initial findings by March, 2011 to be presented at 

the conference.     

Keywords - education, digital technologies, self-study, 

preservice education, technology affordances, new literacies.        

I. I. INTRODUCTION 

The context for this study is the self-study 

of a teacher education program at a designated 

University of Technology, with a laptop-enabled 

program.  All teacher candidates in the one-year 

post baccalaureate program are assigned a laptop 

imaged with educational curriculum policy 

documents and educational software. Technology 

is almost ubiquitous in the program: WebCT is 

the learning management system (LMS), Adobe 

Connect is used for teaching some of the live, 

synchronous classes, and teacher candidates learn 

a wide range of technology-supported teaching 

and learning methodologies.  Some of these 

include: the construction and deconstruction of 

digital media; the application, construction and 

critical analysis of web-based learning objects 

(WBLO’s); and the educational applications and 

potential of graphic design programs, blogs, 

wikis, and other similar learning platforms.  

A self-study of the teacher education 

program is required every 5 years by the 

government regulatory board for teacher 

certification, and the university’s regulatory board 

for planned quality assurance review.  Both 

boards require the teacher education program to 

provide evidence to demonstrate compliance with 

established standards by providing written 

analytical self-study documents.  Although the 

teacher education program is technology-centric, 

this descriptor does not necessarily apply to the 

accrediting agencies. The licensing board, the 

Ontario College of Teachers (OCT) requires a 

somewhat traditional lengthy narrative (in the area 

of five or more heavy binders) while the higher 

education board requires a somewhat more 

concise 100 page analytical written report. This, 

for us represents the “snap” aspect of the review. 

Once the binders snap shut, the self-study is sent 

to the reviewers.  

Both accrediting agencies require the 

submission of the self-study document to the 

external reviewers several months before the site 

visits of the external review teams; site visits 

include both interviews with stakeholders the 

reviewers identify and the establishment of an 

evidence room.  For the self-study that is the 

focus of this research, the faculty of education is 

experiencing both external reviews in one 

semester. A lengthy narrative for the self-study 

has been provided to both agencies but both have 
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allowed the use of a virtual evidence room for the 

site visits. 
While it is generally acknowledged that the 

purpose of a self-study is for improvement, 
research on self-studies identifies that 
improvement and faculty engagement are not 
necessarily generated through the traditional form 
of an externally-mandated self-study mechanism 
within an external review (Van Kemenade & 
Hardjono, 2010). To date, little research has been 
undertaken on a potential further source of 
association or disassociation for a faculty - that of 
requiring the accreditation self-study reporting 
through a written narrative script that is no longer 
the central communication norm in a technology-
centric university. This study focuses on the 
participant perceptions of gains or affordances 
from the traditional self-study narrative (the snap 
of the binder) compared to participant perceptions 
of the gains from a point and click web-enabled 
self-study environment.   

II. REVIEW OF THE LITERATURE 

Self-evaluation or a self-study in the 

context of an external review is a mechanism that 

is intended to engage a faculty in the examination 

of itself in order to demonstrate that the faculty 

merits recertification.  Whether or not 

improvement is an outcome of the self-study 

depends on many factors such as whether or not 

the study actually reflects the demonstrated 

outcomes of the faculty’s efforts (veracity); 

whether or not the evidence is valid 

(trustworthiness of the data); if the external 

reviewers have the requisite expertise and context 

to suggest relevant improvements (helpfulness); 

or whether or not the faculty actually engage in 

the self-improvement aspect of the self-study 

(engagement).   

There is a field of research on self-study in 

education.  There are, for example, findings 

regarding the most effective mechanisms for 

sufficient faculty engagement for an effective 

self-study (Kollenberg, 2003).  Other research 

identifies tensions in the self-study research field 

such as disagreement as to what constitutes valid 

research in a self-study (e.g, Craig, 2009).  

Another tension surrounds whether or not the 

most productive self-studies have an external 

focus and control, or an internal focus and control 

(Van Kemenade & Hardjono, 2010).  In addition 

to the tensions identified, we sought studies that 

address the potential of “new literacies” 

(Lankshear & Knobel, 2006) to improve the self-

study experience and we find little evidence of 

work in this field.  In the section that follows, we 

will briefly touch upon identified self-study 

tensions and then introduce “new literacies” as a 

potentially promising theoretical framework to 

investigate the efficacy of the self-study as a 

mechanism for improvement. 

 The field for self-study research concerns 

itself with several distinct fields of interest. One is 

the practical side of self-study - mechanisms for 

gathering self-study data and faculty engagement, 

meeting timelines, organizing for the site visit, 

reporting mechanisms to survive the ordeal, and 

inviting faculty engagement (e.g., Van 

Kollenburg, 2003).  A second aspect of self-study 

research concerns itself with identification - 

wrestling with distinctions between self-study and 

action research (e.g., Samaras & Freese, 2009) or 

self-study and teacher-as-researcher (e.g., Turner, 

2010).   Another tension is around the definition 

of what constitutes robustness or acceptable 

evidence in self-studies. Craig (2009) reminds us 

that “signs of struggle abound” in the field of self-

study, which she identifies as a struggle to accept 

the trustworthiness of reports from the field of 

practice and reflection, noting that “the hegemony 

of the dominant research paradigm” brings into 

question the validity of “self-study research 

contributions” (p.21) as a relatively new field of 

study.   

A further tension in the research appears to 

focus around the helpfulness of the study. For 

example, is an externally-regulated self-study 

more likely to engage a faculty in self-

improvement than a study that is internally-

generated?  Are self-studies a legitimate means of 

assuring quality in tertiary education?  Van 

Kemenade and Hardjono (2010) remind us that it 

is critically important for a self-study to involve 

and engage the participants or it may result in 
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something that resembles a window-dressing 

exercise or one that could potentially decrease the 

motivation of the participants in their work 

efforts.  Their extensive two-year study identifies 

that, in most European countries, self-study in 

accreditation is compulsory and designed for 

accountability – in Norway, Finland, Denmark 

and Sweden, self-study is also compulsory but is 

designed for self-improvement.  The methods are 

somewhat similar in both processes: a self-

evaluation followed by a peer review.  Their 

findings indicate that while accreditation is not a 

key focus of faculty in general, there are factors 

that can influence their support of the process.  

They are more willing to contribute to a process if 

they see that it has an added value for their 

organization (i.e., out of loyalty) or if the process 

has value for their key interests (their students and 

their disciplines).  They are also more likely to 

contribute if the focus is not control and if the 

processes are simple and supported by the 

management.  They are also more likely to 

contribute if an internal quality assurance 

mechanism already exists.  Van Kemenade and 

Hardjono conclude that professionals will be 

careful in writing down the truth and showing 

their vulnerability in an accreditation system that 

is compulsory and has serious consequences.  

There appear to be benefits to a system that is not 

compulsory, invites participation, is less formal, 

and occurs frequently (e.g., annually).  

There is some interest in the literature in 

how digital technologies can support the self-

study process. Askins (2003) identifies some of 

the advantages of the use of a learning 

management system (LMS), in this case, 

Blackboard, for a self-study.  These include: the 

fluid nature of documents; ease of holding 

synchronous online meetings despite distance 

between participants and weather conditions; ease 

of collecting files through a digital drop box 

system; virtual access to faculty policies and 

procedures; and ease of managing requests for 

information to faculty through email.  Challenges 

with an LMS-enabled self-study process include; 

a need for technical support person; faculty 

resistance to technology; and faculty comfort with 

the LMS (Askins, 2003).  She sees the potential 

that a web-enabled environment holds for 

supporting a self-study, but finds that a web-

enabled environment may not be needed in 

smaller self-studies.    

There appears to be a gap in teacher 

education self-study research to address issues 

that are of central importance to us in our study, 

that is, matching the needs of a review system that 

was designed for an earlier era with the skill set 

and communication practices of a faculty that 

works with web-enabled technologies.  Our study 

explores the potential and affordances of “new 

literacies” (Lankshear & Knobel, 2006) to address 

previously-identified challenges with the self-

study process: logistics; faculty engagement;  

trustworthiness of data; and the potential of a self-

study to lead toward improving the program under 

review. 
 

III. THEORETICAL FRAMEWORK 

 Lankshear and Knobel identify new 

literacies as “practices that are mediated by post-

typographical forms of text” and identify these 

practices as the “technical stuff” and the “ethos 

stuff” (2006, p. 25).  Extrapolating from the 

dichotomy they present, some of the technical 

practices for the purposes of a self-study might 

include: using and constructing hyperlinks 

between documents; pointing and clicking to 

access text; providing evidence with movie files; 

using sound with images for digital stories; and 

building a website environment for the self-study.  

Some of the ethos practices might include: more 

participation, collaboration and shared authoring; 

less presentation of text in a final form and single-

authored; more immediate distribution of 

information to constituents; and a format that 

reflects contemporary literacies.  

 
IV. RESEARCH STUDY 

 The research in progress involves the 

systematic examination of participant perceptions 

between the traditional written self-study binder 

submissions and opportunities and challenges 
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presented by the web-centric self-study. 

Participants include approximately 100 faculty, 

key stakeholders and reviewers. We seek to find 

the most respectful use of participants’ time 

toward a process that is both engaging and 

produces results. The research methodology is 

mixed but essentially qualitative and involves the 

use of a survey mechanism within a web-enabled 

self-study environment.  Within a password-

protected web-based environment, participants 

identify themselves as faculty, members of the 

internal review team, stakeholders, or members of 

the external review team.  They are invited but not 

required to participate in an online survey.  

The survey asks them to consider past 

experiences with self-studies – to identify the 

types of self-studies in which they have 

participated in the past; the most important things 

learned from past processes; and challenges 

encountered (Atnip, Vasquez and Kahn, 2003). 

The survey then asks them to identify aspects of 

the web-enabled self-study that have helped them 

to learn or have created challenges for them.  

Several key questions focus participants’ self-

assessment of their awareness of the mission, 

vision and program outcomes during both the 

written self-study submission process and the 

web-enabled self-study process. Other questions 

ask the participants to compare the helpfulness of 

the written self-study and the web-enabled self-

study for purposes of continuous improvement of 

the overall student learning experience, as well as 

perceptions regarding the factors identified by 

research that affect the strength of faculty 

engagement in the self-study process.  

This study is presently underway and 

anticipates some early findings by March, 2011 to 

be presented at the conference.   
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Abstract— For 100 Gb/s optical transport network, researchers
are searching a suitable error correction coding scheme that can
provide coding gain more than 10 dB at the bit error rate less
than 10−12, provided that the redundancy does not exceed 20
percent. This paper presents a least complex error correction
coding scheme based on iterative threshold decoding called multi-
stage threshold decoding with difference register (MTD) for the
100 Gb/s optical transport network. High rate (code rate 0.8)
self-orthogonal convolutional codes are considered. The MTD
achieves lower bound error performance of maximum likelihood
decoding at higher bit energy to noise density ratio. The codes
with orthogonal checking 10 and larger satisfy the requirements
of 100 Gb/s optical transport network. The bit error rate of MTD
with parity check decoding becomes less than 1/100 times in the
error floor region compared to ordinary MTD. The MTD based
decoding with parity check decoding for the code with orthogonal
checking 12 produces 10.60 dB coding gain at the bit error rate
10−15. The coding gain further improves 0.25 dB in the waterfall
region by using 2-step decoding.

Keywords- threshold decoding, convolutional codes, self-
orthogonal codes, optical transport network.

I. I

Forward error correction codes (FECs) play an important
role in the newly considered optical transport network (OTN)
with network capacity 100 Gb/s. International telecommuni-
cations union (ITU–T) primarily consider the Reed–Solomon
(RS) codes as FEC [1] in the G.975 recommendation. It con-
siders RS(255,239) code with 7% redundancy. The expected
coding gain is 4 to 5 dB per fibre span, but it is not sufficient
for 100 Gb/s OTN operation.

There have been a number of proposals for higher gain
FECs; one is iterated code based on (1023,992,8) BCH code
claimed as the best choice as FEC for 100 Gb/s OTN system
that produced the coding gain around 9.3 dB at the output bit
error rate 10−15 [2]. However, more than 10 dB coding gain is
required for the 100 Gb/s OTN system at the output bit error
rate less than 10−12 with the maximum allowable redundancy
20% [3].

Most of the codes proposed as FECs for the 100 Gb/s OTN
system are block codes and their hard decoding technique
is considered. The low density parity check (LDPC) codes
with soft decoding have been adopted for the 10 Gb/s Eth-
ernet (IEEE 803.3an), WiFi (IEEE 802.11n), WiMAX (IEEE
802.16e) wireless LAN standards and are being considered for

a range of application areas, from optical transport network to
digital storage [3][4]. An LDPC code concatenated with RS
code may be the main candidate as FEC for the 100 Gb/s.

However, the convolutional codes for optical communica-
tions are rarely shown as FEC due to their latency and error
floor [3]. This paper presents a least complex decoding method
for self-orthogonal convolutional codes that can reduce the
decoding latency by parallel processing and improves the error
floor performance with concatenation of parity check (PC)
decoding that fulfills the requirements of 100 Gb/s optical
transport network. Moreover, implementation of convolutional
encoding is simpler than the encoding of block codes. In
addition, the proposed decoding is mainly based on the several
shift registers and high speed decoding is expected.

The proposed decoding method is an iterative bit flip-
ping decoding based on the threshold decoding [5] called
multi-stage threshold decoding with difference register (MTD)
which, is treated as MTD-DR in [6]. Similar decoding idea,
called multi threshold decoding, is shown in [7][8]. They
did not show why and how the threshold value changes in
each iterations. Moreover, necessary information to rebuild the
system is absent.

The iterative decoding based on min-sum decoding, instead
of bit flipping, for the self-doubly orthogonal codes is shown
in [9]. The decoding decision depends on the log likelihood
ratio (LLR) of a posteriori probability and updates it after de-
coding each information bit. Moreover, the LLR increases the
decoding complexity. Instead of LLR value, MTD uses a set of
magnitude of the received signals for decoding an information
bit and updates the binary value of the related signals by the
flipping decision. The decoding latency, however, depends on
the span of information shift register in the encoder and the
average number of iterations.

The lower bound of maximum likelihood (ML) decoding
has been presented in [10] and it is seen that, MTD achieves
lower bound of ML decoding performance at higher bit
energy to noise density ratio,Eb/N0. That means, MTD gives
optimum decoding performance of a given code and the error
floor experiences due to the number of orthogonal checking
of the code. Moreover, if we allow maximum 1.5% more
redundancy by concatenating parity check code, the bit error
performance in the error floor becomes less than 1/100 times
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compared to conventional MTD.
Lower the orthogonal checking of a code gives better error

performance in the waterfall region. In this context, the 2-step
decoding, 1st decoding step uses a part of parity bit sequences
(lower number of orthogonal checking) and 2nd decoding step
uses all the parity sequences (all the orthogonal checking of the
code), has been presented for rate 1/2 codes and the decoding
scheme produces more coding gain in the waterfall region [10].

Rest of the paper is arranged as follows. Section II gives
the concepts of iterative threshold decoding with difference
register. In this section, we give soft decoding algorithms.
Section III gives high rate self orthogonal convolutional codes.
Section IV discusses about 2-step decoding that produces
additional coding gain in the waterfall region. Section V gives
an idea for high speed decoding that reduces total decoding
latency. Section VI gives the bit error performance of decoding
schemes. Section VII gives the decoding complexity in terms
of basic operations (e.g., modulo 2 summation, real number
summation, minimum value searching etc.) and compared
with the complexity of min-sum based decoding scheme and
Section VIII concludes this paper.

II. D C

This section provides decoding algorithms of self-
orthogonal convolutional codes (SOCCs) on the basis of
threshold decoding. Soft decoding algorithms are also given.

A. Multi-Stage Threshold Decoding

A systematic SOCC with the rateR=1/2, shift register length
M and the number of orthogonal checkingJ is considered. The
orthogonal checking is denoted by the tap connection in the
shift register of the encoder and the code is determined by its
connection positions. Letga, a=1,2, ..., J, be a tap connection
position in the shift register involving to generate a parity
bit sequence. The minimum Hamming distance (dmin=J + 1)
depends on the orthogonal checking of the codes [11]. The
dotted section in Figure 1 shows an encoder of the SOCC with
R=1/2, M=8, J=3, dmin=J+1=4. The information bit sequence
u={u0, u1, . . .} is fed to the encoder and generates a parity bit
sequencev={v0, v1, . . .}. The i-th parity bit is determined by

vi =

J
∑

a=1

⊕ ui−ga , i = 0,1, . . . (1)

where⊕ is the modulo-2 addition operator in this paper. The
information and the parity bit sequences make a systematic
codeword and is transmitted through the additive white Gaus-
sian noise (AWGN) channel as BPSK signals. The tail biting
termination is used.

Let yu , {yu
0, y

u
1, . . .} be received information signals,yv ,

{yv
0, y

v
1, . . .} be received parity signals,ũ , {ũ0, ũ1, . . .} be hard

decision information bits and̃v , {ṽ0, ṽ1, . . .} be hard decision
parity bits. The threshold decoding generates a syndrome bit
sequence by the help of received information and parity bit
sequences. Thei-th syndrome bit is given by

si = ṽi ⊕
J
∑

a=1

⊕ ũi−ga (2)

CSE CSE

difference register

information register

syndrome registerencoder

ũ0ũ1ũ2ũ3ũ4ũ5ũ6ũ7
..ũ8

s0s1s2s3s4s5s6s7

..s8

d0d1d2d3d4d5d6d7
..d8

..ṽ8

Fig. 1. Multi-stage threshold decoder for the Self-orthogonal convolutional
code with m=n=1, J=3, M=8 and R=1/2. CSE means checksum-threshold
element.

Figure 1 shows a hard decision multi-stage threshold de-
coding scheme. The decoder contains an extra shift register
against an information shift register called difference register
(DR). The DR holds pairwise difference between the received
and decoded information bits. At the initial stage, DR contains
all zero bits.

The soft decoding MTD (SMTD) calculates the checksum
value from a set of the magnitude of parity signals related to
the information signal under decoding and the magnitude of
the information signal itself [6]. In this case, the checksum
value L j is calculates by

L j =

J
∑

a=1

w j+ga x̃v
j+ga
+ wd j x̃

u
j (3)

where wk represents the magnitude of the signalyv
k and

wdk represents the magnitude of the signalyu
k and the value

x̃u
k ,(1-2dk) and the value ˜xv

k ,(1-2sk). If the checksum value
becomes negative, i.e.,L j < 0, the decoding is done by
flipping the information bit. At the same time, related DR and
syndrome bits are inverted. After flipping each informationbit,
the Euclidean distance between the received signals and the
decoded codeword, where bits are represented by+1 or -1,
becomes shorter [6].

B. Weighted Bit Flipping Multi-Stage Threshold Decoding

The weighted bit flipping (WBF) algorithm is proposed for
decoding low density parity check (LDPC) codes [12]. By the
similar way, the weighted bit flipping MTD (WMTD) explores
the valuewk as the minimum magnitude among the received
signals related to the syndrome bitsk. Then, the checksum
value is calculated by using (3) and the decoding decision is
made accordingly.

C. Combined Soft Decoding Multi-Stage Threshold Decoding
with Feedback

The individual error performance of SMTD and WMTD
is not attractive. The concatenation of WMTD and SMTD
called combined soft decoding MTD with feedback (CMTDF)
produces attractive error performance. Figure 2 shows the
schematic diagram of CMTDF where weighted bit flipping
MTD works first and terminates its decoding when no infor-
mation bit is flipped or by the maximum number of iterations.
Then SMTD works by the same manner and feedback again.
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WMTD SMTD

input output

PC

Fig. 2. Schematic diagram of combined soft decoding multi-stage threshold
decoding.

u1

u2

u3

u4

v

Fig. 3. Self-orthogonal convolutional code type 1 withm=4, J=3, M=12
and code rateR=4/5=80%.

If no information bit is flipped in both component decoders
or completed maximum number of iterations, final output is
made.

D. Combined Soft Decoding Multi-Stage Threshold Decoding
with Parity Check Decoding

A parity check decoding is serially concatenated with
CMTDF. The CMTDF with parity check (PC) decoding
achieves attractive bit error performance in the error floor
region [6]. The PC encoder adds a parity check bit in the
information bit stream after eachn1 bits. When parity check
is not satisfied, the PC decoder searches the minimum absolute
checksum value, provided by the CMTDF after the final
iteration, related to eachn1 information bits. The decoding is
done by flipping the information bit related to the minimum
absolute checksum value. In this papern1 is set to 50 bits.

III. H  R S-O C 

This section gives high rate (code rate 80%) SOCCs that can
produce redundancy around 20%. The SOCC is categorized
into two types: 1) the self-orthogonal convolutional codestype
1 and 2) the self-orthogonal convolutional codes type 2 [6].

A. Self-Orthogonal Convolutional Code Type 1

The self-orthogonal convolutional code type 1 (SOCC:TP1)
generates only one parity bit sequence by usingm ≥ 1 infor-
mation bit sequences. That means, the encoder of SOCC:TP1
has m information shift registers and each shift register
contains one set of tap connection withJk (k = 1,2, ...,m)
elements and them tap connection sets make a SOCC. The
orthogonal checking distribution of this code is defined by
{J1; J2; . . . ; Jm}. Figure 3 shows an encoder of such code with
m=4, J = J1 = J2 = J3 = J4 = 3 and the shift register

length M=12. The code rate of this code isR=m/(m + 1)
and the code length becomesN=K(m + 1), whereK is the
number of information bits in each sequence. The orthogonal
checking distribution of this code is{3; 3; 3; 3}. Unfortunately,
MTD makes an unavoidable error grouping in the decoded
information bit sequences for this type of code and degrades
the error performance [6].

B. Self-Orthogonal Convolutional Code Type 2

The self-orthogonal convolutional code type 2 (SOCC:TP2)
generatesn ≥ 2 parity bit sequences by usingm ≥ 1
information bit sequences. i.e., an encoder of SOCC:TP2 has
m information shift registers and each shift register contains
n tap connection sets withJ(k)

p (k = 1,2, ...,m, p = 1,2, ..., n)
elements and them × n tap connection sets make the SOCC.
The orthogonal checking distribution of the code is defined
by {J(1)

1 , J
(1)
2 , ..., J

(1)
n ; J(2)

1 , J
(2)
2 , ..., J

(2)
n ; ...; J(m)

1 , J
(m)
2 , ..., J

(m)
n }.

Figure 4 shows an encoder of SOCC:TP2 withm=12,
n = 3, J =

∑3
p=1 J(k)

p = 2 + 2 + 2 = 6 and the shift register
length M=12. The code rate of this code isR=m/(m + n)=
12/15. The orthogonal checking distribution of this code is
{2,2,2; 2,2,2; 2,2,2; 2,2,2; 2,2,2; 2,2,2; 2,2,2; 2,2,2; 2,2,2;-
2,2,2; 2,2,2; 2,2,2}. The SOCC:TP2 successfully breaks
down the error groping and produces better error performance
by the MTD compared to the SOCC:TP1 [6]. Therefore, this
paper only consider the SOCC:TP2 for the encoding schemes.

IV. 2-S D

As is described in Section VI, MTD based decoding
achieves lower bound of ML decoding performance at higher
Eb/N0. That means, error floor is realized due to the minimum
Hamming distance (J + 1) of the code. On the other hand,
larger theJ of a code shifts the waterfall error performance to
higherEb/N0 and opposite situation is occurred due to smaller
J value [6]. In this context, a 2-step decoding (2SD) has been
proposed [10]. At the 1st decoding step, MTD uses a part of
parity check bits so that decoding is done by approximately
50% of J of the code and the 2nd decoding step works just
like an MTD. The code is constructed such a way that, one
parity sequence is to be generated by approximatelyJs ≈ J/2
orthogonal checking. OtherJ − Js orthogonal checking are
distributed evenly for generating rest of the parity sequences.
The 1st decoding does not use a parity sequence which, is
generated by theJs orthogonal checking. MTD works with
the orthogonal checkingJ − Js in the 1st decoding step and
produces additional coding gain in the waterfall region. The
2nd decoding step then works by the all parity sequences.
In this case, decoding is done by theJ orthogonal checking.
By this way of decoding, 0.55 dB additional coding gain is
observed for the code with rate 1/2 [10]. In this paper we
apply this idea for the codes with rate around 80%.

V. H S D

This section gives an idea of parallel processing that speeds
up the decoding process. Since, tail biting termination is used,
the decoding can start from any position of the received
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Fig. 4. Self-orthogonal convolutional code type 2 withm=12, n=3, J=6, M=12 and code rateR=12/15=80%.
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difference register

information register
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ũ1 ũ0ũ19

s1 s0s3s7 s4s8s19

d1 d0d19

CSE: Checksum-threshold element

Fig. 5. Parallel processing of MTD with two checksum-threshold elements. The code withm=n=1, J=3, M=8, R=1/2 and code lengthN=40.

information sequence. If any syndrome is not commonly
shared to decode other information bit, decoding can take
place in parallel. Among theM positions in the shift register,
only J points are involved to decode an information bit.
When the minimum tap spacing (tap position difference in
the syndrome register) is more than one, MTD can add
more than one checksum-threshold elements (CSEs) where
different CSE decodes different information bit at the same
time. Figure 5 shows a simple example of such decoding
scheme for a code with the minimum spacing 3 and two CSEs
are shown. For this code, total 3 bits are decoded by the single
period of shift register clock. In addition, to reduce the error
propagation effect, it is necessary to use information bit length
around twice of shift register length [13]. The length of the
information bit stream is more than two times (20 bits in this

example) ofM = 8 value. Therefore, we have possibility to
use another set of CSE with 3 elements in the decoding circuit
and the decoding is done 6 times faster compared to the single
CSE decoding scheme.

VI. P  C S D M-S
T D  2-S D

Simulation results and ML decoding performance of the
codes are presented in this section. In this case, channel is
considered as AWGN and the data modulation is considered as
BPSK. Before going to show the error performance, CMTDF
with parity check (PC) decoding performance is estimated by
using the lower bound of ML decoding of SOCCs and the
simulation results of them with PC decoding.
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TABLE I
S-    2   R=1/2.

Code # of shift orthogonal checking
par- register distribution

ameter m n

J=10
2 2 {5, 5; 5, 5}

M = 104

J=10
5 5

{2, 1, 1, 1, 5; 1, 2, 1, 1, 5; 1, 1, 2, 1, 5;
M = 1000 1, 1, 1, 2, 5; 2, 1, 1, 1, 5}

J=12
6 6

{1, 1, 1, 1, 2, 6; 1, 1, 1, 2, 1, 6;
1, 1, 1, 2, 1, 1, 6; 1, 2, 1, 1, 1, 6;

M = 1000 2, 1, 1, 1, 1, 6; 1, 1, 1, 1, 2, 6}

TABLE II
S-    2   R=4/5.

Code # of shift orthogonal checking
par- register distribution

ameter m n

J=8
8 2

{4, 4; 4, 4; 4, 4; 4, 4; 4, 4; 4, 4;
M = 5000 4, 4; 4, 4}

J=10
8 2

{5, 5; 5, 5; 5, 5; 5, 5; 5, 5; 5, 5;
M = 5000 5, 5; 5, 5}

J=12
8 2

{6, 6; 6, 6; 6, 6; 6, 6; 6, 6; 6, 6;
M = 5000 6, 6; 6, 6}

J=10
12 3

{2, 2, 6; 2, 2, 6; 2, 2, 6; 2, 2, 6;
2, 2, 6; 2, 2, 6; 2, 2, 6; 2, 2, 6;

M=4000 2, 2, 6; 2, 2, 6; 2, 2, 6; 2, 2, 6}

The lower bound of bit error rate of ML decoding is
calculated for the self-orthogonal convolutional code with the
orthogonal checkingJ by [10]

Pb ' Q













√

2R(J + 1)Eb

N0













(4)

where Q(x) , 1√
2π

∫ ∞
x

e−
y2

2 dy and Pb is the bit error rate of
the ML decoding scheme.

Figure 6 shows simulation results of CMTDF for the
code with J=10, m=n=2, M=10000,R=1/2, the code length
N=81600 and the minimum tap spacing 35 bits. The orthogo-
nal checking distribution of the code is shown in Table I. The
dashed line represents the lower bound of ML decoding result
of the code. The error performance of CMTDF coincides with
the lower bound of ML decoding performance in the error
floor region. The CMTDF concatenated with PC decoding
makes the BER less than 1/100 times of the lower bound
of ML decoding of the SOCC without PC decoding in the
error floor region. Simulation results of the 2SD are shown
in Figure 7 for the codes withJ=10 and 12, M=1000,
R=5/10=6/12=1/2, the code lengthN=81600. The orthogonal
checking distribution of codes are shown in Table I. The
minimum tap spacing are 4 and 2 for the codes withJ=10
and 12, respectively. The 2SD decoding also achieves lower
bound of ML decoding performance for the codes. The 2SD
with parity check decoding makes also the BER less than
1/100 times of the lower bound of ML decoding for the code
without parity check decoding in the error floor region. From
these observations, we expect that, the MTD based decoding
with parity check decoding can achieve 1/100 times bit error
rate of lower bound of ML decoding (without PC decoding) in

1 2 3 4

10−8

10−6

10−4

10−2

100

B
E

R

Eb/N0 [dB]

CMTDF, J=10

CMTDF, J=10, PC

10−2

ML, J=10

PC, J=10

Fig. 6. Bit error performance of CMTDF for the SOCC type 2 withm=2,
n=2, J=10, M=10000,R=2/4 and code lengthN=81600. Code is in Table I.

2 3

10−8

10−6

10−4

10−2

Eb/N0 [dB]

B
E

R

ML, J=10

ML, J=12

J=10,PC

J=12,PC

10−2

10−2

2SD,J=10

2SD,J=10,PC

2SD,J=12

2SD,J=12,PC

Fig. 7. Bit error performance of 2SD for the SOCC type 2 withm=n=5
for J=10 andm=n=6 for J=12, M=1000,R=5/10=6/12=1/2 and code length
N=81600. Code is in Table I.

the error floor region. This result will be applied for estimating
the bit error rate of MTD based decoding with PC decoding
at the BER below 10−12.

Figure 8 shows the bit error performance of CMTDF for the
SOCC:TP2 with the code rateR=8/10=4/5, m=8 andn=2. The
shift register length isM=5000 each. The figure shows the bit
error performance for the codes withJ=8, 10 and 12 and the
minimum tap spacing are 2, 5 and 5, respectively. CMTDF
for the codes with rate 80% also achieves the lower bound
of ML decoding performance at higherEb/N0. The dotted
line connected to the simulation result is the extrapolation of
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Fig. 8. Bit error performance of CMTDF for the SOCC type 2 withm=8,
n=2, M=5000,R=4/5 and code lengthN=105060. Codes are in Table II.

the error performance up to lower bound line, because this
performance is expected. The codes withJ=8 gives better
performance in the waterfall compared to the other codes,
but the error floor is degraded. The 100 Gb/s OTN system
demands at least 10 dB coding gain at the bit error rate less
than 10−12. The CMTDF for the code withJ=10 achieves
coding gain 9.0 dB at the BER 10−10. For the code with
J=12, CMTDF produces the coding gain 9.96 dB at the BER
10−13 and 10.20 dB at the BER 10−15. In this point, the
CMTDF for the SOCC:TP2 withJ=12 is effective for 100
Gb/s OTN system. The decoding scheme uses average number
of iterations (summation of the average iterations uses by the
WMTD and by the SMTD) 23 atEb/N0=4.8 dB for the code
with J=12.

Figure 9 shows the bit error performance of CMTDF with
parity check decoding for the same codes mentioned in the
Figure 8. The estimated error performance of CMTDF with
PC decoding is shown by the dashed line with mark ‘PC’
in the figure. With the PC decoding, CMTDF for the codes
with J=10 produces the bit error rate 10−13 and achieves
the coding gain 10.10 dB. In this case, average number of
iterations is 19.6 atEb/N0=4.8 dB. The code withJ=10 with
parity check decoding satisfies the requirement of 100 Gb/s
OTN system. The overall code rate, in this case, is 78.43%.
The same decoding scheme is used for the code withJ=12.
The decoding scheme achieves coding gain 10.60 dB at the
BER 10−15 and 23 average number of iterations is used at
Eb/N0=4.8 dB.

Although CMTDF already realizes the lower bound of ML
decoding performance in the error floor, we have opportunity
to improve error performance in the waterfall region. The 2SD
can produce some extra coding gain in the waterfall region.
Figure 10 shows the bit error performance of 2SD for the codes
with m=12, n=3, J=10 and shift register lengthM=4000. The
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PC, J=8

PC, J=10

PC, J=12

CMTDF, J=8,PC
CMTDF, J=10,PC
CMTDF, J=12,PC
PC, Extrapolation

Fig. 9. Bit error performance of CMTDF with PC decoding for the SOCC
type 2 ofm=8, n=2, M=5000,R=4/5 and code lengthN=105060. Codes are
in Table II.
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2SD, J−2−2−6
CMTDF, J=10

CMTDF, J=10, PC
Extrapolation

2SD, J−2−2−6, PC

Fig. 10. Bit error performance of CMTDF and 2SD with and without PC
decoding for the SOCC type 2 (m=12, n=3) in Table II. The code length is
130050.

code parameters are shown in Table II. This code provides
the code rateR=12/15=4/5 and the minimum tap spacing
is 4. Figure 10 also shows the comparison of the error
performance between CMTDF and 2SD. Their performance
with PC decoding is also given. The 2SD for the SOCC:TP2
with the code rate 80% produces additional coding gain 0.25
dB compared to CMTDF. The 2SD with PC decoding for the
code achieves coding gain 10 dB at the BER 10−12 and 10.20
dB at the BER 10−13. The 2SD uses 90 average number of
iterations atEb/N0=4.2 dB and it is expected to decrease at
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larger Eb/N0. The 2SD with parity check for the code with
J=10 satisfy the demands of 100 Gb/s OTN system. Moreover,
the high speed decoding scheme can reduce the total decoding
delay.

The Viterbi and the forward-backward (Bahl, Cocke, Je-
linek, Raviv) algorithms gives the ML decoding of con-
volutional codes. They use trellis states of the code. The
algorithms are suitable for the code with constraint length
less than 20. The proposed decoding scheme handles a large
constraint length (more than 1000) code. Thats why it is not
comparable with them. However, min-sum decoding based
iterative decoding has been shown in [9]. The CMTDF for the
SOCC with rate 1/2 gives the similar decoding performance
[6] of min-sum based decoding. So, it is expected that the
proposed decoding scheme with high rate code also achieves
similar performance with the min-sum decoding.

VII. D  C

Table III shows the decoding complexity in terms of basic
operations, e.g., modulo 2 summation, real number summa-
tion, etc. Decoding complexity is defined by the total number
of operations necessary to decode an information bit. The
decoding complexity of min-sum based decoding is calculated
in terms of add-min operations [9] which, can be broken
down to J + 1 modulo 2 summation andJ minimum weight
search operations for decoding each information bit. Let,
the 2SD uses (I1, I2) and the min-sum based decoding uses
Itr average number of iterations, respectively, then Table III
summarizes the decoding complexity of 2SD and min-sum
based decoding. HereI1 is the average number of iterations
used in 1st decoding step andI2 is the average number of
iterations used in final step of decoding for 2SD.

TABLE III
D   2-   -  D.

Name of
Number of operations necessary

operations
for decoding each information bit

2-step decoding min-sum based decoding [9]

Modulo 2 ≤ J2 + (I1 + I2)(J + 2) ≥ Itr(J3 + 2J2 − J − 2)/2summation
Min. weight

J(J + 1) Itr(J3 + J2 − 2J)/2search
Real number

I1(J − Js) + I2J Itr J
summation

The complexity of the proposed decoding scheme depends
on the J2 operations of modulo 2 summation and minimum
weight searching where the min-sum based decoding con-
sumesJ3 operations in the same domain. Therefore, the pro-
posed decoding method uses less number of basic operations
than the decoding method given in [9].

VIII. C

This paper focuses on the forward error correction coding
for the 100 Gb/s optical transport network. The optical trans-
port network demands more than 10 dB coding gain at the
BER less than 10−12 by allowable coding rate more than 80%.
Most of the FECs proposed for the network are hard decoding

based block code. This paper has presented a kind of soft deci-
sion bit flipping decoding using self-orthogonal convolutional
codes. The decoding scheme is iterative threshold decoding
called MTD that uses the magnitudes of received signals
for making decoding decision. The combined soft decoding
MTD with feedback (CMTDF) produces lower bound error
performance of ML decoding. The CMTDF for the code with
J=12 produces the coding gain 10.20 dB with rateR=0.8 at
the BER 10−15. It is effective for 100 Gb/s OTN system. When
the code contains extra redundancy (not more than 1.5%) due
to parity check bits, the 2SD with PC decoding makes the
bit error rate 1/100 times compared to the bit error rate of
2SD for the code without extra redundancy. In this case, the
code with J=12 be the best choice for the OTN, because it
achieves 10.60 dB coding gain at the BER 10−15. Although
CMTDF already produces the lower bound of ML decoding
error performance, we have possibility to acquire more coding
gain in the waterfall region. The 2SD decoding can do this.
The 2SD produces 0.25 dB more coding gain compared to
CMTDF for the codes with rate 0.8. The 2SD with parity
check decoding for the SOCC withJ = 10 achieves 10 dB
coding gain at the BER 10−12 and 10.20 dB at the BER 10−13.
The SOCC ofJ=10 concatenated with parity check code will
be another candidate of FECs for the 100 Gb/s OTN system.
Moreover, the proposed decoding scheme is less complex than
the min-sum based decoding scheme. However, it is expected
that, the 2SD for the code with larger orthogonal number
produces more coding gain at the bit error rate less than 10−15.
Unfortunately, finding such codes with limited span of shift
register is an open problem.

R

[1] ITU–T, Rec. G.975, “Forward error correction for submarine systems,”
Nov. 1996.

[2] J. Justesen, K. J. Larsen and L. A. Pedersen, “Error correcting coding
for OTN,” IEEE Comm. Magazine, vol. 48, no. 9, pp. 70–75, Sep. 2010.

[3] F. Chang, K. Onohara and T. Mizuochi, “Forward error correction for
100 G transport networks,”IEEE Comm. Magazine, vol. 48, no. 3, pp.
s48–s55, Mar. 2010.

[4] S. J. Johnson,Iterative Error Correction: Turbo, Low-Density Parity-
Check and Repeat-Accumulate Codes, Cambridge University Press, First
Ed., 2010.

[5] J. Massey,Threshold Decoding, MIT Press, 1963.
[6] M. A. Ullah, K. Okada, and H. Ogiwara, “Multi-stage threshold decod-

ing for self-orthogonal convolutional codes,”IEICE Trans. Fundamen-
tals, vol. E93-A, no. 11, pp. 1932–1941, Nov. 2010.

[7] V. V. Zolotarev, G. V. Ovechkin, “An effective algorithm of noiseproof
coding for digital communication systems,”Electrosvaz, no. 9, pp. 34–
36, 2003.

[8] http://www.mtdbest.iki.rssi.ru/ (the last access date: Jan. 06, 2011).
[9] C. Cardinal, D. Haccoun, F. Gagnon, “Iterative threshold decoding

without interleaving for convolutional self-doubly orthogonal codes,”
IEEE Trans. Commn., vol. 51, no. 8, pp. 1274–1282, Aug. 2003.

[10] M. A. Ullah and H. Ogiwara, “Performance improvement ofmulti-stage
threshold decoding with difference register,”IEICE Trans. Fundamen-
tals, unpublished.

[11] S. Lin, D.J. Costello, Jr.,Error Control Coding: Fundamentals and
Applications, Prentice-Hall, Inc. Englewood Cliffs, N. J., 1983.

[12] Y. Kou, S. Lin, and M. P. C. Fossorier, “Low-density parity-check codes
based on finite geometries: a rediscovery and new results,”IEEE Trans.
Inform. Theory, vol. 47, no. 7, pp. 2711–2736, Nov. 2001.

[13] J. P. Robinson, “Error propagation and definite decoding of convolutional
codes,”IEEE Trans. Inform. Theory, vol. IT-14, no. 1, pp. 121–128, Jan.
1968.

93Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

                         104 / 157



An Invariant based Passive Testing approach for Protocol Data parts

Felipe Lalanne, Stephane Maag
Institut Telecom / TELECOM SudParis

CNRS UMR 5157
9, rue Charles Fourier

F-91011 Evry Cedex, France
{Felipe.Lalanne, Stephane.Maag}@it-sudparis.eu

Abstract—Conformance of implementations to protocol spec-
ifications is essential to assure interoperability between peers
in network communications. Monitoring or passive testing
techniques are used when no access to the communication
interfaces is available or when the normal operation of the
system cannot be interrupted. Most monitoring techniques
only consider control portion of exchanged messages, usually
ignoring the data part. However, as protocols become more
complex and message exchange more data intensive, testing
for data relations and constraints between exchanged messages
becomes essential. In this paper we propose a novel approach
for defining such relations as properties called invariants and
show how they can be tested directly on traces using logic
programming. Experimental results for SIP protocol traces are
provided.

Keywords-monitoring; invariant-based testing; data con-
straints; logic programming; network management

I. INTRODUCTION

Communication standards for network protocols make it
possible for different types of systems or different types
of implementations to interoperate. Conformance to stan-
dards is essential to achieve communication on the Internet.
Formal methods and testing techniques [1] allow to assess
the conformance of implementations, usually by generating
test cases from some type of specification based on the
requirements of the protocol. These test cases are then
provided as input to the Implementation Under Test (IUT)
and the answers checked against those of the specification.

This approach, however, is not feasible when the IUT is in
a production environment where its normal function cannot
be disrupted. Monitoring (or Passive testing) techniques
rely on observing the inputs/outputs provided by normal
operation of the IUT, and then attempt to detect faults,
either by comparing the observed events with the specifi-
cation [2], [3], or by directly evaluating certain properties
on the input/output trace [4], [5], [6]. For this last approach,
called invariant-based testing, some properties (invariants)
are defined, either by experts, directly from the protocol
standard, or by extracting them from a formal specification.
This techniques allows to test properties such as “If x
happens, then y MUST happen” or “For x to happen, then
y MUST have happened before” directly on the trace.

The current work deals with the application of such
invariant-based techniques, particularly on the context of IP
Multimedia Subsystem (IMS) applications. These kind of
applications present interesting challenges for passive moni-
toring, given the distributed architecture of the IMS, and the
utilization of a common protocol, the Session Initialization
Protocol[7] (SIP) on most session management procedures,
evaluating properties on a trace becomes non-trivial as
shown by Figure 1. In [8] we defined some properties for
testing on the Push-to-talk Over Cellular[9] (PoC) service
traces, based on the protocol standard requirements, for
instance

INV ITE(CSeq = c0, F rom = u0, T o = u1)/θ, ∗,
θ/OK(CSeq = c0, F rom = u0, T o = u1)

indicates that a SIP OK response can only be received if an
INVITE request was received first. As it can be seen in the
Figure 1, the PoC trace also contains OK responses for SUB-
SCRIBE and NOTIFY requests, used by the Presence[10]
service for communication. This produced false positive
FAIL verdicts when tested on the trace, given that the
property cannot distinguish between an OK response for an
INVITE message from other OK for other type of request,
or even from responses to a different INVITE message.

Granted, it can be argued that the defined property is
rather simplistic in its definition, but shows the limitation
of the expressive power of invariant properties defined this
way to express data relations between messages, essential
to perform more accurate testing. We believe that a more
complete definition of message data and data relations for
network protocol testing is necessary. This is the main
motivation for the current paper.

In network protocols, communication is achieved through
an exchange of messages between peers, where each peer
can intermittently act as a receiver or as an emitter of
the messages. As protocols evolve, messages become richer
in data. Most passive testing approaches consider a small
part of the message information called the control part (the
INVITE, OK in the previous example), but very few consider
the data constraints and relations for the message exchanges.
A couple of examples of this are presented in [11] and
[12]. In the first one, the authors use an interval refinement
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SIP Request: INVITE

SIP Request: INVITE

SIP Response: 200 OK

SIP Request: SUBSCRIBE

SIP Response: 200 OK

SIP Request: NOTIFY

SIP Request: NOTIFY

SIP Response: 200 OK

IMS Core PoC Presence

Figure 1. Interactions between applications of the IMS Subsystem.
The PoC service, an IMS application, communicates with the Presence
application and with the clients throught the IMS Core, all using functions
of the SIP protocol.

approach to determine faults in a trace, either in data or
state, by evaluation into a EEFSM (Event-driven Extended
Final State Machine) formal specification. In the second one,
the authors develop an algorithm to verify invariants on an
EFSM specification and extract data constraints from them.
However these works require a specification of the system
under test, and in the industry, a complete specification is
rarely available, particularly for large systems. In our work
we test properties directly in the trace without the help of
any formal specification.

We propose a methodology, based on first-order logic,
that makes it possible to formally specify data-oriented
invariants, and show how they can be tested in offline traces
using a logic programming approach.

The main contributions of our work are:

• We refine the definitions of message and trace using
first-order logic concepts, to better consider data do-
mains and properties inside messages.

• With this new definition we describe how to specify
data constraints and relations between messages, and
define invariants as formulas in first-order logic.

• We prove the soundness of the definition to show that
if an invariant verified in a formal specification does
not hold in a trace, the corresponding implementation
does not conform to the formal specification.

• We show how invariant formulas can be tested in real
traces using logic programming and the equivalence
with the first-order logic definitions.

• Finally, we present an example on the SIP protocol
and show the results of testing in PoC service traces
in comparison with our previous work.

II. PRELIMINARIES

In this section we describe some necessary concepts that
are the basis for the introduction of data into invariants and
to demonstrate the correctness of the definitions. The Event-
driven Extended Finite State Machine formalism and first-
order logic.

A. Event-driven Extended Finite State Machine
For the purpose of this paper, we use the Event-driven

Extended Finite State Machine (EEFSM) formalism, suitable
for monitoring techniques, introduced by the authors of [11]
and [13].

Definition 1. An Event-driven Extended Finite State Ma-
chine (EEFSM) is a 6-tuple M =< S, s0,Σ, ~x, ~y, T > where
S = {s0, s1, . . . , sn−1} is a finite set of states with s0 ∈ S as
the initial state, Σ is a finite set of events, where for each
e(~y) ∈ Σ, e is the event name and ~y = {y1, . . . , yq} is the
finite set of event parameters, ~x = {x1, . . . , xp} is a finite
set of internal variables, and T is a finite set of transitions.
For a transition t =< s, s′, e(~y), P (~x, ~y), A(~x, ~y) >, s, s′ ∈ S
are the starting and ending states of the transition, e(~y) is
the triggering event, P (~x, ~y) is a predicate and A(~x, ~y) is an
action, which is a sequence of assignments ~x := A(~x, ~y),
where ~x and ~y are the current variable and event parameter
values, respectively.

Example 1. The EEFSM transition t :

s
?a(y1),[y1>x1],x2:=y1+8−−−−−−−−−−−−−−−−→ s′, indicates that when the

system is in state s, upon reception of event a with
parameters y1, if [y1 > x1] then it will assign to variable x2
the new value of y1 + 8 and finally leave the system in state
s′.

B. First-order Logic
Some basic concepts of first order logic are provided

since they are necessary to include data for invariants. A
more complete reference on first-order theory for computer
science can be found in [14].

The first-order logic vocabulary is composed by two sets:
a set of predicate symbols P and a set of function symbols
F . Each type comes with an arity, the number of parameters
it expects. Functions of arity 0 are called constants. The pair
(F ,P) is called a logical signature.

The first-order vocabulary rules can be defined with the
introduction of terms and formulas, where a term is defined
in Backus-Naur form as t ::= x|f(t, ..., t) where x is a
variable, f ∈ F has arity n, and formula is defined as
φ ::= P (t1, t2, ..., tn)|¬φ|φ ∧ φ|φ ∨ φ|φ ⇒ φ|∀xφ|∃xφ where
P ∈ P is a predicate of arity n, ti are terms and x is a
variable.

In order to semantically evaluate first-order logic formu-
las, a meaning must be given to the predicate and function
symbols, that is, they must be associated with real predicates
and functions of a specific context or universe. A model M

is defined as a triplet < U, (fM)f∈F , (PM)P∈P >, where
• U is a non-empty set called universe.
• For each f ∈ F with arity n, a concrete function fM is

defined as fM : Un −→ U

• For every P ∈ P with arity n, PM ⊆ Un

Finally, in order to evaluate formulas, variables have to be
mapped to particular values in the universe. Given a set X
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of variables a function l : X → U is called an interpretation.
With this concept, given a model M for a signature (F ,P)

and a formula φ, a satisfaction relation is defined as M |=l φ

meaning that the formula φ is true with respect to M under
interpretation l.

III. DATA IN NETWORK PROTOCOLS

In a network protocol, a communication peer decides
the course of action on the basis of two things: Locally
stored state information (including internal data), and data
contained in received messages from different peers. In
passive testing, while the observed message data is available
to the tester, state information and internal data are unknown.
In order to test data, focus on the exchange of messages is
fundamental, however, a formal definition must be provided
first.

A protocol message is, in general, a collection of data
fields of different domain, where each data field has a
function in the data exchange. The format of the message,
the function and domain of each field are defined in the
requirements specification of the protocol.

The most basic domains of data we can find in protocols,
are numeric and alphanumeric (string) values. Basic data
domains can be combined in order to define more complex
domains. For instance, an email data element can be de-
fined as mailbox ::= local-part "@" domain, in
order to distinguish the recipient from the sending address.

Traditional passive testing definitions, distinguish between
a control portion and a data portion of messages, this
is actually an abstraction necessary for compatibility with
model-based testing. In practice, a trace is only a sequence
of messages containing data. These messages are classified
afterwards, according to their function in the protocol,
determined by the data. This function is what constitutes
the control portion. Although this is not really necessary
for our approach, we will include the distinction between
control and data in the definition of a message, in particular
to make it compatible with the EEFSM formalism.

Definition 2. A message is a structure m = e(~x) where e

is the message label belonging to some finite set L, and
~x = (x1, . . . , xn) is a finite set of message parameters or
message variables, where each xi ∈ Dj ∪ {ε}, with Dj as
its data domain (Dj’s are not necessarily disjoint). The null
value is represented by ε, where ε /∈ Dj ,∀j ∈ 1 . . . n.

In the definition, e constitutes the control portion of the
message and ~x is the data portion. The null value ε is used
to allow messages with dynamic number of variables within
the fixed-size set ~x.

It is easy to see that this definition of a message is
compatible with the one of event in an EEFSM and every
possible message is an event, however it should be clear
that not every possible EEFSM event is a message. From

here on, we will denote as M the domain of all possible
messages for a given EEFSM.

In order to reference a particular variable for a message
m we will use the symbol ‘.’ to reference it, for instance
m.email to reference the variable of name email in message
m. This should be considered only as a convention in order
to ease the writing of formulas and not a formal definition.

IV. INCORPORATING DATA INTO INVARIANTS

In this section we describe how we incorporate data into
invariants, by using the previously described logic concepts.
We start by defining a new way to represent traces more
suitable with a first-order model.

A. Trace representation
Using the traditional model-based approach, a trace

can be defined in terms of an EEFSM: Given M =<

S, s0,Σ, ~x, ~y, T >, we say that the sequence T =<

e1(~y1), e2(~y2), . . . , en(~yn) > is a trace for M , if there
exist states s, s1, . . . , sn−1, s

′ ∈ S such that we have
the following transitions s

e1(~y1);P1(~x0,~y1);A1(~x0,~y1)−−−−−−−−−−−−−−−−−−→ s1,

. . . , sn−1
en(~yn);P1(~xn−1,~yn);An(~xn−1,~yn)
−−−−−−−−−−−−−−−−−−−−−−→ s′, where ~x0 is t

he internal variable state before the first transition, and
P1, . . . , Pn and A1, . . . , An are respectively the predicates and
actions for the transitions. In order to make the concept
of trace more compatible with our current approach, we
propose an alternative representation

Definition 3. Let M =< S, s0,Σ, ~x, ~y, T > be an EEFSM and
M the domain of all possible messages for M , the structure
T =< R,m0, Next > is defined, where
• R ⊆M is a finite, non-empty set of messages.
• m0 ∈ R is the first message of the trace.
• Next ⊆ R×R is a relation that maps a message to its

next on the trace. i.e Next(x, y) indicates that x comes
immediately after y on the trace. This relation must
satisfy the property Next(x, y) ∧ Next(x, z) ⇔ y = z,
to restrict to a single successor for each element.

T is said to be a trace for M if there exist
states s, s1, . . . , sn−1, s

′ ∈ S such that the following
transitions exist: s

m1=e1(~y1);P1(~x0,~y1);A1(~x0,~y1)−−−−−−−−−−−−−−−−−−−−−→ s1, . . . ,

sn−1
mn=en(~yn);P1(~xn−1,~yn);An(~xn−1,~yn)
−−−−−−−−−−−−−−−−−−−−−−−−−−→ s′, where mi =

ei(~yi) ∈ R and Next(mi,mi+1) holds for every i = 1 . . . n−1.

For convenience we also define the following relations for
the trace.
• Prev(x, y) indicates that message x comes immediately

before y in the trace.
• After(x, y) the relation indicating that message x

comes after message y in the trace.
• Before(x, y) the relation indicating that message x

comes before message y in the trace.
For the remainder of the paper, it should be assumed that

the variables domain is the trace. That is, the expression
∃u1, . . . , un is equivalent to ∃u1, . . . , un ∈ T.
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Finally, we define Traces(M) as the set of all possible
traces for the EEFSM M .

B. A model for protocol traces

As our interest is to interpret invariant properties seman-
tically, it is necessary to first define a model. We define
the universe of the model as the trace, where properties are
expected to hold.

Given (F ,P) a logical signature, and a trace T =

(R,m0, Next), we specify the sets

• F ′ = F
• P ′ = P ∪ {Next, Prev,Before,After}.

With (F ′,P ′) as a new signature, a model for the trace
M(T) is constructed as follows

• The universe U = T.
• Each P ∈ P ′ is specified as a formula on the message

variables for the involved messages. For instance let’s
suppose that each message in the trace contains a
variable index indicating the order where each message
was collected into the trace. Then the predicate Next

can be stated as

Next(x, y)← x.index = y.index+ 1

• For each f ∈ F ′ of arity n a concrete function is defined
as fM(T) : Tn → T. We do not impose any restrictions
on the kind of functions that can be defined, other than
they must be within the domain of the trace, however,
for the examples in this paper we will not make use of
them.

C. Invariant definition

As the name implies, an invariant is a property that must
be true for every trace from an implementation, formally we
define

Definition 4. Let M =< S, s0,Σ, ~x, ~y, T > be an EEFSM,
M(T) =< T, (fM(T))f∈F , (PM(T))P∈P > be a model for a
trace T and X a set of variables, an invariant is any formula
φ such that there exists at least one interpretation l : X → T

where M(T) |=l φ for every trace T ∈ Traces(M).

The fact that an invariant must hold every trace from the
model, immediately imposes a restriction on the type of
formulas that are possible, since a trace may not involve
a particular property being evaluated. In particular, the
definition restricts invariants to formulas of the type φ⇒ ψ.
Due to the rules of logical implication, if the first part of
the formula is false, the value of the formula is immediately
true. For our approach, we will further restrict to formulas
of the type: ∀x1, . . . , xpφ⇒ ∃y1, . . . , yqψ, making it possible
to describe properties such as “Whenever x happens then y

must (have) happen(ed)”.

V. CORRECTNESS OF CHECKING INVARIANTS IN A
TRACE

In this section we will first show the correctness of our
approach, by using a trace preorder implementation relation,
and then we show how to test invariants on the trace.
We begin by introducing the trace preorder implementation
relation definition as

Definition 5. Let S and I be two EEFSMs. We say that
I trace conforms to S, denoted I ≤tr S if and only if
Traces(I) ⊆ Traces(S) ∧ Traces(I) 6= ∅.

This definition of conformance, requires that every possi-
ble trace generated by the implementation, must be possible
in the specification. To prove the soundness of our defini-
tions, we also need to define correctness of an EEFSM trace
with respect to an invariant as

Definition 6. Let I def
= ∀x1, . . . , xpφ ⇒ ∃y1, . . . , yqψ be an

invariant and T a trace from an EEFSM. We say that T is
correct with respect to I if there exists an interpretation
l : var(I)→ T, such that I holds.

Theorem 1. Let S and I be two EEFSM and I be an
invariant verified on S. Let T be a trace recorded from I. If
the trace T is not correct by Definition 6, with respect to I,
then I does not conform to S.

The proof is direct with the provided definitions.
Proof: Let I be a correct invariant and T ∈ Traces(I) a

trace that is not correct with respect to I. By Definition 4, I
holds for every trace in S, which means that T /∈ Traces(S),
then Traces(I) * Traces(S), therefore, by Definition 5, I
does not conform to S.

We conclude this section by describing how we can check
the correctness of invariants directly on a real trace by using
logic programming. A description of logic programming is
not provided, we recommend [15] as a good reference.

In logic programming, a program is composed by a set
of clauses of the type A0 ← A1 ∧ . . .∧An where each Ai is
an atomic formula (a predicate) that states a fact. Programs
allow to test goals, or statements for which we want to obtain
a truth value. The goal G is valid in the program P if P |= G.

In our approach, we can make the parallel between
clauses and predicate definitions, and between goals and
invariants. In order to test the invariants on a real trace, the
trace messages have to be stated using logic programming.
To solve this we define for the program the predicate
TraceMsg(index,msg) to state that the set of values in msg
is a trace message in the position index. With this definition,
a real trace consists of the set of statements

TraceMsg(1,msg1)

...
TraceMsg(n,msgn)

where msg1, . . . ,msgn are real message values. This way, on
giving the program the goal TraceMsg(1, x), it will respond
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x = msg1. The predicate Next, for instance, can be defined
with the use of TraceMsg as

Next(x, y) ← TraceMsg(i1, x) ∧ TraceMsg(i2, y)
∧ i1 = i2 + 1

These definitions give to the program the same informa-
tion as the model for the trace defined in Section IV-B, then,
a trace is correct with respect to an invariant, if such invariant
holds in the corresponding program.

Finally, in order to test the invariants, it is necessary
to remove the quantifiers, since most logic programming
languages do not support them. As in testing it is more
interesting to check the traces that fail the invariant, the
quantifiers can be easily removed. Let I be an invariant

I = ∀x1, . . . , xpφ⇒ ∃y1, . . . , yqψ

by the definition of logical implication this is equivalent to

I = ∃x1, . . . , xp¬φ ∨ ∃y1, . . . , yqψ

Since we want to know whether a trace fails an invariant, we
need to test the negation of the invariant Ineg = ¬I which
leaves the formula in

Ineg ← φ ∧ ¬ψ

easily tested using logic programming.

VI. INVARIANT DEFINITION FOR THE SIP PROTOCOL

The Session Initiation Protocol (SIP) [7] is an application-
layer (control) signaling protocol for creating, modifying,
and terminating sessions with one or more participants.
These sessions include Internet telephone calls, multimedia
distribution, and multimedia conferences.

The SIP protocol is a fundamental part in the IMS frame-
work, where the main elements in the core IMS network
behave as different SIP entities (user agent server, user agent
client, proxy) and communicate between them using this
protocol.

In this section we apply the concepts previously explained
to the SIP protocol. First, we define the message structure,
then we define some predicates and their meaning in terms of
variables and finally, we use them to specify some invariants.

A. SIP Messages

A SIP Message is either a request from a client to a server,
or a response from a server to a client. The basic message
format is the one established by RFC 3621, as follows

generic-message = start-line

*message-header
CRLF
[ message-body ]

start-line = Request-Line | Status-Line

When the message is a request, it contains a Request-Line
providing the Method Request-URI and SIP-Version. SIP
requests contain a Status-Line as a start-line, containing the
information SIP-Version, Status-Code and Reason-Phrase.

With the available information, for our approach we define
the following message variables.
• method ∈ RequestMethod, where RequestMethod =

{‘REGISTER’, ‘INVITE’, ‘ACK’, ‘CANCEL’, ‘BYE’,
‘OPTIONS’}. For this document we only consider the
Method field, although a message variable could be
easily defined to contain information for the request
URI.

• statusCode ∈ Code, where Code ⊂ N is the set of
possible status codes for the protocol.

We define a message m in SIP as at least the sequence
m = (method, statusCode). As it can be noticed, we are
not including the control part in the message definition.
Although it depends on the specification, the control part
here would be a combination of the method and status code,
since they define the function of the message, here we will
just specify them as data variables. Along with the message
definition, the following predicates will also be useful to
identify a message as request or response

Request(m)← m.method 6= ε ∧m.statusCode = ε
Response(m)← m.method = ε ∧m.statusCode 6= ε

1) SIP Requests: According to the standard “A valid
SIP request formulated by a UAC MUST, at a min-
imum, contain the following header fields: To, From,
CSeq, Call-ID, Max-Forwards, and Via; all of these
header fields are mandatory in all SIP requests”. In
addition to the request line, these header fields allow
the main functionality for the main SIP routing ser-
vices. Adding them to the message definition, m =

(method, statusCode, to, from, cSeqNum, cSeqMethod,

callId,maxForwards, via).
We do not detail on the on the function of this headers,

but the reader is invited to refer to section 8.1.1 of [7] for
further information.

2) SIP Responses: The basic procedures on how to
construct a response to a request are specified in section
8.2.6.2 of the RFC. They can be translated into the following
predicate

RespondsTo(x, y) ← Response(x) ∧ Request(y)
∧ x.from = y.from
∧ x.callId = y.callId
∧ x.cSeq.seq = y.cSeq.seq
∧ x.cSeq.method = y.cSeq.method
∧ x.via = y.via
∧ x.to = y.to

Meaning that if the message x is a response to the mes-
sage y, then the indicated variable values must be the
same in both. Using this property and, given a trace
T for an implementation, we can define the invariant
I1 ← ∀x ∈ T, Request(x) ∧ x.method 6= ‘ACK’ ⇒ ∃y ∈
T, RespondsTo(y, x) ∧ After(y, x), meaning that if there is
a request message in the trace, there must exist a response
message to it. In the same way, the invariant I2 ← ∀x ∈
T, Response(x)⇒ ∃y ∈ T, RespondsTo(x, y) ∧Before(y, x),
indicates that if there exists a response message in the trace,
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then there must be a request for it at some point before it in
the trace. This invariant is a more general version of the one
presented in the introduction, stating the relation between
INVITE and OK. This one states a relation between every
request and response, allowing to test more cases than the
original one.

B. SIP Registration

In SIP, registration allows a user to be located by other
peers. By sending a message to a server called the registrar,
the user agent client (UAC) informs the server of the location
(IP address, network) where a SIP user (specified by an URI)
can be located.

In terms of the protocol, in order to authenticate, the
user agent client sends a REGISTER request to the server
and the server responds with a 200 OK response when the
registration is accepted. A series of messages are sent in
between, in order to perform authentication (if required by
the server), determine capabilities of the server, and others.
However for the purpose of this document we only consider
whether a registration was successful. To achieve this, we
define the following predicate

Registration(x, y) ← ResponseTo(y, x)
∧ x.method = ‘REGISTER’
∧ y.statusCode = 200

C. SIP Session Establishment

In order to establish a session between two users, one of
the UACs sends an INVITE request to the server which
contacts the second UAC. An exchange of messages takes
place in order to setup a session (using session description
protocol), different provisional responses are sent to the first
UAC to indicate the status of the process (100 Trying,
180 Ringing, etc). The session is established after the
negotiation where a 200 OK message is sent to the origi-
nating UAC, and an ACK request is sent back to the server
to acknowledge the reception.

The ACK message, in accordance to section 17.1.1.3 in
the RFC, is constructed with the Call-ID, From and Request-
URI values from the original request, and the To header from
the response being acknowledged. The CSeq header in the
ACK must contain the same sequence number as the original
request, but the method parameter must be equal to “ACK”.

Then in order to determine that the session establishment
was successful we need to consider three messages as
described by the following predicate.

SessionEstabl(x, y, z) ← RespondsTo(y, x)
∧ Request(z)
∧ x.method = ‘INVITE’
∧ y.statusCode = 200
∧ z.method = ‘ACK’
∧ z.to = y.to
∧ z.callId = x.callId
∧ z.from = x.from
∧ z.cSeq.seq = x.cSeq.seq
∧ z.cSeq.method = ‘ACK’

Again we have done some simplifications according to the
previous definitions with respect to the RFC. This predicate

specifies when three messages conform to a session estab-
lishment.

D. Invariant examples for the PoC service

The SIP protocol is designed for extensibility and usability
in different contexts, because of that, there are not many
restrictions on when a session should be established, only
on the message exchange in order to establish it. However, a
service using SIP can define requirements for its infrastruc-
ture. For instance, the PoC service requires that a session
can be established only by registered clients. Then invariant
I3 can verify that requirement on the trace

I3 ← ∀x, y, z ∈ T, SessionEstabl(x, y, z)⇒
∃u, v ∈ T, Registration(u, v)

∧ x.from = u.from ∧ Before(v, x)

indicating that whenever a session establishment is found
on the trace, then a registration must previously appear on
the trace from the same user. This invariant in particular is
interesting for its complexity, given that it requires testing
several messages in order to be checked. Such kind of
property is not easy to define using similar invariant testing
methodologies.

VII. EXPERIMENTS AND RESULTS

In this section we briefly describe the methodology used
to test the invariants defined in Section VI on real protocol
traces.

We defined the predicates and invariants using the Prolog
programming language. We chose this language due to its
definition as an ISO standard (ISO/IEC 13211-1), portability
and maturity of its implementations. In particular we used
the ISO compliant SWI-Prolog implementation, because of
its large library of functions. A SIP message was defined as
a structure msg(Request, StatusCode, ...) and
predicates were defined in terms of variables as described
in Section VI. Invariants were specified in the negative form
φ∧¬ψ, for instance, for invariant I1 the following predicate
was defined

negInv1(X) :-
trace_msg(_, X), request(X),
not(msg_method(’ACK’,X)), trace_msg(_, Y),
not((

after(Y,X), responds(Y,X)
)).

where msg_method(Method, Msg) is true if the
value of the variable Method equals the method of the
message in Msg. In the program, the execution of the goal
negInv1(X) will return all request messages for which a
response message is not available in the trace.

Trace files were provided by Alcatel-Lucent for a PoC
service implementation, a single trace was chosen for testing,
containing the establishment of an Ad-Hoc group session by
2 clients. In order to test the traces using logical program-
ming, we implemented a prototype tool in C to convert from
the XML (PDML) format exported with the tool Wireshark
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into a set of statements of the form trace_msg(index,
msg) as described in Section V.

In our tool, a configuration file defines how to relate
a message variable in Prolog with a field of a respective
packet, as follows

message: {
Method = "sip.Method";
StatusCode = "sip.Status-Code";
To = "sip.to.addr";
From = "sip.from.addr";
...

}

Using this configuration, along with the trace, the tool
outputs a Prolog file containing the list of trace_msg
statements, where each message is assigned an index ac-
cording to its order in the trace, as follows

trace_msg(1, msg(‘INVITE’, nil,
‘sip:user1@b.c’, ‘sip:user2@b.c’, ... )).

trace_msg(2, msg(nil, 180,
‘sip:user1@b.c’, ‘sip:user2@b.c’, ... )).

trace_msg(3, msg(nil, 200,
‘sip:user1@b.c’, ‘sip:user2@b.c’, ... )).

If a particular field is not found in a trace message, it is
replaced by the empty value nil (as the Method field in SIP
response messages). However, if none of the defined fields
are found, the message is ignored. This allows the tool to
also act as a filter for messages of the studied protocol.

We performed experiments by manually introducing some
errors on the implementation traces to evaluate the detection
capabilities of our approach. The results were successful,
the errors introduced were correctly detected by execution
of the program, and no false positive results were produced,
given that the definitions were specifically targeted to the
PoC service, the process allowed to correctly filter out the
Presence service messages. Even for a complex invariant
such as invariant 3 the approach did not present any issues.

In addition to the detection of the introduced errors, the
program also found some legitimate errors in the trace,
that were not found by previous testing. These occurred for
invariant 2, where some responses to an INVITE were found
in the trace where the request could not be found. Upon
further examination of the trace, we found that the error
was due to a problem in the collection of the trace, since
there were several responses from the server, indicating that
the request must have been correctly received. This raises
an issue about the reliability of trace collection tools and
techniques, however this was an isolated case and since we
only have access to the trace it is not possible to make a
full assessment without further experimentation.

One issue that should be addressed is the performance of
the approach. Since Prolog is a general purpose program-
ming language and not a dedicated program, the number of
evaluations performed in order to evaluate an invariant on
the trace is large. For invariant 1, in a trace with only 407
messages, the program performed 5559 inferences (proce-
dure calls) to arrive to a conclusion, however, the problem

is better illustrated for invariant 3, the most complex one,
where the number of inferences performed was of 583440
(although in only 0.09 seconds) to obtain a verdict. A dedi-
cated algorithm could perform less inferences by limiting the
range of comparison in the trace, instead of testing for every
possible combination as Prolog does. This issue is even more
critical as the number of messages involved in the property
increases. Although some optimizations are possible, the
creation of a dedicated program is indispensable.

VIII. RELATED WORK

A short overview of works related to ours are given in
this section, to complement the references cited throughout
the paper.

Formal testing methods have been used for years to prove
correctness of implementations by combining test cases
evaluation with proofs of critical properties. In [16], [1]
the authors present a description of the state of the art and
theory behind these techniques. Within this domain, and in
particular for network protocols, passive testing techniques
have to be used to test already deployed platforms or
when direct access to the interfaces is not available. Some
examples of these techniques using FSM derivations are
described in [2], [17]. Most of these techniques consider
only control portions, in [11], [13], [3], data portion testing
is approached by evaluation of traces in EEFSM and SEFSM
(Simplified Extended Finite State Machine) models, testing
correctness in the specification states and internal variable
values. Our approach, although inspired by it, is different in
the sense that we test critical properties directly on the trace,
and using a model only for their verification. A different
methodology can be found in [18], where I/O Automata
and first-order logic are used to prove the correctness of
the implementation w.r.t. the specification for distributed
algorithms. Data relations are also taken into account. Again,
this work relies on a specification to perform testing, which
is not always available. There exists a considerable number
of works with similar approach in literature. In [19], [4]
the invariant approach was presented, and studied also in
[5], [12]. A study of the application of invariants to an IMS
service was also presented by us in [20], [8]. Although these
invariant approaches consider in some level the data part, it
is not their main objective. Some improvements have been
made to invariant techniques by the authors of [6] to include
temporal restrictions. Although their approach is very useful
with temporal specifications, it is not extensible for testing of
data. Our method improves on invariant testing by allowing
to define properties with complex data relations by using a
restriction on first-order logic formulas.

IX. CONCLUSION AND FUTURE WORK

In this article we describe a new approach to invariant-
based passive testing. We improve the expressiveness of in-
variant properties by using first-order logic, thus allowing to
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test data constraints between messages directly into protocol
traces. We also demonstrate the soundness of our approach,
showing that if a trace from an implementation is not correct
with respect to an invariant verified in a specification, then
the implementation does not conform to such specification.
We detail on how invariants defined using our definition can
be tested using logic programming. We provide an example
of definition of invariants for the SIP protocol directly from
the protocol standard and detail on the results obtained
by testing using a Prolog implementation on a real trace
obtained from a PoC service implementation.

Our experiments showed that our approach makes it
possible to test complex properties directly into the trace.
The expressive power of invariants defined in the way
described is very large, given the few limitations imposed
to the definition of formulas.

However our testing approach still requires improvement.
In particular, testing using logic programming showed to be
very expensive in terms of the number of procedure calls
required to arrive to a conclusion. One of the reasons for
this is that the evaluation of the formulas does not take
into account the linearity of the trace, and always tests
every message in the trace, even though it is only necessary
to evaluate in a single direction in the trace, forward or
backward, depending on the property.

As future work, we plan to develop an algorithm to
allow more efficient testing of properties by taking into
account the linearity of the trace and also by optimizing
the invariant formulas. This could also allow for real time
passive monitoring and testing of invariants in protocol
implementations.

REFERENCES

[1] R. M. Hierons, P. Krause, G. Lüttgen, A. J. H. Simons,
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Abstract—The increasing number of upcoming communication
systems make a reconfigurable platform concept inevitable. A
strict modular, software-defined radio based concept allows to
interchange several components in hardware as well as in
software without affecting the residual parts of the platform
in order to adapt the underlying system to various modern
communication systems. In this paper, the authors describe a
reconfigurable prototyping platform developed and successfully
tested at the Department of Communication Technologies at
University of Duisburg-Essen strictly following this software-
defined radio paradigm. Using the example of the upcoming
terrestrial broadcasting standard, namely DVB-T2, the necessity
of a hybrid platform concept is discussed, comprising of a digital
signal processor on the one hand and field-programmable gate
arrays on the other hand.
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I. INTRODUCTION

The introduction of new communication systems, such as
DVB (Digital Video Broadcasting), is mostly led by the
demand for higher data rates. In order to be able to meet
the various requirements, a sophisticated platform concept
has to be developed. Within this paper, the authors present
a reconfigurable prototyping platform based on the software-
defined radio (SDR) concept [1]. Reconfigurability in radio
development is not a very new technique [2]. Already during
the 1980s, reconfigurable receivers were developed for radio
intelligence in the short wave range. However, reconfigura-
bility became familiar to many radio developers with the
publication of the special issues on software radios of the IEEE
Communication Magazine [3], [4]. The author in [2] refer to a
transceiver as a software radio (SR) if its communication func-
tions are realized as programs running on a suitable processor.
Based on the same hardware, different transmitter/receiver
algorithms, which usually describe transmission standards, are
implemented in software in a cost effective manner [5]. An
SR transceiver comprises all the layers of a communication
system, in particular the physical layer, usually abbreviated
by PHY layer, and the medium access control layer, denoted

by MAC layer. Initially, the idea of software-defined radio was
of academic interest only. However, due to the technological
progress, modern hardware components are capable of making
use of this concept. With the goal of implementing one
of the world’s first DVB-T2 (Digital Video Broadcasting -
Terrestrial) receivers, a prototyping platform was developed
at the Department of Communication Technologies at the
University of Duisburg-Essen, strictly following the software-
defined radio approach. DVB-T2 is the successor of DVB-T
which has established itself as the leading specification for
terrestrial television broadcasting after being introduced in the
1990s. The increasing demand for HDTV (High-Definition
Television) paved the way towards a renovation of DVB-
T, which does not allow the transmission of high-definition
video streams. The goal of DVB-T2 was a higher spectral
efficiency by using more sophisticated forward error correction
techniques on the one hand and higher order modulation on the
other hand. In the meantime, the standardization of DVB-T2,
which began in 2006, has been completed [6].

In the following, the key parameters specified in the DVB-
T2 standard [6] are mentioned. DVB-T and DVB-T2 are
both based on Orthogonal Frequency Division Multiplexing
(OFDM). While DVB-T uses a gross number of 8192 points,
the OFDM size in DVB-T2 is 32768 points. The modulation
order for each subcarrier goes up to 256 QAM (Quadra-
ture Amplitude Modulation) in DVB-T2. Furthermore, the
underlying forward error correction scheme is considerably
modified. While DVB-T employs a combination of Reed-
Solomon codes and convolutional codes, DVB-T2 makes use
of a concatenation of BCH (Bose Chaudhuri Hocquenghem)
codes and LDPC (Low-Density Parity-Check) codes with a
block length of 64800 bits. LDPC codes are used in several
modern and upcoming communication systems such as IEEE
802.16e (WiMAX) because of their near Shannon limit per-
formance on the one hand and their ability for parallelized
implementation on the other hand. Nevertheless, the real-time
implementation of the LDPC decoder is one of the most
challenging aspects when implementing DVB-T2 receivers.
The modulation scheme, the channel coding parameters and
the number of OFDM subcarriers have to be flexibly adaptable
in the receiver [7]. Table I gives a brief comparison between
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DVB-T DVB-T2
FEC Convolutional code + Reed-Solomon code LDPC code + BCH code

Code rates 1/2, 2/3, 3/4, 5/6, 7/8 1/2, 3/5, 2/3, 3/4, 4/5, 5/6
Modulation QPSK, 16-QAM, 64-QAM QPSK, 16-QAM, 64-QAM, 256-QAM

Guard intervals 1/4, 1/8, 1/16, 1/32 1/4, 19/256, 1/8, 19/128, 1/16, 1/32, 1/128
OFDM sizes 2048, 8192 1024, 2048, 4096, 8192, 16384, 32768

TABLE I
SYSTEM PARAMETERS FOR DVB-T AND DVB-T2

the system parameters of DVB-T and DVB-T2 [6] [8].
Meeting the aforementioned requirements as well as being

able to adapt the system to other communication standards
requires a thorough investigation of state-of-the-art hardware
components. A design merely based on digital signal proces-
sors (DSPs) is not powerful enough the achieve the desired
goals. Thus, authors of this paper developed a hybrid concept
which relies on a digital signal processor on the one hand and
on field-programmable gate arrays (FPGAs) on the other hand.
Due to the consequent deployment of the software-defined
radio paradigm, the developed prototyping platform is capable
of implementing various modern communication standard such
as DVB-T2 and is ideally suited for concept engineering in the
field of wireless communications in general. This manuscript
is organized as follows. After this brief introduction, Section II
gives an overview over the concept of the reconfigurable
prototyping platform, followed by implementation aspects of
this platform in Section III. Finally, the performance of the
prototyping platform is addressed in Section IV.

II. RECONFIGURABLE PROTOTYPING PLATFORM CONCEPT

Figure 1 shows the suggested reconfigurable DVB-T2 re-
ceiver architecture. It consists of a fixed-point DSP board,
which does not only implement major parts of the signal
processing, but is also responsible for the scheduling of all
platform components, which is an essential prerequisite for a
reliable real-time demonstrator functionality. A mixed-signal
daughter card, which implements analog signal processing and
data conversion, connects directly to the DSP. In order to fulfill
even very complex forward error correction requirements, such
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Fig. 1. Implementation concept of the SDR multimedia HDTV receiver

as the LDPC codes in DVB-T2 with a block length of 64800,
a Virtex-5 FPGA evaluation module (EVM) is connected to
the DSP, acting as a hardware accelerator. Finally, the decoded
data is transferred to a data sink. While the DSP board and
the Virtex-5 evaluation module are commercially available, the
mixed-signal daughter card was developed by the authors of
this paper. Its concept is shown in Figure 2. It consists of
a further daughter card containing the RF (Radio Frequency)
front end. The mixed-signal daughter card shall be able to
allow processing signals in various frequency bands. There-
fore, an analog-to-digital converter with an integrated down-
conversion unit and advanced filtering capabilities should be
used. Using a analog-to-digital converter with an integrated
down-conversion unit has the advantage that the incoming
intermediate frequency signal can be down-converted digitally.
In order to be suitable for several communication systems,
the sampling rate of the analog-to-digital converter should be
reasonably high. The output of the analog-to-digital converter
is fed into a Xilinx Spartan-3 FPGA for further basic signal
processing purposes, such as additional filtering and sampling
rate decimation. Furthermore, it buffers the data for the DSP.
For improved flexibility, the authors follow a strict modular
concept. In case of technology advances in a specific field,
the corresponding module - in this context the mixed-signal
daughter card - can be easily replaced without affecting the
residual system. The USB (Universal Serial Bus) interface
shown in Figure 2 is designed for debug reasons only.

The core part of the prototyping platform shown in Fig-
ure 1 is a DSP board with a powerful Texas Instruments
TMS320C6455 fixed-point DSP running at 1.2GHz. The
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Fig. 2. Implementation concept of the mixed-signal daughter card

103

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                         114 / 157



mixed-signal daughter card described before is connected to
the DSP using a TI proprietary solution, namely the EMIF
(External Memory Interface). In case of using the hardware
accelerator for channel decoding, as it is done for the DVB-T2
implementation, the interface between the DSP and the Virtex-
5 FPGA hardware accelerator demands for a reasonable high
data rate depending on the resolution of the log-likelihood
ratios representing the soft information for the channel de-
coder. This log-likelihood ratios are typically computed within
the digital signal processor. This hardware accelerator for the
DSP, which is also depicted in Figure 1, is implemented
using an Avnet evaluation module hosting a Xilinx Virtex-
5 LX110 FPGA. The TMS320C6455 DSP and the Xilinx
Virtex-5 LX110 FPGA provide the digital signal processing
capabilities required by the DVB-T2 standard as well as by
further modern communication standards like IEEE 802.11n.
Following this hybrid concept of a software/hardware solution
has major implementation advantages. While FPGAs are ide-
ally suited for massive parallel processing, DSPs are superior
in the implementation of scheduling tasks. By combining both
techniques, the proposed system architecture exhibits both
advantages. The DSP is the heart of the prototyping platform,
controlling and reconfiguring all further hardware components.
The Virtex-5 LX110 FPGA acts as a necessary and flexibly
adjustable hardware accelerator, providing, e.g., real-time error
control decoding capabilities. The DSP is programmed in C++
language using the Code Composer Studio, and all FPGAs
are programmed in Verilog HDL (Hardware Description Lan-
guage) using the Xilinx ISE development suite. To facilitate a
high-speed interconnection between DSP and Virtex-5 LX110
FPGA, the authors developed a point-to-point variant, i.e. a
simplified version, of the well-known PCI (Peripheral Compo-
nent Interconnect) bus, allowing a maximum transmission rate
of approximately 700Mbit/s. For the implementation of the
DVB-T2 receiver, the error control decoded bit stream is the
output of the prototyping platform developed by the authors.
To facilitate a low-cost and at the same time standardized
interface, the authors rely on a USB 2.0 connection with a
maximum achievable data rate of about 400Mbit/s.

After describing the concept of the underlying reconfig-
urable prototyping platform, within this section some imple-
mentation aspects are emphasized, focusing on the implemen-
tation of the DVB-T2 receiver. The received RF signal, pre-
vailing either in the VHF or the UHF band, is first processed
by a Thomson DTT73200 digital terrestrial tuner, generating
an IF (Intermediate Frequency) receive signal at its output. To
circumvent the impact of intermodulation distortions (IMD)
caused by I/Q imbalancing, the authors deploy a single
heterodyne analog receiver which feeds an Analog Devices
AD6655 analog-to-digital converter (ADC) with a maximum
sampling rate of 150MSamples/s. Within the AD6655, the
IF received signal is sampled and digitally down-converted.
This conversion scheme shows a superior robustness against
analog impairments as shown in [9] especially compared to
homodyne conversion. Nevertheless, in the proposed fully
modular concept, the RF module can be easily replaced by a

homodyne solution if necessary. The digitized received signal
output by the AD6655 is decimated, digitally down-converted
and low-pass filtered before being transferred to the DSP. The
digital down-conversion step allows a very efficient imple-
mentation of an automatic frequency error correction (AFC)
since the integrated NCO (Numerically-Controlled Oscillator)
can be reconfigured very easily. Frequency offsets result from
impairments in the analog signal processing branches, in
particular in deviations of the local oscillator frequencies from
the reference value. The Xilinx Spartan-3 FPGA acts as an
interface between the parallel data output of the ADC and
TIs External Memory Interface which is used to transfer the
digital complex baseband signal to the TMS320C6455 DSP
for synchronization and demodulation. In order to reduce the
load of the digital signal processor, the data transfer between
Spartan-3 FPGA and DSP is carried out by using DMA (Direct
Memory Access) which allows data transfers without DSP
intervention. The petri-net based scheduling of the signal pro-
cessing carried out on the DSP is depicted in Figure 3. After
frame synchronization, a synchronization tracking is carried
out for compensating for potentially occurred synchronization
mismatches. The synchronization in DVB-T2 is based on
the P1 preamble. The subsequent symbol, the P2 preamble,
contains signaling information required for the demodulation
of the following data symbols. The channel estimation and
equalization is based on pilot subcarriers and is processed in
frequency domain, followed by the computation of the log-
likelihood ratios (LLRs).

The LLRs are then transferred to the Xilinx Virtex-5 LX110
FPGA for LDPC decoding. Again, DMA is used to reduce
the DSPs load. Finally, the error control decoded bit stream
is transferred to a standard host PC (Personal Computer) via
USB 2.0 carrying out the source decoding and the video dis-
playing via an HDMI (High Definition Multimedia Interface)

Synchronization (Acquisition)

Sychronization (Tracking)

FFT Computation

P2 Preamble Processing

Channel Estimation

Equalization

LLR Computation

Fig. 3. Petri-net based DSP scheduling
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connection to a full HD display.

III. RECONFIGURABLE PROTOTYPING PLATFORM
IMPLEMENTATION

Figure 4 shows a photograph of the reconfigurable proto-
typing platform developed by the authors, customized for the
reception and demodulation of DVB-T2 signals. On the left-
hand side of the photograph, a compound of three stacked
printed circuit boards (PCB) can be seen. The top is the
RF tuner board developed by the authors. This RF tuner
board hosts the aforementioned Thomson DTT73200 digital
terrestrial tuner. The RF tuner board is connected to the mixed-
signal board also realized by the authors. As described before,
this mixed-signal board hosts two Xilinx Spartan-3 FPGAs of
which one is required for the DVB-T2 receiver. The mixed-
signal board is connected to the Texas Instruments DSP board
which contains the TMS320C6455 DSP. On the right-hand
side of the photograph shown in Figure 4, the Virtex-5 LX110
FPGA evaluation module is located. The interconnection of the
FPGA board and the mixed-signal board is a proprietary PCI
solution.

IV. PERFORMANCE

The resulting constellation diagram for the most challenging
DVB-T2 mode with an OFDM size of 32768 points and 256-
QAM subcarrier modulation is shown in Figure 5. Due to
analog impairments such as local oscillator frequency and
sampling clock offsets, the degradation becomes higher for in-
creasing QAM symbol magnitudes. Nevertheless, the powerful
forward error correction scheme is able to correct the occurring
errors. Figure 6 depicts the obtained error performance of
the demonstrator in the case of a transmission via a single
path channel with additive white Gaussian noise (AWGN),
assuming LDPC coding with a code rate of 3/5, a code word
length of 64800 bits, 32k FFT and 256-QAM modulated
data symbols transmitted over each subcarrier. This error
performance was measured for benchmarking. In Figure 6,
both the bit error ratio (BER) Pbit as well as the block error
ratio (BLER) Pblock are shown versus the signal-to-noise ratio
(SNR) 10 log10(Es/N0). Both Pbit and Pblock are determined

at the output of the BCH decoder which follows the LDPC
decoder. The LDPC decoding results was determined after
a maximum of fifty decoding iterations. Both LDPC and
BCH decoders are soft-input decoders. It is found that a
Pblock of 10−3 requires an SNR 10 log10(Es/N0) of less than
16.7 dB. The corresponding BER is approximately 10−7 at the
same SNR. Furthermore, it was found that the analog single
heterodyne receiver allows a superb error vector magnitude
(EVM) of less than 2%. The frequency offset of the RF tuner
is lower than 6 kHz without correction, corresponding to 21.5
subcarriers. This frequency offset can be easily corrected by
an automatic frequency correction (AFC) and synchronization
algorithm developed and implemented by the authors. The
implemented SDR based DVB-T2 receiver was tested using
an RF signal which was generated and transmitted through
a Rohde & Schwarz AFQ / SMIQ06 combination. The test
signal was based on a 256-QAM/32k FFT variant of the
DVB-T2 signal. It contained a multiplexed version of three
HDTV test video streams provided by the BBC. The gross
information rate was 45Mbit/s. The signal which is generated
for the performance analysis is fed into the demonstrator and
processed. The resulting bitstream is sent to a PC where the
block error ratio is measured. Since the transmitter consists of
calibrated measurement equipment, the power level at the an-
tenna input can be controlled arbitrarily. Hence, the sensitivity
of the demonstrator can be measured easily. In addition, the
demonstrator can be put in a transparent mode which allows
to measure the modulation accuracy by calculating the error
vector magnitude.

Furthermore, the modular concept of the prototyping plat-
form allows for easily implementing other communication
systems beside DVB-T2. Due to the nature of the deployed
hardware, the functionality can be changed to support totally

Fig. 5. Constellation diagram of a received and equalized 256-QAM signal
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different communication standards by changing the firmware.
The clock generation and distribution circuits are software
controllable and can match the specification of a majority
of the commercially deployed communication standards. The
RF down-conversion stage is limited in the support of carrier
frequencies and baseband bandwidths, but can be exchanged
easily due to the modular concept.

V. CONCLUSION

Within this manuscript, the authors presented a system con-
cept and setup of a reconfigurable prototyping platform using
the example of DVB-T2. This platform combines the digi-
tal processing power of high-performance Texas Instruments
TMS320C6455 DSP and Xilinx Virtex-5 LX110 FPGA with
a single heterodyne analog receiver concept. With this system
concept the authors will ease the way towards commercial
and highly integrated implementations of communication sys-
tems. In addition, the presented platform is ideally suited for
research and development for future wireless communication
systems.
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ABSTRACT 

 

In this paper we present an evaluation of the fast algorithms 

used for motion estimation and compensation. The presented 

algorithms are classified in two categories. The first category 

contains the algorithms with fixed number of iterations, i.e., 

Three Step Search (TSS), New Three Step Search (NTSS), 

and Four Step Search (FSS). The second category includes 

motion estimation algorithms with variable number of 

iterations, i.e., Orthogonal Search (OS), Two Dimensional 

Logarithmic Search (TDLS), and Adaptive Rood Pattern 

Search (ARPS). It is proved that for the second category of 

algorithms the number of iterations depends on the dimension 

of the search window. The evaluation is done by comparing 

the peak signal-to-noise ratio (PSNR) of the compensated 

motion frame and the number of blocks that are used. 

Keywords – Motion estimation, fast algorithms, fixed and 

variable iterations. 

 

 

I. INTRODUCTION 

 

Multimedia Information Retrieval (MIR) emerged as a branch 

of the Information Retrieval Domain simultaneously with the 

increasing interest in multimedia content analysis, 

characterization, and retrieval. Since by multimedia content 

we understand audio data, video data, textual data (and 

combinations of these), the Information Retrieval is defined 

for textual data; thus we can easily conclude that MIR means 

audio and video content analysis. 

Motions estimation played a key role in video 

compression [1] and is more successfully used since the 

development of the Moving Pictures Experts Group (MPEG) 

standards. To enhance the “access to” and “retrieval of” 

multimedia content, MPEG has developed a standard called 

MPEG-7 that provides a rich set of standardized tools to 

describe multimedia content [2]. This set of tools includes 

motion descriptors that can be used for classification, 

indexing, comparison, and retrieval of video content [2]. For 

the video content compressed using the MPEG-4 standard, the 

motion information is contained in the form of motion vectors 

for the B and P frames and can be used directly for the 

extraction of the motion descriptors. If the video content does 

not include motion information, then the motion vectors can 

be extracted using one of the many fast motions estimation 

algorithms developed in the last decade. 

The basic idea behind motion estimation is the block by 

block comparison of two consecutive frames, i.e., the current 

frame and the previous frame. The blocks are rectangular areas 

of a frame, having the dimensions chosen according to the 

application. Usually, the blocks are 8 8×  or 1616×  pixels for 

compression; when high precision is needed the blocks can 

contain only one pixel. In this case, the motion vector has a 

dimension equal to the number of pixels, and is referred as 

“optical flow.” 

Fast motion estimation algorithms are used in order to 

minimize the computational complexity with little loss in the 

precision of the estimation. This is the case of video 

compression because the predicted frames P and B are based 

on a full frame I, the motion information, and the difference 

between the current frame and the motion compensated frame. 

These algorithms are simple but very efficient, so that they are 

extensively used in video compression. 

The rest of the paper is organized as follows. In Section II 

we describe six of the most used motion estimation algorithms 

divided in two categories, i.e., fixed number of iterations and 

variable number of iterations. Section III contains the 

comparative experimental results obtained through 

simulations, using three different scenarios. In Section IV, we 

present the conclusions of the evaluation and future work. 

 

 

II. BLOCK MATCHING ALGORITHMS 

 

As stated in the first section, motion is a very important 

characteristic of video content and can be used for 

compression (e.g., MPEG-4) and retrieval (e.g., MPEG-7). 

Combining with image segmentation we can obtain camera 

motion information (using the motion vectors of the 

background) and object motion information (using the motion 

vectors of region labeled as objects). 

The block matching algorithms used for motion 

estimation split the current frame into non overlapping blocks 

of size 8 8×  or 1616×  pixels and, for every block, the 

corresponding block in the previous frame is found [3]. For a 

better understanding of the basic method for motion 

estimation, let us denote the current frame with ( ),cF x y , the 

previous frame with ( ),pF x y , and with ( ), ,
c
m jB x y  the block 

number j  of the current frame. The parameter m  is the 

dimension of the block and the pair ( ),x y  is the horizontal 

and vertical position of the block in the frame. In the 

following, in order to simplify the notation, we will omit the 

subscript m . For every block ( ),
c
jB x y  of the current frame, 

we can define a search window ( ), ,
p

l jW x y  as an extension of 

the block in the previous frame ( ),
p
kB x y , with the same 

position as the bloc in the current frame. The parameter l  of 

the search window represents the dimension of the extension 

in all four directions. This means that the search window 
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( ), ,
p

l jW x y  used for the motion estimation of a block  

( ),
c
jB x y  will have the dimension ( ) ( )2 2l m l m+ × + . 

The corresponding block represents the best block 

obtained by comparing the block from the current frame,
c
jB , 

with all the overlapping blocks from the search window, 

, 1,
p
kB k N= , where N  represents the number of blocks in the 

search window. 

The corresponding block or the best block is found using 

the minimization of a cost function defined as the mean square 

error (MSE) or as the mean absolute error (MAE) between the 

current block in the current frame and the current block in the 

search window, i.e.,  

 

( ) ( )

( ) ( )( )

2

2

2
1 1

,

1
, ,

p pc c
j jk k

m m

c p
i j

MSE B B B B
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= − =

= −∑∑
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j jk k
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c p
i j
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P i j P i j
m = =

= − =

= −∑∑
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where ( ),cP i j  and ( ),pP i j  represents the pixels in position 

( ),i j  from the current and previous frames. The values of the 

parameters m  and l  determines the precision and the 

computational complexity of the motion estimation. If the 

motion of an object in a video is wide, then, for a good 

estimation, it is necessary a large search window, but this 

means that the process will be computationally expensive. 

This algorithm is known as the Full Search (FS) algorithm 

because it searches the best block from all the blocks in the 

search window [4]. The precision of this algorithm is very 

good, if the window is large enough to include the amplitude 

of the motion, but because it uses all the blocks in the search 

window it is also computationally expensive. 

The class of fast block matching algorithms for motion 

estimation was developed with the goal of lowering the 

computational time without causing a high loss in precision. 

This is done by using for comparison only a small number of 

blocks in the search window. The developed fast algorithms 

use the same principle but with a different block selection 

scheme.   

 

A. Three Step Search Algorithm 

 

The Three Step Search (TSS) is the first fast algorithm that 

was developed and, as its name suggests, it uses three steps to 

determine the best block. The three steps are as follows [4]: 

1. The current block, ( ),
c
jB x y , is compared to the 

centre block in the search window, ( ),
p
jB x y , and 8 

blocks located at a distance S  from the centre block. 

The cost function for all the blocks is computed and 

the best block for this step is determined as the block 

with the minimum cost. 

 
Figure 1.  The neighboring blocks selected if the best block is one of 

the blocks with 1S = . 

 

 

2. The determined best block is selected as the new 

centre, the distance S  is halved, and step 1 is 

repeated. 

3. When the distance is 1, the best block is determined 

as the block with the minimum cost.  

The values of the motion vector for the current block are 

obtained as de difference between the horizontal and vertical 

positions of the best block and the positions of the current 

block. Usually, the initial distance is set to 4S =  and the 

search window parameter is set to 7l = . These values where 

experimentally determined but lead to good enough results for 

estimating motion with low amplitude. Larger values of these 

parameters may lead, in some cases, to a better estimation, but 

definitely lead to an increase of the computational cost. 

Compared to the FS algorithm, the TSS algorithm has a nine 

times lower computational cost. 

 

B. New Three Search Algorithm 

 

The improvement introduced by the New Three Step Search 

(NTSS) is a better estimation of the motion with low 

amplitude [5]. This is done by evaluating in the first step 

another 8 blocks located at a distance 1S =  from the centre 

block. The best block from these initial 17 blocks is 

determined based on the cost functions; depending on the 

positions of the best block we have three situations: 

1. If the best block is the one in the centre of the search 

window, then the algorithm stops. 

2. If the best block is one of the blocks located at a 

distance 4S = , then the TSS algorithm is used. 

3. If the best block is one of the blocks located at a 

distance 1S = , then its neighbors are compared with 

the current block and the best block is determined as 

the block with the minimum cost function. 

To decrease the number of blocks compared and to eliminate 

the re-evaluation of some blocks, the neighbors selected in the 

last case depends on the position of the best block as shown in 

Figure 1.   

 

C. Four Step Search Algorithm 

 

The Four Step Search (FSS) is performed in four steps [6]: 

1. The centre block and the eight block al distance 

2S =  are evaluated. If the block with the minimum 

cost is the centre block, then the algorithm jumps to 

step 4. Else it goes to step 2. 

2. The block with the minimum cost is selected as the 

centre block and the neighboring blocks at distance 
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2S =  are evaluated. The selection of the neighboring 

blocks is similar to NTSS. 

3. If the best block is the centre block, then the 

algorithm goes to step 4, else step 2 is repeated. 

4. The distance is set to 1S =  and the centre block and 

its eight neighbors are evaluated. The best block is 

the block with the minimum cost. 

The minimum number of evaluated blocks is the same as in 

the case of the NTSS algorithm, but the maximum number 

decreases. 

 

D. Two Dimensional Logarithmic Search Algorithm 

 

The Two Dimensional Logarithmic Search (TDLS) algorithm 

is similar to the TSS algorithm, but verifies the centre block 

and only 4 blocks located at distance S  on the horizontal and 

vertical axes [6]. The value of S is not fixed, as in the case of 

TSS and FSS algorithms, and can be chosen depending of the 

dimension of the search window. The steps required by this 

algorithm are: 

1. The value of the distance parameter S  is set. The 

centre block and the 4 blocks at distance S  are 

evaluated, and the block with the lowest cost is 

selected. 

2. If the selected block is the centre block, then the 

distance S  is halved. If one of the other blocks is 

selected, then this block is set as the new centre and 

step 1 is repeated. 

3. When the distance becomes equal to one, the centre 

block and all its neighbors are evaluated. The block 

with the lowest cost is the best block. 

It is not always clear that the TDLS algorithm obtains better 

results than the other presented algorithms. But the fact that 

the initial value of S  is not imposed can be very helpful in 

case of a motion with large amplitude. 

 

E. Orthogonal Search Algorithm 
 

The Orthogonal Search (OS) is a combination of the TSS and 

TDLS algorithms [3]. The algorithm involves the following 

steps: 

1. The initial distance is chosen as half of de maximum 

distance of the search window. The centre block and 

two blocks on the horizontal axis are evaluated. The 

block with the minimum cost is set as the new centre. 

2. The centre block and two blocks on the vertical axis 

are evaluated and the new centre is selected. 

3. If the distance parameter S  is bigger than one, then 

the distance is halved and the steps 1 and 2 are 

repeated. Else, the last centre block is the best block. 

The computational cost for the OS algorithm is smaller as 

compared to the TDLS algorithm, but the precision decreases. 

 

F. Adaptive Rood Pattern Search Algorithm 
 

The Adaptive Rood Pattern Search (ARPS) algorithm uses the 

motion information of the neighboring block in the left. This is 

helpful if the current block and its neighbor on the left belong 

to the same object in the frame; in this case, their motion is 

similar [6]. The steps of the ARPS algorithm are: 
 

Table 1.  PSNR for video “Motion” with 16m =  and 7l = . 

Algorithm 1-2 2-3 3-4 4-5 

FS 34,06 31,93 30,28 29,27 

TSS 33,98 31,81 30,15 29,25 

NTSS 33,94 31,8 30,15 29,25 

FSS 31,73 30,2 28,93 28,05 

OS 33,86 31,44 29,56 28,41 

TDLS 32,77 30,81 29,46 28,57 

ARPS 33,67 31,72 30,01 29,07 

5-6 6-7 7-8 8-9 9-10 

30,43 29,47 29,92 27,72 27,89 

30,27 29,33 29,75 27,55 27,81 

30,21 29,33 29,79 27,6 27,83 

28,88 28,07 28,78 27,05 27,04 

29,26 27,66 28,51 25,82 27,04 

29,43 28,44 28,99 27,14 27,18 

30,01 29,1 29,47 27,48 27,6 

 

 

1. The centre block, the block indicated by the motion 

vector of the neighbor, and four blocks are evaluated. 

The four blocks are selected on the horizontal and 

vertical axes at a distance S , chosen as the maximum 

value between the absolute values of the motion 

vector. 

2. The block with the minimum cost is selected as the 

new centre block, the distance is set to 1, and the 

centre block together with its four axis neighbors are 

evaluated. 

3. If the block with the minimum cost is in the centre, 

then the algorithm stops; consequently, this is the 

best block. Else, step 2 is repeated. 

For the blocks in the first column, there are no left neighbors, 

so that the distance S  is set to 2.  

The major advantage of this algorithm is that after the 

first step the search is moved to the area where the best block 

is, without going through intermediary steps. Consequently, 

the computational cost is smaller than all the other algorithms.    

 

III. EXPERIMENTAL RESULTS  

 

The goal of this evaluation was to determine the performances 

of the fast block motion estimation algorithms, the parameters 

that determine the efficiency of the motion estimation, and if 

these algorithms can be improved. 

In order to evaluate the performances, we have 

implemented the algorithms in Matlab using two videos for 

estimation of the motion. The first observation we have made 

based on our simulations is that the classification of the 

algorithms based on the efficiency and computational cost 

does not depend on the video selected. 

We have stated in the first section that the results are 

presented for three scenarios. These scenarios were obtained 

by varying the values of the search window parameter and the 

block size parameter. 

 

1. First scenario 

In the first scenario, we set the blocks to 16 16×  pixels and the 

search window parameter to 7. The results for the video 

“Motion” with 10 frames are shown in Table 1 and Figure 2. 
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Table 2.  Number of blocks verified. 

Algorithm Nb 

FS 255 

TSS 25 

NTSS 19 

FSS 18 

OS 13 

TDLS 18 

ARPS 11 

 

 

 
Figure 2.  Motion estimation results for video “Motion”  

with 16m =  and 7l = . 

 

 

The results in Table 1 show that the variation of the peak 

signal-to-noise ratio (PSNR) is not very high. The difference 

between these fast block matching algorithms is results in 

terms of the computational cost. This cost is evaluated through 

the number of blocks (Nb) in the verified search window for 

every block in the current frame. The values of the number of 

verified blocks are show in Table 2. 

 

2. Second scenario 

In the second scenario we set the blocks to 8 8×  pixels and the 

search window parameter to 7. The results for the same video, 

“Motion”, are shown in Table 3 and Figure 3. 

As it can be seen, the PSNR slightly increases if we use 

8 8×  blocks but the increase in the computational cost is more 

significant. So, if the precision of estimation is not imposed it 

is recommended to use 1616 ×  blocks to obtain a smaller 

computational cost. 

 

3. Third scenario 

In the third scenario we set the blocks to 16 16×  pixels and 

the search window parameter to 14 and 30. This scenario is 

based on the results from the first two scenarios and all of our 

simulations. We observed that even if we decrease the 

dimensions of the block, the estimation is not perfect. This 

happens because the motion amplitude in the videos we used 

is bigger than the search window. In Table 4 are presented the 

comparative results of the PSNR for these two values of the 

search window parameter and the results from the second 

scenario. The results are shown for frames 4 and 5 of the video 

“Motion.” 

Table 3. PSNR for video “Motion” with 8m =  and 7l = . 

Algorithm 1-2 2-3 3-4 4-5 

FS 34,61 32,53 31,28 30,78 

TSS 34,19 32,24 30,96 30,49 

NTSS 34,16 32,23 30,94 30,49 

FSS 32,03 30,44 29,65 29,11 

OS 34,09 31,68 29,91 28,88 

TDLS 33,11 31,27 30,16 29,3 

ARPS 33,27 31,76 30,46 30,02 

5-6 6-7 7-8 8-9 9-10 

31,91 31,21 31,94 28,71 29,06 

31,57 30,85 31,54 28,46 28,9 

31,54 30,92 31,69 28,56 28,97 

29,83 29,21 29,87 27,82 27,82 

29,97 28,78 30,03 26,53 27,76 

30,29 29,83 30,49 27,9 28,09 

30,75 30 30,97 28,29 28,59 

 

 

 
Figure 3.Motion estimation results for video “Motion”  

with 8m =  and 7l = . 

 

 
Table 4. Comparative results of the PSNR for different search 

window parameters. 

Algorithm 7l =  14l =  30l =  

TSS 29,25 29,25 29,25 

NTSS 29,25 29,25 29,25 

FSS 28,05 28,05 28,05 

OS 28,41 28,41 28,41 

TDLS 28,57 31,3 31,89 

ARPS 29,07 30,81 31,04 

 

 

The results show that the fast algorithms with fixed value 

of the search parameter S  have the same precision even if we 

increase the dimensions of the search window. This was a 

predictable result because the search parameter of these does 

not depend on the search window dimension, so that the 

number of steps will be constant. 

Significant improvement of the PSNR appears for the 

TDLS and ARPS algorithms, i.e., two of the algorithms that 

have variable search parameter and variable number of steps. 
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Table 5. Comparative results of the number of blocks verified for 

different search window parameters. 

Algorithm 7l =  14l =  30l =  

TSS 25 25 25 

NTSS 25 25 25 

FSS 18 18 18 

OS 13 13 13 

TDLS 18 19 20 

ARPS 12 14 14 

 

 

As we specified in Section II, the value of the search 

parameter of the TDLS algorithm is not fixed and the number 

of steps depends on the search window. The comparative 

results for different dimensions of the search window are 

obtained for the same value of the search parameter 4S = .  

We can see that the value of the PSNR for both the ARPS 

and TDLS algorithms in the case of 30l =  (Table 5) is higher 

than the PSNR for the same frames, 4 and 5, of the FS 

algorithm in the case of 7l = .  

The computational complexity of the algorithms is 

evaluated in terms of the mean number of blocks verified for 

every frame. Since the evaluation of the algorithms was done 

using Matlab it is difficult to express the computational 

complexity in terms of the number of arithmetical operations. 

Concerning the number of blocks verified, the FS algorithm 

has a number of 255 blocks in the search window for every 

block in the current frame, and the ARPS and TDLS 

algorithms have blocks verified, even if we increase the search 

window. 
  

IV. CONCLUSIONS AND FUTURE WORK 
 

By evaluating a representative number of fast block matching 

algorithms for motion estimation, the following conclusions 

can be outlined. 

1. There are two classes of fast algorithms for motion 

estimation: i) fixed search parameter and constant 

number of steps, and ii) variable search parameter 

and variable number of steps. 

2. Although the differences between algorithms are not 

very high (in terms of both PSNR and Nb), in the 

case of the same search parameters and search 

window size, there is no room for improvement for 

the algorithms in the first class. 

3. The dimensions of the search window determine the 

precision of motion estimation for the algorithms in 

the second class; as it was shown in Section III, the 

improvements brought by increasing the window size 

lead to a value of the PSNR higher that the value 

obtained for the FS algorithm. 

In future work we intend to combine the two classes, 

meaning that we will see how the algorithms in the first class 

behave for different search parameters and window sizes. 

Another track we intend to follow is lowering the number of 

block verified, for a large search window, through different 

search schemes. 
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Abstract—In this paper, quadrature amplitude modulation – 

trellis coded modulation (QAM-TCM) schemes are designed 

using recursive convolutional (RC) encoders over Galois field 

GF(2
N
). These encoders are designed using the nonlinear left-

circulate (LCIRC) function. The LCIRC function performs a 

bit left circulation over the representation word. Different 

encoding rates are obtained for these encoders when using 

different representation wordlengths at the input and the 

output, denoted as Nin and N, respectively. A generalized 1-

delay GF(2
N
) RC encoder scheme using LCIRC is proposed for 

performance analysis and optimization, for any possible 
encoding rate, Nin/N. The minimum Euclidian distance is 

estimated for these QAM-TCM schemes and a general 

expression is found as a function of the wordlengths Nin and N. 

The symbol error rate (SER) is estimated by simulation for 

QAM-TCM transmissions over an additive white Gaussian 

noise (AWGN) channel. The proposed encoders outperform 

the corresponding binary encoders in terms of structural 
complexity and the availability of a general expression for the 
Euclidian distance. 

Keywords-Recursive convolutional GF(2
N
) encoders; Left-

circulate function; QAM-TCM.  

I.  INTRODUCTION 

Channel encoded transmissions are used in all systems 
nowadays. Several types of channel encoding methods were 
proposed during the last decades. Almost all coding methods 
known in the literature use linear functions.  

The nonlinear functions were used lately in chaotic 
sequence generators to increase the security of 
communications systems.  

In [1], Frey proposed a chaotic digital infinite impulse 
response (IIR) filter for a secure communications system. 
The Frey filter contains a nonlinear function named left-
circulate function (LCIRC), which provides the chaotic 
properties of the filter. In [2], Werter improved this encoder 
in order to increase the randomness between the output 
sequence samples. The performances of a pulse amplitude 
modulation (PAM) communication system using the Frey 
encoder, with additive white gaussian noise (AWGN) were 
analyzed in [3], by means of simulations. All previously 
mentioned papers considered the Frey encoder as a digital 
filter, operating over Galois field GF(2N). Barbulescu and 
Guidi made one of the first approaches regarding the 
possible use of the Frey encoder in a turbo-coded 
communication system [4].  

In [5], it was demonstrated that the Frey encoder with 
finite precision (wordlength of N bits) presented in [1] is a 
recursive convolutional (RC) encoder operating over GF(2N). 
In [6], a new method is proposed for enhancing the 
performances of the chaotic PAM – trellis-coded modulation 
(PAM-TCM) transmission over a noisy channel. These 
encoders follow partially the rules proposed by Ungerboeck 
in [8] for defining optimum trellis-coded modulations by 
proper set partitioning. Using the Ungerboeck optimization 
procedures, GF(2N) encoders using the LCIRC function were 
designed for phase shift keying  – trellis-coded modulation 
(PSK-TCM) transmissions over a noisy channel. Two-
dimensional (2D) TCM schemes using a different trellis 
optimization method for Frey encoder was proposed in [9]. 
The PSK-TCM encoders were introduced into a parallel 
turbo-TCM scheme in [10] and considerable coding gains 
were obtained. The development of optimum GF(2N) 
encoders for quadrature amplitude modulation  (QAM) TCM 
scheme is more difficult than in the case of PAM and PSK 
modulations, due to the larger constellations and non-
uniform power per symbol.  

In the present paper, a generalization of the optimum 
one-delay GF(4) encoder in [5] is performed, for any output 
wordlength N and for any possible encoding rate in 
quadrature amplitude modulation TCM (QAM-TCM) 
schemes. 

The paper is organized as follows. Section II is 
presenting the LCIRC function definition and properties over 
GF(2N), and its use for designing a rate 1 GF(4) RC encoder 
with LCIRC for a QPSK/4QAM-TCM transmission. The 
trellis optimization method is presented in Section III, first 
for a particular case, and then, for any output wordlength N. 
Therefore, in Section III, a generalized optimum GF(2N) RC 
encoder scheme is proposed and an expression is provided 
for the minimum Euclidian distance of these encoders in a 
QAM-TCM transmission. The simulated symbol error rate 
(SER) performance is plotted in Section IV for the optimum 
QAM-TCM transmissions. Finally, the conclusions are 
drawn and some perspectives are presented in Section V. 

II. DESIGN OF QAM-TCM SCHEMES WITH GF(2N) RC 

ENCODERS USING LCIRC 

A. Nonlinear LCIRC Function over GF(2N) 

The main component of the chaotic encoder introduced 
by Frey in [1] and the RC encoder presented in [5] is the 
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nonlinear LCIRC function. This function is determining both 
the  chaotic  properties of  the encoder in [1], [2], and [3] and 
the trellis performances in [6], [7], [9], and [10]. The 
definition of this nonlinear function operating over finite sets 
and some of its properties will be presented in the sequel.  

Let us denote by N the wordlength used for binary 
representation of each sample. The LCIRC function is used 
as a typical basic accumulator operation in microprocessors 
and performs a bit rotation by placing the most significant bit 
to the less significant bit, and shifting the other N-1 bits one 
position to a higher significance. This is the reason why the 
function is named left-circulate. 

Considering the unsigned modulo-2N operations for any 
sample moment n, the LCIRC consists in a modulo-2N 
multiplication by 2 that is modulo-2N added to the carry bit, 
and is given by the expression: 

 
NUUU

nsnxnxLCIRCny 2mod])[][2(])[(][ +⋅==       (1) 
 
where the superscript U denotes that all the samples are 

represented in unsigned N bits wordlength, i.e. xU[n], yU[n] ∈ 
[0, 2N-1], and the carry bit s[n] is estimated as following: 
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We can note from (2) that besides the nonlinearity in the 

modulo-2N multiplications and additions, the carry bit s[n] is 
determining the nonlinearity of the LCIRC function. 

Applying N times consecutively the LCIRC function to 
an N bits wordlength unsigned value xU, it results the original 
value: 
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An example of a GF(4) RC encoder using LCIRC 

function for a QPSK-TCM scheme is presented in the next 
section. 

B. Rate 1 GF(4) RC Encoder with LCIRC for a QPSK-

TCM transmission 

Let us consider a RC encoder working over GF(4) using 
the LCIRC function. This scheme is presented in Fig. 1. 
Here, all the values are represented in the unsigned form. Let 
us assume that N denotes the wordlength used for binary 
representation of each sample. This encoder is composed by 
one delay element with a sample interval, two modulo-2N 
adders, and a LCIRC block. For each moment n, u[n] 
represents the input data sample, x[n] denotes the delay 
output or the encoder current state, and e[n] is the output 
sample.  

The encoding rate for the encoder in Fig. 1 is the ratio 
between the input wordlength Nin and the output wordlength 
N=Nout [5] [6], i.e., R = 1, because Nin = Nout = 2. 

The trellis for the encoder in Fig. 1 is presented in Fig. 2 
and does not follow the Ungerboeck rules [7], [8], [9]. This 
trellis has four states because the sample determining the 
encoder state takes four values, i.e., xU[n]∈{0, 1, 2, 3}.  

In Fig. 2, four different lines are used for representing the 
transitions corresponding to the input sample uU[n]. 

Each transition in Fig. 1 is associated to an unsigned 
output value eU[n]∈{0, 1, 2, 3}. For each originating state, 
the values in the box, from left to right, are associated to the 
transitions in the descending order. 

Mapping an unsigned output symbol value eU[n] into an 
QAM symbol value using the set partitioning (SP) map over 
the n-th sample interval as in [8], a 2N levels QAM-TCM 
scheme is obtained.  

The signal constellation for the QPSK-TCM scheme 
using the encoder in Fig. 1 and the SP mapping is 
represented in Fig. 3. 

Considering the SP mapping for the constellation in Fig. 
3, it results that the QPSK-TCM signal trellis in Fig. 2 
presents a minimum Euclidian distance of d2

E, N=2, R=1, QPSK = 
2·∆0

2 = ∆1
2 = 4, offering no coding gain over the non-

encoded binary PSK (BPSK) signal. 

Figure 1 – Rate 1 GF(4) nonlinear encoder for 2 b/s/Hz. 

Figure 2 – Trellis for rate 1 GF(4) nonlinear encoder (2 b/s/Hz). 

Figure 3 – Signal constellation for QPSK/4QAM-TCM. 
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Figure 5 – Trellis for rate 1/2 optimum GF(4) RC-LCIRC encoder 
(1 b/s/Hz). 

 

Figure 4 – Rate 1/2 optimum GF(4) RC-LCIRC encoder for 1 
b/s/Hz. 

 
Figure 6 – Rate Nin/N optimum GF(2N) RC LCIRC encoder for 

Nin b/s/Hz. 

III. OPTIMUM QAM-TCM SCHEMES WITH GF(2N) RC 

ENCODERS USING LCIRC 

A. Rate 1/2 Optimum GF(4) RC LCIRC Encoder for a 

QPSK-TCM transmission 

In this section, the potential of the nonlinear LCIRC 
function is showed, for designing efficient encoders.  

Therefore, following the trellis optimization presented in 
[6] and [7], a simple nonlinear encoder operating over GF(4) 
was developed, which has a binary input. It is demonstrated 
that this encoder performs identically to an optimum rate 1/2 
binary field RC convolutional encoder. Both encoders offer 
maximum coding gain for 1 b/s/Hz [8]. The scheme of the 
rate 1/2 optimum GF(4) encoder is presented in Fig. 4. Here, 
the time variable is neglected and all the values are 
represented in the unsigned form.  

The trellis for the encoder in Fig. 4 is presented in Fig. 5 
and follows all the Ungerboeck rules.  

Considering the SP mapping, the QPSK-TCM signal 
trellis in Fig. 5 presents a minimum Euclidian distance of 
d2

E,R=1/2,opt.,u
U

∈{0,2},QPSK = 2· ∆1
2 + ∆0

2 = ∆1
2 = 10 for a spectral 

efficiency of 1b/s/Hz. Hence, this rate 1/2 code for 1b/s/Hz 
QPSK-TCM transmission is offering a coding gain of 
10log10(2.5) 

≈ 4 dB over the rate 1 QPSK-TCM in Section 
II.A. 

B. Generalized Optimum RC LCIRC Encoder for a QAM-

TCM transmission 

Following the same design procedures as in Section 
III.A, we can design optimum RC encoders using LCIRC 
function, for any output wordlength N. In fact, for a fixed 
output wordlength N, an optimum RC encoder will be 
determined for each input wordlength Nin ∈{1, 2, …, N-1}, 
for which the encoding rate is R = {1/N, 2/N, …, (N – 1)/N}.  

 

 
 
The general block scheme for a rate Nin/N optimum 

QAM-TCM encoder, Nin ∈{1, 2, …, N-1} using one delay 
element and the LCIRC function is presented in Fig. 6. 
LCIRCNin represents the LCIRC function application for Nin 
times consecutively, as it was defined in (3). Both adders and 
the multiplier are modulo-2N operators.  

The trellis complexity of the codes generated with the 
scheme in Fig. 6 increases with the wordlength, because the 
number of trellis states grows exponentially with the output 
wordlength, i.e., 2N, while the number of transitions 
originating from and ending in the same state grows 

exponentially with the input wordlength, i.e., inN2 .  
It can be easily demonstrated that the minimum Euclidian 

distance for the QAM-TCM encoder in Fig. 6 has the 
following expression: 
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For example, let us consider the optimum encoders for 

the output wordlength equal to 4, i.e., N=4. The input 
wordlength may take three values Nin ∈{1, 2, 3}, and the 
corresponding encoding rates are R ∈ {1/4, 1/2, 3/4}. For the 
rate 1/4 encoder the scheme in Fig. 6 is set with all the values 
corresponding to Nin=1. From (4) results that the minimum 
distance of this code is d

2
E, R=1/4, opt., 16-QAM, u

U
∈{0, 8} = 9.2, 

having a coding gain of 10·log10(d2
E, R=1/4, opt., 16-QAM, 

TABLE 1 
MINIMUM QAM-TCM DISTANCES AS FUNCTION OF N AND NIN 

FOR OPTIMUM GF(2N) RC-LCIRC ENCODERS 
 

N Nin R 2
Ed  

1 1 1 8 
2 1 1/2 10 
2 2 1 4 
4 1 1/4 9.2 
4 2 1/2 3.6 
4 3 3/4 2 
4 4 1 0.8 
6 1 1/6 ≈ 9 
6 2 1/3 ≈ 4.47 
6 5 5/6 ≈ 0.48 
6 6 1 ≈ 0.19 
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Figure 7 – SER performance for QAM-TCM schemes using optimum 
GF(2N) nonlinear RC encoders. 

u
U

∈{0,4,8,12} / d2
E,R=1,N=4, opt., 16-QAM) = 10·log10(9.2/0.8) ≈ 10.6 

dB over the optimum 16QAM (N=4) using a rate 1 encoder. 
For the rate 2/4 encoder (Nin=2) the minimum distance of 
this code is d2

E, R=1/2, opt., 16-QAM, u
U

∈{0,4,8,12} = 3.6, having a 
coding gain of  approximately 6.53 dB over the optimum 
16QAM (N=4) using a rate 1 encoder. For the rate 3/4 
encoder (Nin=3) the minimum distance of this code is d

2
E, 

R=3/4, opt., 16-QAM, u
U

∈{0,2,4,6,8,10,12,14} = 2, having a coding gain of  
approximately 3.97 dB over the optimum 16QAM (N=4) 
using a rate 1 encoder. The rate 1 optimum encoder is 
obtained for Nin = N, for any value of N, considering that 

UUNU
xxLCIRCxLCIRC == )()(0  assumes no bit 

circulation. This rate 1 optimum encoder offers a minimum 
distance of d2

E, R=1, opt. N=4, opt., 16-QAM = 0.8. 
Table 1 presents a few values of the minimum distances 

of the encoder shown in Fig. 6 for different values of Nin and 
N. The resulted coding rates are presented in the third 
column. Analyzing the values in Table 1 it can be noted that 
the minimum distance of a code decreases when its coding 
rate increases, for any value of N. This fact is well known, 
i.e., the code performances decrease with the rate increases. 
Unfortunately, these performances are related to the spectral 
efficiency of these PSK transmissions. For the codes 
presented in Table 1, having the encoder structure in Fig. 6, 
the spectral efficiency for the QAM transmission is equal to 
the input wordlength Nin. Hence, the code performances 
increase is paid by a spectral efficiency decrease.  

It can be easily noticed that all the rate (N – 1)/N, for any 
N value, the optimum RC-LCIRC encoders are offering the 
same minimum distance as the corresponding binary 
optimum encoders determined by Ungerboeck in [8]. 
However, the GF(2N) optimum RC-LCIRC encoders are less 
complex than the corresponding binary encoders. The 
memory size of the binary encoders increases logarithmically 
with the number of states in the trellis, while the GF(2N) 
optimum RC-LCIRC encoders include only one delay 
element, no matter what is the trellis complexity. 

One can notice that optimum RC-LCIRC QAM-TCM 
encoders can be designed for any spectral efficiency value, 
and for any encoding rate, using the scheme in Fig. 6 with 
minimum distances given by (4). 

IV. SIMULATION RESULTS 

The QAM-TCM schemes presented in Section II and 
Section III using all optimum encoders in Table 1 were 
considered for simulations. The SER performances for these 
encoding schemes using multilevel QAM signals and Viterbi 
decoding were analyzed in the presence of AWGN. The SER 
is plotted in Fig. 7 as a function of the SNR.  

The QAM-TCM schemes using rate 1 optimum nonlinear 
RC encoders for the same spectral efficiencies as the three 
optimum encoder QAM-TCM schemes for N=4, were 
considered for comparison. For example, the rate 1/4 
encoder for N=4 is having the same spectral efficiency as the 
rate 1 encoder for N=1, i.e., 1b/s/Hz, and the rate 2/4 encoder 
for N=4 and the rate 1 encoder for N=2 have an efficiency of 
2b/s/Hz. These cases are considered in Fig. 7.  

Analyzing the SER curves it can be noticed that the rate 
1/4 encoder for N=4 performs better than the rate 1 encoder 
for N=1 by more than 1 dB, and the rate 2/4 encoder for N=4 
performs almost the same as the rate 1 encoder for N=2. The 
simulation results are in concordance with the theoretical 
results from Table 1. However, the average multiplicity of 
error events with the minimum distance in (4), for optimum 
GF(2N) RC encoders, is smaller than multiplicity of 
minimum distance error events for the rate 1 encoders, for all 
encoders with Nin < N. This is the reason why the simulation 
results in Fig. 7 show slightly larger coding gains between 
these two encoders for a given spectral efficiency. 

V. CONCLUSIONS AND FUTURE WORKS 

It was demonstrated that optimum RC encoders over 
GF(2N) can be designed using the LCIRC function. A 
generalized 1-delay GF(2N) RC encoder scheme using 
LCIRC was defined, for any possible encoding rate. A 
general expression is found for the minimum Euclidian 
distance of QAM-TCM schemes using these optimum 
encoders. As advantage of this generalized encoder, we can 
mention its reduced complexity. Hence, using only one delay 
element and multiple bit circulations we designed encoders 
having complex trellises and large Euclidian distances. In 
addition, it was shown that the nonlinear encoders offer the 
same performances as conventional binary encoders.  

In perspective, we intend to apply the presented method 
to other nonlinear structures and develop efficient trellis-
coded modulation systems using these encoders. In addition, 
we will address the performances evaluation for the 
proposed TCM schemes over fading channels. Considering 
the properties of the QAM-TCM encoders presented in this 
paper, we also aim to analyze the turbo TCM scheme with 
optimum RC encoders over GF(2N).  
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Abstract—The mandatory and most deployed authentication
method used in the Session Initiaton Protocol, the Digest Access
Authentication method, is weak. Other, more secure authentica-
tion methods have emerged, but have seen little adoption yet. In
this paper, support for using a generic authentication method, the
Generic Security Services API, is added to the Session Initiaton
Protocol. When using this method, the Session Initation Protocol
does not need to support nor implement other authentication
methods, only use the provided API library. This enables the
Session Initiation Protocol to transparently support and use
more secure authentication methods in a unified and generic
way. As the suggested method includes a modification of the
Session Initiation Protocol, an initial deployment strategy towards
the Generic Security Services API authentication methods is
added. To negotiate an authentication service, we use the pseudo
security mechanism Simple and Protected GSS-API Negotiation
Mechanism.

Keywords—VoIP, SIP, authentication, GSS-API, SPNEGO.

I. INTRODUCTION

Voice over IP (VoIP) is taking over for the traditional Public
Switched Telephony Network (PSTN). At the end of 2009,
29.1 % of the private market in Norway was using VoIP (not
including mobile phones). There has been a steady increase in
the number of VoIP users since 2002, as well as a decrease in
PSTN [1]. With two billion users worldwide having access to
the Internet by the end of 2010 [2], the VoIP growth potential
is huge.

Several proprietary and non-proprietary VoIP protocols have
been created, but the protocol pair Session Initiation Protocol
(SIP) and Real-time Transport Protocol (RTP) is emerging as
the industry standard. RTP transfers the media content (voice),
while SIP handles the signaling, i.e., setup, modification and
termination of sessions between two or more participants. SIP
is an open standard developed by the Internet Engineering
Task Force (IETF) and specified in RFC3261 [3]. Additional
functionality is specified in numerous Request For Comments
(RFC) standard documents, making the SIP standard large and
complex [4].

PSTN is a mature and stable technology providing 99.999%
uptime [5], and users will expect VoIP to perform at similar
service level. But with an increasing number of VoIP users,
VoIP will become a target for attackers looking for financial
gain or mischief. A clear threat taxonomy is given by the

“VoIP Security Alliance” [6] and is discussed by Keromytis
[7]. Several vulnerabilities exist [8] and securing SIP based
installation is far from trivial [9].

In the EUX2010sec research project [10], we revealed, in
close collaboration with our project partners, that most VoIP
installations only use the mandatory, but weak, Digest Access
Authentication (DAA) method [11]. In two case studies,
with a VoIP installation supporting 3000 and 4700 phones
respectively, the public tender for those VoIP installations
greatly emphasized security and authentication requirements;
requirements that DAA does not cover adequately. We have
replicated the project partner’s VoIP installation in our VoIP
lab [12]. An attack against authentication has been analyzed
[13] and countered [14].

The main contribution of this paper is to present and add
support for the Generic Security Services Application Program
Interface (GSS-API) to SIP. Different security requirements
may require different authentication mechanisms. Instead of
adding support for many different authentication mechanisms
in SIP, support for GSS-API will provide a generic interface
that makes different authentication methods transparent to the
SIP protocol. To negotiate the best available authentication
service between two peers, the Simple and Protected GSS-
API NEGOtiation (SPNEGO) mechanism is used on top of
GSS-API.

The rest of the paper is organized as follows: a brief
overview of other SIP authentication methods is given in Sec-
tion II. The GSS-API and SPNEGO as a GSS-API mechanism
are explained in Section III and how the GSS-API can be
supported and implemented in SIP is shown in Section IV.
The industry evolution uptake strategy is briefly discussed in
Section V before future work and the conclusion are presented
in Section VI.

II. AUTHENTICATION IN SIP

When SIP was designed, functionality — and not security
— was the primary goal. The results today are a number of
uncovered vulnerabilites and attacks [15], [16]. SIP supports
a wide range of functionalities that can be utilized, ranging
from mobile handsets to high-end servers, each with dif-
ferent security requirements. Different security requirements
may use different authentication methods depending on the

117

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                         128 / 157



usage and threat scenario. For example, a mobile handset
may have different requirements for authentication than that
authentication between SIP servers. Additional requirements
like power consumption and computational power must also
be considered. Thus, adding new security services to SIP
to improve the security design and meet different security
requirements can be challenging.

The Digest Access Authentication (DAA) method is the
mandatory and most used authentication method used with
SIP [17]. DAA is heavily influenced by HTTP digest au-
thentication. It relies on a cryptographic verification of a
plaintext password shared between client and server. The client
computes a MD5 hash value using the password, a nonce
value received from the server, and a few SIP header values.
The server computes the same digest, which then is compared
against the one received from the client. If these digests are
identical, the client has proven its identity and is authenticated.
Unfortunately, the DAA is considered weak and is vulnerable
to a series of attacks [8], including registration hijacking [14].

A more secure authentication method can be achieved by
using Secure MIME (S/MIME) [18]. There, the entire SIP
message is encapsulated in a MIME body that is signed and
optionally encrypted. When the S/MIME header is received,
the receiver checks whether the sender’s certificate is signed
by a trusted authority. A client must support multiple root
certificates since there is no consolidated root authority that is
trusted by all clients. This and other certificate handling issues
like revoking and renewing complicates the use of certificates.
Industry support for S/MIME has been limited [19].

Two other authentication methods have emerged within the
Internet Engineering Task Force (IETF):

1) The Asserted Identity [20] is intended to work within
a trusted environment. An additional, unprotected SIP
header is sent in clear that informs that the identity of
the client has been checked. Since the SIP header is sent
in clear rather than protected by cryptography methods,
it can easily be removed by an attacker without any of
the communicating peers noticing this.

2) The SIP Strong Identity [21] introduces a new SIP ser-
vice, the “authentication service”, which signs a hash over
selected SIP header values, and includes the signature
as a SIP header along with a URI that points to the
sender’s certificate. The receiver computes the same hash
and compares the results. Using this method, only the
client is authenticated. As above, an attacker can remove
these headers without implications.

Note that both of these authentication methods rely on a
successful DAA authentication to be applicable. These are also
applied by the SIP servers rather than the clients themselves,
and are thus only providing indirect authentication of the client
since the server is authenticating on behalf of the client.

III. GSS-API WITH SPNEGO
The GSS-API [22] provides a generic interface for appli-

cation layer protocols like SIP, with a layer of abstraction
for different security services like authentication, integrity or

Figure 1: The GSS-API protocol stack with the SPNEGO
negotiation mechanism and underlying security mechanisms.

confidentiality. With the GSS-API, an application does not
need to support or implement every authentication method, but
use the provided security API [23]. The GSS-API is developed
by the IETF and has been scrutinized by security professionals
over the years. It has been extensively tested, and is now
classified as a mature standard by the IETF. Further extensions
and improvements to GSS-API are done by IETF’s “kitten”
Working Group [24].

The GSS-API is not a communication protocol in itself, but
relies on the application to encapsulate, send, and extract data
messages called “tokens” between the client and server. The
tokens’ content are opaque from the viewpoint of the calling
application, and contain authentication data, or, once the
authentication is complete, portion of data that the client and
server want to sign or encrypt. The tokens are passed through
the GSS-API to a range of underlying security mechanisms,
ranging from secret-key cryptography, like Kerberos [25], to
public-key cryptography, like the Simple Public-Key GSS-API
Mechanism (SPKM) [26]. For an application, the use of the
GSS-API becomes a standard interface to request authentica-
tion, integrity, and confidentiality services in a uniform way.
However, GSS-API does not provide credentials needed by the
underlying security mechanisms. Both server and client must
aquire their respective credentials before GSS-API functions
are called.

To establish peer entity authentication, a security con-
text is initialized and established. After the security con-
text has been established, additional messages can be ex-
changed, that are integrity and, optionally, confidentially
protected. To initiate and manage a security context, the
peers use the context-level GSS-API calls. The client
calls GSS_Init_sec_context() that produces a “out-
put token” that is passed to the server. The server then calls
GSS_Accept_sec_context() with the received token
as input. Depending on the underlying security mechanism,
additional token exchanges may be required in the course
of context establishment. If so, GSS_S_CONTINUE_NEEDED
status is set and additional tokens are passed between the client
and server until a security context is established, as depicted
in Figure 4.

After a security context has been established, per-message
GSS-API calls can be used to protect a message by adding
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Figure 2: The GSS-API interface in SIP.

a Message Integrity Code (MIC) with GSS_GetMIC() and
verifying the message with GSS_VerifyMIC(). To encrypt
and decrypt messages, the peers can use GSS_Wrap() and
GSS_Unwrap(). Thus, two different token types exist:

1) Context-level tokens are used when a context is estab-
lished.

2) Per-message tokens are used after a context has been
established, and are used to integrity or confidentiality
protect data.

In addition to send and receive tokens, the application is
responsible to distinguish between token types. This is neces-
sary because different tokens types are sent by the application
to different GSS-API functions. But since the tokens are
opaque to the application, the application must use a method
to distinguish between the token types. In our solution, we use
explicit tagging of the token type that accompanies the token
message.

SPNEGO [27] is a pseudo security mechanism that enables
peers to negotiate a common set of one or more GSS-
API security mechanisms. The GSS-API stack with SPNEGO
is shown in Figure 1. The client sends a prioritized list
of supported authentication mechanisms to the server. The
server then chooses the preferred authentication method based
on the received list from the client. The client initiates
GSS_Init_sec_context() as with an ordinary GSS-API
security mechanism, but requests that SPNEGO is used as
the underlying GSS-API mechanism (“mech type”). The SP-
NEGO handshake between client and server is communicated
by sending and receiving tokens. After the handshake, the
client and server initiate and set up a security context (au-
thentication) using the agreed GSS-API security mechanism.

IV. GSS-API SUPPORT FOR SIP

Instead of adding numerous different authentication meth-
ods to SIP based on different security requirements, it is
desirable to keep the changes to the SIP standard to a mini-
mum. The industry might also be reluctant to adopt immature
and non-standardized security services, like different authen-
tication methods. Adding support for the GSS-API requires
only one small change to the SIP standard, and will open up

for a wide range of different authentication methods. In the
following subsections, we outline how to include support for
the GSS-API into the SIP authentication to replace the original
weak DAA.

A. SIP authentication using DAA

When a SIP client is authenticated to a server using
DAA, the authentication handshake data is encapsulated in
the WWW-Authenticate header from server to client, and
the Authorization header from client to server. We
reuse these headers for GSS-API support, and instead of
encapsulate DAA data, we send the GSS-API tokens. An
example of both DAA Authorization header and the new
Authorization header with GSS-API data is depicted in
Figure 3.

During the initialization of a security context it is necessary
to identify the underlying security mechanism to be used.
The caller initiating the context indicates at the start of the
token the security (authentication) mechanism to be used. The
security mechanism is denoted by a unique Object Identifier
(OID). For example, the OID for the Kerberos V5 mechanism
is 1.2.840.113554.1.2.2. However, there is no way
for the initiating peer to know which security mechanism
the receiving peer supports. If an unsupported “mech type”
is requested, the authentication fails. The GSS-API standard
resolves this by recommending to manually standardizing on
a fixed “mech type” within a domain. Since SIP addresses are
designed to be global [28], and not confined to a local domain,
a GSS-API negotiation mechanism is required. The SPNEGO
is such a GSS-API negotiation mechanism.

B. SIP authentication using GSS-API and SPNEGO

When using GSS-API with the SPNEGO mechanism, the
number of SIP messages between client and server during
authentication needs to be increased. During a DAA authen-
tication, the client sends a REGISTER message to the server.
The server, upon receiving a REGISTER, challenges the client
with a nonce. The client then generates a digest response,
a hash value computed over several SIP header values, the
nonce, and a shared secret. The client then re-sends the
REGISTER message with the digest response embedded. The
message flow of a SIP DAA handshake is shown in the first
four messages depicted in Figure 4.

In the following paragraphs, the numbers in parentheses
refer to the numbers in Figure 4. When a client comes online
and registers itself to a “location service” (SIP server), it does
so by sending a SIP REGISTER message (1). We define the
token type in the variable ttype. In the following messages,
the ttype is set to “context” indicating that these tokens are
context-level tokens. The first message (1) does not contain
any Authorization header. The server responds with an
empty WWW-Authenticate header (3):

REGISTER SIP/2.0
WWW-Authenticate: GSSAPI ttype="context"
token=""
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Figure 3: A SIP REGISTER message with the original DAA Authorization header to the left, and the same header
carrying GSS-API data to the right.

The client then calls GSS_Init_sec_context() with
SPNEGO as underlying GSS-API mechanism to negotiate
a common authentication mechanism (4). The GSS-API
“mech type” is set to SPNEGOs OID 1.3.6.1.5.5.2.
The token data might be in binary format, depending on the
security mechanism used. Since the SIP headers are in ASCII
string format, the token data is base64 encoded:

SIP/2.0 401 Unauthorized
Authorization: GSSAPI ttype="context"

token="0401000B06092A864886F7120..."

The server retrieves the GSS-API data, the token, and
passes this to the SPNEGO GSS-API mechanism. In this
first initial token, the client embeds authentication data for
its first preferred authentication mechanism. This way, should
the server accept the clients preferred mechanism, we avoid an
extra SIP message round trip. If the client’s preferred method
was accepted by the server, the server passes the relevant
authentication data to the selected authentication mechanism
in a 401 SIP message (5). The selected authentication method
continues to pass tokens between client and server as many
times as necessary to complete the authentication (6-7-N)
and establish a security context. Once the security context is
established, it sends a 200 OK SIP message (N+2). Should
the server have some last GSS-API data to be communicated
to the client to complete the security context, it can be carried
in a WWW-Authenticate header embedded in the 200 OK
message:

SIP/2.0 200 OK
WWW-Authenticate: GSSAPI ttype="context"

token="dd02c7c2232759874e1c20558701..."

If the client’s preferred mechanism is not the server’s most
preferred mechanism, the server outputs a negotiation token
and sends it to the client embedded in a new 401 SIP
message (5). The client processes the received SIP message
and passes the authentication data to the correct authentication
mechanism. The GSS-API then continues as described in the
previous paragraph.

V. EVOLUTION STRATEGY

Industrial uptake of new ideas and protocols requires an
evolution strategy, especially in the telecom world where
standards are used to serve more than four billion people.

TCP/IP, IPv6, and UMTS are all examples of technologies
where the evolutionary path was not clearly identified, and
the technological uptake was significantly delayed.

Authentication for SIP-based services will not only be
limited to mobile handsets and SIP authentication servers, it
will be used for sensors and devices in the future Internet
of Things (IoT). Thus the basic requirement of an advanced
authentication scheme is modularity and flexibility: both of
these are provided by the suggested approach. Support for
the GSS-API will extend the SIP protocol with an improved
security mechanism that offers more flexibility in different
scenarios.

An industrial uptake will first be envisaged for mobile
devices such as smartphones or tabs, where SIP clients can
be provided with the new functionality. Discussions with
industrial actors are ongoing to ensure the compatibility on
the server side. After this initial phase, an extension of the
approach is envisaged including access to services in a sensor
network.

VI. CONCLUSION AND FUTURE WORK

Since the only mandatory and widely deployed Digest
Access Authentication method in SIP is weak, other more
secure authentication methods are desired. In this paper, we
have added support for GSS-API in SIP, as well as for the
SPNEGO mechanism that is used to negotiate the preferred
GSS-API security mechanism supported by both client and
server. The required change to the SIP protocol has been kept
to a minimum, and the authentication header from DAA has
been reused to prevent adding additional SIP headers to the
standard.

Different VoIP installations have different security require-
ments that may require different security services. We have
shown that the use of the GSS-API provides SIP with a
wide range of different authentication methods in a uniform
and standardized way. Different authentication methods can
be used depending on the different security requirements for
each SIP installation. This adds to the flexibility of SIP, like
adding a new authentication method, without requiring further
changes to the SIP standard, once the GSS-API is supported.

In our earlier work, we have shown that the DAA is weak
[14]. Therefore, we want to replace DAA with support for a
better, more robust authentication scheme that authentication
methods like GSS-API supports. This implies that we replace

120

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                         131 / 157



Figure 4: SIP REGISTER message flow with GSS-API security context establishment (authentication).

the original DAA header content with GSS-API data content.
However, since the GSS-API only is an interface to underlying
security mechanisms, the use of the GSS-API does not in
itself provide any security service. Thus, the security of the
GSS-API is no stronger than the weakest security mechanism
acceptable to the client and server using the GSS-API. So,
if the underlying GSS-API authentication mechanism does
not protect relevant SIP headers, it might be as vulnerable
to the attack shown previously with the DAA. We still need
to examine what kind of SIP message integrity protection is
offered by the different GSS-API authentication mechanisms.

The credential acquisition between peers must also be
completed before initiating the GSS-API. Also, if the SP-
NEGO negotiation is not integrity-protected, the negotiation
is vulnerable to a man-in-the-middle “down-grade” attack. An
attacker can intercept and modify the negotiation messages so
that the least favorable authentication method is used.

Future work will look into different GSS-API security
mechanisms and their implications for SIP, including overhead
evaluation benchmark. Implementing a proof of concept with
GSS-API support for SIP is also desired. We plan to co-
operate with the IETF and the “kitten” WG to further elaborate
the GSS-API for SIP. Further challenges are the Simple
Authentication and Security Layer (SASL) [29] for SIP, and
a comparison of SASL with GSS-API, as well as the support
for using GSS-API mechanisms within SASL [30].
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Abstract—Create new services, in a faster way and at lower 

costs in order to attract new customers, keep existing ones and 

increase revenue, is the great target for telecom operators. This 

is possible with concepts like Next Generation Networks 

(NGNs), Service Delivery Platforms (SDPs) and Service 

Oriented Architecture (SOA), due to they enable the 

integration of the Telecommunications and Information 

Technologies (IT) domains. However, the telecom operators of 

non-developing countries have a limited knowledge about the 

technologies that adapt better to their needs, and how they can 

be used and integrated into their networks for Value-Added 

Services (VAS) provisioning. Therefore, a set of technical 

criteria that supports telecom operators in non-developing 

countries for VAS creation, execution and deployment, is 

proposed in this paper. In the same way, a general scheme for 

the establishment, description and definition of technical 

criteria is proposed under the context of NGN telecom 

operators with Softswitch in the control layer (without IP 

Multimedia Subsystem (IMS) control layer). Then, the 

Color/Caller Ring Back Tone (CRBT) as VAS, is developed for 

testing the general scheme and the technical requirements 

proposed. For this matter, Rhino Service Logic Execution 

Environment (SLEE) (Java Application Programming 

Interface (API) for Integrated Networks (JAIN) SLEE 1.1 

specification compliance) was used. Furthermore, the results of 

CRBT integration into a real environment (NGN of EMCALI 

Colombian telecom operator) are presented. Finally, some 

conclusions are presented. 

Keywords- JAIN; SDP; SLEE; NGN; Technical Criteria 

VAS. 

I.  INTRODUCTION  

Nowadays, telecom services providers understand their 

necessity to create new services in a faster way and at lower 

costs in order to attract new customers, as well as maintain 

the existing ones and increase revenue. New 

telecommunications services require more flexible systems 

with high levels of performance, large scalability and based 

on open standards [1]. The Next Generation Networks 

(NGNs) are the solution to almost all these challenges, 

defining a reference architecture that enables the 

development of new telecom services and integrates both 

legacy networks and Internet Protocol (IP) based ones. 

Today, many paradigms and technologies have emerged to 

develop and deploy this trend. This is the case of Service 

Delivery Platforms (SDPs), which was created with the idea 

of adapting the business model philosophy from the 

Information Technology context to the telecom domain. 
Many research teams and communications companies 

look for those technologies that implement or adapt better to 
the SDP architecture, focusing on the solution for telecom 
service providers. However, a lot of telecom operators, 
mainly in the non-developing countries, have a lack of 
knowledge about how to integrate or exploit those emerging 
technologies for Value-Added Services (VAS) provisioning. 
Therefore, making technological changes is not simple and 
does not guarantee an optimal performance or good revenue 
to those telecom operators. Consequently, it is necessary to 
define technical criteria to be considered by telecom 
operators from non-developing countries in order to offer 
VAS on NGN. As a result this paper proposes: i) different 
technical criteria to be considered for VAS creation, 
execution and deployment on NGN with Softswitch in the 
control layer (non IP Multimedia Subsystem (IMS) in the 
control layer), and with SDP in the application layer. These 
criteria allow deciding the architecture and the required 
components to achieve a correct VAS provisioning. ii) A 
framework for organizing the technical criteria defined. For 
showing it, the reminder of this paper is organized as 
follows. Section 2 mentions the related work. Section 3 
presents the technical criteria definition and the framework. 
Section 4 shows the implementation of the technical criteria 
under a study case. Finally, Section 5 presents the 
conclusions. 
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II. RELATED WORK 

In [2], a SDP is proposed in order to integrate both 

Telecommunication and (IT) industries. This SDP is 

focused on creation and execution control of IMS 

convergent services. However, for non-developing 

countries, where IMS has not been totally deployed, it is not 

possible to adapt those technical recommendations. This 

paper is only focused on technologies such as Parlay-X and 

on the Open Mobile Alliance (OMA), but Java Application 

Programming Interface (API) for Integrated Networks 

(JAIN) is not considered. 

Tselikas et al. [3] presents an efficient performance 

comparison between several similar middleware systems 

based on open APIs and service protocols. The paper 

describes the implementation of telecom services supported 

by open interfaces and standard protocols exposing call 

control network functions. It analyzes a middleware 

implementation based on a subset of technologies, such as 

Open Service Architecture (OSA)/Parlay APIs, JAIN APIs 

and SIP, regarding call control functionality. 

Femminella et al. [4] describes a Session Initiation 

Protocol (SIP) based call control service for Internet 

Telephony, designed for an IP-Public Switched Telephone 

Network (PSTN) converged scenario. The authors work 

with a service based on the Back-To-Back User Agent 

(B2BUA) architecture. The service is deployed into a 

Service Logic Execution Environment (SLEE) [5] based on 

Mobicents [6]; an open-source platform for telecom 

applications, which offers a JAIN SLEE specification 

implementation. In this case [4] doesn’t address all the 

technical criteria to be considered in VAS development, and 

deployment. 

In [7], the authors present a practical deployment of a 
contextual service offered by a convergent telecom operator, 
whose functionality is to provide intelligent context-based 
call routing and rerouting, orchestrated from the operator 
service layer. Nevertheless, [7] is based on IMS control layer 
capabilities to properly capture the user context in a 
ubiquitous coverage area, and it doesn’t propose a schema 
for organizing the technical criteria for VAS creation. 

III. TECHNICAL CRITERIA FRAMEWORK 

Figure 1 shows the general outline proposed structure for 
defining the technical criteria required for VAS provisioning. 

A. VAS View 

Telecom operators and third parties develop services 

defined in the VAS view. These new services should be 

defined for allowing market differentiation and the 

increasing of the operator revenues.  

NGN Environment 

NGN defines a reference architecture that enables the 

development of new telecom services and integrates both 

legacy networks and IP-based ones. Thus, it is necessary 

define clearly the NGN context to be used for VAS 

provisioning. 
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Figure 1. Framework for VAS creation, execution and deployment. 

 
VAS Environment 
There is not VAS standard definition. The VAS concept 

depends on the law regulations and the market context in 
each country. Therefore, it is extremely important to set a 
clear VAS definition and to establish a fully description. In 
order to do this, a functionality description based on states 
machines is recommended. 

SDP Environment 
It is vital for telecom operators to develop, deploy, 

implement, coordinate and manage new services, efficiently 
and effectively, generating higher incomes and maintaining 
low prices. These platforms enable telecom operators to have 
a complete environment for the creation, deployment, 
implementation, management and billing of a wide range of 
services and value-added content. Here, the main idea is to 
establish the environment(s) used for VAS provisioning, 
giving support to legacy infrastructure. 

B. CreationView 

In this case, the technical criteria are defined from two 
points of view: Third Parties and Telecom Operators. 

Third Parties 
Telecom operators need to increase the VAS portfolio. In 

order to do this, they must allow a safely interaction of third 
parties with their network infrastructure. Thus, in this case, 
open technologies, high level APIs network abstraction and 
solutions based on Web Services (WS), provides to IT 
developers, tools to develop more advanced services into 
telecom domain. Technologies such as OSA/Parlay [8], 
Parlay X [9] and Open network enablers API (OneAPI) [10], 
which is based on existing specifications, such as Parlay X, 
and has improved them to be far easier for Web developers 
to use, were designed with the intention of exposing network 
facilities to external domains through several protocols. In 
the other hand, Resources Adapters (RAs) from JAIN SLEE 
technology also enable network abstraction and third parties 
connection. Therefore, with these technologies a telecom 
operator is allowed to open its network in order to increase 
its services portfolio. 
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Telco 

It is important to know the technical criteria on the 

telecom operator side in order to find the most efficient way 

of creating and having a short time-to market. 

Programmable APIs: define software components that 

abstract network protocols and allow the new applications 

development. The abstraction level can be classified like 

high, medium and low. For IT developers, it is 

recommendable use high level APIs. The other ones require 

a detailed knowledge about the mechanisms, the protocols 

and the infrastructure. 

Scripting Language: scripting languages are appropriate 

technologies for faster application development due to the 

fact that they are used to connect existing components. They 

are lightweight and customizable interpreted languages 

based on eXtensible Markup Language (XML) representing 

the behavior of certain applications, making it possible to 

change at runtime. Therefore, the XML use may offer 

services customization and composition. 

 Service Creation Environment (SCE): a SCE should 

be based on open technologies and standards. A service 

usually developed by a SCE proprietary, it only runs in the 

SLEE of the same ownership, whereas a service created 

with a standard SCE can be implemented with few changes 

within any SLEE that supports the respective standard. For 

mentioned reason, here it is recommended to use 

standardized tools based on Java. Thus, it is possible to get 

better interoperability and costs decrease. 

C. Execution and Deployment View 

These technical criteria are developed from two points of 

view: third parties and telecom operators. 

Third Parties 

Integrating the IT world with NGN capabilities will 

enable to enrich the services offered to users and most 

important, it will enable third parties to develop new faster 

applications that impact the telecom services market. Hence, 

the idea is working with Java Enterprise Edition (JEE) [11] 

technology for third parties. This will make an easier and 

clearer communication possible between application 

providers and telecom operators, due to many 

telecommunication servers are based on Java SIP Servlets 

[1] or JAIN SLEE. Besides, a lot of services platforms 

based on Parlay X are also supported on Java. 

Telecom Operator 
It is extremely important that the operator has a service 

execution environment that optimizes the execution and 
deployment of convergent applications which are meeting 
the telecommunications requirements. 

Performance: to achieve high performance, is desirable 
to use technologies to ensure high throughput and low 
latency. The architecture used here should meet these 
requirements. In this sense, JAIN SLEE is recommended. 
JAIN SLEE is a generic application environment designed 

specifically for supporting carrier-grade and event-driven 
requirements.  

High Availability: in order to achieve high availability, 

the cluster server mechanisms are the most appropriate. 

These mechanisms increase the percentage of availability in 

critical environments such as telecom services. Although, 

the cluster configuration provides redundancy, it does not 

mean that high availability will be achieved. The reason for 

this affirmation is because of the fact that one node of the 

array can fail and the processed information will not be 

transmitted to the backup node automatically. Therefore, the 

memory synchronization process is also an important 

mechanism for high availability. 

Reliability: an application server must include 

mechanisms to control bugs as well as robust processes that 

give the system the ability to bounce back and face different 

problems. In this case, the cluster active architecture is 

desirable. 

Portable Service: in order to decrease the services 

development time is important to keep on the philosophy 

"written once, run anywhere" through technologies with 

high levels of interoperability between different Operating 

Systems (OSs), architectures and even other technologies, 

like the proposed by Java. This way, the selection of an 

execution environment based on JAIN SLEE standard, 

enables services to be developed and deployed with the least 

effort in any runtime environment compatible with the 

specification. 

Event Driven Applications (EDA): to meet the 
requirements for telecom operators, the programmers need to 
develop applications over event-driven states and 
asynchronous platforms such as JAIN SLEE. Besides, the 
mechanisms of events distribution (service selection) enable 
a way to routing requests to the most appropriate functional 
blocks to process them. 

D. Technological Adaption Criteria 

The criteria in this view are focused on building a 
technology landscape that enables the operator to adopt and 
adapt any technologies into its network infrastructure in 
order to achieve convergence in any services that demand the 
NGN structures implementation. 
Network abstraction layer 

Here are considered all the technologies that enable the 

underlying network abstraction. This type of technologies 

exposes the capabilities that enable the smooth functioning 

of services, providing access to network resources. For 

example, into OSA/Parlay [8], JAIN, Parlay-X [9], OneAPI 

[10] and OMA [12], these capabilities are encapsulated in 

APIs which hide the network infrastructure complexity. Due 

to more abstraction high level, JAIN SLEE APIs are 

recommended. The JAIN SLEE RAs give a network high 

abstraction, as well as OneAPI, but this last one is focused 

on Web development, while the first one is oriented to 

telecom services. The Parlay APIs can be considered as 

medium level abstraction. 
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 Product support and maturity 

The adoption of execution environments and tools for 

VAS creation should be based on standard specifications. 

For this reason, it is extremely important to choose a 

standard that clearly defines the technology path (versions 

of the specification), the backwards compatibility and the 

adaptability to future technologies. 

Learning curve 

If a parameter for the VAS deployment is the time spent 

in application development, then third parties (external 

services) and telecom operators (in-house services) should 

select a high-level API. Thus, the service creation time can 

be decreased. Likewise, to enrich the applications, the 

developers should select a high-capacity technology in order 

to enable the development of many applications supported 

by different protocols (e.g., JAIN SLEE). 

Roadmap 

Organizations such as European Telecommunications 

Standars Institute (ETSI), Parlay Group, 3GPPP and Telco 

companies, continually, through their working groups, study 

and analyze new requirements in order to further enhance 

the capabilities of technologies related to services 

provisioning. In fact, many companies have opted for 

existing architectures such as OSA/Parlay and JAIN SLEE. 

Therefore, it is important that the selected SDP for meeting 

telecom operator requirements also has a clear roadmap for 

supporting the new specifications [13]. In this sense, the 

support of previous specifications is essential, too. 

Future permeability 

The telecom operators must adopt new technologies with 

facility of growth [14]. 

Test environment 

Years ago, the telecom operators of non-developing 

countries did not have test environments due to huge 

economical costs. However, technological advancement and 

the IT and Telco domains integration have enabled the test 

environment appearance. In a test environment, it is 

important to use simulation tools to emulate the SDP 

components and to test performance, traffic and latency, 

features, among others. In addition to performance testing, it 

is also possible to analyze the services behavior. Therefore, 

it is desirable to create a test environment for decreasing the 

development and deployment time. 

SOA 

Criteria such as the Services Buildings Blocks (SBBs), 

the reuse of components, the composition and the 

orchestration, enable a model inside the service layer, which 

streamlines and promotes the creation, implementation and 

deployment of new services [15]. These services must be 

defined so that they have loosely coupled and be 

interoperable. For achieving it, SOA is the most 

appropriated technology. 

IV. STUDY CASE 

This section will describe the way like the above criteria 

were applied. Promptly, in order to do it, the EMCALI 

study case is shown. EMCALI telecommunications is a 

fixed-line operator in Colombia, a non-developing country. 

A. VAS View 

NGN Environment 

The study case was developed into the EMCALI NGN. It 

has two Softswitch in the control layer, and an application 

layer built on the Parlay X standard release three. Besides, 

this NGN has interoperability with PSTN, Global System 

for Mobile communications (GSM), TErrestrial Trunked 

RAdio (TETRA), among others. Due to market changes and 

challenges, EMCALI requires adapting new technologies 

that support new services for VAS provisioning, allowing 

positioning in the market and revenue increase. 

VAS Environment 

The adopted VAS concept is: “Next Generation Services 

that integrate the world telecommunications and 

information, allowing an operator to develop and deploy a 

wide range of potential service according to some key 

futures and capabilities expected in the NGN” [16]. The 

Color /Caller Ring Back Tone (CRBT) service was taken 

into account due to its high-host in mobile networks. The 

CRBT VAS allows the subscriber to replace the traditional 

Ring Back Tone (RBT), and even the busy-status and the 

not-available-status tones, by audio components that have 

been downloaded and defined by himself through a 

customized interface [17][18]. The CRBT operation process 

is as follows: when a call from a subscriber А is directed to 

subscriber B (service user), the caller (subscriber А) hears a 

sound fragment replacing the RBT. There are several audio 

files to configure the CRBT, such as song fragments, 

melodies, voice recordings, promotional messages, sound 

effects, among others. 

SDP Environment 

The EMCALI operator does not have an SDP. This 

makes its participation difficult on the VAS market. Thus, 

to meet this requirement, the OpenCloud Rhino SDP was 

used, which is compliant with JAIN SLEE, the open Java 

standard for telecommunications event-driven application 

servers. 

Figure 2 shows the solution proposed in this work: 

--JAIN SLEE server: contains the CRBT prototype 

service logic blocks, and the modules to adapt it to outside 

resources. 

--Media server: exposes the module to play the audio file 

that replaces the call RBT. It communicates with the JAIN 

SLEE server through Media Gateway Control Protocol 

(MGCP) messages. 

--Enterprise Information System (EIS): includes the 

module responsible for storing user information and the 
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needed data for the CRBT prototype. 

--Softswitch: contains the control and signaling units that 

handle the information flow of the EMCALI NGN. It 

communicates with the JAIN SLEE server through SIP 

messages. 

--Transport network: refers to transport nodes that belong 

to the EMCALI NGN infrastructure. 

-- The service logic CRBT prototype architecture is based 

on B2BUA because it offers the flexibility to handle all SIP 

call signaling between two users. 
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Figure 2: System solution modular architecture. 

B. Creation View 

The JAIN SLEE technology was selected because it 

allows abstraction at a high level, a not so steep learning 

curve for services creation and deployment. Besides, JAIN 

SLEE supports all SS7 protocols (including vendor variants) 

and all the IP/IMS protocols. As SCE, the Rhino Software 

Development Kit (SDK), by OpenCloud, and the Eclipse 

Integrated Development Environment (IDE) were used. 

Eclipse IDE easily integrated the libraries and plug-ins 

provided by OpenCloud to develop, deploy and test, the 

service. The SIP RA from OpenCloud (OCSIP RA) was 

used for binding the application layer and the control layer 

of the EMCALI NGN. Finally, the MGCP RA from 

Mobicents allowed the connection between the Rhino SLEE 

and the Mobicents Media Server (MMS). 

C. Execution and Deployment View 

Telco servers  

It is extremely important to count with an execution 

environment geared exclusively for the telecom domain. As 

mention above, the JAIN SLEE technology is the most 

appropriate to meet the requirements of an operator like 

EMCALI. There are several JAIN SLEE implementations, 

such as Rhino SLEE [19], jNetX [20] and Mobicents JAIN 

SLEE [6]. In this case, Rhino SLEE by OpenCloud is highly 

recommended, because it is JAIN SLEE 1.1 specification 

fully compliant, it provides distinct licenses (open SDK, 

educational, commercial) and it supplies a complete set of 

RAs, tools, documentation and technical support.  

Performance, high Availability and reliability 

The technological developments made by OpenCloud, 

provide a robust environment to support large amounts of 

traffic, low latency, high availability, fault tolerance and 

overload. The active cluster architecture is widely used as a 

mechanism to resolve these high requirements.  

Service Portability  

The SBBs are the service basic elements that allow the 

development of reusable components with high performance 

operability [5]. The JAIN SLEE 1.1 specification defines a 

robust architecture that standardizes the RA, improving the 

interoperability and portability of its components. 

EDA 

Rhino SLEE is compliant with both versions 1.0 and 1.1 

JAIN SLEE specification which are based on event-driven 

application model. 

D. Technological Adaption Criteria 

Rhino SLEE comprises a large number of RAs (SIP, 

Diameter, ISC, SOAP, SS7 family: INAP, CAP, MAP), 

allowing the development of applications that interact with 

all kind of network infrastructures. 

Product support and maturity 

JAIN SLEE is the only open standard for an application 

server designed to provide an execution environment for 

telecom services. Rhino SLEE, the selected JAIN SLEE 

implementation, is supported for a lot of companies such as 

Almira Labs, HP, Infocom, IBM, Motorola, Nokia Siemens, 

Sun (Oracle), among others. 

Learning curve 

This approach gathers the following three points: i) 

developer knowledge, where the selection of high-level 

APIs reduces the learning curve; ii) development and 

deploying time, which is decreased through high-level 

abstraction and service creation technology (e.g., 

EclipSLEE, OpenCloud JAIN SLEE plug-in); iii) high 

availability of tools. 

Roadmap 

The roadmap of JAIN SLEE technology and building 

services in Java is certainly promising. This community has 

highly distributed structured mechanisms and participation 

agreements for defining new recommendations.  

 Future Permeability 

As well as JAIN SLEE achieves satisfactory scalability 

levels, technologies based on Java allow the constant 

binding and interoperability with emerging technologies to 

contribute to the new services enrichment [13].  

E. Tests and results analysis 

Signaling test 

To proof that the CRBT service has been successfully 

integrated into the EMCALI NGN infrastructure, it has been 

registered the distinct messages of the different protocols 

present between the several equipments involved in a phone 
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call from a PSTN conventional phone to an IP domain 

Softphone, which has subscribed the CRBT service. Both 

user terminal devices are configured with numbers that are 

registered into the EMCALI Softswitch that has been 

configured to operate with the Rhino SLEE (see Figure 3). 

Data recording was made using:  

-- ZXNM01 ZTE Equipment Management System, which 

includes a signaling tool that logs the traffic sent and 

received by the Softswitch. 

--Wireshark, a protocol analyzer that logs all the traffic 

that passes through the network which is connected to the 

computer where it has been installed. 

 

 
Figure 3: Network topology and test-design tools 

F. Performance Test Description 

The reference scenario used for the performance test was 

entirely independent from the EMCALI NGN. The Rhino 

SLEE Server 2.1 was deployed on a HP desktop PC with 

Intel Core 2 Duo E8300 @ 2.83 GHz; 2 GB RAM; OS 

Debian 5.0.4; Java Virtual Machine (JVM) 1.6.0_18 64 bit. 

The MMS 2.0.0.CR1 was deployed on a Gateway laptop PC 

with AMD Turion X2 TL-60 @ 2.0 GHz; 4 GB RAM; OS 

Debian 5.0.4; JVM 1.6.0_18 64 bit. The SIPp traffic 

generator was deployed on a HP laptop PC with Intel Core 2 

Duo T9400 @ 2.53 GHz; 4 GB RAM; OS Linux Ubuntu 

9.10. All computers were connected using a dedicated 

switch ZTE ZXR10 2826S Local Area Network, Ethernet 

100 Based-TX. 

Taking into account the MMS hardware features, it was 

configured to support 500 simultaneously multimedia 

sessions. Furthermore, the MMS source code was modified 

to solve an implementation failure. Moreover, the open files 

limit on OS Linux was incremented to 65535 due to the 

number of simultaneous calls to test. 

Two different services were tested: the Traditional Call 

Service (TCS) and the CRBT service. Both services were 

configured in a SIPp scenario with 10 seconds call answer 

time and 3.5 minutes call duration. In the TCS, the MMS 

component doesn’t operate. 

The SIPp UAC and UAS were used to generate SIP 

traffic with an average rate equal to λ ranging: i) for TCS, 

from 10 to 110 calls per second (cps) in 10 cps steps; ii) for 

CRBT, from 10 to 50 cps in 10 cps steps. This last one has a 

smaller range due to MMS capacity limitations. 

Each test was done with a constant λ value for 30 

minutes. Before starting to collect statistics, a warm-up 

session of 15 minutes was performed to allow the Java 

Garbage Collector to be executed at least once and avoid 

JVM and JAIN SLEE transient effects [4]. 

G. Performance Test Metrics and Results 

Throughput, obtained as the percentage of successful 

calls, and Session Request Delay (SRD) are used as 

performance metrics. SRD [21] is measured on the caller 

side and it is defined as the time interval from the initial 

INVITE to the first non-100 provisional response. It is used 

to measure the latency experienced by the caller when 

initiating the call session. Also, the CPU utilization was 

measured, which is extremely important to define hardware 

requirements. 

Figure 4 shows that for up to 50 cps almost all call 

attempts were successful. Besides, taking into account that 

the operator handles 45 cps so during peak hours, this 

indicates that the development of CRBT using the technical 

criteria is appropriate. 
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Figure 4: Throughput vs. cps 

 

Figure 5 shows less than 100 ms between 0 and 50 cps, 

presenting a great performance and low latency in the 

response message. 

The Creation View criteria were evaluated through two 

service implementation development time cases: while in 

this project the CRBT prototype service was built in four 

months, other project developers created a similar one in 

eight months [22], demonstrating the reduced development 

time with the JAIN SLEE use. Besides, after 

documentation, the components service (SBBs) building 

started soon and they were developed faster each time, 

exposing a slow learning curve of this technology. These 

SBBs were successfully deployed and tested in another 

JAIN SLEE implementation (Mobicents JAIN SLEE), 
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evaluating the service portability capacity provided by the 

standard release 1.1. On the other hand, high availability 

and reliability criteria were reached through the Rhino 

SLEE technological tool, due to its exclusive cluster 

architecture design. 
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Figure 5: Average setup delay vs. cps 

V. CONCLUSION 

This paper presents technical criteria necessary for the 

creation, execution and development of VAS in NGN with 

Softswitch in the control layer. It also shows the 

technologies and tools for the creation, execution and 

development of VAS.  

Within the development, implementation and deployment 

of VAS, the service execution environment is the key 

element in a NGSDP. This component must meet the high 

requirements in the Telco domain. 

JAIN SLEE is the only open standard agreement for a 

telecom application server designed for high performance 

event-driven applications with reuse of components and 

high levels of growth. 

The JAIN SLEE technology enables to make through its 

RA architecture, an abstraction of the transport layer of the 

NGN architecture, achieving rapid development and 

deployment of new applications and services. 

The development of NGN applications is similar in many 

aspects to developing applications on the Internet, mostly 

because the main skills required for application 

development in this context are based on the use of Java and 

XML technologies. This makes creating applications more 

accessible to a broad community of developers, as it is 

easier, more productive and more creative. 

The technical criteria defined allowed to decrease the 

development time, an outstanding achievement in the 

market context. 

The technical criteria defined above, allowed meet the 

requirements for VAS provisioning on non-developing 

countries. This was demonstrated in the EMCALI operator 

study case. 
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Abstract—Various network applications, such as virtual 
private network, cloud computing and Internet protocol 
television, are often provided across multiple network 
operators. One difficulty in managing quality of service 
across operator domains is the barrier for adoption 
especially to service level agreement-sensitive and mission-
critical cases. Federating network resources among 
operators is necessary to manage quality of service across 
operators. To manage network resources of other operator 
domains, network operator’s federation mechanisms aiming 
at future of open access network model is designed. 
Mechanisms of the signaling process as well as the capability 
of the bandwidth broker are proposed for the open access 
networking, where multiple operators are connected via a 
common access network operator. Considering both next 
generation network and non-next generation network 
architectures coexist in the open access network, the design 
identifies functional extensions to existing bandwidth broker 
implementations for the federation signaling. The proposed 
design is prototyped and the demonstration results show 
that the federation mechanism can assure the bandwidth of 
targeted live data stream on demand across trunk and access 
network operators even under congestion.  

Keywords- QoS; federation; NGN; open access. 

I.  INTRODUCTION 

Network applications, such as virtual private network 
(VPN), cloud computing and Internet protocol television 
(IPTV) are often provided across multiple networks 
operators, such as telecom operators or ISPs. Those 
applications sometimes have difficulty in ensuring the 
quality of service (QoS) because of uncertainty condition 
of networks. Therefore, adoptions of the network 
applications to SLA-sensitive or mission-critical cases are 
difficult, which may also block the growth of future 
network applications. To ensure QoS across operators, 
network resources across multiple domains must be 
managed, which requires the capability of federating 
network resources among operators. The network resource 
federation denotes the mechanism to negotiate and 
coordinate network resources, such as bandwidth for a 
typical example, among operators for inter-operator 
connections. The bandwidth broker (BB) concept [1] and 
several solutions for Internet applications [2, 3] and also 
mobile applications [4] have been proposed as the 
federation enabler. However, rolling out the federation 
mechanism to the whole Internet is not likely because of 
the huge meshed structure inducing also complicated 

pricing model [5, 6]. Another possible scenario is an open 
access network (OAN) [7, 8] where the access network 
operator (i.e., typically incumbent telecom operator) 
provides access infrastructure to the trunk network 
operator (i.e., typically competitive telecom operator). 
Since the OAN has a relatively simple structure, the QoS-
managed federation is more feasible than the Internet. 
Indeed, telecommunication standardization organizations, 
such as ETSI and ITU-T, have established the architectural 
framework of the next generation network (NGN) [9], 
where the capability of the OAN is incorporated in its 
network to network interface (NNI). A bandwidth broker 
called the resource and admission control function 
(RACF) can have NNI for the inter-operator network 
resource federation. Based on the QoS requests from 
adjacent NGN, RACF controls an NGN edge router called 
the border gateway function (BGF) to ensure QoS within 
the NGN domain. This means that a QoS-managed 
federation in NGN architecture requires BGFs to be 
installed in the transport network. Hence, the NGN-based 
approach cannot be simply applied to the OAN, since BGF 
has not been widely rolled out yet. Even in the case of 
inter-NGN domain federation, the signaling procedure has 
not been discussed yet. 

To design a network resource federation for future 
OAN, this paper proposes a design of signaling 
mechanisms for QoS-managed multi-domain networks 
where both NGN and non-NGN operators can coexist. 
Non-NGN operator assumes to be conventional IP-based 
transport network, or the other architectures having the BB 
that is different from the RACF. The design identifies 
functional extensions to existing BB implementations for 
the federation signaling. The design is prototyped and the 
demonstration results show the feasibility of bandwidth-
assured services for QoS sensitive cases in the OANs. 

Section II describes structures of the network resource 
federation using the open access network model. Section 
III introduces existing technical approaches related to the 
network resource federation. Considering the remaining 
issues of the related works, Section IV proposes design of 
network resource federation. Based on the proposed 
framework, Section V demonstrates basic signaling 
procedure of the network resource federation. 

II. SERVICE MODEL OF NETWORK FEDERATION 

As an example, users of VPN, cloud computing and 
IPTV services connect to remote offices, data centers and 
application servers, respectively. In the OAN-based 
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service model, ethose services  are provided via a common 
access network operator and multiple trunk network 
operators, as shown in Fig. 1.  

 

Access network operator
(NGN)

BB

Data
Stream 1

Data
Stream 2

IPTVVPN Cloud

Trunk network operator
(non‐NGN)

Trunk network operator
(NGN)

Figure 1. An example scenario involving multiple network operators 
based on the open access network (OAN) model. 

 
In those scenarios, data streams passes across multiple 

network operators, as shown in data stream 1 and 2 in Fig. 
1. To ensure QoS of those network applications, the BB of 
each network operator needs to cooperate with each other 
for managing end-to-end bandwidth resources of the 
relevant data streams. Several cases must be considered to 
address network resource federation. Aiming at future 
OAN scenarios, we focus on two federation cases, that are 
the federation between NGN operators and the federation 
between NGN and non-NGN operators. The latter case is 
indispensable to migrate into the future OAN environment. 
In Fig. 1, data Stream 1 requires the federation between 
two NGN operators, while Data Stream 2 requires the 
federation between NGN and non-NGN operators. 

III. RELATED WORKS 

Several BB implementations have been proposed for 
the Internet architectures as we discussed in Section I. On 
the other hand, BB solutions recently developed for NGN 
[10] and future Internet architectures [11] may also be 
applicable to the OAN. In the NGN architecture defined 
by ETSI TISPAN and ITU-T, BB called RACF has a 
standard inter-NGN federation interface, shown as “Ri” 
interface, as shown in Fig. 2. NGN architecture has been 
developed especially for telecom operators, and thus is 
suitable for the OAN. Policy decision functional entity 
(PD-FE) is responsible for federating resources with other 
NGN, as well as resource reservation based on the 
availability information residing in the transport resource 
control functional entity (TRC-FE). Although the Ri 
federation interface has been defined, the resource 
reservation procedure (i.e., signaling mechanism) has not 
been defined yet. Moreover, interworking with a non-
NGN domain or resource reservation of a non-NGN by 
RACF is currently beyond the scope of standardizations. 

 

Figure 2. RACF as a BB for inter-NGN resource federation via “Ri”
signaling interface [10]. 

 
While in the current Internet architecture it is difficult 

to ensure end-to-end network resources, research testbeds 
towards the future Internet architecture are developing 
several control frameworks incorporating a BB mechanism 
called as “clearinghouse” for resource reservations of both 
intra- and inter-domains [11]. Although the architectural 
design of the clearing house is based on the existing BB, 
the clearing house handles both network and computing 
resources. However, there are a few demonstrations 
showing its feasibility of multi-domain resource federation 
[12]. Since the standardization of the federation interface 
has not been sufficiently discussed, the control framework 
often requires complicated interface wrappers (i.e., 
converters of interface protocols) as shown in Fig. 3. 
Hence, the applicability of standardized resource 
federation interfaces needs to be assessed to simplify the 
signaling design. Especially for the OAN case, the 
applicability of the telecom federation standard (i.e., “Ri” 
interface) is attractive not only for the NGN operator but 
also for the non-NGN operator. 

 

Figure 3. Inter-domain resource federation involving interface wrappers
(i.e., protocol converters) [12]. 

 

IV. DESIGN OF RESOURCE MANAGEMENT FRAMEWORK  

A universal BB implementation both for NGN and 
non-NGN domains has been proposed [13]. That concept 
extends the standardized RACF architecture to scope not 
only NGN resource (i.e., BGF in transport network) but 
also non-NGN resources (e.g., PON, MPLS, etc.), and 

Ri 
interface 
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such the implementation can be an enabler of the federated 
signaling operation proposed in this Section. However, to 
find resources residing in other domains, two functional 
extensions are required in addition to the existing works. 

As the first extension, the capability of finding BB for 
the federating domain must be added. For inter-domain 
operation, the function that judges whether the request can 
be processed within own domain or the request needs 
federation with other domains is defined, but such 
functionality has not been defined in the current RACF 
[10] and BB [13]. To identify an appropriate federating 
BB requires address resolution capability, such as domain 
name system (DNS) function, when receiving incoming 
requests. In the NGN control framework, addressing 
information is incorporated in the network attachment 
control function (NACF). However, the standard NACF 
has only knowledge of its own domain.  

As the second extension, the capability of resolving 
hidden addresses must be added. Considering inter-
operator federation scenarios, a connection termination 
point specified by an IP address in other domains may be 
hidden by the peer BB (e.g., using NAPT) for concealing 
its topology. Therefore, termination points of the service 
may be specified using terminal ID, which is a relative 
value specifying a termination point rather than specifying 
an absolute IP address value. Ri protocol [14] has 
introduced “user identifier” to describe media flow, and 
the parameter can be identical to the terminal ID. Using 
the terminal ID, the BB must resolve the IP address inside 
own domain in order to control relevant resource 
accordingly. The resolution may be done by the user 
profile database such as NACF, and thus NACF is 
required to have a table of correspondence between 
terminal ID and IP address.  

Considering the aforementioned extensions with the 
basis of the Ri interface, the federation signaling is 
designed using Diameter protocol [15], which provides 
authentication, authorization and accounting framework 
for roaming, network access and IP mobility applications. 
To cover scenarios based on Fig. 1, both cases are 
discussed. The first case is federating inter-NGN domains, 
and the second case is federating NGN and non-NGN 
domains. As for the interface between the service control 
function (SCF) and BB, standardized “Rs” interface, 
which is depicted in Fig. 2, is used as a candidate of the 
common interface. SCF may be a cloud provisioning 
system, application server, and so forth. 

Fig. 4 shows the proposed signaling procedure of the 
first case (i.e., federation between NGN domains), and the 
procedure describes the BB of Domain 1 receives a 
resource request from SCF and negotiates with BB of 
Domain 2 to reserve resources between two terminals. 
Two domains are inter-connected by border BGFs, and 
two end terminals are connected to access BGFs in each 
domain. In the reservation phase, based on the standard 
procedure of Rs interface, SCF sends Diameter AA 
request (AAR) for two ends of the stream with upstream 
and downstream, and thus totally 4 AAR messages are 
sent from SCF to BB. In accordance with the AAR sent 

from SCF, 4 AAR messages are sent from BB of Domain 
1 to BB of Domain 2. This AAR messaging process plays 
the role of reserving the TCP/UDP port resource as well as 
bandwidth resources at the termination point of BGF. AA 
answer (AAA) message informs the result of resource 
assignment with the information of the assigned TCP/UDP 
port resource at BGF. Since the standard Rs procedure is 
designed for one domain and SCF has no knowledge of 
other domains, the inter-NGN process must be masked by 
BB of Domain 1, whose process is not defined in 
standards. BB of Domain 1 conceals the existence of 
TCP/UDP port termination points at two BGFs in Domain 
2. From the SCF’s perspective, terminal in Domain 2 can 
be understood as the one accommodated to the border 
BGF of Domain 1. When receiving AAR, the BB of 
Domain 1 needs to perform the capability of finding BB of 
the federating domain, and the process is depicted as (1). 
The capability of resolving hidden address also needs to be 
performed by the BB of Domain 2 when controlling BGF, 
as depicted (2). BBs also reserve resources of standard 
BGFs using the Megaco protocol [16], which is designed 
to control transport equipment for managing gateway of 
each media stream. To finalize the federation, the BB of 
Domain 1 sends AAR messages to indicate the 
commitment of the federation. Extending the signaling 
procedure only of the BB with Ri interface, SCF and BGF 
do not have to be aware of the existence of the inter-NGN 
operation. 
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Figure 4. Signaling procedure of resource federation between NGN-
domains. 

 
Next, Fig. 5 shows the proposed signaling procedure of 

the second case (i.e., federation between non-NGN and 
NGN domains). Although the base procedure for SCF and 
Ri interface are not dramatically changed, the internal 
process of BB needs to be modified deriving from non-
NGN does not have the TCP/UDP port reservation 
mechanism. BB operation within the non-NGN domain 
follows the existing procedure [13] using SOAP protocol 
message “NetResourceReservation” to reserve bandwidth 
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resources of logical links at passive optical network (PON) 
and MPLS segments, etc. SOAP [17] is a protocol for 
exchanging extensible makeup language (XML)-structured 
information of Web services. To manage multiple segment 
resources, the non-NGN domain has multiple network 
resource managers (NRMs) that locally manage the 
resources of each segment. For the purpose of 
synchronizing reservation states of the resource segments, 
two-phased commitment is effective for the reservation. In 
addition, since non-NGN equipment does not have the 
capability of reserving any TCP/UDP port resource at the 
equipment. The BB of the non-NGN domain proxies 
BGF’s role supplying terminal port values of the stream 
since any network address port translation (NAPT) [18] is 
performed within the non-NGN domain. The port proxy 
function is performed at Diameter AAA messages marked 
as (3). Hence, the two-phased SOAP operation and the 
port proxy function is the third additional extension to BB. 
Based on those mechanisms, SCF, BB in the NGN domain 
and BGF do not have to be aware of inter-domain 
operation. 
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Figure 5. Signaling procedure of resource federation between non-NGN 
and NGN domains. 

 

V. DEMONSTRATION OF FEDERATION SIGNALING 

As a proof of concept of the signaling design described 
in Section IV, federation-capable BBs for NGN and non-
NGN are developed, respectively. The prototype BBs are 
installed to the OAN testbed, and QoS-managed federation 
service across trunk operator (i.e., non-NGN) and access 
operator (i.e., NGN) is demonstrated. Bandwidth-assured 
content transfer across domains is evaluated using the 
testbed configuration shown in Fig. 6. A contents server is 
located in an non-NGN domain, and identical 30 Mbps 
unicast contents are sent to Terminal X and Y in the NGN 
domain, respectively. Based on the Rs protocol-based 
request from a content server, the BB in each domain 

communicates with each other using the Ri signaling 
procedure. The BB in the NGN domain controls BGFs 
using the Megaco protocol, and the BB in the non-NGN 
domain control NRM for the MPLS router using the 
SOAP protocol, as described in Fig. 5. NRM performed 
the call admission control to ensure the bandwidth 
reservation of the MPLS network. The link capacity of 
each link is 1 Gbps. Using the federation signaling 
between the BBs, the bandwidth of only the content stream 
to Terminal X is reserved, while a bandwidth of the stream 
to Terminal Y is not reserved. In addition, for both content 
streams, the background stream of 1.5 Gbps is periodically 
generated between traffic generator ports within the access 
operator domain. The background traffic shares an 
outgoing link of BGF with the content streams, and 
induces the congestion. 
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Figure 6. Configuration of concept-proof demonstration for the network 
federation using proposed signaling method. 

 
Fig. 7 shows the throughput of the content streams and 

the amount of the generated background traffic. Before 
activating the federation process, the throughputs of two 
streams were both affected by the background traffic. Next, 
the federation signaling was activated to reserve 35 Mbps 
only for the stream to Terminal X, and then the throughput 
was stably maintained at 30 Mbps after the federation 
process. This signaling mechanism assured the targeted 
live stream on demand without any significant disruption 
to the targeted traffic.  
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The signaling operation was captured as Fig. 8. The 
completion time was about 2.46 sec including 
configuration of the network equipment. 

 

Figure 8. Snapshot of Ri-based signaling part for the federation process.
 

VI. CONCLUSION 

To design the network resource federation for future 
open access networking, signaling mechanisms are 
proposed for multi-domain networks where both NGN and 
non-NGN operators coexist. The design has been 
identified functional extensions to existing BB 
implementations for the federation signaling. The design is 
prototyped and the demonstration has shown that the 
federation mechanism can assure bandwidth of targeted 
live stream on demand across trunk and access network 
operators even under congestion. With the proposed 
federation mechanisms, QoS sensitive services are 
expected to be provided across multiple domains in future 
open access environments.  

In the next steps of this study, our BB prototype needs 
to be extended considering scalability of network 
resources and transaction volume. For the future roll out of 
the federated OAN model, the federation operations 
simulating various operators’ policies, such as usage of 
terminal ID, notifying event, and charging, must be 
examined in the testbed. The proposed OAN model also 
needs to be discussed in the future Internet communities 
for the better compatibility with the access infrastructure 
providers. 
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Abstract—The paper proposes a new analytical method
for determining traffic characteristics of multi-stage switching
networks implementing threshold mechanism with hysteresis.
The proposed method makes it possible to calculate point-to-
group blocking probability in switching networks with multi-
rate traffic streams. The basis of the presented method is
the effective availability concept. The results of analytical
calculations in two switching networks are compared with
simulation data.
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I. INTRODUCTION

Due to an enormous increase in the amount of information

that the public has access to in an open communications

network, attributed to the increasing popularity of multi-

media services, the Internet is on the verge of collapse

from congestion of available resources (bit rates) [1]. This

situation has been triggered by an ever-increasing number

of demanded network resources by services that can be

differentiated into three traffic classes – considered in traffic

theory, i.e. streaming, adaptive and elastic traffic classes [2].

In the streaming service, a demanded amount of resources

is fixed and cannot undergo any changes with an increase

of the load of the system. The adaptive class allows for

decreasing admitted resources to accommodate new calls,

with their service time unchanged. As far as the elastic class

is concerned, the primary task – regardless of the available

resources – is to execute a given service call. Therefore,

along with an increase in the load of the system, it is possible

to decrease the amount of the resources allocated to new

calls with a simultaneous lengthening of the service time.

Any network load balancing solutions adopted by

telecommunications operators to counteract the growing

congestion require performing appropriate traffic analyses

of the operating network systems and their optimal shap-

ing and dimensioning. Until recently, the main empha-

sis has been put on the traffic analysis of links between

telecommunications nodes. Increased capacity of these links

and the introduction of technically advanced traffic con-

trol mechanisms have effected, however, in a situation in

which switching structures of network nodes have again

become topical and relevant. One of the most frequently

used switching structures, in networks with electronic and

optical switching alike, are multi-stage Clos networks. The

literature considers Clos networks both within the context

of applicable transmission techniques [1], algorithms for the

selection of connection paths [3] and a modification to the

structure itself [4]. Nowadays, in order to fully determine the

influence of elastic and adaptive services on the effectiveness

of a telecommunications network it is thus necessary to

work out analytical methods that would enable us to model

traffic characteristics of switching networks that perform and

execute this type of service.

The present article proposes an analytical method for

a determination of point-to-group blocking probability in

switching networks carrying multi-rate traffic streams gen-

erated by streaming, adaptive and elastic services. For this

purpose, a threshold mechanism with hysteresis is proposed,

i.e. a system in which the decompression limit ("decom-

pression limit" – the occupancy state below which the

amount of assigned resources is equal to the initial values)

is lower (often considerably) than the compression limit

("compression limit" – the occupancy state above which

the amount of assigned resources decreases). This type of

threshold mechanism allows to limit the number of changes

in the amount of the assigned resources and improves the

operation stability of the switching nodes. In the work on

threshold systems hitherto reported and published, the focus

is mainly on single resources (links).

The first attempt of elaborating the method devoted to

determining blocking probability in switching networks with

threshold mechanism was taken in [5]. In [5] only the

basic model of threshold mechanism was considered – the

threshold mechanism without hysteresis – it is the model

assuming that the upper limit (compression limit) is equal

to the lower limit (decompression limit). However, such

an operation of the threshold mechanism causes frequent

changes in the amount of assigned resources for calls,

especially when the average load of the system is closed

to the threshold state (the upper limit is equal to the lower

limit) of the system.

The remaining part of the paper is organized as follows.

In Section II the basic assumptions related to switching

networks are presented. In Section III the implementa-

tion of the threshold mechanisms with hysteresis in the

switching networks is proposed. The models of inter-stage

links and outgoing links are described in Section IV. The

proposed method of determining the blocking probability in
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Figure 1. 3-stage switching network

the switching networks implementing threshold mechanism

with hysteresis is presented in Section V. The results of

analytical modeling of the considered switching networks

are compared with simulation data in Section VI. Section

VII concludes the paper.

II. BASIC ASSUMPTIONS

In the paper the switching networks with Clos structure

are considered. The model of 3-stage switching network with

multi-rate traffic is presented on Fig. 1. Each of inter-stage

links has the capacity equal to f BBUs (Basic Bandwidth

Units) and outgoing transmission links create link groups

called directions. One of typical methods for realization

outgoing directions is presented is Fig. 1; each direction

υ has one outgoing link υ from each the last-stage switch.

Each switch has υ inputs and υ outputs.

The switching network is offered m Erlang traffic streams

generated by Poisson call streams. Poisson call streams are

described by the arrival rates λ1, . . ., λi, . . . , λm of calls of

particular traffic classes. A class i call requires ti BBUs to

set up a connection. The holding (service) time for the calls

of particular classes has an exponential distribution with the

parameters: µ1, . . . , µi, . . . , µm. The intensity λi of Poisson

call stream of class i does not depend on the occupancy

state of the system. Thus, the mean traffic Ai offered to the

system by Poisson calls of class i is equal to λi/µi.

The considered switching network works with point-to-

group selection. Following the control algorithm of this

selection, the control device of the switching network deter-

mines the first stage switch, on the incoming link of which

a class i call appears. Then, the control system finds the

last-stage switch having an outgoing link with at least ti free

BBUs in the required direction. Next, the control device tries

to find the connection path between the first-stage and the

last-stage switch. Existence of the connection path causes

realization of the connection. In opposite case, the control

system begins the second attempt to set up a connection. If

the connection path cannot be found during the last try υ

(the number of possible tries equals the number of links in

the required direction), the call is lost as the result of the

internal blocking. If each last-stage switch does not have ti
free BBUs in the required direction, the call is lost because

of the external blocking.

III. SWITCHING NETWORKS WITH HYSTERESIS

The losses in the switching networks occur as the result

of the internal blocking or the external blocking. In order to

shape the dependencies between the blocking probabilities

of various traffic classes it is possible to apply the thresh-

old mechanism with hysteresis to the considered switching

networks. The threshold mechanism with hysteresis can be

considered as a realization of the Call Admission Control

(CAC) function.

In the paper the threshold mechanism with hysteresis is

applied only to the outgoing links forming the outgoing

directions of the switching network. The application of this

mechanism allows to adapt the traffic parameters of carried

traffic classes to the occupancy state of a system. It should

be noticed that the introduction of threshold mechanism

to the outgoing links has an indirect impact on traffic

characteristics of the internal links due to the decrease of the

number of assigned BBUs for calls accepted in pre-threshold

area and post-threshold area.

According to the adopted method of switching networks

modeling, in the paper it is assumed that the interstage links

can be modeled by the full-availability group [6] while the

outgoing links (outgoing directions) can be modeled by the

limited-availability group [6], presented in the next section

of the paper.

IV. SWITCHING NETWORK’S LINKS WITH HYSTERESIS

A. Model of Inter-stage Links

Let us consider a threshold model with hysteresis of

the full-availability group with multi-rate traffic, the so-

called FAGTH model (Full-availability Group Threshold

with Hysteresis). The capacity of the system is equal to V
BBUs. Let us assume that set T contains the traffic classes,

selected from all m traffic classes offered to the switching

network, to which the threshold mechanism with hysteresis

has been applied. Let us assume further that two thresholds

Q1 and Q2 are introduced (Q2 < Q1) for calls in set T

(the threshold is the defined occupancy state of the system,

determined by the number of busy BBUs). In the instance of

an increase in the load of the system above the pre-defined

first threshold Q1 a decrease in the number of assigned

BBUs to calls of belonging to set T ensues, and the average

holding time of the calls may be increased (the holding

time changes in the case of elastic services and remains

unchanged in the case of adaptive services). However, when

the load of the system decreases below the second threshold

Q2, an increase to the default values of the number of

demanded BBUs by calls belonging to set T ensues, and
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Figure 2. Fragment of two Markov chains

the average holding time of the call may be decreased. The

service processes of the considered system can be presented

as two Markov chains presented in Figure 2. Analyzing both

the Markov chains of the service process occurring in the

considered system, one in each direction, we can observe

that the occupancy distribution in the inter-threshold area

can be approximated by the following weight distribution:

[Pn]Q,V = PI [Pn]Q1,V
+ PII [Pn]Q2,V

, (1)

where PI and PII are weights which describe the proba-

bilities that the system is in the occupancy states belonging

to inter-threshold area as well as the passage direction in

inter-threshold area, while the distributions [Pn]Q1,V
and

[Pn]Q2,V
are the occupancy distributions determined for the

systems in which single threshold Q1 and Q2 are introduced,

respectively (i.e., in the systems with thresholds without

hysteresis). Pn determines the probability of occupancy state

n, i.e., the probability of n BBUs being busy.

Probabilities PI and PII can be determined on the basis

of passage probabilities described for state n of the Markov

chain (Fig. 2):

PI =

∑m

i=1 Aiti,0
∑m

i=1 Aiti,0 + w
, (2)

PII =
n

∑m

i=1 Aiti,0 + w
, (3)

where ti,0 is the number of BBUs assigned to class i calls in

the first threshold area (in the occupancy states lower than

Q1 when the load of the system increases – Fig. 2a) and w
is determined by (4).

In Equations (2) and (3) it is assumed that the probability

that the system is being in the given occupancy state de-

pends on the sum of effective traffics (
∑m

i=1 Aiti,0) offered

to the system and on the occupancy state of the system

(
∑m

i=1 yi(n + ti,0)ti,0), where yi determines the average

number of class i calls being serviced in state n. It means,

that the probability PI – the increase in the load of the

system to the state of n BBUs being busy – is directly

proportional to the sum of effective traffics offered to the

system. However, probability PII – the decrease in the load

of the system to the state of n BBUs being busy – is directly

proportional to the sum of effective traffics serviced in state

n (Fig. 3). The values of these probabilities, determined for

Figure 3. Fragment of Markov chain for state n

the states belonging to inter-threshold area, differ from each

other slightly. Consequently, in order to determine the values

PI and PII state w between states Q1 and Q2 has been

selected:

w = ⌊(Q1 −Q2)/2⌋+ 1. (4)

In order to determine the weighted threshold distribu-

tion let us determine the occupancy distributions in single-

threshold (without hysteresis) systems, i.e., the distributions

[Pn]Q1,V
and [Pn]Q2,V

. First, let us consider the system with

single threshold equal to Q1 introduced for traffic classes

from set T. According to [2], [7]:

n[Pn]Q1,V
=

m
∑

i=1

1
∑

q=0

σI
i,q(n−ti,q)Ai,qti,q

[

Pn−ti,q

]

Q1,V
, (5)

where:

σI
i,0(n) =







1 for i 6∈ T,
1 for i ∈ T ∧ n ≤ Q1,
0 for i ∈ T ∧ n > Q1,

(6)

σI
i,1(n) =







0 for i 6∈ T,
0 for i ∈ T ∧ n ≤ Q1,
1 for i ∈ T ∧ n > Q1.

(7)

For all states higher than Q1 (Fig. 2a), the number of

assigned BBUs for class i calls decreases from ti,0 to ti,1.

The mean number of given class calls being serviced in

particular occupancy states (threshold area q) of the system

(the so-called reverse transition rates) can be determined on

the basis of the local equilibrium equations:

nI
i,q (n) =



















Ai,0σ
I
i,0(n− ti,0)

[

Pn−ti,0

]

V
/ [Pn]V

for q = 0 ∧ n ≤ Q1 + ti,0,

Ai,1σ
I
i,1(n− ti,1)

[

Pn−ti,1

]

V
/ [Pn]V

for q = 1 ∧ n > Q1 + ti,1.

(8)

Subsequently, let us consider now the other system in

which for classes from set T also a single threshold, equal

to Q2 has been introduced. Analogously as in the case of
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the first system:

n[Pn]Q1,V
=

m
∑

i=1

1
∑

q=0

σII
i,q(n− ti,q)Ai,qti,q

[

Pn−ti,q

]

Q1,V
,

(9)

where:

σII
i,0(n) =







1 for i 6∈ T,
1 for i ∈ T ∧ n ≤ Q2,
0 for i ∈ T ∧ n > Q2,

(10)

σII
i,1(n) =







0 for i 6∈ T,
0 for i ∈ T ∧ n ≤ Q2,
1 for i ∈ T ∧ n > Q2.

(11)

When the load of the system decreases (the system in

occupancy states below state Q2) (Fig. 2b), the assigned

number of BBUs for calls from set T increases from ti,1 to

the initial value ti,0.

The mean number of class i calls being serviced in

particular states of the system with threshold Q2 can be

determined analogously to the system with threshold Q1:

nII
i,q (n) =



















Ai,0σ
II
i,0(n− ti,0)

[

Pn−ti,0

]

V
/ [Pn]V

for q = 0 ∧ n ≤ Q2 + ti,0,

Ai,1σ
II
i,1(n− ti,1)

[

Pn−ti,1

]

V
/ [Pn]V

for q = 1 ∧ n > Q2 + ti,1.

(12)

The blocking probability for class i calls can be deter-

mined as the sum of the probabilities of the states in which

the system cannot admit a new class i call:

Ei =



















V
∑

n=V −ti,0+1

[Pn]Q,V for i 6∈ T,

V
∑

n=V −ti,1+1

[Pn]Q,V for i ∈ T,

(13)

where the occupancy distribution [Pn]Q,V is calculated on

the basis of (1).

B. Model of Outgoing Links

Since the outgoing directions of the considered switching

networks are modeled as the limited availability groups let

us consider now the so-called threshold model of limited-

availability group with hysteresis, i.e., LAGTH (Limited

Availability Group Threshold with Hysteresis) model. Let

us remind that the limited availability group is the model

of systems consisting of υ identical separated transmission

links. Each link has the capacity equal to f BBUs [6]. Thus,

the total capacity of the system V is equal to V = υf BBUs.

The system services a call – only when this call can be

entirely carried by the resources of an arbitrary single link.

In the paper it is assumed the occupancy distribution in the

limited-availability group with the threshold mechanism with

hysteresis can be calculated on the basis of the appropri-

ately modified generalized Kaufman-Roberts recursion [8].

For taking into consideration the influence of the specific

structure of the limited-availability group on the process

of determination of occupancy distribution using the gener-

alized Kaufman-Roberts recursion the using of conditional

coefficients of passing σi,LAG(n), was proposed. The value

of parameter σi,LAG(n) can be determined as follows [6]:

σi,LAG(n) =
F (V − n, υ, f, 0)− F (V − n, υ, ti − 1, 0)

F (V − n, υ, f, 0)
,

(14)

where F (x, υ, f, t) is the number of arrangement of x free

BBUs in υ links, calculated with the assumption that the

capacity of each link is equal to f BBUs and each link has

at least t free BBUs:

F (x, υ, f, t) =

⌊ x−υt
f−t+1⌋
∑

r=0

(−1)r
(

υ

r

)(

x−υ(t−1)− 1−r(f−t+1)

υ−1

)

. (15)

Let us observe that in the case of the considered LAGTH

model the operation of the threshold mechanism introduces

additional dependence between the traffic stream in the

system and the current state of the system. This dependence

can be taken into consideration by the introduction of

the threshold coefficient of passing σi,q(n) to each of the

thresholds q. The threshold mechanism is introduced to the

group regardless of its structure, what allows us to carry on

with a product-form determination of the total coefficient of

passing in the limited-availability group σi,q,Total(n):

σI
i,q,Total(n) = σI

i,q(n) · σ
I
i,q,LAG(n), (16)

σII
i,q,Total(n) = σII

i,q(n) · σ
II
i,q,LAG(n). (17)

For determining basic traffic characteristics in considered

system we can used, appropriately adapted, FAGTH method.

The modification of FAGTH method consists in regarding

the coefficients of passing defined by (16) and (17) during

the occupancy distribution calculation.

V. ANALYTICAL MODEL OF SWITCHING NETWORKS

WITH HYSTERESIS

A. Effective availability in switching networks

Multi-service switching networks were the subject of

many analysis [6], [9]–[11]. At present, for blocking proba-

bility determination in the considered switching networks the

well-proven methods of the so-called effective availability

[6], [11], [12] are usually applied. According to the main

idea of the effective availability methods [6], the calculation

of blocking probability in switching networks with multi-

rate traffic comes down to the calculation of the blocking

in an equivalent network carrying a single-rate traffic. Each

link of equivalent network is treated as a single-channel link

with a fictitious load el(i) equal to blocking probability for

a class i stream in a link of real switching network between

section l and l + 1. This probability can be calculated on
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the basis of the blocking probability in the full-availability

group implementing threshold algorithm with hysteresis

(Formula (13)).

The effective availability in a real z-stage switching

network is equal to the effective availability in an equivalent

switching network and can be determined by the formula

derived in [6]:

d(i) = [1− πz(i)]υ + πz(i)ηY1(i)+

+ πz(i)[υ − ηY1(i)]wz(i)σz(i), (18)

where:

d(i) – the effective availability for the class i traffic stream

in an equivalent network,

πz(i) – the probability of non availability of a given last

stage switch for the class i connection. πz(i) is the proba-

bility of an event where the class i connection path cannot

be set up between a given first-stage switch and a given last-

stage switch. Evaluation of this parameter is based on the

channel graph of the equivalent switching network,

υ – the number of outgoing links from the first stage switch,

Y1(i) – the average value of the fictitious traffic served by

the switch of the first stage:

Y1(i) = υe1(i), (19)

η – a portion of the average fictitious traffic from the switch

of the first stage which is carried by the direction in question;

if the traffic is uniformly distributed between all h directions,

we obtain η = 1/h,

wz(i) – the fictitious traffic carried by a single input of

the equaivalent switching network, equal to the blocking

probablity ez(i) of class i calls in the corresponding link in

the real switching network, calculated according to FAGTH

method,

σz(i) – the so-called secondary availability coefficient [6]

which is the probability of an event in which the connec-

tion path of the class i connection passes through directly

available switches of intermediate stages:

σz(i) = 1−
∏z−1

r=2
πr(i). (20)

B. Distribution of available links

In effective availability methods, the second element

essential for determining blocking probability in switching

networks is so-called distribution of available links [6]. This

distribution determines the probability P (i, s) of an event in

which each of arbitrarily chosen s links can carry the class

i calls:

P (i, s) =
∑V

n=0
[Pn]V P (i, s|V − n), (21)

where [Pn]V is the occupancy distribution in limited-

availability group with hysteresis (LAGTH method) and

P (i, s|x) is the conditional distribution of available links,

which determines the probability of such an arrangement of

x = V − n free BBUs in s links that each of s arbitrarily

chosen links has at least ti free BBUs required for set up a

connection for class i call, while in each of the remaining

υ − s links the number of free BBUs is lower than ti [6]:

P (i, s|x) =

(

υ
s

)

Ψ
∑

w=sti

F (w, s, f, ti)F (x− w, υ − s, ti − 1, 0)

F (x, υ, f, 0)
.

(22)

In Equation (22) Ψ = sf, if x ≥ sf , Ψ = x, if x < sf ,

F (x, υ, f, t) is the number of arrangement of x free BBUs

in υ links, calculated with the assumption that capacity of

each link is equal to f BBUs and each link has at least t
free BBUs.

C. Point-to-Group Blocking Probability

Total blocking probability E(i) for the class i call is a sum

of external Eex(i) and internal Ein(i) blocking probabilities.

Assuming the independence of internal and external block-

ing events, we obtain:

E(i) = Eex(i) + Ein(i) [1− Eex(i)] . (23)

The phenomenon of the external blocking occurs when none

of outgoing links of the demanded direction of the switching

network can service the class i call (i.e., does not have

ti free BBUs). The external blocking probability is equal

to the blocking probability in the limited-availability group

modeling the outgoing direction of the switching network

and can be determined on the basis of LAGTH method.

The internal blocking probability in the considered

method is determined under the following conditions:

• there are s links in the require direction which can carry

a class i call

• there are d(i) last-stage switches available for the given

first-stage switch on the incoming links of which a class

i call appears.

For the switching network in the state described by the

listed assumptions the internal point-to-group blocking phe-

nomenon appears when all links (of the considered direction)

belonging to the d(i) available last-stage switches have not

sufficient number of free BBUs for the class i call:

Ein(i) =

υ−d(i)
∑

s=1

P (i, s)

1− P (i, 0)

[(

υ − s

d(i)

)/(

υ

d(i)

)]

, (24)

where υ is the number of links in the given direction.

VI. NUMERICAL RESULTS

In order to evaluate the accuracy of the proposed analyt-

ical method of point-to-group calculation in switching net-

works implementing threshold mechanism with hysteresis,

the results of analytical modeling has been compared with

data of simulation experiments. The simulations were carried

out for a typical three-stage Clos switching network con-

sidered both in electronic and optical switching (Figure 1).
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Figure 4. Point-to-group blocking probability; switching network structure:
υ = 4, f = 30 BBUs, V = 120 BBUs; traffic structure: class 1: t1,0 = 1

BBU, µ−1
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Figure 5. Point-to-group blocking probability; switching network structure:
υ = 4, f = 35 BBUs, V = 140 BBUs. traffic structure: class 1: t1,0 = 1

BBU, µ−1
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2,0
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µ−1

3,1
= 1.33, class 4: t4,0 = 10 BBUs, µ−1

4,0
= 1, t4,1 = 8 BBUs,

µ−1

4,1
= 1.25, Q1 = 105 BBUs, Q2 = 70 BBUs; T = {2, 3, 4}

The research was conducted for the multi-service switching

networks to which independent classes of Erlang traffic

streams were offered. The result of simulation are shown

in the charts with 95% confidence intervals that have been

calculated according to the t-Student distribution for the five

series with 1,000,000 calls of each class. The research was

carried out for two different structures of switching networks

servicing three (Figure 4) and four (Figure 5) traffic classes.

VII. CONCLUSION

In the paper, the threshold mechanism with hysteresis

for switching networks servicing a multi-rate traffic was

proposed. The proposed mechanism ensures a substantial

decrease in blocking probabilities of certain traffic classes

in the access to switching network resources. The analyti-

cal methods of calculations of the point-to-group blocking

probabilities in the multi-service switching networks with

threshold mechanism with hysteresis is also presented. The

method is based on the concept of the effective availability

and ensure fair accuracy of calculations.
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Abstract—The paper presents the results of a simulation
study on multi-rate three-stage Clos switching networks with
additional inter-stage links. Switching networks in which a
system of overflow links was provided for the first, second and
the third stage are investigated. Additionally, different struc-
tures of connections between inter-stage links are discussed.
The investigation has proved that an application of overflow
systems is followed by a substantial decrease in the internal
blocking probability in the switching network. An appropriate
capacity of overflow links can even result in a virtually complete
elimination of internal blocking. This paper proves that the best
results are obtained with the introduction of overflow links to
the first stage of the network, both in the case of point-to-point
and point-to-group selection.

Keywords-switching networks, inter-stage links

I. INTRODUCTION

Switching networks form a base for the operation of many
systems and devices, including that of exchanges or routers
that constitute nodes in telecommunications networks. It
is their effectiveness in performance that is decisive in
enabling the maximum amount of traffic that a network can
carry. Most of switching networks used in network nodes
are blocking networks. This means a loss to performance
with regard to part of traffic offered to network nodes.
Constructions that eliminate the phenomenon of blocking in
the switching network (the so-called non-blocking networks)
are also known [1], [2], [3], [4], [5]. These networks, how-
ever, require a large number of switches, which translates
directly into a substantial increase in the financial outlays
for the construction of such switching networks. There
exist techniques for reducing blocking states in switching
networks. The three fundamental techniques include: the
application of additional inter-stage (overflow) links [6],
call rearrangement or repacking and re-switching [5]. Call
repacking and re-switching do not interfere with the actual
architecture of a switching network. These are based on the
introduction of special algorithms for executing procedures
related to setting up connections in a required way. Due
to computational complexity, solutions of this type tend to
overload controlling devices while setting up connections to
a much higher degree that the most commonly used random

algorithms and sequential algorithms, which is a drawback
and a considerable limitation. The application of overflow
links is accompanied with a slight interference into the phys-
ical architecture of a switching network and is based on an
application of switches with an appropriately higher number
of inputs and outputs. In the past, switching networks with
overflow links were used on an industrial scale in analogue
telephone exchanges manufactured by Pentaconta [6]. The
exchange of the Pentaconta system was composed of two-
stage switching networks in which switching devices of
the first stage were connected with one another by special
inter-stage links. The application of overflow links made
it possible to reduce substantially (by several percent) the
internal blocking probability of the exchange [7]. Later,
a possibility of introducing overflow links in electronic
exchanges was also considered [8], [9]. No analysis of
the effectiveness of the introduction of overflow traffic has
been carried out so far for multi-stage switching networks
with multi-rate traffic. This paper presents the results of
a simulation study of multi-rate three-stage Clos networks
to which different architectures of overflow systems were
applied.

The paper has been divided into 5 sections. Section 2
introduces the reader to the issues of modelling blocking
and non-blocking switching networks. Section 3 discusses
the architecture and the routing algorithms in the proposed
switching structures with inter-stage links, while Section
4 presents the obtained results of the study. A conclusion
follows in Section 5 of the paper.

II. BLOCKING AND NON-BLOCKING
SWITCHING NETWORKS

Consider the Clos three-stage switching network pre-
sented in Figure 1. The switching network is composed
of n symmetrical switches n × n of links in every stage.
Each link has the capacity of f BBUs (Basic Bandwidth
Units [10]). The switching network is offered multi-rate
traffic composed of a number of traffic streams called traffic
classes. Each traffic class is defined by parameters: call
intensity, service intensity and the number of BBUs required

141

AICT 2011 : The Seventh Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-123-6

                         152 / 157



Figure 1. Three-stage Clos network v(m,n,r)

to set-up a connection. Our further assumption is that a
stream of offered traffic of each class can be either an Erlang
or Engset stream [11]. The Basic Bandwidth Unit is defined
as the greatest common divisor of all bit rates allocated to
calls of particular classes:

RBBU = GCD⌊R1, ..., RM⌋, (1)

where Ri is the bit rate allocated to each call of class i.
The number of BBUs corresponding to a call of class i is
defined by the following formula:

ti =

⌈
Ri

RBBU

⌉
, (2)

The capacity of one free link of a switch can be also
determined in BBUs:

f =

⌊
C

RBBU

⌋
, (3)

where C is the total bitrate in one link. The process of a
determination of the parameters of individual call classes
and the capacity of the component elements of the system in
BBUs, on the basis of Equations (1)–(3), is called bandwith
discretization [10]. The process makes the analysis and
modelling of multi-stage switching networks and many other
switching systems much more easy [14], [15].

Two basic types of selections are commonly used in
switching networks: point-to-point selection and point-to
group selection [12], [13]. With the point-to-point selection,
the controlling algorithm determines the input stage switch
at which a call of class i appeared. Then, the controlling
algorithm defines a switch for the output stage that has at
least one free outputs, i.e. an output link that has at least
ti free BBUs. In the next step, the algorithm tries to find a
free connection path between these switches. If this is not
possible, then the call is lost due to internal blocking. If
the controlling algorithm indicates the absence of just one
switch in the last stage with a free output, then the call is lost
as well due to internal blocking. With the application of the
point-to-group selection, the outputs of the switches of the
last stage are divided into link groups called directions. The
controlling algorithm for the network first determines the

input switch at which a call of a given class appears. Then,
the controlling algorithm chooses an output switch that has
a free output in the required direction. In the next step, the
controlling algorithm tries to set up a connection between
a given switch of the first stage and a selected switch of
the outgoing stage. If there is no possibility of setting up a
connection path between these switches, then the controlling
algorithm determines another switch of the last stage of the
network that has a free output in the demanded direction.
If, again, the connection between the switches of the first
and the last stages cannot be set up, then the controlling
algorithm determines next switch with free outputs in the
direction and another attempt at setting up a connection is
made. If, during one of such attempts, a connection can be
successfully set up, then the controlling algorithm proceeds
to execute the connection. If, in turn, all possible attempts
fail to set up a connection, then the connection is lost due
to internal blocking. The occupancy of all links in a given
direction is followed by a loss of a call due to external
blocking.

There are two basic methods for dividing outputs of
the last stage in direction [12], [14]. The first method
assumes that all outputs for a given switch represent just
one direction. The other method is based on a selection of
one (or more) output links with the same number in each
of the switches of the last stage. This paper considers the
latter method for the execution of the output direction.

A measure for the number of events of blocking is the
blocking probability, which can be defined as a ratio of
the number of blocked connections to the total number
of demands for setting up connections in the switching
network. The total blocking probability ET is the sum of the
internal blocking probability Ein and the external blocking
probability Eex:

ET = Ein + Eex. (4)

In non-blocking networks, internal blocking probabilities are
equal to zero. Thus, in non-blocking networks, the following
equality takes place:

ET = Eex. (5)

Equation (5) means that in non-blocking networks the block-
ing event occurs solely in output groups of the network and
depends exclusively on their capacity and offered traffic.
Hence, the internal structure of a non-blocking network is
"transparent" for offered traffic and the whole network can
be treated - from the traffic engineering perspective - as a
single-stage system, i.e. as an output group of the network.
Structures of non-blocking networks are constructed based
on strictly defined rules and theorems [1], [2], [3], [5]. A
transformation of a given structure of a blocking network
into a structure of a non-blocking network may be based on
an increase in the number of switches of appropriate stages
or, additionally, an increase in the number of stages in a
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switching network. Special control algorithms that manage
the procedures of setting up connections are also known.
These algorithms lead eventually to a non-blocking property
of the network [5]. From the economic point of view, non-
blocking networks are far more expensive than blocking
networks. Therefore, in engineering practice most solutions
employ much cheaper blocking networks in which the
phenomenon of internal blocking is handled in such a way
as to guarantee its maximum limitation. Switching networks
with a low value of the internal blocking probability (that
deliver at least one order of magnitude lower than the
external blocking probability) are called quasi-non-blocking
networks. One of the most effective ways of diminishing the
internal blocking in the switching network is the application
of overflow links. Switching networks with overflow links
are described in the following section.

III. SWITCHING NETWORKS
WITH ADDITIONAL INTER-STAGE LINKS

Consider any example of a stage of the switching network
shown in Figure 1, in which additional inter-stage links
have been introduced. Figure 2 presents two ways of setting
up overflow connections in a given stage of the switching
network. In the first case (Figure 2a), the presented system of
overflow links (called system I) is based on an application of
switches with one additional input and one additional output
in a given stage. An overflow link connects a given switch
with another switch, whereas the last switch is connected
with the first switch. The second example (Figure 2b) shows
a system of overflow links (further on called system II). In
this system, switches with two additional inputs and outputs
are used. Each switch is connected by one inter-stage link
with a neighbouring switch. The second overflow link leads
to the next switch in a row. Thus, i-switch of a given stage
is connected with i + 1 switch and i + 2 switch of the
same stage. Each of the presented two overflow systems can
be applied in each stages of a three-stage Clos network. If
System I is applied to the second stage of the network, then
thus obtained structure will be labelled as System 1.2 (the
number of system, the number of the stages).

The algorithm for setting up a connection always tries to
set up a connection without overflow links first. When the
connection cannot be executed, an attempt is made to effect
the connection with the help of overflow links. Assume that
the 1.3 structure is introduced to the switching network with
point-to-point selection, i.e. a system with overflows in the
third stage. If in a given state of the network a point-to-point
connection with a given output of the second switch of the
third stage cannot be set up, then the controlling algorithm
tries to set up this connection with the first switch of the
third stage that has a connection (through the overflow link)
with the second switch of the third stage.
The following general algorithm for setting up connections
is applied to the considered switching networks with inter-

Figure 2. Overflow systems in a selected stage of the Clos network.

stage links. In the first step, the controlling device determines
the input on which a new call appeared, as well as a required
output in a given direction (point-to-point selection), or a
demanded direction (point-to-group selection). In the next
step an attempt is made to set up a point-to-point connection
(or, alternatively, a point-to-group connection) without the
application of overflow links. If setting up of a connection
without overflow links fails to be executed, the controlling
device proceeds to step three, in which all possible connec-
tion paths executed by the switches of a given stage to which
the considered switch has access to through free overflow
links are checked. If there are any free connection paths
that use overflow links, then, on the basis of the random
algorithm, one path is chosen and a connection of given type
(point-to-point or point-to-group) is set up. Otherwise, a call
is rejected. In order to diminish the amount of the volume
of occupied resources and the complexity of the controlling
algorithm for setting up a connection, one overflow link is
used at the maximum. This means that if an attempt at setting
up a connection with the use of overflow links is failed, then
no attempts with the application of next overflow links will
be made. It is assumed then, that in each attempt to set up
a connection only one overflow link can be used.

IV. NUMERICAL RESULTS

To determine traffic effectiveness of switching networks
with additional inter-stage links, a simulation tool that
enables to determine traffic characteristics of the networks
with the required confidence interval was developed for the
purposes of the study. An event planning method was used
to construct the simulator [16]. Thus constructed simulator
allows you to study three-stage Clos switching networks
with point-to-point selection and point-to-group selection.
Either of the overflow links systems described in Section
2 can be introduced to each of the stages. The network is
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offered a mixture of Erlang traffic of various classes (a call
stream of each of the traffic classes is a Poisson stream,
whereas the service time of each class of calls is described
by an exponential distribution).

The investigation involved a simulation of a three-stage
Clos switching network composed of symmetrical switches
4 × 4 links, each with the capacity of f=30 BBUs. The
number of switches of each of the stages is equal to 4
switches. A network is offered three classes of calls that de-
mand respectively t1=9 BBUs, t2=6 BBUs, and t3=2 BBUs.
It is assumed that appropriate traffic classes are offered in
the following proportions: a1 : a2 : a3 = 2 : 3 : 6. The
simulations were carried out for such a number of series
(each series includes 100,000 calls of the class with the
highest demands) that guarantees 99% confidence interval
defined on the basis of the t-Student distribution. This
interval in the simulation experiments in question is lower
by at least one order of magnitude than the average value
of the simulation result. The results of the simulation are
presented in relation to the volume of traffic offered to one
BBU of an output link (a). Figure 3 shows a comparison
of the internal point-to-point blocking probabilities for the
calls of class i in the networks 0.0 (without overflow links)
and 1.1 (overflow system I in the first stage of the network).

An introduction of a simple system of overflow links
leads to a decrease in the internal blocking probability in
a switching network.

Figure 4 shows the changes in the internal blocking
probability of a call of class 1 in the network 1.1 in relation
to the changes in the capacity of the overflow link for a=1
Erl/BBU. The figure indicates the exponential nature of these
changes. With the capacity of the overflow link equal to the
capacity of a link used in the switching network (f=30), the
internal blocking probability does not continue to decrease.
It emerges from the study that for a < 1 Erl/BBU, the
internal blocking probability stabilizes earlier f < 30. These
results are of practical significance since the conclusion that
follows indicates that an application of overflow links with
identical capacity as the remaining links of a switching
network are sufficient for constructing effective quasi-non-
blocking switching network.
Figure 4 presents the changes in the internal, external and the
total blocking probability for calls of class 1 in relation to
the capacity of overflow links in the network 1.1. Along with
the increase of the capacity of overflow links, the internal
blocking probability decreases. A decrease in the probability
leads to an increase in the external blocking probability.
This phenomenon can be explained in the following way.
A decrease in the internal probability blocking is equivalent
to an increase in call access of a given class to output groups
(directions) of the switching network. Increased traffic at the
outputs of the switching network results in an increase in
the external blocking probability. Since the decrease in the
internal blocking probability is higher than the increase in

the external blocking probability, then, as a result, we obtain
a decrease in the total blocking probability.

A system of overflow links can be applied in any stage
of the three-stage Clos network. A choice of a stage of the
network and an overflow system in the switching network
has a substantial influence on the internal blocking probabil-
ity. Hence, the study included an analysis of System I and
System II used in each of the stages of the switching net-
work. Relevant investigations were carried out for the point-
to-point selection and the point-to-group selection. Figure 5
shows exemplary juxtaposition and comparison of the point-
to-point internal blocking probability for different structures
of switching networks with overflow in line with the notation
adopted in Section 2. The probability is expressed as a
percentage of the value of the internal blocking probability
in a network without overflow links, with the assumption that
the average traffic for a BBU is equal to a=1 Erl. Figure 5
presents the results ordered according to the level of the
decrease in the blocking probability.

Figure 5. Internal blocking probability in a three-stage Clos network for
the point-to-point selection: a) class 1, b) class 2, c) class 3

As the results of the study show, the introduction of
overflow links in the first stage of the switching network
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Figure 4. Dependence between internal, external and the total blocking probability and the capacity of overflow links in the network of System 1 for the
first traffic class (t1 = 10 BBUs), point-to-point selection

is the most effective. This phenomenon can be described
and interpreted combinatorially. The application of overflow
links in the first stage is followed by the highest number
of potentially possible connection paths for connections,
whereas an increase in the number of potentially possible
connection paths in the third stage, resulting from the
application of overflow links, is the lowest. The presented
results constitute only a small fragment of the more complex
study carried out by the authors. Due to the limited space of
the paper, the figures show only the results yielded for the
point-to-point selection. With the case of the point-to-group
selection, however, similar changes occur in the blocking
probability and can be compared to those obtained for the

point-to-point selection, though the extent of these changes
is slightly lower. The phenomenon is related to the particular
way of operation of the point-to-point selection, in which
there are more potential connection paths for a point-to-
direction (a number of points) to be set up than in the case
of setting up a point-to-point connection.

The results presented in the paper were limited to switch-
ing networks 4 × 4. The authors also examined switching
networks with a much larger size, i.e. 16×16. The obtained
results confirm that an introduction of overflow links in the
first stage of the switching network also in that case is the
most effective.
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V. CONCLUSIONS

The paper discusses the results of a simulation study of
Clos networks with the application of inter-stage links. On
the basis of the obtained results it can be unequivocally
stated that the most optimal solution is the application of
overflow structures in the first stage of the network. All the
simulations carried out by the authors confirm the highest
percentage decrease in the blocking probability recorded in
this particular configuration.

The paper also includes the results of an investigation into
the dependencies between the internal blocking probability
and the capacity of overflow links. It is then proved that the
value of the capacity of an overflow link that is equal to
the capacities of links in a switch of the switching network
can virtually eliminate internal blocking. It emerges from
the studies carried out by the authors that in switching
networks with higher capacities the actual operation of the
system of overflow links is even more effective, i.e. a lower
number of overflow links (with lower capacities) appears
to be sufficient to eliminate the phenomenon of internal
blocking in the network. Given the low cost of constructing
a system of overflow links, i.e. first stage switches with an
increased number of input and output links, the application
of the solution in practice (in construction of quasi-non-
blocking networks) seems to be justified and well-grounded.
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