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ALLDATA 2017

Forward

The Third International Conference on Big Data, Small Data, Linked Data and Open Data
(ALLDATA 2017), held between April 23-27, 2017 in Venice, Italy, followed a series of events
bridging the concepts and the communities devoted to each of data categories for a better
understanding of data semantics and their use, by taking advantage from the development of
Semantic Web, Deep Web, Internet, non-SQL and SQL structures, progresses in data processing,
and the new tendency for acceptance of open environments.

The volume and the complexity of available information overwhelm human and computing
resources. Several approaches, technologies and tools are dealing with different types of data
when searching, mining, learning and managing existing and increasingly growing information.
From understanding Small data, the academia and industry recently embraced Big data, Linked
data, and Open data. Each of these concepts carries specific foundations, algorithms and
techniques, and is suitable and successful for different kinds of application. While approaching
each concept from a silo point of view allows a better understanding (and potential
optimization), no application or service can be developed without considering all data types
mentioned above.

The conference had the following tracks:

 Big data

 Linked data

 Open data

 Challenges in processing Big Data and applications

The conference also featured the following workshop:
• KESA 2017, The International Workshop on Knowledge Extraction and Semantic

Annotation

We take here the opportunity to warmly thank all the members of the ALLDATA 2017
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ALLDATA
2017. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the ALLDATA 2017 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that ALLDATA 2017 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress of different types
of data. We also hope that Venice, Italy provided a pleasant environment during the conference
and everyone saved some time to enjoy the unique charm of the city.
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Flexible Management of Data Nodes for Hadoop Distributed File System 
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Abstract—Hadoop Distributed File System (HDFS) is a file 

system, which stores big data in a distributed manner.  

Although HDFS cluster provides a great scalability, it requires 

numerous dedicated data nodes, which makes it difficult for a 

small business enterprise to construct a big data system. This 

paper presents a novel mechanism for flexible management of 

data nodes in the HDFS cluster. A block replication scheme is 

also presented to ensure availability of data. Using the 

proposed scheme, storage capacity of HDFS cluster can be 

dynamically increased by using existing hardware systems. 

Keywords-Hadoop; HDFS; flexibility; node management. 

I.  INTRODUCTION 

A big data system makes it possible to identify 
meaningful information by extracting and analyzing massive 
data created in the enterprise. Currently, Apache Hadoop [1] 
is one of the most popular open source distributed 
framework for big data analytics. In the Hadoop, Hadoop 
Distributed File System (HDFS) is provided to ensure 
reliability and high availability of data storage under 
distributed computing environment. The MapReduce 
framework is also used to provide parallel processing of big 
data stored in HDFS. Due to its scalability and fault 
tolerance, Hadoop system can process huge volume of data 
on a large-scaled cluster with 10,000 processing cores [2].  

Among the various applications, health care is a very 
promising field for big data analytics [3]. Hospitals also 
demand big data analysis to improve quality of care and to 
establish management innovation strategy [4]. However, 
relatively small business domains, such as small-and-
medium sized hospitals, have difficulty in adopting a big 
data system despite the potential for data analysis because of 
its high cost. As an alternative way, we can consider using 
existing systems used for daily business to minimize 
adoption cost for constructing a Hadoop cluster. These 
systems are normally used for routine work, joining them 
into the Hadoop cluster should be carefully investigated. 

This paper discusses a cluster management technique for 
flexible management of data nodes in Hadoop. Data nodes in 
the original Hadoop are dedicated systems for the cluster and 
cannot be casually added to or removed from the cluster. 
This paper first analyzes node commission and de-
commission mechanism of Hadoop and proposes a flexible 
management mechanism for the cluster, which allows 
existing systems to be added to or removed from the cluster 

dynamically. Using the proposed mechanism, existing 
systems used for daily work during business hours can be 
redirected to the Hadoop cluster out of hours, which 
maximizes system utilization. The rest of this paper is 
organized as follows. Section II describes the flexible 
management mechanism for Hadoop. A block replication for 
ensuring availability of data is presented in Section III. 
Section IV concludes the paper. 

II. FLEXIBLE MANAGEMENT MECHANISM 

A. Node Management in HDFS 

A HDFS cluster consists of one name node which 
manages namespace of the file system and a number of data 
nodes that store user data. When the HDFS starts, a 
namenode daemon in the name node starts, followed by 
starting each datanode daemon in the data node. The HDFS 
can add a new data node to the cluster or remove an old data 
node from the cluster without stopping all services, named 
commissioning and decommissioning, respectively.  

 

 
Figure 1.  State transition diagram for a data node. 

A boxed area of Figure 1 shows a state transition diagram 
for a data node in the original HDFS. When a new data node 
is about to join the cluster, a commissioning procedure is 
called to the node and the state of the node is changed to 
normal. After then, the node can store data blocks as 
requested by the name node. A normal node can be removed 
from the cluster via decommissioning procedure when the 
node is decrepit or malfunctioning. When the procedure is 
being executed, all data blocks stored in the node are moved 
to other normal nodes followed by the removal from the 
cluster. Note that a dotted line depicted in Figure 1 indicates 
that a decommissioned node could be commissioned again, 

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-552-4
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however it is not practical because it required additional 
network overloads for the repeated copy of data blocks. 

B. Flexible Data Node Management Mechanism 

Providing flexibility for the Hadoop file system implies 
that nodes in the Hadoop cluster can be temporarily removed 
from the cluster and can re-join the cluster at any time. It is 
different from previous commission and decommission 
mechanisms because a decommissioned node is assumed to 
be permanently removed from the cluster.  

This paper proposes an additional state named paused as 
depicted in Figure 1. The paused node maintains data blocks 
and can join the cluster again [5].  This means that a paused 
node has temporarily left from the cluster but the node will 
be rejoined when the system becomes available for analysis. 
The paused node can be used to other work, e.g. everyday 
business. The node rejoins the cluster when the node 
becomes idle. The pause procedure is as follows. 

 A data node requests to name node via ssh which 
executes a script in the name node. The script adds 
the node descriptor to dfs.host.pause property in 
hdfs-site.xml. 

 Refresh data nodes by calling dfsadmin –refresh 
Nodes, which removes data nodes from the cluster. 

 Kill a datanode daemon running in the data node. 
Paused nodes need to be managed in the name node 

because the paused nodes cannot be considered as target 
nodes for block reallocation which is executed by HDFS 
balancer daemon. This is achieved by dfs.host.pause 
property, which stores descriptors of paused nodes. The 
resume procedure for rejoining the cluster is similar to the 
commissioning procedure. However, data blocks of the 
resumed node should be checked for consistency since the 
data might be removed from the cluster while paused. 

III. BLOCK REPLICATION SCHEME 

Hadoop replicates each data block to separated nodes to 
provide fault tolerance and availability of accessing data. 
Default value of replication level is 3 [1]. When a block of 
certain node is unavailable, another copy from another node 
can be accessed. However, in the flexible management 
mechanism, another copy can also be inaccessible since any 
node can be paused at any time. To mitigate this problem, 
this paper divides distributed nodes into two types of 
clusters; one is a core cluster and the other is a flexible 
cluster as shown in Figure 2. 

Data nodes in the core cluster is as same as the typical 
Hadoop cluster, which stores data blocks and used for 
analytical processes at all times. On the other hand, data 
nodes in the flexible cluster can be used for both daily 
business and data storage triggered by pause and resume 
mechanism discussed in Section 2. In this system, at least 
one replica should be stored in data nodes in the core cluster 
to guarantee minimum availability of data. For example, one 
replica is stored in the core cluster and two replicas are 
stored in any nodes in the flexible clusters. When all data 
nodes in the flexible clusters are paused, the core cluster with 
one replica can be used for Hadoop processing. If all data 

nodes are normal, extended data storage with improved 
processing power will be provided. 

 
Figure 2.  Block replication in the flexible cluster 

The number of data nodes in flexible clusters and overall 
storage capacity are not linearly correlated since it is 
bounded by replication factor. Assuming each data node has 
the same storage capacity and the minimum replication 
factor for core cluster is 1, the maximum utilization can be 
achieved when the number of data nodes in the flexible 
cluster becomes twice the number of data nodes in the core 
cluster. 

IV. CONCLUSION 

This paper discussed a node addition and deletion 
mechanism of the HDFS and proposed a flexible node 
management mechanism which enables dynamic 
management of the Hadoop cluster. A block replication 
scheme is also presented to ensure minimum availability 
under flexible node clusters. Using the proposed mechanism, 
scale of the Hadoop cluster can be dynamically changed as 
the cluster can utilize existing systems, which implies that 
small business domains can efficiently construct a big data 
processing system without much cost. As a future work, 
evaluating the performance of this mechanism needs to be 
performed on a real business environment.  
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Curves Similarity Based on Higher Order Derivatives
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Abstract—In many applications, data originate from the ob-
servation of a phenomenon depending on time. Trajectories
of mobiles fall within this category and receive an increasing
attention as many connected objects have the ability to broadcast
their positions. When the raw location is the value of interest,
several statistical procedures exist to deal with analysis of
trajectories. Depending on whether the geometrical shape or the
time to position relation is relevant, one will use a parametrization
invariant distance or a simple L2 metric to assess the similarity
between any two trajectories. However, it is sometimes advisable
to use higher order information like velocity or acceleration, while
retaining some kind of geometrical invariance. The purpose of
the present work is to introduce a framework especially adapted
to such a situation.

keywords—bundle metric, curve manifold, shape space.

I. INTRODUCTION

In many applications, the data of interest are measured
values through time of a system in evolution. It is often
the result of the observation of a physical phenomenon,
obeying an underlying dynamics that may be unknown. As
an extension, images can be modeled pretty much the same
way, using two coordinates instead of a single time axis. Most
algorithms designed to deal with such data rely on a sampled
representation that is amenable to multivariate statistics.

Another approach was taken in the functional statistics
framework, where the basic objects are mappings from a time
interval to a given state space. Unfortunately, very little is
known about probabilities in infinite dimension spaces, and
one has to revert to finite dimensional representations during
the implementation phase.

Several works were dedicated to the extension of classical
multivariate algorithms to sample paths of Hilbert processes.
As a starting point, data is first expanded on a truncated Hilbert
basis [1], then, the vectors of expansion coefficients enter a
standard finite dimensional analysis. A clever choice of the
representation space and basis allows to take into account
the prior knowledge about the studied process. Unfortunately,
the dimension of the samples produced that way may be
high, and varies with the geometric features of the sample
paths. In particular, the presence of high curvature values
will increase the number of expansion coefficients needed
to keep a good approximation of the original function. In
[2], an expectation maximization (EM) functional clustering
algorithm is presented with an adaptive basis in each group,
yielding an efficient numerical method to deal with this issue.

Another class of methods relies on a non-parametric ap-
proach [3][4]. A recent work [5] pertaining to this approach

presents a hierarchical clustering principle, with application to
electric power consumption.

Finally, some algorithms use a shape manifold [6] repre-
sentation in order to derive a metric between sample paths.
This last class of methods has distinguished benefits, like the
ability to focus only on the shape of the curves and forget
about a specific parametrization. The major drawback is a high
computational cost, that may preclude its use on large data
sets. While basically designed for using the first derivatives, it
is possible to consider higher order information, although the
notion of parametrization invariance becomes less intuitive.

The purpose of the present work is to introduce a framework
in which the higher order derivatives are explicitly taken into
account, but with a well controlled notion of invariance. It was
motivated by an application in civil aviation, that is the assess-
ment of runway adherence using only radar tracks of landing
and taxiing aircraft. In this context, a full parametrization
invariance is not advisable, as it will remove an important part
of the relevant information. On the other side, a raw Sobolev
distance between curves will be fooled by the diversity of
aircraft and will induce false alarms.

In section (II), a general approach to the question of curve
similarity is addressed. The main idea is to split between the
observation and the geometrical object on which it lies, yield-
ing a metric that gather in a controlled way the contribution
of the underlying shape and the extra information borne by
the measured data. Starting with a model of curves based on
differential geometry, the data can be thought as a section of
a vector bundle with base space the curve. Using a riemanian
metric on it will be the key to obtain a measure of similarity
between any two samples, in the spirit of the works dedicated
to distances between shapes [6].

In section (III), the application of the general framework to
the case of landing aircraft tracks will be discussed. Finally, a
conclusion will be drawn, with a view towards future work on
application on real and simulated data prior to an operational
use.

II. DISTANCE BETWEEN BUNDLES

A. Problem statement

The purpose of this section is to introduce a suitable state
space for representing data that has both geometrical and cin-
ematic features. It was motivated by the application that will
be described later, where tracks of landing and taxiing aircraft
must be clustered into homogeneous groups distinguished by

3Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-552-4
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Figure 1. Runway clearing trajectories

the adherence of the runway. An example of a nominal (lower)
and an abnormal (upper) track is given in Figure 1. The shape
of the upper track is clearly different from the nominal one,
and will not belong to the same cluster if one use a algorithm
based for example on curvature. However, the divergence from
the nominal curve may be due to low adherence condition or
to a late turn. Only the first case must trigger a corrective
action, that for the present situation is quite constraining: the
runway has to be closed for the duration needed to perform an
on-site adherence measurement. Using tangential acceleration
will add a very discriminating feature since for the same
shape, a high value means a high braking force, thus rejecting
the hypothesis of low adherence. However, comparing raw
velocity and acceleration induces two new issues:
• The aircraft type and airline procedures are varying, so

that a shape comparison must be performed to minimize
this effect;

• The time span of the trajectories is not the same. A
registration procedure is needed, and it is a quite difficult
problem to solve.

To summarize, neither parametrization invariant nor time de-
pendent distances are fully satisfying. It is thus advisable to
split the similarity computation into a purely geometrical part
and a remainder that is not explained by shape variations.

All curves will be assumed to be smooth, that is indefi-
nitely differentiable. This is not a real constraint in practical
applications.

B. Curves as manifolds

In almost all applications, a curve is understood as a
mapping γ from a real interval [a, b] to a state space, generally
Rp. Furthermore, only curves with nowhere vanishing first
derivative will be considered to avoid possible singularities.
In practice, this condition is never an issue. This is the
standard framework in which functional data statistics takes
place, and is well suited to problems where the information
is contained in the mapping. As an example, if one wants to
analyze the delays occurring in road or air traffic, the time
to position mapping is the most relevant data. However, it is
quite common to encounter cases where the shape of the image
γ([a, b]) holds the discriminating features. It obviously the
case in image recognition algorithms, but also in spectrometric
data [3], in biometric measurements (electroencephalogram,

electrocardiogram) and generally speaking in all areas where
the information will not change if the parametrization of the
curves is changed. In the sequel, such a situation will be
referred to as geometric data analysis (GDA).

The easiest approach to GDA is to let all curves be
parametrized by arclength, which is defined as:

s : t ∈ [a, b]→
∫ t

a

‖γ′(t)‖dt

The arclength has domain [0, l(γ)] with l(γ) the length of the
curve. It comes at once that:

ds

dt
= ‖γ′(t)‖

so that taking the derivative with respect to s of a function of
t can be done easily using the formula:

Ds =
1

‖γ′(t)‖
Dt

The arclength is related only to the shape of the image
of γ. In fact, let u ∈ [c, d] such that t = φ(u) with φ a
strictly increasing smooth diffeomorphism from [c, d] to [a, b],
it comes:

s(u) =

∫ u

c

‖Duγ(t(u))‖du =

∫ u

c

‖γ′(t(u))‖ dt
du
du =∫ t

a

‖γ′(t)‖dt (1)

Many important features of the curve are naturally expressed
with arclength: Dsγ(s) yields the unit tangent vector Tγ(s)
while ‖Dssγ(s)‖ is the curvature at s.

For curve similarity computations, the drawback of the
arclength is that its domain depends on the length of the curve
and varies with the curves. A scaled version η with domain
[0, 1] is more convenient:

η = s/l(γ)

An obvious benefit of using η as a reference parametrization is
that it solves the so-called registration problem, that consists
of finding a common domain for all the functional samples
[7]. It worth notice that in a sampled context, it is equivalent
to have evenly spaced landmarks on the image of γ, as in [8].

It is worth noticing that the geometry of smooth curves with
values in Rp is entirely defined by the so-called Frenet frame
(u1, . . . up) and its associated curvatures (κ1, . . . , κp−1). For
the sake of completeness, the procedure for finding them is
given by

u1(t) = γ′(t)/‖γ′(t)‖ (2)

ũi(t) = γ(i)(t)−
i−1∑
j=1

〈γ(i)(t), uj(t)〉uj(t), i = 2 . . . p (3)

ui(t) = ũi(t)/‖ũi‖, i = 2 . . . p (4)

κi(t) =
〈u′i(t), ui+1(t)〉
‖γ′(t)‖

, i = 1 . . . p− 1 (5)
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It is clear from the construction that changing the curve
parametrization will keep the Frenet frame and the curvatures
invariant: all information related to velocity, tangential accel-
eration and so on will be lost. In many applications, this is a
major issue.

From a mathematical standpoint, one possible geometric
model for a curve is a one dimensional riemanian manifold.
It will be assumed in the sequel that the reader is familiar
with the basic concepts of differential geometry that may be
found in any textbook on the subject [9]. For shape analysis
and recognition, one deals almost always with closed curves,
that comply with the usual notion of manifold. However, when
dealing with paths with distinct endpoints, the right model is
a manifold with boundary. In the sequel, all curves will be
represented that way.

Any real interval [a, b] has the structure of a trivial one
dimensional manifold with boundary {a, b}. Tangent vectors
are couples (t, u) where t is the basepoint in [a, b] and u
is a one dimensional vector, that can be represented as a real
number. One can think of a tangent vector (t, u) as the velocity
at t of a point moving along the interval [a, b]. Boundary
conditions impose u(a) > 0, u(b) < 0 . A vector field defined
on it is just a smooth mapping u : t ∈ [a, b] 7→ R such that
all derivatives admit a limit to the right (resp. to the left) at
a (resp. b). These limits will define the field at the boundary,
and are not required to comply with the conditions satisfied
by tangent vectors.

A curve γ : [a, b] → Rp with nowhere vanishing derivative
is an immersion from the manifold ]a, b[ to Rp that can be
extended to [a, b]. As such, it inherits a metric from the local
embedding in Rp by letting, for any t ∈]a, b[ and real numbers
u, v, interpreted as tangent vectors:

gt(u, v) = ‖γ′(t)‖2uv

The Levi-Civita connection on ]a, b[ is given by:

∇∂tu = ∂tu+
1

‖γ′(t)‖2
〈γ′(t), γ′′(t)〉u

The first term corresponds to the intrinsic variation with
respect to the parameter t, while the second is the part of
the tangential acceleration coming from the geometry of the
immersion. When the immersion parameter is chosen to be
the arclength, the second term in the right hand vanishes as
Dsγ is the unit tangent vector at s and Dssγ is orthogonal to
it. The Levi-Civita connection reduces thus to derivative with
respect to arclength. The same applies for the scaled arclength
η.

While curvature is a very important information for curves,
it is a characteristic of the immersion and not an intrinsic
feature of the trivial manifold [a, b]. It can be recovered
from the immersed normal bundle N , whose elements are
couples (t, v) with t ∈]a, b[ and v ⊥ γ′(t). It is a vector
bundle with base manifold [a, b] and typical fiber Rp−1, and
its sections can be easily recovered using the Frenet frame
u1(t), . . . , up(t) introduced earlier, as any vector normal to
γ′(t) lies in span(u2(t), . . . , up(t). A section of N is then a

smooth mapping s : [a, b] → Rp−1, with s(t) the coordinates
on the frame (u2(t), . . . , up(t)).

The immersed normal bundle is the prototype of objects
bearing vector information along a curve, and fulfilling the re-
quirement of partial geometrical invariance mentioned earlier.
For a single curve γ : [a, b]→ Rp, one can attach a vector v(θ)
for each θ ∈ [a, b] that is interpreted as a sample at position
γ(θ). Going back to the case of landing tracks, one can think
of this vector information as the couple velocity/acceleration
v(θ) = (u(γ(θ)), Dtu(γ(θ)). It is important to note that the
shape parameter θ is not related to time t, that is used to
compute velocity and acceleration: at a given θ, u(θ), Dt(θ)
are the respective velocity and acceleration sampled at position
γ(θ) on the trajectory. Different aircraft following the same
curve but with different braking profiles will have different
samples v(θ). Within the immersed bundle, they will be
described by different sections. However, the geometric object
underlying the sections, that is the base immersion γ will
remain the same. When we let it vary, it appears that data
can be compared at two well defined levels: the first one
is the geometry and arises from the difference between the
base immersions and the second is related to the sections
themselves.

In a general setting, a immersed vector bundle will be
defined as a vector bundle with base manifold [a, b] , typ-
ical fiber Rn and whose sections are of the form s(t) =
v(γ(t)), t ∈ [a, b], with γ : [a, b] → Rp an immersion. As
above, the geometry is encoded in γ, while the non-geometric
information is described by the section.

The ability to deal with similarity between such objects
relies on a notion of distance between them, that will be now
introduced.

C. Distance between bundle sections

In order to simplify the derivations, all curves will be
assumed to be immersions from [0, 1] to Rp, using the η
parameter. The derivation of a distance between immersed
bundles sections will closely follow the principle underlying
the construction of geometric distances between curves, as
presented in [10]. Let E0, E1 be immersed vector bundles
on respective immersions γ0, γ1 with values in Rp and with
typical fibers Rn. Let s0, s1 be sections respectively of E0, E1,
that will represent the vector samples along the respective
curves γ0, γ1. An immersed path between s0 and s1 is a
smooth mapping φ : [0, 1]× [0, 1]→ Rp × Rn such that:

• For all s ∈ [0, 1], the mapping t ∈ [0, 1] 7→ φ(s, t) is a
smooth section the trivial bundle Rp ×Rn 7→π Rp;

• For all s ∈ [0, 1], π ◦ φ(s, •) is a smooth immersion in
Rp;

• For all t ∈ [0, 1], φ(0, t) = s0(t), φ(1, t) = s1(t).

For a given s ∈ [0, 1], the mapping t ∈ [0, 1]→ π ◦ φ(s, t)
defines an immersion from [0, 1] → Rp that interpolates
between γ1, γ2 in the sense of [10][6]. This immersion defines
in turn an immersed bundle, with typical fiber Rn. It will
be referred to as Es in the sequel. Finally, if a metric gs is
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available on each of the member of the family Et, it is possible
to compute for a given φ a path length:

l(φ) =

∫ 1

0

∫ 1

0

gs

(
∂φ

∂s
,
∂φ

∂s

)1/2

dsdt (6)

Having this measure at hand, the distance between s0 and
s1 is defined the infimum of the values l(φ) over all the
admissible paths φ.

For clustering applications, it may be convenient to use the
energy of a path φ that is defined to be:

E(φ) =

∫ 1

0

∫ 1

0

gs

(
∂φ

∂s
,
∂φ

∂s

)
dsdt

Paths minimizing the energy are the same as those minimizing
the length. Since it saves a square root in the computation, the
minimization is easier. However, if a distance is really needed
at the end, it is enough to compute l(φ) on the minimizing
path obtained. The way the interpolating bundles Es can
be constructed will be deferred to a future work; however,
normal bundles (or closely related ones) are quite natural in
applications. It was the choice made for the classification of
landing aircraft tracks.

A second question is the choice of the metrics gs. While
out of the scope of the present paper, a requirement is that
the family be smooth and natural in the sense of [11]. For
the application, an ad-hoc metric will be derived in the next
section.

III. A WORKED EXAMPLE: SKID DETECTION

A. Problem statement

The problem of early detection of runway bad adherence has
a great importance in airport operational management. When
the runway or the taxiways are in bad condition, the only reli-
able procedure used nowadays is a direct measurement using
an especially designed vehicle. Unfortunately, the runway has
to be closed for the duration of the operation, which has a high
cost both from the economic and traffic management point of
view. Attempts where made to infer adherence from clustering
of landing trajectories obtained by the surface surveillance
means (radars), but due to the diversity of aircraft and airline
procedures, a registration must be applied to curves, which
is quite awkward to design. Since both the geometry of the
landing trajectories and the deceleration law are important
to make the right decision, the above theoretical framework
seems to be ideally suited. As the phenomenon of interest
stems from contact mechanics, it is worth starting with the
underlying physics to derive a suited bundle metric.

B. From contact mechanics to curve similarity

Landing aircraft may experience slip during deceleration
phase when the runway is in degraded conditions. It may
result from icing, snow, bad runway surface state but also from
pilot’s actions, namely a too strong braking action or sharp
turn. In this last case, it is not related to runway condition

and must not trigger a maintenance action from the airport
services.

Slip can be detected on-board by comparing wheel rotation
rate with aircraft velocity and computing the so-called wheel
slip factor:

λ =
ωw − ωa

max(ωw, ωa)
(7)

where ωw is the wheel angular velocity and ωa = Va/Rw is
the expected angular velocity that can be computed as the ratio
of the aircraft velocity to the wheel radius. Please note that on
the real vehicle, several wheels are used, and the λ coefficient
has to be understood as a mean value. Furthermore, due to
tire elasticity, λ is not zero even if there is no actual slip:
this is due to the fact that when a traction or a braking force
is applied, the rubber will stretch, resulting in the tire outer
part actually traveling more or less than expected from rigid
body dynamics. This information is not yet downlinked in real
time to ground centers and thus cannot be used in the intended
application. From the ground standpoint, λ cannot be observed
without on-board information, but some aspects of the landing
or taxiing aircraft behavior may still be inferred. It is assumed
in the sequel that Coulomb’s law for friction [12] is applicable,
so that the contact force Fc depends only on aircraft weight
and tire/runway conditions:

Fc ≤ µgM (8)

with M the aircraft mass, g the gravity of the Earth and
µ the adhesion coefficient. Without slip, µ is equal to the
static friction coefficient µs and Fc can be increased until it
reaches the upper bound in (8). At that point, slip occurs and
µ drops to the value of the dynamic friction coefficient µd.
Fc remains constant until it falls below µdgM . In real world
experiments, this simple behavior is no longer valid and one
has to express µ as a function of λ, which can be found in
[13]. Within this frame, the expression of the contact force is
Fc = µ(λ)gM , which is valid for both non-slip and slip case.
Furthermore, in the case of aircraft, aerodynamics forces are
exerted, with a net result of a braking force Fa that adds to
the actual brakes action, but does not contribute to the friction
analysis. Putting things together, the equation of motion along
the aircraft trajectory γ can be expressed as:

γ̈(t) =
Fa(t)

M
+ µ(λ(t))g~u (9)

where ~u is a unit vector in the direction of the contact force
Fc. Without making additional assumptions, it is not possible
to use (9) for slip detection. However, if actions taken are
assumed to be optimal, then Fa and ~u will be collinear so
as to maximize the net braking effect. The expression of the
aircraft dynamics becomes:

γ̈(t) = (K(t) + µ(λ(t)g) ~u (10)

where the coefficient K(t) accounts for the aerodynamic
braking force intensity. As aircraft must loose speed fast, µ
will be close to the maximum at least during the landing and
the beginning of taxi. The same applies for K, as it will
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not impair adherence. It can then be deduced that aircraft
will try to keep the ratio between longitudinal and normal
acceleration as high as possible. An observable measurement
of slip condition will then be given by:

θ = arctan

(
κ‖Dtγ‖3

〈Dttγ,Dtγ〉

)
(11)

where γ is the aircraft trajectory and κ its curvature. It can
further reduced to:

θ = arctan

(
det (Dtγ,Dttγ)

〈Dttγ,Dtγ〉

)
(12)

using the well known property κ = det (Dtγ,Dttγ) /‖Dtγ‖3.
In good runway conditions, the longitudinal acceleration

will be high and nearly constant, at least in the first part of
the landing trajectory. As a consequence, one can expect θ
to be relatively small and be proportional to det (Dtγ,Dttγ).
Reciprocally, under slip conditions, a trade off has to be made
between path following and deceleration: the angle θ will thus
increase towards the limiting value ±π/2.

From the above discussion, it appears that θ makes sense
as a weighting factor for curve comparisons.

C. An adapted metric

In the sequel, the symbol Dt will stand for the partial
derivative with respect to variable t. Higher order derivatives
with respect to variables t1 . . . tN will be written similarly
as Dt1t2...tN . Please note that the same variable may occur
several times.

A smooth planar curve γ : [0, 1]→ R2 will be an immersion
when the derivative Dsγ is everywhere non vanishing in ]0, 1[.
The set of such curves will be denoted by Imm([0, 1],R2).
Taking γ ∈ Imm([0, 1],R2), its length is:

l(γ) =

∫ 1

0

‖Dtγ(t)‖dt (13)

It is invariant under parametrization change γ → γ ◦ φ with
φ : [0, 1] → [0, 1] a smooth diffeomorphism. Given a path
Φ: [−ε, ε] → Imm([0, 1],R2) that can be seen as a smooth
mapping Φ: [−ε, ε]× [0, 1]→ R2, the variation of l(Φ(0, •))
can be computed :

Ds|s=0l(Φ(s, •)) = 〈DsΦ(0, 1), T (1)〉 − 〈DsΦ(0, 0), T (0)〉

(14)

+

∫ 1

0

〈DsΦ(0, t), κ(t)‖DtΦ(0, t)‖2N(t)〉dt

(15)

with T (t), N(t) the respective unit tangent and normal vectors
to the curve t 7→ Φ(0, t) and κ(t) its unsigned curvature. The
extension to more general immersions is quite straightforward
[10]. In the same reference, the variation formula (14) is
used to derive a riemanian metric on the quotient space
Imm(S1,R2)/Diff([0, 1],R2).

In the present work, a similar approach will be taken.
However, due to the fact that the slip condition must come into

play as a weighting factor, it is not possible to keep invariance
under change of parametrization. Furthermore, curves with
vanishing second derivative must be excluded since the slip
angle θ 11 is not defined at points where Dttγ(t) = 0. The
last condition boils down to the requirement that the curve
t ∈ [0, 1] 7→ (γ,Dtγ) be an immersion. The space of such
objects will be denoted by Imm([0, 1],R4).

As an arc tangent appears in the definition of θ, it is more
convenient to use instead sin(θ) that has a simpler expression
but otherwise similar behavior:

sin(θ(t)) =
κ(t)‖Dtγ(t)‖2

‖Dttγ(t)‖
=

det (Dtγ(t), Dttγ(s))

‖Dtγ(t)‖‖Dttγ‖
(16)

Definition 1. Let γ be a smooth curve. An admissible variation
of γ is a smooth mapping Φ: ] − ε, ε[→ R2, ε > 0, such that
Φ(0, •) = γ(•) and ∀s ∈] − ε, ε[,Φ(s, 0) = γ(0),Φ(s, 1) =
γ(1).

An admissible variation defines a tangent vector at γ: it is
the smooth vector field t ∈ [0, 1] 7→ DsΦ(0, t).

The expression (16) has a nice variational interpretation as
indicated in the next lemma.

Lemma 1. Let γ : [0, 1] → R2 be a smooth path and Φ an
admissible variation of it. Let φ be a smooth path such that
φ(0) = γ(1), φ(1) = γ(0). Then:

DsA(0) =

∫ 1

0

det (DsΦ(0, t), Dt(0, t)) dt (17)

where A(s) is the net area enclosed by the loop Φ(s, •), φ for
s ∈]− ε, ε[.

Using lemma 1, the integral :∫ 1

0

|det (Dtγ(t), Dttγ(s))|
‖Dtγ(t)‖‖Dttγ‖

‖Dtγ(t)‖dt (18)

may be interpreted as the total infinitesimal area swept by the
curve γ when moved in the direction Dttγ. This quantity is
global indication of the slipping experienced along the path γ.

Turning back to bundles, if γ : [0, 1] → R2 is the im-
mersion describing the geometry of the problem (with the η
parametrization) and v(η), v′(η) the respective velocity and
acceleration at position γ(η), the above metric can be adapted
to yield a bundle metric. Without going into derivation detail,
it can be expressed as:

g((u(η), u′(η)), (v(η), v′(η)) = 〈u(η)N , v(η)N 〉 (1+κ2(η))

+ det (Dηγ(t), Dηηγ(s)) (19)

Looking at the expression (19) reveals a sum of a geometric
distance between immersions in the sense of Mumford-Michor
and a proper vector variation. This bundle metric is injected
in the procedure for computing distances between immersed
bundles sections (6) to yield the desired similarity measure
that discriminates skid conditions.
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IV. CONCLUSION AND FUTURE WORK

While quite developed from the theoretical standpoint, the
work is still ongoing to assess performance in operational
environment on real data. Unfortunately, there is no access
to data correlated to adherence condition, as this information
can only be obtained from direct measurements and is not
communicated by airports authorities. The option taken was
to develop a realistic taxi and landing simulator, that has been
recently completed and will be released in open source. With
the help of this tool, slipping and non-slipping trajectories
can be simulated and the performance of the classification
procedure assessed. On available landing data, and using
an upper bound estimate of the distance based on a linear
homotopy as an admissible path, promising results have been
obtained. However, they cannot be matched against adherence
conditions due to the aforementioned data availability issue. It
is nevertheless expected, based on this experiment, that even
the simplest linear homotopy procedure will outperform all
the state-of-the-art algorithms investigated so far.
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Abstract – SQL is an ISO standard language for querying
relational databases. SQL queries are deceptively sim-
ple to write, but writing semantically correct queries
requires a good understanding of the data model and
SQL constructs. Often, this is a challenging task for
beginners. Automatic generation of SQL queries that
feature specified SQL constructs is useful for both in-
formal self-testing and formal assessment. In this work-
in-progress paper, we describe the automated question
generation problem in a broader context, provide an
overview of the current approaches, and discuss our
approach to automatic generation of SQL queries. Our
approach is based on the notion of grammar graph. We
illustrate the approach using an arithmetic expression
grammar and generalize this approach to SQL query
generation.

Keywords—Context-Free Grammar ; SQL Query Gener-
ation; Grammar Graph; Question Generation.

I. Context and Introduction

Recently, there has been tremendous interest in
improving student learning in classrooms through in-
novative and inclusive pedagogy. Research in cognitive
psychology, neuroscience, and biology provides insight
into how humans learn [1]. Contrary to the conventional
study habits such as cramming, re-reading, and single-
minded repetition, techniques such as interleaving the
practice of one skill or topic with another, and self-testing
enable more complex and durable learning outcomes [2].
There is research-based evidence for seven key aspects
of learning including effect of prior knowledge, organiz-
ing knowledge to effect learning, factors that motivate
students, process by which students develop mastery,
self-testing, kinds of practices and feedback that enhance
learning, and the processes by which students become
self-directed learners [3]. Several strategies exist to bring
learning research into classroom environments across
diverse disciplines [4] [5] [6]. In this paper, our focus
is on enhancing learning through self-testing.

The National Academy of Engineering of The Na-
tional Academies has identified advancing personalized
learning as one of the fourteen Grand Challenges for
Engineering in the 21st century [7]. Personalized learning
has multiple dimensions. Providing a wide assortment
of teaching and learning materials to suit the different
learning styles of students is one aspect. Allowing stu-

dents to progress through a course to meet their just-in-
time learning goals is another aspect. More specifically,
each student may potentially choose a different order for
learning the course topics. The only constraints that limit
the topic order are the prerequisite dependencies. A third
aspect of personalization involves providing contextual-
ized scaffolding and immediate feedback to students on
assessment activities. The last aspect involves providing
students authentic questions for self-assessment and
preparation for exams.

Structured Query Language (SQL) is an ANSI and
ISO standard declarative query language for querying
and manipulating relational databases. Though writing
SQL queries appears to be easy at a superficial level,
students tend to make several types of errors [8]. The
goal of this paper is to provide a question generation
tool that automatically generates virtually unlimited SQL
queries to support personalized learning in a database
systems course. The tool will generate SQL queries that
will contain the SQL constructs specified by the user.
Given the complexity of the SQL language, we begin our
investigation of automated question generation on a sim-
pler problem: generation of arithmetic expressions. Once
we understand the generation process and formalize an
algorithm, we apply the algorithm to the generation of
SQL queries.

In Section II, we provide motivation for automated
question generation problem in a broader context and
discuss related work. An automated approach to arith-
metic expression generation is described in Section III.
Extending this work to SQL query generation is outlined
in Section IV. Section V provides conclusions.

II. Motivation and Related Work

The advent of Massive Open Online Courses
(MOOCs), renewed interest in anytime and anywhere
learning, the potential of personalization in revolutioniz-
ing learning, benefits of contextualized scaffolding, and
automated and immediate feedback on learning assess-
ments are the primary drivers for automated question
generation. This is an area of interest to researchers
across multiple disciplines. Approaches to automated
question generation are as diverse as the disciplines
themselves. Furthermore, the goal of question generation
is not necessarily for learning assessment.

We categorize current approaches to question gen-
eration into three broad categories: template-based,
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Natural Language Processing (NLP) based, and hybrid.
Template-based approaches use knowledge structures
such as ontologies and manually crafted templates. NLP-
based approaches analyze natural language text for ex-
tracting semantic information and use that information
for question generation. As the name implies, hybrid
approaches draw upon templates and NLP techniques.

A. Template-based Approaches

Khalek and Khurshid present an approach to gener-
ating syntactically and semantically correct SQL queries
[9]. The context for their investigation is testing of re-
lational database engines. They translate the problem of
generating SQL queries into a Satisfiability (SAT) problem.
More specifically, they translate SQL query constraints
into Alloy models, which generate SQL queries. They also
generate data to populate databases and test database
engines using the generated SQL queries.

Binnig et al. propose an approach to query-aware
database for testing a Database Management System
(DBMS) [10]. The purpose of this research is to ensure the
availability of appropriate data in the database to enable
matching the data returned by a query to the expected
result. If the database does not contain the appropriate
data, the query will execute but does not return any
results.

An integrated Exploratorium for database courses
is developed as a platform to investigate the technical
problems and the pedagogical benefits of using diverse
interactive learning tools in [11]. It provides personalized
access to three types of interactive learning tools: anno-
tated examples, self-assessment questions, and SQL lab.
Over 400 self-assessment SQL questions are generated
from 50 templates.

Do et al. propose an approach to SQL query genera-
tion using manually crafted templates and SQL ontology
[12]. A major limitation of this approach is that the gen-
erated queries are limited to the pre-defined templates.
Another approach to testing database applications using
automatically generated test cases is discussed in [13].

Siddiqi et al. describe the development and evalua-
tion of IndusMarker, a short-answer grading system for
an object-oriented programming course [14]. IndusMarker
targets factual answers and uses structure matching for
determining correctness of students’ responses. Lastly,
Li and Sambasivam developed a template-based approach
to automated question generation for intelligent tutoring
applications [15, 16]. Template-based approaches are also
used to generate both questions and expected answers to
evaluate retrieval algorithms for unstructured data [17].

B. NLP-based Approaches

Automatic generation of factual WH -questions from
texts with potential educational value is investigated in
[18]. WH-questions are those that contain an interrogative
pro-form. For example, words that begin wh-questions are

who, what, when, where, why, and how. An automated
system is developed for automated question generation,
which uses natural language processing techniques, man-
ually encoded transformation rules, and a trained statis-
tical question ranker.

To assist the task of automatically assigning texts
for students to read, vocabulary assessment must be
performed first. A system for vocabulary assessment is
discussed in [19]. It generates six types of vocabulary
questions using WordNet data. Evaluation of the system
performance indicates that the vocabulary skill mea-
sured using the generated questions correlates well with
the same measured on independently developed human
written questions. An extension of this system for the
Portuguese context is discussed in [20]. Another approach
to language learning and assessment is discussed in
[21]. This system semi-automatically generates questions
for testing grammar knowledge using manually-designed
patterns and natural language processing techniques.

Three workshops were held on question genera-
tion [22]. The third workshop on Question Generation
included a question generation shared task and evalua-
tion challenge, which featured question generation from
sentences and question generation from paragraphs [23].
A special issue of Dialog & Discourse journal featured
NLP-based question generation topics [24].

C. Hybrid Approaches

Ontologies are knowledge structures which depict
entities in a domain and relationships among the entities.
Automated inference and reasoning were the two primary
and original drivers for ontologies. Al-Yahya developed a
system for multiple choice question (MCQ) generation us-
ing ontologies [25]. The system is called OntoQue and has
been evaluated on two domain ontologies. The evaluation
findings indicated a limited success of the approach and
revealed a number of shortcomings from the perspective
of educational significance of MCQs. This study also
suggests a holistic approach, which incorporates learning
objectives and content, lexical knowledge, and scenarios
into a single cohesive framework.

III. Generation of Arithmetic Expressions

Our approach to question generation is based on
Context-Free Grammars (CFG). Conceptually, a CFG is
specified by a set of rules or productions. The use of CFG
to describe grammars of natural languages traces back
to Panini (6th - 4th century BCE), a Sanskrit grammarian.
The mathematical formalism of CFGs was developed by
Noam Chomsky in mid 1950s. CFGs became a standard
formalism for describing the grammars of computer
programming languages in late 1950s. A parser is a
computer program which determines, given a string and
a CGF, whether the string can be generated from the CFG.
In other words, the parser determines whether or not the
string is valid element in the language defined by the CFG.
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Table I. A Context-Free Grammar (CFG) for arithmetic
expressions

<expr> ::= <term> [ <expr1> ]*
<expr1> ::= (+ | -) <term>
<term> ::= <factor> [ <expr2> ]*
<factor> ::= <base> [ <expr3> ]*
<base> ::= ( <expr> ) | <number>
<expr2> ::= (* | /) <factor>
<expr3> ::= ∧ <exponent>
<exponent> ::= ( <expr> ) | <number>
<number> ::= <digit> [ <digit> ]*
<digit> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9

Efficient parsers exist to determine whether a program
written a programming language such as Java conforms
to Java CFG.

Though the CFG for a programming language is
finite, one can generate an infinite number of programs
in the language. However, these programs are manually
constructed by programmers. Writing useful programs
is an intellectual task and requires knowledge and skill.
The problem we address in this paper is the automatic
generation of strings from a given CFG, which contain
user specified keywords or constructs. The latter are
literals in the CFG. This problem is challenging because
strings with certain combinations of keywords may not
exist in the language defined by the CFG. The first step
is to determine whether a string that contains the user
specified keywords exists. If such a string exists, we then
generate it. We demonstrate our approach on a simple
grammar first and then generalize the approach to SQL
query generation.

The CFG we use for generating arithmetic expres-
sions is shown in Table I. Using CFG, we generate arith-
metic expressions of arbitrary complexity. Operands in
the expressions are integers and operators include addi-
tion (+), subtraction (-), multiplication (*), division (/), and
exponentiation (∧).

We propose a graph-based representation for effi-
ciently generating arithmetic expressions from CFG gram-
mars. We refer to this as the grammar graph and is
shown in Figure 1. This is similar to Deterministic Finite
State Automata (DFSA) but the semantics are different.
The grammar graph consists of a set of vertices and
edges. The color coding, line types, and other markers
capture critical information to aid the generation of
arithmetic expressions. Each vertex in the graph corre-
sponds to a terminal or non-terminal in the grammar.
In Figure 1, there is only one terminal designated by the
vertex labeled <digit>. Note the color of the vertex.

The graph node labeled <expr> is the start ver-
tex for expression generation. The directed edge from
<expr> to <term> indicates a substitution — the non-
terminal <expr> is replaced by another nonterminal
<term>. Next, consider the red-dashed directed edge
from <term> to <expr1>. This denotes an optional edge
and does not involve replacing <term> with <expr1>.

Figure 1. Graph representation of a Context-Free Grammar

The optional edge semantic is that whatever is generated
through the optional edge gets appended to the <term>.
In other words, instead of replacement something gets
appended to the <term>.

The loop on the vertex labeled <expr1> denotes
that zero or more copies of <expr1> are appended to
<expr1>. Next, consider the red-dotted directional edge
from <expr1> to <term>. Notice the edge label: plus (+)
or minus (-). The semantic is that each copy of <expr1>
is replaced by prefixing <term> with plus (+) or minus
(-). For example, <expr1> can be replaced by either +
<term> or - <term>. Lastly, consider the thick-lined
directed edge from <base> to <expr> and notice the
edge label: ( ). The semantic of this notation is that
<base> is replaced by <expr> enclosed in parenthesis.
That is, <base> is replaced by ( <expr> ).

Consider generating an arithmetic expression of the
form: 32 + 65 − 173. As noted earlier, the generation
process always starts at the vertex named <expr>. Next,
since there is an edge from <expr> to <term>, we
replace <expr> by <term>. Traversal of the edge from
<term> to <expr1> is optional. If this path is chosen,
we append to <term> rather than replacing it. We choose
this optional edge and visit <expr1>. The loop indicates
zero or more repetitions and each repetition generates
one <expr1>. Let us generate two copies – <expr1>
<expr1>. Next, consider the edge from <expr1> to
<term>. Each copy of <expr1> will be replaced by a
plus (+) or a minus (-) followed by the <term>. As-
sume that we chose plus in the first case and minus
in the second case. Now we have the string <term> +
<term> - <term>. Next, using the edge from <term> to
<factor>, each copy of <term> is replaced by <factor>
yielding <factor> + <factor> - <factor>. Similarly, we
traverse from <factor> to <base> yielding <base> +
<base> - <base>. Repeating this one more time using
the edge from <base> to <number>, we get <number>
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+ <number> - <number>. Using the <number> –
<digit> directed edge and looping on the <digit>, each
<number> in <number> + <number> - <number> can
be replaced by a desired integer number, which yields
32 + 65 - 173. Using a similar procedure, we can
generate any number of arbitrarily complex arithmetic
expressions such as 9∧((8*9)∧5*(8*((5*(7∧(09/95)/9))+(9-
(4∧(((6∧9)+2)+((81/877)∧5)∧9)))+8)∧3+8))/8.

In the grammar graph, we distinguish between two
types of paths: simple and complex. All paths start at the
special vertex <expr> and end at a terminal vertex (e.g.,
<digit>). A simple path is one that does not involve any
loops or optional edge traversals. For example, <expr> →
<term> → <factor> → <base> → <number> → <digit>
is a simple path. Simple path traversals yield simplest
arithmetic expressions such as 4 and 6. Complex paths
are generated from simple paths by adding optional
traversals, single- and multi-vertex loops. For instance,
adding a single vertex loop, we can generate expressions
such as 15 and 5674. An example of a multi-vertex loop
is <expr> → <term> → <factor> → <base> → <expr>.

In our expression generation algorithm, a user can
specify the complexity of the generated arithmetic ex-
pression. An user may use the terms simple, moderate,
and complex to denote expression complexity. The algo-
rithm quantifies the level of complexity using the length
and the number of operators in the expression generated.

Our goal is to generate expressions of arbitrary
complexity, which feature specified arithmetic operators
from the set {add, subtract, multiply, divide, exp}. Given
the size of the grammar, this task is not complex. As the
size and complexity of the grammar increases, generating
a query that features given operators is non-trivial. We
address these issues in the context of generating SQL
queries that contain specified SQL constructs.

IV. Generating SQL Queries

ISO/IEC 9075:2011 is the standard for the SQL
database query language. The SQL language elements
include operators, clauses, predicates, expressions, state-
ments, and queries. Operators include the traditional
mathematical ones such as ≤ and >, as well as database-
specific ones such as Between, In, Exists, Is Not Dis-
tinct From, and Avg. Clauses are components of state-
ments and queries. Predicates are conditions that evalu-
ate to three-valued logic (true, false, unknown). Expres-
sions, when evaluated, produce either scalar values or
tables. Statements enable specifying a wide range of
actions on the database. Lastly, queries enable retrieving
data from the database. Queries do not change database
contents and operate in read-only mode. SQL queries
comprise a principal component of the ISO/IEC standard.
Table II shows the generic structure of SQL queries.
Only the first two components are mandatory. However,
the components must occur in the order indicated. For
example, a SQL query may have Select, From, and Group

Table II. General structure of SQL queries

Select <column names and transformations on column
values>

From <table names> and <join conditions>
Where <row restrictions>
Group By <column names for grouping rows in the result

set>
Having <condition specifying which groups to keep>
Order By <sorting specification for displaying results>

By without the Where clause. Likewise, we can have
Select, From, and Order By without the Group By and
Having clauses.

Drawing upon our experience in generating arith-
metic expressions, we will first create a grammar graph
using the SQL grammar. We subset the SQL grammar to
include only rules that are associated with the Select
statement. Next, using the grammar graph we will deter-
mine if it is feasible to generate a query which contains
the user-specified SQL constructs. This requires deter-
mining a path in the graph which encompasses, starting
at the vertex which corresponds to the start symbol of
the grammar (e.g., <expr)> in Figure 1), vertices and
edges corresponding to all the SQL constructs specified
by the user. Furthermore, the string traced by this path
either contains only terminals or non-terminals that can
be replaced with terminals.

V. Conclusions and Future Work

In this work-in-progress paper, we have presented
a novel approach to automatic generation of SQL queries
that feature user-specified SQL constructs. Our approach
uses the notion of grammar graph to determine whether
or not such a query exists, and to generate the query.
We have demonstrated the validity of the approach on
arithmetic expression generation. As a logical next step,
we will apply the approach to the actual generation of
SQL queries.
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Abstract—Development of Cyber-Physical Systems (CPS) 
requires various engineering disciplines, artifacts, and areas of 
expertise to collaborate. There are powerful software tools, 
which are used during CPS development, but it is often 
challenging to integrate these tools with each other. This paper 
proposes a data visualization approach to understanding 
current interoperability status and the integration needs in 
CPS development toolchains, and make decisions on potential 
integration scenarios accordingly. To this end, a case study is 
introduced based on a toolchain for the development of an 
embedded application at ABB Corporate Research.  The node-
link diagram (NLD) data visualization technique was used to 
understand integration needs and priorities. The study showed 
that the NLD visualization has the potential to inform 
toolchain architects about the interoperability situation and 
help them to make decisions accordingly, especially for small 
toolchains. Moreover, the integration solution is implemented 
and the result has been compared with the non-integration 
study.  

Keywords-toolchain interoperability; tool integration; 
interoperability visualization; toolchain visualization; data 
visualization; node-link diagram. 

I.  INTRODUCTION 
Cyber-Physical Systems (CPS) rely on the tight 

interaction of real-time computing and physical systems [21]. 
CPS development involves the integration of computation 
and physical processes [1]. Moreover, this development 
process requires software tool support for the tasks 
associated with different engineering disciplines throughout 
the different phases of the Product LifeCycle (PLC) (see 
Figure 1). These tools are used to complete different PLC 
stages and they produce artifacts and data. Furthermore, 
there is a necessity to support intricate relationships between 
different stakeholder viewpoints at the people, model and 
tool levels [2].  

The interoperability of these software tools is required to 
improve productivity and efficiency in a consistent manner 
for CPS development. Yet, the integration of these tools is 
especially challenging due to their heterogeneous nature. 
Even though the tool integration research field is 
progressing, there still are no well-defined methods to guide 
the toolchain architect to understand the current 
interoperability status of toolchains [3]. And yet, without 
understanding the current interoperability situation of the 
development toolchains, it is difficult to identifying the 

priorities, dependencies, and correct decisions necessary to 
improve the development process.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Recent advances in computing and data storage 

technologies have made the existence of vast volumes of 
data possible, offering a powerful opportunity to discover 
new insights from the data. However, finding the valuable 
information in these vast data sets is not easy. Bendre and 
Thool [4] mention that data analytics and decision support 
tools in the manufacturing industry would handle, integrate, 
and analyze collected data and provide appropriate solutions 
“to improve manufacturing processes, control over 
production, market-oriented business avenues, and efficient 
customer service at lower costs, to increase profit and help 
manufacturers to stay in healthy competition”. Visualization 
and visual analytics offer the opportunity to help understand 
interoperability with the added ability to promptly gain 
insight into the current interoperability of the toolchain. 
Visualization allows the extraction of patterns concerning 
relevant issues, such as workflow and tool usage, whilst 
visual analytics allows iterative work with these patterns [5]. 
In this way, the complexity and heterogeneity can be handled 
by analyzing the data visualizations of the development 
toolchains, allowing toolchain architects to focus on 
important aspects of integration. This study illustrates the 
application of visualization and visual analytics to help 

Figure 1. Product life cycle and various software tool categories [24]. 
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toolchain architects understand interoperability and support 
the decision making process in CPS development toolchains.  

The study specifically looks at the use of the node-link 
diagram (NLD) [15] visualization technique. The proposed 
NLD visualization illustrates the toolchain before any 
integration is introduced in order to show the needs and thus 
supports the toolchain architect in making decisions 
according to the collected data about tool usage. 
Furthermore, this paper summarizes the integration method 
used to overcome the identified interoperability needs and 
highlights the change in tool interactions after the integration 
was introduced to underline the success of the integrated 
toolchain. 

This paper is organized in six sections: Section 2 explains 
the background. Section 3 presents the case study. Section 4 
discusses the rationale for the choice of the NLD 
visualization technique and the application of the technique 
in the context of toolchain interoperability, as well as 
summarizing the integration method and presenting the user 
activity data after integration. Section 5 summarizes the 
future direction of the study. Finally, the paper concludes 
with a summary of the study in Section 6. 

II. BACKGROUND 
Interoperability is the ability of two or more systems, 

components or tools to exchange information and to use that 
information effectively [25]. Ford et al. [6] disclose at least 
30 different definitions of interoperability from the last 30 
years. Interoperability is a multidimensional concept, 
consisting of several perspectives and approaches from 
different domains. Although the definitions   may differ, they 
all emphasize the importance of understanding 
interoperability. Our case study used in this paper is about 
the CPS development toolchains, focusing on the 
interactions between software tools to understand 
interoperability. 

Assessing interoperability with well-chosen measures is 
essential for identifying priorities in product development 
and production. Many researchers have studied 
interoperability assessment models and proposed different 
approaches in literature [7-11]. In our earlier study [5], we 
examined interoperability assessment models and 
extrapolated that the literature mainly: 

• Uses either complex metrics, separate levels, or 
combinations of these with little guidance on 
how such metrics can be used. 

• Concentrates on selective aspects of 
interoperability. 

• Focuses on structure and content, providing 
little guidance on how to deal with 
interoperability improvements. 

Given these findings, we concluded/argued that a more 
flexible, data-oriented method to increase the understanding 
of interoperability is needed. Data visualization techniques 
were in the end chosen for the following reasons: 

• Data visualization of toolchains provides an 
overview of the real situation of interoperability, 
where data can be filtered to ensure analytics for 

different stakeholders. Thus, the holistic, 
dynamic and bridged analysis could be possible 
to provide a better interoperability 
understanding for the stakeholders   

• Data could be collected for different aspects of 
interoperability to extend the visualizations to 
cover more than one selective aspect, and to  
facilitate anaylsis of the interactions between 
different aspects. This is an important 
opportunity when addressing  the overall 
interoperability status.   

• Data analytics aims to guide the user towards 
better interoperability by allowing the toolchain 
architecture to see the big picture. Furthermore, 
this approach could be combined with some 
metrics such as cost, performance, and 
sustainability of the toolchain to guide the 
toolchain architect to take decisions according 
to these metrics.  

 Visualizations and visual technologies have also been 
pointed out by well-known initiatives that aim to contribute 
to better-integrated engineering environments, such as the 
Industrial Internet Consortium, the Advanced Manufacturing 
Partnership, Industrie 4.0, and La Nouvelle France 
Industrielle. These initiatives consider visual computing as a 
promising technology to be used to improve development 
environments. For instance, Industrie 4.0 mentions visual 
computing as a valuable support for acquiring, analyzing, 
and synthesizing data [12], while the Advanced 
Manufacturing Partnership organized workshops with the 
visualization, informatics, and digital manufacturing work 
groups to define fundamental research opportunities for these 
technologies with respect to smart manufacturing [13]. 

This study summarizes the work done in [22] where the 
Open Services for Lifecycle Collaboration (OSLC) [23] 
framework has been used to integrate software tools used in 
this case study. OSLC is an OASIS standard consisting of 
members from both industry and academia with a goal to 
standardize how tools should interact and share data. The 
OSLC standard is organized in work groups that each 
addresses a specific domain of tools such as requirements 
management, test management, change management or 
configuration management. Moreover, deriving all domains 
from the OSLC core specification ensures compatibility 
between domains. The earlier work [22] presents the details 
of how integration solution is developed by defining a 
version control domain based on the OSLC core 
specification, and describes how to represent versioned 
artifacts and perform version control operations. The study in 
[24] presents different visualization techniques and exercises 
their applicability before implementing any integration 
solutions. In this paper, we concentrate on the most 
successful data visualization approach from [24] and 
repeated the same development work by using the integrated 
toolchain and compare the non-integration and integration 
scenarios through data visualizations.  
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III. CASE STUDY 
The case study is about the development of a prototype 

application targeting the Cooling System for Transmission 
Plant (CSTP) (Figure 2) at ABB. The application is a closed 
loop control system where a number of sensor elements and 
actuators are connected by various interfaces. The system 
performs relevant actions depending on the input signals, the 
internal system state, the configurable logic, and possibly on 
operator commands. The system is required to perform a 
variety of computation-intensive operations, with very high 
real-time requirements, on data coming in concurrent 
streams.  

This paper does not focus on the application of CSTP but 
rather on the creation and execution of a toolchain to support 
its development. Therefore, we collected data about the 
toolchain activities. During the development of the CSTP 
four different tools used such as Team Foundation Server 
2005, Team Foundation Server 2015, HiDraw and Internet 
Explorer. Firstly, we installed user activity tracking software 
on one of the developers’ computer. The tracking application 
worked on a dedicated computer for a period of time and 
saved information about tool usage. Secondly, we cleaned 
and filtered the data collected by the tracking application to 
remove unrelated tool accesses and to be able to understand 
tool interactions easier. As a third step, we used this data to 
develop data visualization of the toolchain. The aim was to 
visualize user activity during the development of CSTP to 
find out how much time was spent on each tool, and to see 
any patterns that might support a toolchain architect in 
making any decisions on integration scenarios. One 
important factor was the switching between tools, which can 
be explained as changing between tools. The data 
visualization was used to improve the understanding about 
the current interoperability situation. As a next step, 
integration need is identified and tools are integrated using 
the OSLC standard. The same developer was tracked again 
for the same amount of time on the same project in order to 
compare the toolchain performance before and after 
integration.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

During the development of the CSTP application, four 
main software tools are used. These tools are:  

• Microsoft Visual Studio | Team Foundation Server 
2005 (TFS 2005): used for storage of requirements, 
development artifacts and supporting documents, in 
addition to performing version control. 

• Microsoft Visual Studio | Team Foundation Server 
2015 (TFS 2015): used for storage of requirements, 
development artifacts and supporting documents, in 
addition to performing version control. 

• HiDraw (HD): a proprietary graphical design tool, 
used to model the structure and functionality of the 
control application from which code can be 
generated, deployed and monitored. The generated 
code is then stored in TFS. 

• Internet Explorer (IE): used as a support tool to 
access the TFS web interface to view and edit work 
items. The main reason for its usage, as explained by 
developers, is that ease of use of the IE, as compared 
to the TFS, especially for localizing work items. 

The case study was designed to collect data about one 
developer’s tool usage activity for a period of one month. A 
developer’s activity was recorded by tracking the application 
to create data visualizations. This data is deliberately defined 
in a compact format in order to collect minimum information 
about the tool usage. In this way, we aimed to make the data 
collection, cleaning, and filtering process as simple as 
possible. The data only includes tool name, start time 
(defined as the time the developer activated a particular 
software tool) and end time (when the developer completed 
using the tool and switched to another tool). During the 
cleaning process, we merged the start and end time by 
introducing a new attribute called duration. We also filtered 
the data by combining some rows where the developer 
stopped using one tool but then start to use it again without 
switching to another tool. Table I is generated to summarize 
the total usage of each tool and the switching percentages 
between them (Table I). 

TABLE I.  FINAL DATA ABOUT THE TOOL USAGE AND INTERACTIONS 
DURING THE DEVELOPMENT OF CSTP. 

 
Total 
Usage HD IE 

TFS 
2015 

TFS 
2005 

HD 53% 0% 48% 47% 5% 

IE 33% 65% 0% 34% 1% 

TFS 
2015 13% 72% 28% 0% 0% 

TFS 
2005 1% 57% 43% 0% 0% 
 
The same process was repeated after the integration of 

tools by tracking the same developer's activity for a similar 
amount of time.  This second phase of the study observed the 
effect of integration on the developer’s activity. The next 
section offers a discussion of the data visualization approach 
and comments on the understanding of toolchain 
interoperability needs, along with a brief summary of the 
integration details. 

Figure 2. Cooling System for Transmission Plant [24]. 
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IV. DISCUSSION 
In preparation for the collection and visualization of data, 

we organized meetings where different stakeholders of the 
toolchain discussed what factors are important to them in 
understanding interoperability better. These meetings 
concluded by identifying two main needs for understanding 
interoperability better:  

• In any visual representation, each tool needs to be 
easily distinguished from the others. Each tool 
should be represented as a first-class element in the 
diagram. Different colors for each tool 
representation are used for this purpose.  

• The most important information to be represented is 
the time spent using the tool by the developer For 
this reason, the size of tool representation should be 
proportional to this property. Interactive tooltips are 
also added to the graphical representations to 
provide more information about each tool. 

• The interactions between tools are the main focus of 
current interoperability assessment methods. There 
is hence a need to reveal the interaction patterns in 
the studied case, which will then be a basis to 
prioritize mostly interaction tools for increasing 
interoperability. For this purpose, the interactions are 
added to the visualizations as an arc or link shape. 
The opacity of lines represents the interaction 
frequency between tools. In addition, the size of the 
shapes is proportional to the interaction rate. 

To visualize the development toolchain we chose to use 
an NLD visualization technique. The two reasons behind this 
choice are: 

Readability: NLDs are the most familiar representation 
of graphs in general. 
Understanding: NLDs are intuitive, compact, and good 
at showing the overall structure of information. They are 
especially effective for small graphs. 
An NLD is a tree-type data visualization that captures 

entities as nodes and relationships. The layout has the 
potential to use the entire two-dimensional space, offering a 
number of ways to represent interactions. This large variety 
of possible layouts allows different aspects of the data to be 
focused on, especially useful for large graphs. Battista et al. 
[14] presented an extensive collection of possible layout 
algorithms for drawing a graph of data using the NLD. This 
bibliographic survey attempts to encompass both theoretical 
and application-oriented papers from disparate areas. We 
refer the interested reader to this study for a detailed 
assessment of these algorithms. 

Figure 3 shows the NLD visualization of the data we 
collected for the case study. Five data variables are used in 
this visualization - nodes, node labels, links, a qualitative 
attribute and a quantitative attribute. The mapping between 
data variables and visual variables in NLDs is as follows:  

• The nodes are shown as circles to represent different 
tools;  

• Each node has a label which is the name of the tool; 
• There are links between nodes that are represented 

by line segments that show the interactions of tools.  

A qualitative attribute is shown by the color of each 
circle and it is used to distinguish different tools. Lastly, the 
quantitative attribute is indicated by the size of the circle, 
which represents the usage frequency of the tool. In other 
words, the size of the circle is proportional to the time the 
user spent using in this tool. A link between two circles 
represents the switching behavior between the corresponding 
tools performed by the developer, where the opacity of the 
links is proportional to the switching frequency. A darker 
link color encodes higher interactions between tools. Thus, 
Figure 3 shows that the tool named HD is the most used tool 
during the development process, since the corresponding 
circle is the largest. Moreover, most of the tool switches 
occur either between TFS 2015 and HD or between IE and 
HD.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The toolchain architect can easily distinguish the tools 

using the labels next to each circle. Since the visualization is 

interactive there is a possibility to include more information. 
There are tooltips, which inform the architect about the links 
and nodes. For instance, a toolchain architect can get more 
information about the time each tool was used, by hovering 
over the circles, or they can learn about the switching 
behavior by hovering over the links between tools. 

NLDs help to observe global patterns of interactions in a 
toolchain. They make it easier to spot unexpected 
connections and understand the switching behavior between 
tools. Moreover, visual features such as color and size reveal 
the heterogeneity and time spent using each tool in the 
development process. One can make decisions about the 
toolchain interoperability according to the visualization and 
the graphic can be used to explain the need for 
interoperability in CPS development environments. Once the 
data was collected, and the visual diagrams were prepared, a 
meeting with the stakeholders was organized again. The 
toolchain architects found the visualization easy to read, and 
they were directly able to point out which parts of the 
toochain can best benefit from better interoperability. 

Figure 3. Node-link diagram of the development toolchain before 
integration [24]. 
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The resulting NLD visualization of the CSTP shows the 
toolchain architect how much unnecessary time has been 
spent on IE to find information about the task. This 
visualization further used to show other stakeholders the 
necessity of integration, and supports communication about 
the problem. After having meetings and discussing the NLD 
visualization, it was decided that HD needs to be integrated 
with TFS 2005 and TFS 2015.  

As a next step, ABB developed an integration solution 
based on the OSLC standard. In OSLC, data is represented 
as a Resource accessible and identified by a uniform 
resource identifier (URI). Other tools can look up, reference 
and interact with the resource by accessing the URI via 
RESTful services. OSLC resources are exposed by services 
through creation factories and query capabilities. An OSLC 
service is accessible via a service provider. Moreover, OSLC 
tool adapters are specialized tool extensions, which allow 
sharing data, signals or even parts of a user interface [22]. 
The integration solution requires building two tool adapters 
for the HD design tool and the TFS2015 version control tool. 
These adapters allow tools to integrate using an OSLC-
compliant web service. The HD tool does not contain any 
version control specific implementation and can be 
integrated with any tool providing version control in the 
same OSLC manner. Moreover, through its OSLC adapter, 
TFS2015 can also offer version control functionality to any 
other tool which implements a client to the OSLC service. 

This mentioned integration implementation “was applied 
on a set of project files and compared to existing direct tool-
to-tool integration. The functionality of the OSLC tool 
adapter for TFS2015 and HD extension matched all existent 
functionality, demonstrating the integration of a design tool 
with a version control repository using the OSLC domain. 
The proposed approach also removes all TFS2015-specific 
code and functionality from the HD tool, eliminating the 
need to manage and update HD installation in case of 
changes to the version control system” [22]. The integration 
also addresses traceability between versioned items and 
items from an external requirements management tool. 
Introducing traceability is enabled by the fact that versioned 
items are exposed as OSLC resources, which can, in turn, be 
referenced by any other OSLC resource. The HD’s OSLC 
extension allows selecting an OSLC requirement during the 
check-in operation, and attaching the newly created 
versioned item as the implementation of this requirement. 

Once the integration solution was implemented and 
deployed, we have used tracking software again to 
understand the effect of integration on the development 
toolchain. The same tracking application is used for this 
purpose with the same data collection format, for the same 
task. Moreover, the same developer has been tracked to 
minimize the effect of different user behavior. The results 
showed that the developer used HD 94% of the time and 
changed to TFS2015 only 6% of the time. Table II 
summarized the usage data after integration where developer 
only uses these two tools. Figure 4 shows the new NLD data 
visualization for the integrated toolchain. This new data 
shows that the developer does not need to switch between 
tools as much as the non-integrated scenario. One obvious 
reason behind this is the usefulness of the integration 
solution. Now, the developer uses version control through 
the HD adapter without a need to use IE to search for the 
information about the requirements. This also illustrated that 
the productivity of the developer increased since, after 
integration, the developer needed less time to complete the 
same task. 

TABLE II.  DATA ABOUT THE TOOL USAGE AND INTERACTIONS 
DURING THE DEVELOPMENT OF CSTP AFTER INTEGRATION. 

 

 
Total 
Usage HD IE 

TFS 
2015 

TFS 
2005 

HD 94% 0% 0% 100% 0% 

IE 0% 0% 0% 0% 0% 

TFS 2015 6% 100% 0% 0% 0% 

TFS 2005 0% 0% 0% 0% 0% 
 

The case study included only one developer and this is 
one of the limitations that retain us to generalize the finding 
of the study. However, it still inholds valuable information 
about the importance of the understanding of current 
interoperability situation in development toolchains. This 
case study also illustrates how important the data is for 
improving the understanding of complex CPS development 
toolchains. Even with small data, the toolchain architect 
could have a better understanding and take decisions 
according to real data. Moreover, the study exemplified how 
this visualization can be used to develop common 
understanding about the interoperability state with other 
stakeholders. 

V. FUTURE WORK 
Although NLDs are a very successful way to show the 

overall picture, they do have some disadvantages. For 
instance, different layouts could create ambiguity when the 
node number increases [16]. Ghoniem et al. [17] showed that 
density has a strong impact on readability in these diagrams.  

One way to approach this problem and increase the 
readability of NLDs is to use algorithms to obtain clustered 
graph layouts that optimize certain aesthetic criteria. For this 
reason, we suggest using a balloon layout [14, 15, 18, 19] for 

Figure 4. Node-link diagram of the development toolchain after 
integration. 
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larger toolchain. Authors in [24] present different data 
visualization techniques including balloon layout to visualize 
the development toolchain. In future, repeating a similar case 
study for a larger toolchain and including more developers’ 
activity would be beneficial to be able to further generalize 
the results. 

VI. CONCLUSION 
In this paper, we explained the interoperability challenge 

in CPS development environments, and presented data 
visualization as a promising approach for developing a better 
understanding of interoperability of CPS development 
toolchains. The studied development toolchain and the tools 
are described, in addition to the data collection and 
visualization process. The study showed that the NLD 
visualization has the potential to inform toolchain architects 
about the interoperability situation and help them to make 
decisions accordingly, especially for small toolchains. In the 
case study, this understanding lead to the integration of the 
two predominantly used tools, an HD design tool and a 
TFS2015 version control tool. This integration positively 
affected the performance of a developer and helped them to 
stay focused on one tool. The developer's tool usage data 
shows that integration eliminated the need for IE and 
increased the abilities of the HD tool. Last but not least, the 
study underlines the importance of data in the development 
environment and motivates the CPS industry to collect and 
use data in the decision-making process for better 
interoperability. 
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Abstract—In this paper, we develop an approach and Web-

ontology model for globally distributed structured data 

processing related to junior professionals. This information is 

represented using linked data. The proposed approach is based 

on Representational State Transfer and Semantic Web 

technologies. The proposed approach and model were applied 

in a Web-application for extracting and searching information 

about competences of junior specialists to build teams for small 

IT-projects.  

Keywords- Linked data; OWL; RDFa; globally distributed 

data processing; web-ontologies; competences. 

I.  INTRODUCTION 

According to some investigations [17], more than 50% 

of the industrial projects in the sphere of Information 

Technologies (IT-projects) are not successful. According to 

marketing research and experience of project managers [17], 

inadequate organizational structure of the project teams is 

one of the main reasons for the project’s failure. 

Competence model can help to increase the validity of 

decisions taken by project managers in this situation. This 

paper is focused on elaboration of ontological competence 

model and its further use in the Web-application.  

II. RELATED WORK 

The area of interest is explored in a number of scientific 

works [1-16]. Semantic search, semantic Web, Web-

ontologies, descriptive logic are studied in [18-21]. 

Numerous researches are dedicated to knowledge 

representation models and architecture of global distributed 

information systems [11][13][15-16]. 

Here, we develop a competence model for knowledge 

representation. A competence model is a set of skills (or 

competences) [4], which are required to execute tasks of the 

project. In this case, the competence model will be assumed 

in the context of management and recruitment projects. 

Competences can be classified as follows [5]: 

 Corporate competences, which do not depend on the 
specific position and are common for all employees 
of the entire enterprise; 

 Managerial competences, which are specific to 
managers who carry out strategic vision, business 
administration and other high-level tasks; 

 Professional competences, specific to concrete units. 
The authors of [5] added levels for each competence to 

the competence model. “Level” in this model means the 
assessment of competence, with specific descriptions. A 
clear competence model is constructed in [4], however the 
classification of competences is very diffuse (social 
competences, socio-psychological competences, conceptual 
competences, etc.). In [6], no clear distinction between 
competence and skill is made. The skills are separated into 
knowledge and abilities. All skills may depend on strengths 
and weaknesses (soft). Basically, this model was constructed 
for students of technical colleges, but it can be adapted to 
other areas. It is based on the ontological approach.   

Competences in the model from [7, p.4] are divided into 
characteristics, motives, skills, knowledge and self-esteem. If 
they are directly used in the taxonomy of competences, they 
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complicate the model too much and will not lead to desired 
results [7]. However, some of them may be useful as 
additional characteristics of competences, in the form of 
relations in the domain of competences. i.e., "negotiation 
with the customer" is a skill, and "overcoming stressful 
situations" is a feature. 

In [9], IT-supported strategic competence management is 
considered as a part of a human resource management 
system. For the competence estimation, a scale from 0 (not 
assessed) to 9 (excellent) is used. The values are evaluated 
by using the period of time, when a person has used the 
competence. 

More approaches to the solution of this classification 
problem, taken from the experience of HR managers [6, pp. 
762], may be viewed as follows: skills, knowledge, ability, 
attitude. These competences are divided into 4 levels. 

To assess the competences of students directly, the 
competences are classified as connected to computer science, 
business, or behavior [6]. In accordance with this 
classification, the score ranges from 0 to 1. Each competence 
is assessed by the level of knowledge (beginner, intermediate 
and advanced) and experience (basic, intermediate, 
advanced). The competence is determined by three 
attributes: the name (a unique identifier for use in HR-XML 
profile), the scale, and the traceable calibration to assess the 
strength. In [10], components of competence are knowledge, 
know-how and behavior. Knowledge is what gets people 
through the education system. Know-how can be obtained 
from personal experience and practice. Behavior is a 
personal characteristic, allowing knowledge to become a 
know-how. According to the HR-XML [10, p.762], it is 
necessary to admit a competence model comparison study 
(validity) and ensure the privacy of the information provided. 
The ability to compare two people in terms of possession of 
a competence can be achieved by describing the selection of 
competences from the dictionary, giving the relationship of 
similarity of competences and competence assessment. 

 

III. CONTRIBUTION OVERVIEW 

 Within the framework of this research a new approach is 

proposed, which we call "Globally Distributed Processing of 

Weakly Structured Data" (GDPWSD). The proposed model 

is slightly different from the existing approaches in three 

aspects: it uses Internationalized Resource Identifier (IRI) 

instead of Uniform Resource Identifier (URI), a three-tier 

architecture instead of the client-server, and mediators in the 

form of Web ontologies to unify the process of extracting 

heterogeneous data sources. 

 A novel technique is used for ontology creation. This 

technique is similar to the stages of database design 

(conceptual, data and physical description models). Its use 

allows the following: 

 

• visualizing the relationship between the concepts of the 

domain in the form of a conceptual model; 

• formalizing relations from the conceptual model in the 

form of a logical model; 

• constructing an ontological model on the basis of the 

logical model. 

IV. GLOBALLY DISTRIBUTED PROCESSING INFORMATION 

ABOUT JUNIOR SPECIALISTS 

The proposed hybrid approach is based on the 

Representational State Transfer (REST) approach and 

mediator-wrapper approach [11, p. 30; 12, p. 94], which 

uses Semantic Web technologies, including linked data 

formats. 

The main concepts of the approach are the following:  

 information processing is based on a three-level 

architecture (client, Web server, and a knowledge 

base / database server);  

 the server does not store the view state. It applies a 

uniform interface to access the resources based on 

the use of IRI;  

 three levels of abstraction are used: 

o application layer, where the search is 

made (managed by users);  

o intermediate level (the use of mediators), 

which implements data collection and 

aggregation; Web ontology, which brings 

together various descriptions, is developed 

at this level (managed by ontologists).  

o data sources level, using linked data 

(managed by site administrators). 

 The project and junior specialists are associated via 

role and competence; 

 It is taken into account that some competences are 

equal (synonyms) and some can be part of others 

(meronyms). 

The features of the proposed approach allow:  

 flexible and scalable data processing;  

 unified access to heterogeneous data sources by 

implementing semantic integration via Web 

Ontology;  

 increasing the number of relevant search results. 

V. ONTOLOGY MODEL DESCRIPTION 

The ontology model is aimed at describing the necessary 

information [1-2]. It is possible to visualize the relationship 

between key concepts and roles using UML (OMG ODM 

standard). Description logic SHOIN (D) allows to define 

logical axioms. Web Ontology Language with description 

logics (OWL DL) is used to create Web-ontology and then 

utilize it in Web-applications. The basic classes of the 

research domain and their relationships are represented in 

Figure 1. It is assumed that competence and competency are 

synonyms.  
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Figure 1. Representation of the Ontological Model Using UML Class Diagrams 

 

Here, the concept of the project corresponds to Project, 

which consists of a series of operations Operation: 

Project ≡ ∀ consistsOf.Operation 

The concept that corresponds to the notion of project 

team is ProjectTeam. In this model, it is a composition of 

roles in the project team: 

ProjectTeam ≡ ∀ consistsOf.Participant 

In turn, the role Role can be formal and informal. 

Informal types of roles are taken from the socio-

psychological models. Competence may be professional or 

personal. Hence, the formal role is associated with 

professional competence and the informal role is associated 

with personality: 
Formal⊆∃ posess.Personal 

Informal⊆∃ posess.Professional 
 

The relation between the performer (Executor) and the 
Project is Complex_Competence, which is associated with 
the operation of the project Operation. Every complex 
competence consists of one or several single competences.  

Each professional complex competence Professional is 
tied to a profession with the role belongsTo; it may be 
convenient to group competences, since sometimes one may 
need to immediately specify the profession a person should 
have to perform this role. For a hierarchy of occupations, the 
Standard Occupational Classification (SOC) was used, 
taking into account the specifics of the Russian employment 
market. 

Each of the concepts belongs to its ontology. Their 
relationship is shown in Fig. 2. 

Applying developed Web-application for searching about 
100 various competences for 5 IT-projects showed 
increasing number of appropriate applicants for these 
projects by 10%. 

 

ProjectModel
CompetencyModel

StaffModel

ProfessionModel

 
 

Figure 2. The Relationship of Ontology as a UML Package Diagrams 
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VI. WEB-APPLICATION 

The Web-application based on our Web-ontology model, 
was implemented within the project ProfPort.org [14]. 
Information is extracted from the blogs and from the 
portfolios of the applicants and represented with RDFa, 
hCard microformat standard and simple HTML5/CSS3 
sometimes. The Web-app is implemented with RubyOnRails 
framework as an application server, using document-oriented 
database MongoDB and RDF-store BigData. The 
deployment diagram and corresponding component diagram 
are presented in Fig. 3 and 4, respectively. 
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Figure 3. Deployment Diagram of the Web-App 
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Figure 4. Component Diagram of the System Prototype 

VII. EFFECTIVENESS ANALYSIS 

The main purpose of the effectiveness analysis is to find 
out how the search results will change upon using synonymy 
and inheritance relations or without them. The main criteria 
that allows evaluating the effectiveness are completeness and 
relevance of the search. 

Presently, 617 employment-seekers are registered in the 
ProfPort system; 428 competencies and 4 professions from 
the field of information technologies are introduced. These 
values allow rough designation of the search space. 

To evaluate the speed of query execution, we use a 
standard personal computer with the following 
configuration: 

 Processor: Intel Core i7-3770 @ 3.40GHz 

 Motherboard: ASUSTek P8Z77-V LK 

 Memory: DDR 3 Kingston 2xDIMM 4096 MB 800 

MHz 

 OS: Windows 8.1 Professional 64 bit 

 SSD: OCZ Vertex3 224 GB 

 Local server: Endels 1.64 Freeware 
 
The fragment of the algorithm associated with the 

SPARQL query is used for the longest time using ARC2.The 
results of the experiment are shown in Table. 1.  

TABLE I.  SPEED OF EXECUTION OF VARIOUS REQUESTS 

Experiment 

No. / Phrase  

Programming in 

PHP (Separate 

Phrase)  

Programming 

(Specific 

Competence)  

Programming 

(Search 

Phrase) 

1 58.366 s. 1.0568 s. 12.2957 s. 

2 58.2956 s. 1.0506 s. 12.2085 s. 

3 58.3636 s. 1.0572 s. 12.3267 s. 

4 58.6011 s. 1.0502 s. 12.2845 s. 

5 58.3122 s. 1.0415 s. 12.2504 s. 

6 58.1308 s. 1.0635 s. 12.3185 s. 

7 58.224 s. 1.0549 s. 12.3308 s. 

8 58.1068 s. 1.0357 s. 12.2582 s. 

9 58.1809 s. 1.0489 s. 12.2565 s. 

10 58.2108 s. 1.0633 s. 12.3031 s. 

 
Now, let us look at how the completeness is changed by 

using synonymy and inheritance relations. Coding is 
synonymous with the competence of Programming, which is 
the parent for several competencies, such as "Programming 
with PHP", "Programming in C#", "Programming with 
JAVA", and so on. Due to the use of ontology, these 
relationships can be taken into account in the search. Table 2 
clearly shows the results of comparing the completeness of 
the results of the search for the keyword "Coding".  
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TABLE II.  COMPARISON OF THE COMPLETENESS OF THE SEARCH 

Inquiry Number with 

synonymy and 

hierarchy 

Number with 

synonymy only 

Number with 

hierarchy only 

Number without 

synonymy or 

hierarchy 

Coding 10 competencies, 

305 employment 
seekers 

1 competency, 

53 employment 
seekers 

0 competencies, 

0 employment 
seekers 

0 competencies, 

0 employment 
seekers 

 
Based on the results shown in this table, it can be 

concluded that using an ontological approach for creating an 
information model that supports synonymy and inheritance 
relations, it has been possible to achieve a significant 
increase in the completeness of search results. 

Let us now consider how the secondary search affects the 
relevance of the search results. For example, find 
employment seekers by searching the words PHP and git. By 
this query, quite a lot of results were found, about 10 
competencies and 63 carriers of this competence. Let us 
assume the person conducting the search would want to 
clarify the results. To do this, it would be only necessary to 
enter those who are found in PHP. Accurate results are then 
obtained, with 6 competencies and 26 employment seekers, 
which more closely match search requests. After that, if there 
is a desire to find from the identified employment seekers 
only the ones with the competence of "Application of the 
basic PHPUnit testing techniques," our search would result 
in one specific competency left from the initial 6, and 6 
employment seekers who own it. The search results and their 
quantitative estimates are summarized in Table 3. 

TABLE III.  THE IMPACT OF SECONDARY SEARCH ON THE RELEVANCE 

OF SEARCH RESULTS 

 
The data given in Table 3 allows drawing the following 

conclusion: the use of detailed search for the results obtained 
has made it possible to increase relevance due to a gradual 
narrowing of the search area. 

VIII. CONCLUSIONS 

In this paper, an approach for processing information 
about junior specialists is proposed. It allows extraction and 
gathering of necessary information taking into account 
“synonyms” and “meronyms”. 

A Web-ontology model is created using the concepts of 
the proposed approach. It allows storing all necessary 
information about junior specialists and their competences. 

A Web-application is developed using RubyOnRails 
framework. The created ontology is used for information 

representation. It allows a search for necessary specialists 
and building teams for projects. 

Testing the developed Web-app showed an increased 
number of relevant junior specialists for IT-projects.  
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Abstract—Distributed infrastructures are continuously challenged
with the task of storing and managing different types of data.
To this end, suitability and performance evaluations of different
available technologies have to be conducted. We motivate our
work with the concrete challenge of storing semantic annotations
in an efficient way. We treat this problem from the resource
provider perspective. The paper includes work in progress of
evaluating possible storage engines for semantic annotations. The
main focus, however, is on creating a framework to conduct such
evaluations in a transparent and reproducible way. Our approach
is based on Docker tools, and, therefore, the tests can be run on
different platforms, and can be repeated if new version of the
evaluated technologies become available.

Keywords–Deploying Linked data; Reproducibility; Distributed
infrastructures.

I. INTRODUCTION

Distributed research infrastructures like EUDAT (EUropean
DATa [1]) provide generic services to manage research data
in an efficient and cost-effective way. Since the research
communities which use the services advance over time, they
are constantly expressing new requirements with respect to
kinds of data and possible usages that the infrastructure should
be able to handle. To this end, resource and service providers
are constantly evaluating possible approaches and new tech-
nologies. Such evaluation must adhere to scientific standards
in terms of methodology, transparency, and reproducibility.

In our previous paper [2], we have shown how Docker [3]
can be leveraged to provide on-demand instances of popular
web services in context of a distributed research infrastructure.
Although, such seamless provisioning of services can be used
to conduct reproducible research, there are more aspects to
it. In this paper, we will exercise a whole workflow from
testing, through result processing, up to visualization of the
outcomes. We will use Docker and docker-compose to
conduct the steps in a transparent, sharable, and reproducible
way. We will test our approach by evaluating storage options
to handle semantic annotations.

Semantic annotations are a very powerful tool to work
with data in distributed infrastructures. On the very high
level, they allow to add comments to entities managed in the
infrastructure. An example would be a keyword attached to a
digital object, but more sophisticated examples are envisioned
as well. We will explain the model in more detail later in this
paper, but astute reader can imagine that efficient annotations
handling should enable different types of queries. It should
be possible to retrieve all annotations for a given object, but
also reverse lookups (i.e., localizing all data objects with given
keyword in our example) will be used. The uptake of this new
service will only happen if sufficient performance of both kind
of queries is offered.

There are many ways in which annotations can be stored.
The EUDAT service plans to use the World Wide Web Con-
sortium (W3C) Annotation Data Model [4]. Since it is based
on JavaScript Object Notation for Linked Data (JSON-LD),
an obvious approach would be to use document stores for
the task. Since annotations are attached to data object, the
whole data set forms a graph with nodes as managed entities
and annotations as relations. Thus, graph databases could also
serve as storage backends. Regardless of the technology used
it should be possible to evaluate its performance and tune it to
account for this particular use case. Such a tuning is usually
done in an iterative way, where the results of each change
are verified, it is critical to possess tools that can perform the
benchmarking tests in a reproducible manner.

The rest of this paper is structured as follows. In Section II,
we explain what semantic annotations are and discuss suitable
storage options. Subsequently, a short introduction to Docker
follows and technical details of our effort to make the eval-
uation reproducible are presented. Section IV comprises the
preliminary results for selected storage options. We conclude
the paper with an outlook.

II. SEMANTIC ANNOTATIONS

EUDAT is working on enabling semantic annotations of
the objects stored in its distributed research infrastructure. The
current approach is to use the W3C format for annotations.
The W3C web annotation data format is pretty simple: Each
annotation is a relation between a body, e.g., EUDAT data
object, and target, e.g., metadata describing that object. Basic
annotation model is shown in Figure 1.

It is important to notice that both target and body have
unique identifiers. These are crucial from the user perspective.
It can be expect that the users will be interested to view a list of
all annotations for given body id, i.e., all metadata descriptions
for a given data object. But also a reverse lookup producing
all the data objects with specific tag (i.e., a retrieval by target
id) embodies important functionality. These expected usage
scenarios were used as corner stones for our benchmarks. In
particular, we defined three metrics for the storage backend
evaluation:

• creation times (creation of new, non-existing annota-
tions),

• annotation retrieval by target id,
• annotation retrieval by body id.

There are many options to store semantic annotations. One
obvious approach would be to stick to the JSON-LD rendering
as proposed by W3C, use is also as internal storing format
and find a storage backend which can support it. There are
many NoSQL solutions on the market, which can store JSON
documents, with MongoDB [5] being one of the most popular.

26Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-552-4

ALLDATA 2017 : The Third International Conference on Big Data, Small Data, Linked Data and Open Data (includes KESA 2017)

                            36 / 92



Figure 1. Basic W3C Annotation Data Model

Another storage option is based on the observation that an-
notations and annotated objects form a graph (with annotations
as edges). To account for this way of thinking, a graph database
like neo4j [6] could serve as a storage backend. We decided
not to include relation database systems in our evaluation. The
reasons are twofold. As can be seen on the Figure 1, the
model used for annotations is dynamic with optional fields
(like format or language), such flexibility is hard to deal with
when using relational database. Second reason was the fact
that creation and explorations of data objects and annotations
would involve a lot of joins in the case of relational model:
One would have to jump from one annotation body (i.e., data
object) to a target (e.g., keyword) and then again to body to
identify objects similar to the starting node.

III. EXPERIMENTAL SETUP

To obtain meaningful evaluation results it is important to
minimize the number of “moving parts” and reduce the testing
environment to components which are absolutely necessary.
In particular, we were not interested in the performance of
the web interface that will be used to work with annotations
or the performance penalty caused by its integration with
other EUDAT services. Therefore, we have written a small
program in Python, with methods for generating annotations
with unique body and target identifiers, and for retrieval of
the data. The methods use simple interfaces to access selected
database stores: MongoDB and neo4j.

A. Docker
To enable easy reproducibility of the conducted tests,

we have prepared a Docker-based environment. Docker is a
lightweight virtualization solution which is using Linux Kernel
features like namespaces and cgroups to isolate guest and host
systems. Docker uses image templates to start containers (i.e.,
guest processes). Images are build in a hierarchical fashion by
applying a “write-on-modify” principle. Thus, it is possible
to trace back all the changes done in a given image during
the installation and configuration of the software it comprises.
Docker provides tools to easily exchange the images via a
public Docker Hub [7], or private on-site repositories. Docker
introduces notion of official images which are created and
maintained by the providers of a given technology. There are
official images for major Linux distributions but also for popu-
lar content management systems, or databases. Docker ecosys-
tem embrace many tools, we will use docker-compose [8]

which is an orchestration solution to start and manage more
complex Docker-based deployments.

The main reason why we are using Docker is due to the
virtualization it is possible to run our test programs on almost
any platform (regardless of the operating system it uses). The
images also contains the dependencies and libraries required,
so again the configuration of the host system may be neglected.
The possibility to review all the changes done in a particular
Docker image enables transparency and understandability of
the obtained results. Last but not least, by using Docker
featured called volumes, it is possible to separate data from
the programs, in our case: results and processing tools.

B. Solution details
Both technology providers (MongoDB and neo4j) offer

official images for their databases which we used for our
evaluation. We created a Docker image with our testing
program and prepared a docker-compose-based testing
environment. The source code and documentation is stored on
GitHub [9], allowing for verification and repetition of the tests.
In fact, we plan to reuse this framework to do some further
testing of different EUDAT-inspired use cases in the future.

Given a system with a running Docker daemon and
docker-compose, starting tests is a matter of merely is-
suing one command like:

docker-compose run tester --name exp1

The last parameter of the above command is not strictly
required, it attaches a user-defined name to the particular
experimental run which is convenient for the further analysis.

Also, Docker images for processing of the results and
visualizing them are provided. The first step transforms the
results from the evaluation by using following command:

docker run --volumes-from exp1 processor

Please note that we are using the name assigned to the ex-
periment in the previous step (exp1), the --volumes-from
parameter is used to attach storage volume with the data pro-
duced in the first step to the newly created Docker container.

Finally, the plots that we present in the following section
are created with help of gnuplot [10] and other tools em-
bodied in a Docker image which again uses volume with data
from previous steps and can be run with a simple command:

docker run --volumes-from exp1 visualizer

To enable sequential processing of data, we internally
agreed to store all the data (results, visualizations, etc.) in
the same path defined as a Docker volume. Thanks to this
contract, we can guarantee that data are not becoming part
of the Docker images and thus will not hinder their reuse.
Secondly, it is easily possible to extend the workflow by adding
new steps or modify existing ones, for instance, if different
types of visualization are required.

IV. RESULTS

The tests are defined by three parameters:

1) engine: database engine (currently MongoDB and
neo4j),
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Figure 2. Retrieval scalability for MongoDB (reps records are added, and
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Figure 3. Retrieval scalability for neo4j (reps new records are added, and
reps random records are retrieved in each round).

2) rounds: number of rounds,
3) reps: number of repetitions in each round.

The tests were divided into rounds and in each round all the
above database operations were conducted in the given order.
Firstly reps number of records were created, subsequently
random (with repetition) reps annotations were retrieved by
specifying existing target.id, finally reps random annotations
were fetched by body.id. We measured time of each activity,
that is complete time to create records, time to retrieve all
reps record by target and body id. Three time measurements
were made in each round. Please note, that no records were
removed, i.e., for given reps = 1000, the database grown in
each round by new 1000 record.

All the tests were run on the same virtual machine with 4
VCPUs, 4GB RAM, using Ubuntu 16.04.

In Figure 2 and Figure 3, we depicted the retrieval scalabil-
ity of each database. For that we conducted three experiments
with different values of reps, each had 10 rounds. Figure 2
shows that the performance of MongoDB is dramatically
decreasing with the increasing number of records in store.
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Also, the absolute values achieved by MongoDB are not very
good, to retrieve 10 000 random annotations from a database
with 90 000 documents, more than one minute is required.

The retrieval times for the same amount of data from the
neo4j database of the same size are much smaller as can
be seen in Figure 3 (please note that the y axis was scaled
comparing to Figure 2). Also, the scalability of neo4j is much
better, neo4j produces constant answer times regardless of the
size of the database. For comparison with the MongoDB, to
retrieve 10 000 random entities from a neo4j graph with 90
000 annotations, only 1.65s is required.

The situation is a little bit different for creation times. We
depicted them in Figure 4. For smaller values of reps neo4j
outperforms MongoDB but with reps = 5000 MongoDB is
faster. We also conducted the tests for higher values of reps
(not depicted for the sake of clarity) and MongoDB maintained
its advantage in this regard. Neo4j also displays high variance
in the creation times and the values decreased over time. This
kind of behavior could be caused by the fact that neo4j is
written in Java and Scala and the Java Virtual Machine can
need some time to “warm up”. Perhaps further investigations
are required there, like warm-up phase before the actual tests
to at least get rid of the high delay in the first round.

V. CONCLUSION AND FUTURE WORK

In this paper, we evaluate options for storing semantic
annotations in a reproducible manner. We selected two tech-
nologies: MongoDB and neo4j. We believe that the presented
approach is applicable also for other use cases. Our results
support the hypothesis that annotations naturally form a graph
and thus, can be efficiently stored in a graph database. Further
investigations of the weak creation performance might be
necessary.

It is clear that the presented work in progress is just a
first step towards answering the question on how to efficiently
manage annotation-like data. Both neo4j and MongoDB offer
numerous possibilities to fine tune the performance to account
for particular data and query types. Although, it was not
the primary goal of this work we believe that by having a
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possibility to conduct performance evaluation in a repeatable
way, such a tuning can be done much faster.

The challenge of constantly evaluating emerging technolo-
gies and dealing with the management of new kinds of data is
common for distributed research infrastructures. Therefore, it
is crucial to define evaluations in a reproducible manner. Our
Docker-based toolkit has proven its potential as a basis for
such reproducible computer-based experiments. In our future
work, we will look into ways of extending this toolkit with
a means of executing whole workflows rather that manually
starting single steps as we currently do.
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Abstract—Time is an essential dimension to many domain-
specific problems, such as the medical and financial domains.
This research introduces TLEX (Temporal Lexical Patterns), a
framework to categorize temporal data that effectively induces
semantic temporal patterns. TLEX is a rule-based
classification framework dedicated to enhance the
classification accuracy by focusing on eliminating outliers and
minimizing classification errors. The contributions of this
research are 1) formulating semantic temporal patterns as
basic classification features, and 2) introducing an induction
technique to discriminate semantic temporal patterns. To
illustrate the design, the paper provides a detailed
mathematical description that relies on set-theory to model the
framework of TLEX. Furthermore, a detailed description of
the proposed algorithms to facilitate implementing and
reproducing the results has been described. Further, to
evaluate the effectiveness of TLEX, extensive experiments have
been performed on a weather temporal dataset. Accordingly,
the F-measure and support values on weather dataset have
been reported. Further, a sensitivity analysis to assess the
capability of TLEX to work with temporal datasets has been
provided. The findings indicate a significant improvement of
Temporal-ROLEX over some existing techniques.

Keywords- Temporal Data Mining; Classification of
Temporal Data; Lexical Patterns.

I. INTRODUCTION

Time is an essential dimension to many domain-specific
systems such as financial and medical data analysis.
However, temporal data mining is concerned with such
analysis in the case of ordered data records with temporal
interdependencies. During the last decade, many interesting
techniques of temporal data mining were proposed and
shown to be useful in many applications areas. Since
temporal data mining brings together techniques from
different fields, such as statistics, machine learning and
databases, the literature is scattered among many different
sources.

Temporal data mining is commonly concerned with data
mining of large sequential datasets that have been ordered
chronologically with respect to some index. For example,
time series constitute a popular class of sequential data,

where records are indexed by time. Other examples of
sequential data could be text, gene sequences, protein
sequences, lists of moves in a chess game, etc. Here,
although there is no notion of time as such, the ordering
among the records is very important and is central to the data
description and modeling.

Consider the temporal relation among three customers
whose corresponding transaction sequences are as follows:

Cust. 1. [{X1 X2 },{X3 X1 X4 },{X2 X5}]
Cust. 2. [{X5 }, {X1 X2}]
Cust. 3. [{X1 },{X1 X2 X5 X6 }]

where {Xi} represents the items bought in a single
transaction. For instance, customer 1 made 3 visits to the
market. In her first visit, she bought 2 items {X1 X2}. In her
second and third visits, she bought 3 items {X3 X1 X4} and 2
items, {X2 X5} respectively. Temporal patterns are frequent
sequences of actions that could be useful for analyzing data
and predicting futures. In the above example, we can extract
relations such as the sequence [{X5 }, {X1 X2}] contained in
[{X1 X2 },{X3 X1 X4 },{X2 X5 } ] but not in [{X1 },{X1 X2

X5 X6 }].
This paper presents an efficient rule-based classification

approach, called TLEX, for categorizing temporal data. The
contributions of this research are: 1) formulating semantic
temporal patterns as a basic classification features, and 2)
introducing an induction technique to discriminate semantic
temporal patterns.

TLEX framework relies on the formal definition of
ROLEX-SP that has been introduced by M. AL Zamil and A.
Can [1] to classify medical knowledge using a dedicated
rule-based induction and learning techniques to come with
efficient classification of domain knowledge. ROLEX-SP
automates the induction and the learning processes by
extracting textual patterns and building a specialized form of
association rules. Such technique handles the problems of
multiclass classification and feature imbalance problems.

To illustrate, consider the example of raining phenomena.
A person might hear the thunder during and after its
occurrence. Duration represents the persistence of an event
over many time points. Also, rain and thunder might occur
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concurrently without a particular order. Finally, some events
might intersect each other such as sun shining, raining and
rising of the rainbow.

Section II discusses the related work. Section III provides
background definitions of formalities that have been applied
in this work. Section IV defines the temporal model as well
as the form of the temporal pattern. Section V discusses the
methodology for creating our proposed classifier. Section VI
discusses the experiments and findings. Finally, Section VII
concludes with a brief discussion of findings.

II. RELATED WORK

Early works on mining temporal patterns rely on Apriori-
style approaches such as the algorithm in [2], in which a
breadth-first search strategy is applied to compute the
support of item sets. As this strategy is not efficient on large
datasets in terms of accuracy [3], recently efficient
algorithms based on unsupervised elicitations of temporal
relations have been proposed for the purpose of enhancing
the performance of temporal classifiers. H-DFS [4] and
KarmaLego [5] are based on an enumeration tree structure to
classify temporal information. The implementation of
enumerated decision trees supports the accuracy of
classification results in an unsupervised manner.

Winarko and Roddick [6] have introduced ARMADA,
which is an algorithm to discover interval time temporal
rules. Recent work in this field asserts that time-stamps
relationships such as the “during” relation could be more
useful than solid time interval. Unlike ARMADA association
rules, our work relies on discovering hybrid temporal rules
that could be represented using during relation. In [7],
TPrefixSpan has been introduced to apply prefix span
technique using interval boundaries pruning patterns. Also,
IEMiner [8] has implemented a prior based strategy with
counters and pruning to improve the accuracy of
IEClassifier; that is used to classify temporal sequential
records.

Attempts have been made to construct temporal features
in order to construct association rules such as those discussed
in Bruno and Garza [9], Miao et al. [10], and Chiang et al.
[11]. In Bruno and Garza [9], association rules have been
developed to cope with outlier detection using functional
quasi dependency. The technique does not model time-delay
as a part of association rules. The technique in Bruno and
Garza [9] handled time-delay explicitly which affects the
overall performance as well as efficiency of the classification
process, which is not crucial in outlier detection task.

Chiang et al. [11] have proposed a mathematical model
to extract temporal patterns to track customer buying habits.
Our proposed methodology focuses on time intervals as well
as single point of time events. Similarly, our proposed
technique benefits from the formal definition in Chiang et al.
[11] in that we formulate the temporal patterns using similar
mathematical aspects. Zhang et al. [12] have proposed a
method to extract during temporal patterns DTP. DTP is a
special case of interval temporal patterns. Kong et al. [13]
have presented the notion of multi temporal patterns using
predicates: before, during, equal and overlap.

Temporal datasets dimensions are characterized as huge
ones. Techniques to reduce such dimensionality are
important to produce scalable temporal mining systems. The
proposed technique applied methods in Stacey and
McGregor [14] and Wang and Megalooikonomou [15] to
reduce the dimensionality of time series.

III. BACKGROUND

Definition 1 (Temporal Sequence):

A temporal sequence is a chronologically ordered set of
events of the form:

)},(),...,,(),,({ 21 etsteetsteetsteTSq n=

where ),( etst is a nonempty set in which sd is the start-

time of an event and ed is the end-time of the same event,
i.e., TIMEetst ∈, .

Definition 2 (Temporal Sequence Similarity):

Two temporal sequences are said to be similar, i.e.

),( 21 TSqTSqSim , if and only if all the following conditions

hold:

1. )}()(){( 21 TSqeTSqei ii =∀

2. )]([)]([){( 21 TSqeLenTSqeLeni ii =∀

3. 21 TSqTSq ∧ are not empty

where )]([( SqeLen i refers to the event duration (i.e. stet −

). This relation is useful to eliminate redundancy resulted
from later categorization process.

Definition 3 (Temporal Sequence Dissimilarity):

Two temporal sequences are said to be dissimilar, i.e.

),( 21 TSqTSqDis , if ),( 21 TSqTSqSim¬ holds.

Definition 5 (Support of Temporal Sequence):

The function }|{),( SiTsqDSiSiDTsqSupp ∈∧∈← is used

to determine the support of a frequent pattern Tsq in a given

dataset D , in which Si is a sequence fragment. Xingzhi et
al. [16] illustrate the application of support model in data
mining by theorem proving and case studies.

IV. TEMPORAL CLASSIFICATION

The temporal classification problem is defined according
to the learning description of ILP (Inductive Logic
Programming) Lavrac and Dzeroski [17], as follows: given
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1. A finite set TC of independent temporal classes of

the form },...,,{ 21 kTcTcTc where 1>k , meaning that there

are many temporal classes and the classification results of a
class do not affect the classification results of other classes.

2. A set },,,{ 21 neeeE K= of events such that

TsqievTsqiTCTsqij j ∈=∧⊆∃∀ :)||()( where kv ≤≤1

and Nj ≤≤1 , meaning that an event might belong to more

than one temporal class; Si is a subset of the set of temporal
classes.

3. A set of states },,,{ 21 msssS K= each of which

represents a state of the current environment such as: raining
and shining in the weather dataset.

4. A set of time-intervals },,,{ 21 ntttT K= , where

},{ iii etstt = represents the start and end time of a given

event ie .

5. A set +
ciP of positive patterns consisting of ground

logical facts of the form Tcici Ep ∈+ such that

TcieEeep Tcici ∈⇒∈∧∈+ )( ; a positive pattern under class

Tci that occurs in the subset TciE , which represent a set of

events that belong to class Tci .

6. A set −
iP of negative facts; patterns that represent

an event but does not refer to class Tci . In other words, they
represent outliers or rare cases.

7. The function
)},(,),,(),,({)( 2211 kk taetaetaeag αααα K= includes all

the interval times in which the state αa occurs.

A classifier ciH should be consistent with all positive

and negative patterns. In other words, the classifier is a set of
association rules to predict a temporal class or a set of
temporal classes of a given set of events based on the
presence or absence of some patterns in that set.

If a positive example +
cip occurs in document )( αag

and none of the negative patterns occur in )( αag , the

classifier will assign event e under class Tci . Notice that
negative patterns are prevented from undoing the effect of
other categories’ positive ones.

V. CLASSIFICATION METHODOLOGY

Let },{ jij tse = and },{ klk tae = be two events in the

temporal dataset. Both je and ke are called during events if

je has executed during the execution of ke . For any two

given states ia and ka , ia is called to be during ka

denoted as k
d

i aa ⇒ . Our goal is to define a set of positive

and negative predicates to predict during temporal patterns.
Instead of accuracy formula that has been applied in the

previous version of ROLEX-SP, the function support that
has been defined in [19, 20, 21] has been used to induce

positive and negative patterns as well. Given )( αag ; the

number of the time intervals included in all instances
(records in the dataset) of αa , the maximum number of time

intervals among all sates 0g :

0

)(
)(

g

ag
aSupport

α

α = (1)

It represents the relative frequency of time intervals for a
given state with respect to the number of time intervals for a
most frequent state. LSP Generator, Figure 1, implements
our proposed methodology to induce classification rules.

Figure 1 The Relationship between Execution Time and The Number of
Rules

The validation is responsible for evaluating the extracted
rules and generating a classifier ciH . Therefore, the

classifier should contain the best rules to represent an event.

Definition 6 (Representative Set RS): given a set of rules
sorted according to its support, RS is the set of rules of the
form

)()()(, 21 dpdpdpdpc iMiici ∈¬∧∧∈¬∧∈¬∈← −−−+ L

LSP_Generator

Goal: to extract positive and negative syntactic patterns
from the set TS
Input: TS, C.

Output:
−+ PP ,

Method: Apply the following instructions

Begin

1 {}{}, =−=+ PP

2 For each Cci∈

3 For each TScd ∈
4 ))(Re,( cicdparseP =

5 For each Pp ∈

6

0

)(
)(

g

ag
aSupport

α
α =

7

piPiP

Elseif

pciPciP

thenthresholdaSupportif

∧−=−

∧+=+

≥)( α

8 Next p

9 Next d
10 Next ci

11 return(
−+ PP , )

End
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that have the highest support. Given a rule R and a set of
events ECEci ×∈ ; a set of events that belong to a specific

category, let ),(cov ciRn ers be the number of events covered

by R under category ci , and || ciE be the number of events

in ciE :

||/),(),(cov cov ciers EciRnciRerage =

Accordingly, the validation phase, then, tries to optimize
the problem such as: given },,{ 21 ckcc RRRR L= where

},,,{ 21 Wci RRRR L= and || += ciPw , the algorithm is

responsible to produce the set
,},,,{ 21 cicixci RRSandwxwhereRRRRS ⊆≤= L of

rules such that: )( ciRSCoverage is the maximum.

Definition 7 (Redundant Rule): a rule Rj is a redundant
rule if one of the following conditions holds:

1. jiRRji ji ≠∧=∃∀ :))((

2. jiRCoverageRCoverageji ij ≠∧⊆∃∀ )()(:))((

Thus, getting rid of redundant rules, which are equal
rules or rules that cover the same set of another rules, will
enhance the overall performance of the classification task.

VI. EXPERIMENT AND RESULTS

During our experiment, the proposed technique has
been applied on a weather dataset. The dataset has been
collected from a weather station in Jordan in 2009. The
empirical dataset holds 14 attributes: wind direction,
average wind speed, maximum wind gust, average hourly
temperature, percentage relative humidity, global hourly
radiation, hourly sunshine duration, hourly precipitation
duration, hourly precipitation amount, horizontal visibility,
fog, snow, etc. The dataset has been processed to
discriminate and convert the records into temporal ones
consisting of event name, start time, end time, and state. The
F-measure achieved during experiments is 81% at minimum
support ranges up to 20% as shown in Figure 2

Figure 2 shows that the overall performance of our
proposed technique is directly affected by the number of
generated rules. Therefore, the higher the number of rules,
the better the performance achieved by TLEX.

Figure 3 shows that additional running time is required
while increasing the number of rules in our classifier. In
fact, the results showed that the required time increased
linearly as the number of rules in-creased.

Figure 4, on the other hand, shows that the time
required by processing events is much greater than the one
for events. However, a linear relation is clear between the
running time and the number of events.
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VII. CONCLUSION

In this paper, we presented a rule-based method for
categorizing temporal records. The contributions of this
research are 1) formulating semantic temporal patterns as a
basic classification features, and 2) introducing an induction
technique to discriminate semantic temporal patterns. We
performed experiment on a weather dataset in order to
evaluate the proposed method and compare our work with
well known algorithms in the literature. Specifically,
Temporal-ROLEX achieve significant enhancement using
sequential temporal pattern. On the other hand, Temporal-
ROLEX achieves average performance using hybrid
temporal patterns.
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Also, the improvement achieved by Temporal-ROLEX is
statistically significant. The use of syntactic patterns, both
positive and negative, contributes on increasing the
accuracy of Temporal-ROLEX over the other method.

In addition, we also provided a sensitivity analysis to the
performance of Temporal-ROLEX as a function to the
number of rules and the number of records in the training
set. The results indicated that Temporal-ROLEX was
positively affected by the number of rules. On the other
hand, our observations during experiments indicated that the
number of records in the training set does not affect the
overall performance of the learning process.
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Abstract—The Open Government Data (OGD) movement has 
seen governments around the world embrace the concept of 
opening their data. However, the large amounts of data 
released have not resulted in wide acceptance of the data by 
end-users. This is partly due to the emphasis on machine-
readability rather than human-usability. Recently, some data 
portals have included visualization techniques to make the 
portals more usable. In this work, we report on user studies 
conducted to evaluate different OGD visualization techniques. 
The techniques were evaluated both quantitatively, through 
recorded tasks, and qualitatively, through a post study survey. 
We found that geographic map visualizations were reported by 
users to provide the highest level of qualitative satisfaction, 
which correlates with the quantitative results requiring the 
shortest time to complete the tasks. This study provides 
insights into empirical evaluation of visualization techniques to 
aid OGD providers in making decisions about the best way to 
present data in their portals. 

Keywords- data visualizations; open government data; empirical 
evaluation;  

I.  INTRODUCTION  
The amount of OGD released for public use, reuse, and 

redistribution is rapidly growing. Currently, 18 million OGD 
datasets have been published around the world [1] and 
according to dataportal.org there are 520 registered 
government portals [2]. At the International Open 
Government Dataset Search there are 192 catalogs in 24 
languages representing 43 countries [3]. These numbers 
represent a growing supply of OGD for  users.  However, the 
uptake by users has been limited. One possible cause, which 
we investigate in this paper, is the limited usability of open 
data. 

The primary focus of the OGD movement has been on 
ensuring the release of the data so that it can be accessed. 
Additionally, the desired format of the data is one that is 
machine-readable, in formats such as Comma Separated 
Values (CSV) and eXtensible Markup Language (XML), 
preferably in the most raw and primal forms [20]. The 
motivation is based on transparency, so that the community 
has access to the data in its original form without 
modification. A downside to this motivation is that it is only 
usable by a small percentage of the community, those with 
technical computer skills, such as computer programmers 
and data analysts. The focus on machine-readability has 
limited the data's human-usablility [17]. 

One strategy to increase end-user uptake of OGD is to 
present the data using visualizations [18][19]. Graves and 
Hendler [4] conducted a detailed study on the use of 
visualisations for OGD. Their research focussed on end-
users with some knowledge of data analysis such as 
researchers, journalists, and government data providers and 
consumers. They also identified a user profile of “Common 
Citizen” but did not include them in their study. They 
expressed an interest to investigate the remaining open 
question of how to empower “Common Citizens” and make 
it easier for them to consume OGD. 

In our study, we are particularly interested in those who 
don’t have skills in data analysis, but have an intention to use 
and benefit from open data. 

Since there are many different groups of consumers and 
more than a hundred techniques of data visualisation [7], we 
singled out a group of consumers, defined by Graves et al [4] 
as common citizens to evaluate three different visualizations. 
We planned to find out what can make it easier for common 
citizens to use OGD data. To answer this question we 
conducted a field experiment in order to empirically evaluate 
human-usability of OGD visualisations by common citizens 
with the aim to inform designer and practitioners.  In 
addition we evaluated what stops common citizens to use 
OGD with the aim to inform OGD community.  To conduct 
field experiment we engaged  common citizens in random 
locations, assigning them only if they had no knowledge in 
how to create, modify and manage data visualisations.   

In Section II, we describe the relationship between data, 
visualization, and evaluation. In Section III, we explain the 
methodology used and how it was implemented. In Section 
IV, we report our results and finding.  In Section V, we 
discuss the results significance and implications; our 
assumptions and limitations.  Section VI describes our 
conclusions. 

II. BACKGROUND 
Visualization is an effective technique for 

communication of data, due to our natural ability to 
understand patterns [8]. 

When selecting a visualization technique there are a 
number of considerations: the underlying scientific principles 
of human perception and cognition; design guidelines; and 
the empirical evaluation of the technique. 

One challenge with visualization as a science is that it 
currently does not have a unified general theory [10]. 
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Demiralp [9] identified several causes for a lack of general 
theory. One issue is that visualization works at several 
domains in human perception and cognition. Additionally, 
visualization isn’t necessarily limited to what we perceive, 
but may include an interactive element, which may have a 
significant impact on the success of the visualization.  
Demiralp [9] concludes that the question of how to measure 
and construct effective visualizations in general is an 
unsolved problem.  

In terms of design principles, more work has been done 
and is somewhat well established. Shneiderman [5] 
introduced a type-by-task taxonomy to guide designers: 
overview first; zoom and filter; then details-on-demand [11], 
which has become the extended principles to guide designers 
of visualizations. 

To judge a particular quality of a system or interface 
researchers and practitioners use evaluation, which is the last 
step in the process of the creation of visualizations [12], 
preferably empirically-driven [13].  Evaluation helps to 
understand the visualisation tool, visualisations themselves, 
and the complex process that this tool supports [13], as well 
as its potential and limitations [6]. This process represents 
the relationship between data, visualization, and evaluation. 

III.  METHODOLOGY 
To evaluate the usability of open data visualization 

techniques we performed field experiments using the 
DataViva [21] open data web portal. DataViva is a web 
portal for Brazil's open data developed in partnership with 
the MIT Media Lab. Since starting this study, MIT Media 
Lab have also launched the Data USA [22] open data portal, 
which contains updated visualizations. We did not evaluate 
Data USA in this study. 

The field experiment focused on three visualization 
techniques provided by DataViva: TreeMap, Map, and 
Stacked. Examples of these visualizations are shown in 
Figures 1-3.  

 

 
Figure 1. DataViva TreeMap visualization. 

 
Figure 2. DataViva Map visualization. 

 

 
Figure 3. DataViva Stacked visualization. 

 
 
We engaged our users at 7 different locations around 

Gold Coast city, Australia, in public places where Wi-Fi 
access was freely available. To conduct the experiment we 
used a MacBook Air laptop.  DataViva was used to explore 
simple questions on the Brazilian economy.  As a tool for 
video and audio data collection we used Software Debut.  

Our goal was to test at least 10 participants as this is a 
suitable number according to Faulkner [16]. 

To balance the control between observer and the users 
and to balance the trade-offs between generalization, 
precision, and realism [14], the experiment was broken down 
into two stages: preliminary stage and controlled-testing 
stage. 

The preliminary stage included presenting the participant 
with an information sheet about the study and conversational 
questioning to find out what stops common citizens from 
using OGD and concluded with the formal signing of the 
consent form.  

The controlled-testing stage included 5 minutes of device 
and interface familiarization which was followed by 
performance tasks designed as a motivational scenario based 
on an envisaged real situation and setting. Tasks were 
designed to solve real problems with real data. The user’s 
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interaction was captured with screen recording software and 
audio that were later analyzed to calculate completion time. 
We used an unenforced think aloud protocol to support the 
identification of possible usability issues. Users were given 3 
tasks to complete, each using a different visualization 
technique and a different task for that visualization. The 
tasks are shown in Table 1. 

 
TABLE 1. VISUALIZATION TASKS COMPLETED BY 

PARTICIPANTS 
 

Number Technique Description 
Task 1 TreeMap How many jobs are in Sao Paulo? 
Task 2 Map What is the nominal wage growth 

in Sao Paolo? 
Task 3 Stacked What is the total of monthly wages 

in Sao Paolo? 
 

This was followed by preferential rating to quantify 
user’s opinions for overall assessment of each single 
visualization interface. Finally, the participants were asked a 
single open question: Why do you prefer this particular 
visualization compared to others? 

IV. RESULTS 
Our experiment sample was based on 12 users. Their 

average age was 54 years. As shown in Figure 4, 33% had a 
university degree, 42% had a college education and 25% 
were educated at TAFE (a technical training institution).  

 

 
 

Figure 4. Distribution of participants’ occupations. 
 
The time spent per participant to complete the tasks took 

on average 11 minutes, excluding 5 minutes given to 
participants to familiarise with the DataViva interface and 
the time spent to answer an open-ended question.  

At the preliminary stage we approached participants with 
the conversational questioning to find out what stops them 
from using OGD. 83.2% of participants answered that they 
had never heard of OGD; did not know OGD existed; or 
what it means.  However, after their interaction with open 
data, 66.6% had expressed an interest to know more.  

The average time to complete each task was calculated 
and the results are shown in Table 2. The Map visualization 
was the quickest, followed by Stacked, and then TreeMap. 

 
 

TABLE 2. CONSISTANCY BETWEEN TIME PERFORMANCE & 
PREFERABLE CHOICE 

 
Visualizations Average time 

per 
participant 

Preferable 
choice 

Map 1 min First  
Stacked 1min 13sec Second  

TreeMap 1min 19sec Last  
 
Participants were asked to rank the visualizations in 

order of preference. The participants were asked the 
question: “What visualization they prefer or perceive as the 
easiest to use and why?” Figure 5 shows the results of the 
ranking.  

 

 
Figure 5. Preferential ranking for each visualization type. 

 
The Map visualization had the most number of first 

choice rankings, it also had the most number of second 
choice rankings, and no participants placed it last. The 
ranking of TreeMap and Stacked were very similar with 
Stacked having one more ranking in second place and hence 
one less ranking last. As a result the order of preference for 
the participants was Map, Stacked, and TreeMap, which 
correlates with the time it took to complete each task as 
shown in Table 2. 

Participants also provided reasons why they gave 
visualizations the particular ranking. The Map visualization 
was chosen because it was perceived as a familiar shape, 
that of a geographic map, and easy to use. 

The Stacked visualisation had contradictory perception. 
Some perceived it as easy to understand and clear. Others 
found it confusing and reported that it “didn’t make sense”.  

Participants that rated the TreeMap first found it easy to 
find information. Those that rated it second stated that it 
was “not clear”. Those that rated it last said it was 
confusing, busy, and more difficult to find information. 

V. DISCUSSION 
The field experiments highlighted a number of issues 

with open data usability. Firstly, only 16.6% of participants 
had previously heard of open data. Secondly, TreeMap is a 
very common visualization tool used commonly in data 
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journalism. However, we found that participants had the 
most trouble with it, both in terms of taking the longest time 
to complete the task, and also in response to the open 
question. 

The most significant usability problem with all three 
visualisations was a feature known as the tooltip plugin or 
more commonly as pop-up box.  With all three 
visualizations, the pop-up box was blocking the overview. 
Taking into consideration the extended principles for 
designers of data visualizations: overview first, zoom and 
filter; then details-on-demand [5] we demonstrated that this 
feature was blocking overview with details shown in 
Figures 1-3.  

The problem with the feature is that it appears on a 
mouse rollover. As the user is navigating to interact with the 
visualization, the popup box occludes the area they want to 
interact with. 

We have provided possible solutions to the popup box 
issue for each of the visualizations, shown in Figures 6-8. 
The solution is generally to display the popup box to the 
side. 

Other issues that users reported were difficulty in 
reading titles or headings or the headings not being visible 
at all.  

VI. CONCLUSIONS 
The OGD movement is maturing with large quantities of 

data being released by governments around the world. The 
embracing of OGD hasn’t necessarily translated into uptake 
by OGD consumers. We propose that this is because of the 
focus on machine-readability rather than human-usability. 
Recent efforts are focusing on providing interactive 
visualizations of OGD. In this paper, we evaluated one 
OGD portal to identify strengths and weaknesses between 
data visualization techniques, specifically for common 
citizens, which currently hasn’t been investigated in the 
literature. 

Even though our participants were unfamiliar with 
OGD, after a short introduction they were able to answer the 
problems on average in under 2 minutes, showing the 
advantage visualizations have over technical and raw data. 
This serves as a strong argument for OGD portals to provide 
visualizations to increase end-user uptake by common 
citizens. 

Comparing three different types of visualizations, the 
clear preference was for Map visualization which presents 
the data on a geographical map. The basis for Map being the 
greatest preference both qualitatively and quantitatively is 
due to its familiarity to the users. Concrete concepts are 
quicker to grasp than abstract concepts. The TreeMap and 
Stacked visualizations present data more abstractly and 
require a greater conceptual leap for common citizens to 
grasp. 

Therefore to encourage end-user uptake of OGD, 
visualizations should be selected that are concrete and 
familiar to end-users, such as Map visualizations, and to 

avoid more abstract visualizations. Note that visualizations 
such as TreeMap have been designed to address many 
usability and visualization factors, however, we have found 
that for common citizens, concreteness and familiarity are 
more important than other usability factors. 
 

 
Figure 6. Non-occluding popup box for TreeMap visualization. 

 

 
Figure 7. Non-occluding popup box for Map visualization. 

 

 
Figure 8. Non-occluding popup box for Stacked visualizaton. 

 
Our study also identified smaller issues such as popups, 

where a simple and useful feature when poorly implemented 
can grossly impact the effectiveness of a visualization and 
reinforces the need not just for visualizations, but for end-
user testing to verify the effectiveness of the visualizations.  
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Our study compared three visualization techniques. 
Future work will investigate broader visualization 
techniques and investigate newer data portals such as Data 
USA and a new version of DataViva. Additionally more 
comprehensive tasks can be evaluated that provide greater 
insights into the strengths and weaknesses of different 
techniques and enhance the benefits of each. 

As Demiralp [9] has identified there is currently no 
general unified theory of designing and evaluating 
visualization techniques. We are interested in drawing 
together the science of perception, design principles, and 
empirical evaluation to enhance and improve the 
consumption of OGD. 
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Abstract—The increasing importance of online channels for re-
tailers and service providers is paralleled by a rising interest in
gaining insights into the customer journey to online purchases.
Most attempts to shed light to this issue are restricted to data
available for only few particular sites. Our research focuses on
mining online shoppers’ website visitation patterns across 472
individual websites. We propose a methodological framework to
uncover latent interests which we assume to underlie observable
online browsing behavior. Using one year of clickstream data for
a random sample of comScore panelists, we show that there is
heterogeneity among shoppers regarding online browsing habits,
combinations of latent interests, and their conversion into online
purchases. Our analysis finds that a relatively small fraction of
online shoppers realizes 70% of online spending. In addition,
we detect substantial segment-specific differences of shopping
behavior with respect to 59 product categories.

Keywords–Topic Models;Latent Dirichlet Allocation; Internet
Usage and Purchasing Behaviour; Behavioral Segmentation

I. INTRODUCTION

Although online retail sales have grown at substantially
high rates in recent years and the internet continues to
play an increasingly important role in information acquisition
throughout the purchase funnel prior to sales [11][4] sales
conversions remain at very low rates [18][23]. Consequently,
online retailers aim at engaging their visitors in staying longer
on their websites and exploring more pages or, in other words,
to create ”stickiness”, which has been shown to be associated
with higher profitability [5][23]. However, most of the research
focuses on the browsing and purchase behavior within a given
retailer’s website. In this research, we expand this view by
investigating the browsing behavior of online shoppers across
different websites and link this behavior with their purchases
in several product categories.

We found nine studies analyzing browsing behav-
ior of individual online shoppers across multiple web
sites in the marketing and management science literatures
[16][13][14][20][6][8][7][17][22]. Seven of these studies do
not look at browsing at individual website, but aggregate
websites to site types (e.g., travel, book, or music sites).

Let us summarize the novel aspects of our study against
to the previous literature. We do not introduce fixed site
types, but characterize individual sites as mixtures of latent
interests which are based on site visits. Our approach differs
from Trusov et al., who also use a topic model, but look
at the number of times a consumer visits 29 fixed website
types (e.g., services, social media, entertainment) [22]. In

other words, these authors aggregate visits to the level of
site types before analyzing them. As we avoid aggregation to
fixed site types the latent interests, which we obtain, should be
better in line with the perspective of consumers. We allow for
correlations between all sites which most previous studies have
excluded. We consider 59 product categories. The maximum
number of categories in previous studies amounts to 29. In
contrast to the majority of previous studies, we consider
purchase as an additional dependent variable. We compare
yearly purchase frequencies between 59 product categories
in different segments of online shoppers. These segments
are determined by clustering the importances of topics for
each individual panelist. Note that only one previous study
considers purchases differentiating between (three) different
product categories. Finally, by analyzing a total number of 472
unique sites our research provides a much more comprehensive
picture of website visitation behavior across multiple sites than
the overwhelming majority of previous studies.

In Section II we present the methodological framework,
which we adopt to derive latent interests embedded in on-
line shoppers’ website visitation patterns. We employ Latent
Dirichlet Allocation (LDA), a commonly used technique in text
mining to identify latent topics in large texts, which already
has also seen promising applications in marketing. In Section
III we explain how we obtain the analyzed data by selecting
websites and online users participating in the comScore Web
Behavior Panel for 2009. In Section IV we present the results
of applying LDA to these data. We also segment online users
based on their combinations of latent interests and study how
different types of online browsing behavior get converted into
purchases in a variety of product categories. In Section V
we summarize results and outline possible extensions of our
approach.

II. LATENT DIRICHLET ALLOCATION

In text mining, topic models are often used quite success-
fully to extract mixtures of topics represented in documents
[3][2]. In the following, we define a visit as a list containing all
the sites accessed by an individual online shopper in a calendar
week. Such a list contains multiple entries for any site, which
a shopper accesses several times during a calendar week. We
apply LDA, the most widespread topic model, to our data and
interpret topics as latent interests. LDA implies the assumption
that the sites visited by a shopper are generated by a mixture
of latent interests. Let I , J and T denote the number of visits,
sites and latent interests, respectively. Probabilities φjt and θti
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indicate the importance of site j for latent interest t and the
importance of latent interest t for visit i, respectively. Please
note that the Dirichlet distribution with hyperparameters α and
β serves as prior for these probabilities.

Finally, the probability pij that visit i contains site j is
related to the importance of this site for latent interests and
the importance of latent interests for this visit in the following
manner [9]:

pij =

T∑
t=1

φjtθti. (1)

We see several advantages of LDA in comparison to tra-
ditional cluster analytic methods. LDA simultaneously forms
soft clusters of sites and visits. It explicitly takes the sparseness
of the data into account (as a rule, most sites are not contained
in a visit). LDA also considers multiple accesses of the same
site during a visit. LDA does not rely on distance measures.
It is based individual visits and does not loose information by
aggregating across visits.

III. DATA

We analyze clickstream data from the comScore Web
Behavior Panel, which were collected from January 1, 2009
to December 31, 2009. Because our research emphasizes
purchase behavior, we only include web sites at which at least
one purchase is made in one of the 59 categories during the
entire observation period. Furthermore, as mentioned before,
we use the calender week as time frame. The resulting visits
of panelists comprise a large variety of websites with highly
skewed frequencies. Following common data preprocessing
practice in text mining, each site whose number of visits is
lower than the 5 percentile or greater than the 95 percentile
is removed. Aggarwal and Zhai recommend to remove very
frequent sites (words), as they are not discriminative between
latent interests (topics) [1]. Many empirical studies in text
mining adhere to this recommendation [10][24]. In fact, our
procedure removes only three sites of the top-100 U.S. retail
websites in 2009 [15].

Finally, panelists who never visited any of the remaining
472 web sites are removed. The final data set consists of
138,213 visits made by 7, 235 comScore panelists. Each visit
is defined as a list of websites accessed by an individual
panelist during a specific calender week. To give an example, a
list (qvc.com, hsn.com, gap.com, childrensplace.com, qv.com)
indicates that a panelist accesses these website (and qvc.com
twice) in the respective week. On average panelists make 19.1
weekly visits. The average number of visits per site amounts
to 1,035, the average number of sites per visit is 3.5.

IV. MAJOR RESULTS

A. LDA Results
We estimate LDA models using blocked Gibbs sampling.

The first 1,000 iterations are discarded for burn-in and esti-
mates are based on the next 1,000 iterations. α is estimated
and β is set to a constant value of 0.1. To avoid local optima
we let the number of latent interests vary between 2 and 110.

We evaluate model performance by the Bayesian informa-
tion criterion (BIC), which penalizes model complexity [21]:

BIC = LL− 0.5np log(I) with np = TJ. (2)

According to Equation (2) the BIC is based on the log-
likelihood LL, the number of visits I and the number of
parameters np of the topic model. The number of parameters
equals the number of latent interests T multiplied by the
number of sites J . The model with the highest BIC is to
be preferred. The log likelihood LL of a LDA model (nij
indicates how often site j is contained in visit i) is computed
as follows [19]:

LL =

I∑
i=1

J∑
j=1

nij log

(
T∑
t=1

φjtθti

)
(3)

We obtain the best BIC value for 86 latent interests and
conclude that 86 latent interests best describe the browsing
behavior of our sample of households. Hence, our 472 websites
are compressed into 86 latent interests and browsing patterns
of online shoppers are generated by combinations of multiple
latent interests.

TABLE I. Perfornance of LDA models

# interests BIC # interests BIC # interests BIC
2 -2,315,613 10 -1,570,939 20 -1,276,315

30 -1,120,628 40 -1,033,775 50 -963,837
60 -923,595 70 -905,408 80 -876,826
81 -879,668 82 -878,211 83 -871,994
84 -870,503 85 -877,192 86 -865,820
87 -887,090 88 -871,641 89 -874,598
90 -873,709 100 -881,801 110 -889,039

BIC values rounded to nearest integer

Both the derived latent interests and the sites reflected by
these interests differ in their contribution to characterize the
observed visitation or browsing patterns. Table II represents
the twelve most important latent interests. The importance of
each interest t is measured by its expected frequency, which
we obtain by summing θti across all visits i = 1, · · · , I . The
interest with the highest expected frequency is considered to be
the most important one. In addition, we indicate importance of
a site j for each interest t by the estimated φjt value excluding
small values φjt < 0.01.

Table II illustrates the six most important latent interests.
The most important interest # 1 is related to two sites, i.e.,
qvc.com and hsn.com. Based on the contents offered by these
sites we label this topic “home shopping”. On the other hand,
interest # 2 is related to only one site satisfying the condition
φjk < 0.01, namely usps.com. Both interests # 3 and # 5 also
refer to similar sites. Given the relatively broach combination
of underlying sites, we label interest # 3 as “apparel”. Whereas
sites like gap.com and bananarepublic.com are rather classical
online apparel stores with mainly adult customers, children-
splace.com and gymboree.com offer apparel for babies and
kids. This is in contrast to the sites associated with interest #
5, which we label as “young adults apparel”. These sites focus
primarily on casual and lifestyle products. Sites belonging
to interest # 4 are clearly serving amateurs’ needs and we
therefore label this interest “home improvement”. Interest # 6
consists of two different kind of sites, i.e. toys and layette.
However, as site toysrus.com dominates this interest we label
this interest “toys”. The remaining latent interests can be
characterized in an analogous manner.
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TABLE II. Six most important latent interests

1 = “homeshopping” 2 = ’“postal service 1”
qvc.com .641 usps.com .986
hsn.com .350

3 = “apparel” 4 = “home improvement”
gap.com .616 lowes.com .538
childrensplace.com .147 homedepot.com .412
oldnavy.com .129 acehardware.com .036
gymboree.com .047
bananarepublic.com .030
piperlime.com .016
5 = “young adults apparel” 6 = “toys”

aeropostale.com .325 toysrus.com .930
ae.com .295 babyage.com .014
abercrombie.com .139 etoys.com .011
urbanoutfitters.com .084 diapers.com .011
delias.com .053
abercrombiekids.com .045
alloy.com .041

gives sites j with φjt >= .010 for latent interest t

B. Segment-Specific Website Browsing Behavior
To gain a better understanding on how online shoppers

combine these latent interests over time, we aim at generating
segments of panelists and study their differences with respect
to discriminating latent interests and implications for purchase
behavior. We first group panelists based on the results of the
selected LDA model using k-means clustering. For clustering
the panelists we calculate the expected frequency fht of each
interest t by summing θti across all visits of each panelist h
and logit-transform it as follows:

log fht − log(max
h′

fh′ t − fht + 0.00001). (4)

We let the number of segments k vary between 2 and 60 and
choose a seven segment solution, which reproduces 91.8% of
the total sum of squares. Anyway, based on experience with
data sets for similar numbers of respondents we did not expect
to obtain more than ten segments.

Table III describes the seven resulting segments. In terms
of number of panelists segments 5 and 6 are the two largest
segments each containing 17%, while segment 1 is the small-
est. By looking at the number of website visits we obtain
quite different results. Segment 1 is largest in this regard and
segment 7 the smallest, representing just one percent of overall
website visitations.

It turns out that panelists’ browsing behavior differs sub-
stantially across the derived segments (see table III). Members
of segment 1 are active almost throughout the whole year,
i.e., in 45.6 out of 53 examined calendar weeks. In contrast,
panelists in segment 7 seem to browse quite irregularly with an
average number of active weeks of just 2. Those households
who are active throughout the year also combine more websites
in their weekly visits; while segment 1 members visit, on
average, 5.7 websites per week, the respective number for
segments 6 and 7 are just below 2 websites with the potential
of being purchase relevant.

Next we explore whether the derived segments also dif-
fer regarding the latent interests characterizing the segment
members’ online browsing patterns and if so, which specific
interests are discriminating between segments the most. To
this end, we test each of the 86 latent interests for significant
differences in average visitation importances (measured as

TABLE III. Segmentwise browsing behavior

1 2 3 4 5 6 7
panel ists in % 11 13 15 16 17 17 12
visits in % 26 23 19 15 10 5 1
average # visits per panelist 45.6 34.2 25.3 17.9 11.5 5.9 2
average # sites per visit 5.7 3.5 2.8 2.5 2.1 1.9 1.6

Interest
travel service H H
department store 1 H L L L
apparel H H H L L
travel L H H
entertainment tickets L H H H H L
home shopping H H L L
books L
apparel & news H L L L L
department store 2 H L
travel service (discount) L H H

average importance less than lowest quartile (L), greater than highest quartile (H)

average expected frequencies) across the seven segments using
a series of oneway analyses of variance. Ten latent interests
turned out to differentiate significantly between the segments
(α < 0.05). For these ten significant latent interests, table III
indicates for each segment whether the average importances
are less than the lowest quartile (L) or greater than the highest
quartile (H). As an example, consider the interest ”travel
service”. It consists of the sites travelocity.com, orbitz.com
and cheaptickets.com and is very important for segments 3
and 4. We find interests related to online shopping activities
for product categories offered by department stores including
apparel and fashion goods, which shape the browsing behavior
of the highly active segment 1 representing around 11% of
our panel household sample. On the other side, we find a
substantial fraction of panel households, in particular those
gathered in segments 3 or 5, which score relatively low on
these dimensions but browse the interned particularly for travel
and ticketing purposes.

C. Segment-Specific Purchasing Behavior
In addition, we examine how latent interests are translated

into purchasing behavior. Table IV shows the percentage of
panelists making at least one online purchase in 2009. Whereas
most panelists in segment 1 purchase at least once, about the
same fraction of online panelists in segment 6 never purchases
online.

The conversion of weekly website visits into purchases
is also much higher for segment 1 (with almost 12% of
visits) when compared to other segments. In addition, online
shoppers who purchase more frequently also tend to buy more
products and spend more money. Again, panelists in segment 1
purchase more products and spend higher amounts online than
all the other panelists do. About 25 percent (segment 1 and 2
members) realize about 70 percent of overall online sales.

To gain a more thorough understanding which product cat-
egories benefit the most from the conversion of site visits into
purchases, we systematically compare differences in average
numbers of purchases among 59 product categories in each
of the seven discussed segments. To this end, we conduct
0.5 × 59 × 58 = 1711 pairwise comparisons of category
purchases, which implies a Bonferroni corrected significance
level of α = 0.05/1830 [12]. In six out of seven segments,
we obtain significantly different category pairs. Note that for
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TABLE IV. Segmentwise purchasing behavior

1 2 3 4

purchasing panelists 81% 69% 56% 44%
visits with purchase 11.78% 7.61% 5.95% 4.80%
average # of products 4.35 3.13 3.09 2.18
bought per purchase
average # of products 0.256 0.106 0.063 0.029
bought per visit
total $ sales 530,768 264,745 184,431 100,715
$ sales per panelist 664.29 284.06 175.31 86.90

5 6 7

purchasing panelists 32% 18% 5%
visits with purchase 4.3% 3.78% 3.00%
average # of products 2.15 2.13 1.89
bought per purchase
average # of products 0.017 0.008 0.002
bought per visit
total $ sales 37,502 21,465 2,010
$ sales per panelist 31.20 17.70 2.29

segments with very low conversion rates (as given in table
IV) the number of significant differences between product
categories decreases considerably. On the two extremes, in
segment 7 with very few purchase incidences no significant
differences between product categories can be observed, while
we find in segment 1 most significant differences.

TABLE V. Segmentwise comparisons of purchase frequencies between
product categories

segment 1 segment 2
Apparel 59 Apparel 58
Food & beverage 52 Food & beverage 55
Other services 47 Air travel 46
Health & beauty 45 Photo printing services 42
Air travel 45 Other services 39
Shoes 38 Shoes 35
Photo printing services 38 Event tickets 33
Unclassified 33 Hotel reservations 33
Event tickets 31 Books & magazines 32
Bed & bath 26 Mobile phones & plans 27
Car rental 25 Car rental 26
Arts, crafts & party supplies 24

segment 3 segment 5
Apparel 56 Apparel 53
Air travel 49 Food & beverage 49
Food & beverage 45 Air travel 47
Photo printing services 45 Hotel reservations 22
Event tickets 30
Shoes 28
Hotel reservations 27 segment 6
Unclassified 27 Air travel 36
Car rental 22 Food & beverage 30

Apparel 27
segment 4

Apparel 55
Food & beverage 49
Air travel 49
Photo printing services 45
Hotel reservations 37
Event tickets 34
Shoes 24
Books & magazines 23

Contains categories with 20 or more significant comparisons. Reading example for
apparel and segment 1: for segment 1 the yearly purchase frequency of apparel is

significantly higher than the purchase frequencies of 58 other categories.

Table V represents, for each segment, a list of product
categories ranked in descending order of their respective

number of significant comparisons. Note that these lists can be
interpreted as rankings of product categories with respect to
their importances for online purchases made by the respective
segment members. Interestingly, categories apparel and food
& beverage are always among the top three positions in these
segment-specific lists, which implies that these two categories
dominate virtually all online shopper segments.

However, the “big picture” of a subset representing about
a quarter of panel households (i.e., segment 1 and 2) being
particularly active, purchase a lot, and — in addition — do so
across a wide range of assortment is confirmed by this category
specific view of online purchase activities. On contrary, seg-
ments 5 and 6 show only few product categories with purchase
frequencies higher than those of other categories. But there
are also some notable differences between the highly active
segments 1 and 2 in terms of their purchase behavior. For
example, health & beauty and books & magazines attain higher
purchase frequencies only in segments 1 and 2, respectively.
For segment 2 members, hotel reservations clearly play a much
more important role as they do in the visits of segment 1. The
contrary applies to categories arts, crafts & party supplies or
bed & bath, which dominate more of the other categories in
segment 1 as opposed to segment 2.

V. CONCLUSION AND FUTURE WORK

Weekly clickstream data of panelists across 472 websites
can be adequately compressed into a mixture of 86 latent
interests. Using k-means clustering of the panelists’ impor-
tances devoted to these latent interests, we determine seven
online shopper segments. These segments are characterized
by remarkable differences both in terms of the way they
combine various latent interests and in the intensity of their
overall online activity. Moreover, these segments also show
marked differences in their online purchasing behavior, both in
individual product categories and at a more aggregate level. We
find that around 25 percent of online shoppers (segments 1 and
2) realize 70 percent of online sales and apparel as well as food
& beverage are in all of the examined online shopper segments
among the dominating product categories. However, we also
detect substantial segment-specific differences of shopping
behavior across categories.

The approach presented in this paper also faces some
limitations which offer opportunities for future research efforts.
Here we pursue a two step approach, starting with a topic
model, which provides discrete latent variables. In the second
step we obtain clusters of panelists based on the importances of
these latent variables for the visits of each panelist. To develop
and apply a topic model, which integrates these two steps by
also taking heterogeneity of panelist into account constitutes
an interesting future research endeavor. Another possibility
consists in allowing latent variables (interests) to evolve over
time. For such an extension, dynamic effects must be included
in a topic model. However, such an extension also requires
more data spanning over several years.
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Abstract—In this paper, we show our vision on prescriptive
analytics. Prescriptive analytics is a field of study in which the
actions are determined that are required in order to achieve
a particular goal. This is different from predictive analytics,
where we only determine what will happen if we continue
current trend. Consequently, the amount of data that needs to
be taken into account is much larger, making it a relevant big
data problem. We zoom in on the requirements of prescriptive
analytics problems: impact, complexity, objective, constraints and
data. We explain some of the challenges, such as the availability
of the data, the downside of simulations, the creation of bias
in the data and trust of the user. We highlight a number of
application areas in which prescriptive analytics could or would
not work given our requirements. Based on these application
areas, we conclude that domains with a large amount of data
and in which the phenomena are restricted by laws of physics
or math are very applicable for prescriptive analytics. Areas
in which the human or human activities play a role, future
research will be required to meet the requirements and tackle
the challenges. Directions of future research will be in integrating
model-driven and data-driven approaches, but also privacy, ethics
and legislation. Whereas predictive analytics is often already
accepted in society, prescriptive analytics is still in its infancy.

Keywords–Prescriptive Analytics; Requirements; Applications

I. INTRODUCTION

Prescriptive analytics is one of the big data buzzwords from
recent years. Being able to automatically prescribe actions in
order to attain some goal would mean a huge step forward
in decision support or automatic decision making for any
field, especially growing fields like industry [1]. However,
the problem of prescriptive analytics is its complexity [2],
[3] Nevertheless, there are more and more indications that
the increase in computer power allows for more complex
calculations. Think only of the field of deep learning in which
continuous progress is made on a wide variety of application
areas. This suggest that it is time to investigate when and how
we can and should apply prescriptive analytics.

In order to assess the feasibility of prescriptive analytics in
any application area it is important to understand the complex-
ity of the prescriptive analytics field. In this paper we aim to
do so, by analyzing the characteristics of prescriptive problems
and how it has been applied so far. We start off by explaining
the difference between prescriptive analytics and its brothers
descriptive and predictive analytics in Section II. We continue
with the challenges and requirements in prescriptive analytics

in Section III. In Section IV we use several application
domains, such as oil and gas, law enforcement, healthcare and
logistics, to explain in which situations prescriptive analytics
might be fruitful and in which it will not. This paper ends with
a direction of future prescriptive analytics research.

II. DESCRIPTIVE, PREDICTIVE AND PRESCRIPTIVE
ANALYTICS

The number of organizations that base their results on data
analysis is growing. In the simplest form, the data analysis
of organization entails a form of descriptive analytics [4]. In
this form of analytics, a (typically large) dataset is described
quantitatively on its main features with the aim to reduce
the amount of data into ‘human consumable information’. An
example is the extraction of simple statistics, such as average
number of products that has been sold per day.

The next step of analytics is predictive analytics. In predic-
tive analytics, typically a prediction is made about the future
based on information from the past and current situations [5].
An example is the prediction of how many products will be
sold in one month, or one year. These predictions are based
on correlations and patterns in past data. A simple predictive
model can be a linear regression model that assumes that the
average number of sales per day decreases each month. More
complex models can take into account other aspects that could
influence the number of products that will be sold.

In predictive analytics, the underlying question is: ‘What
will happen?’ The next step is prescriptive analytics: ‘What
should I do to make this happen?’ [4]. This means that pre-
scriptive analytics is focused on finding the action that should
be taken to optimize some outcome, rather than focused on
what will happen if I continue to do the same thing. In the
sales example, an example of prescriptive analytics would be
to prescribe the action or actions that should be undertaken to
increase the average number of sales with a certain amount.

Just as descriptive and predictive analytics have tight
bonds, predictive and prescriptive analytics are also strongly
connected. One important reason is because prescriptive ana-
lytics also include predictions to estimate the effect of possible
actions. However, note that these are very different kind of
predictions. In prescriptive analytics, the prediction of the
effect of a (sequence of) actions or interventions is central.
This type of prediction deals with more complex situations
such as interaction between actions or hypothetical effects for
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which no historical data is available. Predictive analytics only
involves predictions in a single dimension based on the current
and historical situations.

Imagine that a car seller wants to get some insight in his
business. First, he starts with some descriptive analytics and
calculates the number of sales and profit he made the past 5
years. He also defines some cohorts of interest, such as high
end cars and low end cars and the profit he made on each
of those cohorts. Then, he moves on to predictive analytics
and calculates what his expected profit is for the next month,
based on the current and past situation. He also calculates a
more advance prediction, such as the expected number of sales
if the supplier prices go up five percent. In the prescriptive
analytics case, the car seller goes one step further. He wants
to increase his total profit by five percent and wants to know
what he should do; should he a) find a new supplier, b) stop
selling low-end cars, or c) start an advertisement campaign. To
answer this question he will most likely use some predictions
but, since the seller has never done an advertisement campaign
before, and has always used the same supplier he needs to rely
on other sources of data to calculate the expected effect of
strategies a) and c). Moreover, the optimal solution can also
be a combination of actions a), b) and c). And, the actions can
also interact. For example: an advertisement campaign may not
have the same impact when the car seller stops selling low-end
cars, because low-end cars might attract precisely those buyers
that are attracted through the campaign, making the campaign
irrelevant when the low-end cars are not available anymore.

Although a predictive analysis itself can also lead to a
prescription, this is typically one that is straightforward: ‘if
the stock prices are expected to go up, I buy’. Although
the question behind this prediction is an optimization prob-
lem (optimizing profit), the optimization itself is not part
of predictive analytics. An example of a solution to such
an optimization problem stems from optimal control theory.
This is a mathematical theory dealing with finding a control
law to achieve an optimality criterion [6]. On the other
hand, a prescriptive analysis typically involves two aspects:
1) exploration of possible actions and 2) generation of the
prescription. It leads to a complex prescription, such as the
prescription of combinations or sequences of actions, which
requires more complex predictions. Typically, the decision
space for prescriptive analytics tends to be larger; multiple
situations with many variables, options and constraints are
taken into account.

Moreover, the interpretation of the prediction may not
always lead to an unambiguous decision. Therefore, an impor-
tant aspect of prescriptive analytics is the transparency of the
method: the algorithm must be able to explain why a certain
strategy is prescribed.

This also illustrates the close link between prescriptive
analytics and business analytics. Business analytics has been
defined as ‘a process of transforming data into actions through
analysis and insights in the context of organizational decision
making and problem solving’ [7]. Hence, prescriptive ana-
lytics is a method for automating this manual process that is
specifically suited, as all automation methods, when the job is
dull, dirty, dangerous, demanding or difficult.

III. REQUIREMENTS AND CHALLENGES

For a problem space to be relevant for prescriptive an-
alytics, there are a couple of requirements that need to be
present. The relevance of each requirement is determined by
the application domain, but is typically present for interesting
applications of prescriptive analytics. An overview of the
criteria is presented in Table I, based on [2].

First and foremost the decision space needs to be complex.
Complexity can arise from the number of possible actions that
need to be evaluated, number of context parameters that need
to be taken into account and the influence of a decision on the
search space itself. Moreover the impact of the decision should
be significant. For simple decision spaces, it is most likely
sufficient to predict the outcome of the alternative situation
compared to the current situation and the analysis is complete.
For example, in the stock market example, the impact of the
decision will be very limited (except if you are a big player)
and hardly influence the new situation.

The same is true if it is not the profit on a single stock that
needs to be optimized, but a complete strategy or portfolio.
Hence, it is not about optimizing a single action, but a sequence
of actions that needs to be executed in a coordinated manner.
For such a complex situation in which there are multiple
variables and multiple interventions that need to be optimized,
a prescriptive analytics approach is more suitable for the
decision maker to oversee the impact of his decision.

Another important requirement is that the objective is
definable, i.e. there is a clear quantifiable objective, such as
long-term profit. Moreover, this objective often competes with
other objectives, making the decision space more complex. For
large pension funds for example, the decision to buy or sell
will have so many implications that the decision will not only
depend on an expected stock price. Another complication that
increases the complexity of the decision space even more, are
possible constraints, for example when limited resources are
available.

Finally, the required data should be available, specifically
data on previous actions, decisions and the consequent situ-
ation. As predictive analytics can map the current situation
to some point in the past and assume that they will progress
similarly, prescriptive analytics can map the current situation
to a point in the past, and the possible interventions to previous
interventions and assume that the response will be similar.
Hence, prescriptive analytics requires not only time series as
input, but also the actions performed previously.

This specific requirement of the availability of data and
specifically the actions taken is often a big challenge. It is
something that is often lacking, either because of (privacy)
concerns and legislations or simply because the required data
is not monitored. For example, it might be very useful for
the car sales-manager in the previous example, to constantly
monitor the actions and emotions of employees and customers
to derive the best sales tactic. However, this is probably both
not desired and hard to record. The data about these employees
and customers should thus be collected in a non-intrusive
manner, meaning that the individuals that are monitored should
not get disturbed.

In the case of little data, simulation models can provide
a solution, but this can lead to simulation or knowledge-
driven prescriptions, and does not exploit the full capabilities
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TABLE I. REQUIREMENTS AND DESCRIPTION FOR PRESCRIPTIVE ANALYTICS

Nr Name Description
1 Impact Is the expected impact worth the effort?
2 Complexity Is the problem sufficiently complex (i.e. more than one possible action and multiple alternatives).
3 Objective Does the problem have a clear quantifiable objective that can be optimized?
4 Constraints Are there boundaries on the decision space that make the problem more complex?
5 Data Is there data on the possible actions, decisions and the consequent situation?

of prescriptive analytics, hence some hybrid solution is needed.
Furthermore, in simulations physical systems are easier to
model through the laws of nature compared to the behavior
of people. This is because human behavior tends to be less
rational or predictable, whereas physical laws tend to be strict.
Moreover, a generic ‘human simulation model’ will not capture
the diversity in drives, needs and motivations that are an
integral part of an individuals actions.

Another challenge regarding the data is that when (implic-
itly) including previous decisions to the dataset, the decisions
might get towards a certain decision. To illustrate this, we
move to an example in policing. Imagine that prescriptive
analytics is used to steer surveillance against drugs dealers.
Increasing the police surveillance in a specific area of a city
will increase the number of catches in that area (and not
in other areas). This will cause a prescription algorithm to
increase surveillance in that area (since the expected number of
dealers caught is the highest there) and creates an infinite loop.
This loop for the example of prescriptive policing is visualized
in Figure 1.

Figure 1. Loop in Surveillance

Besides challenges regarding the data, an important chal-
lenge is related to the user and trust. The system should pro-
duce decisions that are transparent, explainable and traceable in
order for a user to trust and accept the decision of the system.
On the other hand, the user should not overtrust the system in
cases it provides a suboptimal solution. As explained before in
the challenges regarding the data, the system has no creativity
and can only produce results based on the data it has seen. The
user is needed to validate whether the decision is right in the
situation, because humans are able to use their creativity and
adaptation capabilities in novel situations. Balancing between
those extremes will be a major challenge in any practical
application.

IV. APPLICATIONS

We will elaborate on four application areas to provide
an example of how, and in what kind of application areas
prescriptive analytics might be useful. We indicate to what
extent they meet the mentioned requirements. Note that these
areas are merely used as an example, and are not an extensive
list of possibilities.

A. Oil, Gas and Offshore
Oil, gas and offshore are a group of domains in which

prescriptive analytics can be very beneficial and in which it is
already applied [8]. Costs are very high and any reduction, no
matter how small, can lead to big profits. Due to the nature of
the field, the (sensor) data has nice properties, such as that they
are rich, readily available and relatively accurate. The most
promising application of prescriptive analytics is, confusingly,
predictive maintenance [9]. Three example applications within
this domain are:

(a) Predictive maintenance. Any minute a plant or turbine is
not working can cost thousands of euros, especially when
this occurs unplanned. Hence, maintenance is of major
importance to this area. It should not be performed too
late; otherwise a breakdown will cost a massive amount of
money. But also performing it early is not the solution,
since replacement parts are also very costly. Predictive
maintenance could come to rescue by suggesting (or
prescribing) the ideal moment for maintenance given
weather conditions, expected demand, and sensor data
indicating the current state of each part. For offshore
specifically, the algorithm should also take into account
that a bulk replacement might be cheaper than just-in-
time.

(b) Where to drill, lift or frack. Within the area of oil and gas,
prescriptive analytics can also be used to determine where
to drill (or where not to) and with which techniques. Even
though at first sight it does not seem to be a very dynamic
problem, in practice the dynamics of an (oil) field are
very volatile. The technique used for drilling or lifting at
one place, affects the performance on other places and is
dependent on the type of well.

(c) Automatic drill support. Prescriptive analytics can support
horizontal drilling and hydraulic fracturing operations
by automatically interpreting real-time sound, video and
other forms of data to automatically make real-time
adjustment to the parameters of the machines.

For each of the application, the relation to each of the
requirements is shown in Table II.
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TABLE II. APPLICATIONS IN OIL, GAS AND OFFSHORE IN
RELATION TO THE REQUIREMENTS OF PRESCRIPTIVE ANALYTICS
(green is requirement met, orange is neutral and red is requirement not met)

Impact Complexity Objective Constraints Data
a. Predictive
maintenance
b. Where to drill
c. Drill support

B. Law Enforcement and Justice
Predictive Policing is one of the hot topics within law

enforcements all over the world. A typical application is to
predict where and when a certain type of crime will occur
[10]. Currently, applications exist that use predictive analytics
to predict who is most likely to be the victim or the perpetrator,
or who is most likely to recidive. Although these applications
provide some insight into the dynamics of crime, they are
not necessarily of much use directly. Since the objective is
to prevent crime from happening, it is more important to
know what will be the effect of your intervention; this leads
to Prescriptive Policing. This is a challenging field, not only
because of the human behavior that is included, but more
importantly because of the privacy, bias and other concerns,
such as ethical profiling. Furthermore, it is to be expected that
explainability of the outcomes is necessary to stand a chance
in court. Examples of possible applications of prescriptive
modeling in the law enforcement domain are:

(a) Prescriptive Policing. As mentioned above, Prescriptive
Policing is applying prescriptive analytics in order to
determine the best possible intervention to prevent crime
from happening. Problems are all over the ‘requirements
spectrum’; constraints are unclear, data is not available or
legislated by law, the impact is hard to monetarize. Even
the objective is not clear: do you want to prevent crime,
or catch criminals?

(b) City Planning & Legislation. From Environmental Crimi-
nology it is known that the environment, and specifically
the buildings, parks and infrastructure can have a great
impact on the actual and the perceived amount of crime
[3]. As local government can, more or less, control them,
predicting the effect of city planning and legislation could
lead to safer cities. Again impact and constraint are
unclear, however data is readily available.

(c) Sentencing. Law firms can use algorithms that offer
predictions on certain cases and based on how similar
cases fared in the same jurisdiction give a prediction how
new cases could work out. The small Californian law firm
Dummit, Buchholz & Trapp already uses such technology,
developed by LexisNexis, to determine in 20 minutes
whether a case is worth taking or not [11]. One might
even imagine that judges are replaced by prescriptive
algorithms that determine the appropriate sentence. This
could lead to a more objective and consequent practice.
Whether society would accept such developments is,
however, highly uncertain.

Table III shows for each application which of the requirements
are met.

TABLE III. APPLICATIONS IN LAW ENFORCEMENT AND JUSTICE IN
RELATION TO THE REQUIREMENTS OF PRESCRIPTIVE ANALYTICS
(green is requirement met, orange is neutral and red is requirement not met)

Impact Complexity Objective Constraints Data
a. Prescriptive
Policing
b. City Planning
c. Sentencing

C. Healthcare

The domain of healthcare is typically well-suited for the ap-
plication of prescriptive analytics [12]. The impact of decisions
in the healthcare-domain is large and the decision space, with
patient types and possible treatments is complex. There are
also clear trade-offs and constraints in healthcare that cannot
be ignored. Especially with additional constraints coming from
insurance companies, decision making and optimization is
important for hospitals and other healthcare professionals.
However, the reason why it has not yet been applied in
healthcare often is that it usually requires the modeling of a
human action. As explained earlier, this is more difficult than
modeling physical systems because their range of choices and
actions is much more diverse and less predictable. Examples of
possible applications of prescriptive modeling in the healthcare
domain are:

(a) Activity planning for the optimization of an individuals
well-being. In this example a prescription can look like
a sequence of actions that an individual would need to
take in order to improve their well-being [13]. Actions
can include adapting sleeping behavior, eating behavior,
physical activity or a combination. Problems in this
example is the effort and privacy issues involved with
collecting data on an individuals sleep, eat and activity
behavior. Moreover, the objective - increasing well-being
- is ill-defined and highly subjective, making it harder to
optimize.

(b) Hospital constraint modeling reduce cost and increase
throughput. Another example is on the level of optimizing
cost and throughput in a hospital. This problem is highly
complex since many people are involved. Especially
constraints on availability of employees can make the
problem difficult. There are multiple objectives that play
a role in this scenario. Not only cost and throughput are
important, but patient satisfaction as well. The impact is
large, since sending patients home too early is undesirable
in the long run. It is likely that hospitals have a sufficient
amount of data to work on these prescriptive scenarios.
Sir Mortimer B. Davis Jewish General Hospital has been
looking into enterprise optimization using prescriptive
analytics [14].

(c) Personalized decision support for medical experts. A final
example in the healthcare domain would be the prescrip-
tion of a treatment plan, personalized for an individuals
specific situation. The biggest problem in this scenario
is the availability of required data and the privacy issues
that are involved once aspects, such as sleep, food and
activity are involved.

Table IV gives an overview of the relation between the
requirements and each application.
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TABLE IV. APPLICATIONS IN HEALTHCARE IN RELATION TO THE
REQUIREMENTS OF PRESCRIPTIVE ANALYTICS

(green is requirement met, orange is neutral and red is requirement not met)

Impact Complexity Objective Constraints Data
a. Activity
planning
b. Hospital
constraint
modeling
c. Personalized
decision
support

D. Logistics
The logistics domain seems an interesting domain for the

application of prescriptive analytics. Although humans are
often in the loop, they are typically not the core of the
objective that needs to be optimized. This means that a less
advanced human model is required, making the application
of prescriptive analytics more realistic. Examples of possible
applications of prescriptive modeling in the logistics domain
are:

(a) Routing of ships and trucks for loading and unloading on
docks [15]. A possible example of a routing problem is
the case where multiple companies are cooperating. This
makes the problem complex and interesting, since there
are strong interactions between actions, i.e. if a single
driver pauses, than this effects other trucks and ships as
well. Moreover, there is a clear objective reducing time
and optimizing throughput. Constraints are also clear,
for example local speed limits. With the increase in use
of GPS trackers, there is a continuous availability of
streaming data. The optimization of the activities of all
parties involved at a dock can have a large impact on total
revenue and throughput.

(b) Dairy farm optimization. In the food industry, farms
collect a lot of data about their farm and their animals
[16], [17]. This ensures an optimal flow of milk and other
animal products. Food industry in general has a large
impact on society, however the impact of a single farm
might be small. There is an interesting overlap between
optimizing the health of animals and optimizing the health
of people. Constructing animal models might be less
complex than constructing human models, making this
a particularly interesting example application. Moreover,
optimization in dairy farms could also be focused on
optimizing supply-demand flows. This makes the decision
space, from cow to retailer elaborate and complex.

The relation of these two applications in the Logistics
domain to the requirements of prescriptive analytics is shown
in Table V.

TABLE V. APPLICATIONS IN LOGISTICS IN RELATION TO THE
REQUIREMENTS OF PRESCRIPTIVE ANALYTICS

(green is requirement met, orange is neutral and red is requirement not met)

Impact Complexity Objective Constraints Data
a. Routing
on Docks
b. Dairy farm
optimization

V. CONCLUSION AND FUTURE RESEARCH

It is immediately clear from the applications in the previous
section that the low hanging fruit of prescriptive analytics is
in those areas with lots of data and in which the phenomena
can be described with physics or math. Logistics and oil, gas
and offshore are just two examples, but automotive, chemistry
and additive manufacturing can also benefit from prescriptive
analytics.

The areas which are more challenging are areas in which
we do not have the data available or in which we have
a gigantic number of possible actions or a large degree
of freedom. In these circumstances, models and knowledge
can come to aid as these can fill in the gaps of missing
data [18]. Human behavior is the most typical example here.
Healthcare, Law Enforcement, Human Resource Management,
Force Protection, Sustainability; each of them has the promise
of major (societal) impact. In terms of algorithms, this means
adapting or combining current predictive algorithms, self-
learning algorithms and knowledge-driven algorithms to deal
with the complexity of a prescriptive analytics problem.

Within a few years Google, Facebook, IBM and other
companies will deliver prescriptive algorithms - ’as a service’.
Any company can, and will, move towards a more data-driven
approach in decision making. Prescriptive analytics is the Holy
Grail in this area; whereas descriptive and predictive algo-
rithms still make you do the thinking, prescriptive algorithms
are the first that actually deliver actionable insights. However,
although building such algorithms is easy, controlling them and
keeping them clear from biases is not. These dynamics are
complicated to grasp and require extensive knowledge from
both self-learning algorithms and the application area.

Finally, privacy, ethics and legislation are important issues
in some of those areas and should not be overlooked. We
should not fear a Minority Report; predictions and prescrip-
tions are no forecast, they are just math. We should be careful
also to treat them as such. Humans are intrinsically lazy, and
will readily comply, even if the prescription is coming from
a machine. Hence, machines that are making prescriptions
are not that different from autonomous systems, and should
therefore be considered equal. If we do not want autonomous
weapons, we should also not build prescriptive ones either.
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Abstract—In Functional Data Analysis, the underlying structure
of a raw observation is functional and data are assumed to
be sample paths from a single stochastic process. When data
considered are functional in nature thus infinite-dimensional, like
curves or images, the multivariate statistical procedures have to
be generalized to the infinite-dimensional case. By approximating
random functions by a finite number of random score vectors, the
Principal Component Analysis approach appears as a dimension
reduction technique and offers a visual tool to assess the dominant
modes of variation, pattern of interest, clusters in the data and
outlier detection. A functional statistics approach is applied to
univariate and multivariate aircraft trajectories.

Keywords–curve clustering; principal component analysis; func-
tional statistics; air traffic management.

I. INTRODUCTION

In many fields of applied research and engineering, it is
natural to work with data samples composed of curves. In
air transportation, aircraft trajectories are basically smooth
mappings from a bounded time interval to a state space.
The dimension of the state space may considerably increase
if Quick Access Recorders (QARs) provide a full bunch of
flight parameters. Most of the time, aircraft trajectories are
observed on a fine grid of time arguments that span the time
interval. The size and the dimension of the observed samples
are usually important, especially if the flight data recorders are
used. Data collected in air transportation thus present some
characteristics of big data: complexity, variety and volume.
These characteristics are inherent to air traffic and require
using specific statistical tools that take into account the diverse
and complex nature of data and efficient numerical algorithms.

In Air Traffic Management (ATM), analyzing aircraft tra-
jectories is an important challenge. A huge amount of data
is continuously recorded (flight data recorder, maintenance
softwares, Radar tracks) and may be used for improving flight,
as well as airport safety. For instance, trajectories coming
from flight data recorders might help the airlines to identify,
measure and monitor the risk of accidents or to take preventive
maintenance actions. On airports, landing tracks observations
may indicate bad runway or taxiway conditions. Therefore, it
is of crucial importance to propose relevant statistical tools
for visualizing and clustering such kind of data, but also for
exploring variability in aircraft trajectories.

Aircraft trajectories, that are basically mappings defined on
a time interval, exhibit high local variability both in amplitude
and in dynamics. Because of the huge amount of data, visu-
alizing and analyzing such a sample of entangled trajectories
may become difficult. A way of exploring variability is then

to identify a small number of dominant modes of variation
by adapting a Principal Component Analysis (PCA) approach
to the functional framework. Some of these components can
help to visualizing how major traffic flows are organized. This
approach can also address the aircraft trajectories clustering
that is a central question in the design of procedures at take-
off and landing. Moreover, identifying atypical trajectories may
be of crucial importance in aviation safety. Resulting clusters
and outliers may be eventually described relatively to other
variables such as wind, temperature, route or aircraft type.

In this study, we will focus on Functional Principal Com-
ponent Analysis (FPCA) which is a useful tool, providing
common functional components explaining the structure of
individual trajectories. First, in Section II and III, the state of
the art and the general framework for functional data analysis
are presented. Next, in Section IV, the PCA approach is
generalized to the functional context. The registration problem
is then considered when phase variation due to time lags and
amplitude variation due to intensity differences are mixed.
Finally, in Section V, FPCA is applied to aircraft trajectories
that can be viewed as functional data.

II. PREVIOUS RELATED WORKS

Most of the time, aircraft trajectories are observed on a
fine grid if time arguments that span the time interval. Data are
first sampled then processed using multivariate statistics. While
simple, this process will forget anything about the original
functional dependency. Most of studies conducted on air traffic
statistics make use of the sampled data only as is proposed
in [1] and forget all about their functional nature, dropping
some extremely valuable information in the process. One of
the most salient shortcoming of the discrete samples methods
is they do not take into account with the correlation in the
data while functional data exhibit a high level of internal
structure and intrinsic characteristics (geometry of trajectories).
Moreover, as noted in [2], standard methods of multivariate
statistics have became inadequate, being plagued by the “curse
of dimensionality”. In a standard multivariate approach, a
PCA is performed on matrix data in which the number of
variables may be much more important than the number of
individuals. As a result, statistical methods developed for
multivariate analysis of random vectors are inoperative and
trying to crudely apply traditional statistical algorithms on this
kind of data may induce some severe numerical instabilities.

The quite recent field of functional statistics [2] [3] pro-
vides a more adequate framework for dealing with such data
that are assumed to be drawn from a continuous stochastic
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process taking its value in an Hilbert space. Data are no
longer point values but the complete trajectories, all statistical
procedure being performed on them. A major asset of working
with functional data instead of points is the ease of adding a
priori information by carefully selecting the Hilbert space. In
air transportation, few studies using the functional framework
have been carried out.

In [4], random forest for functional data are used for
minimizing the risk of accidents and identifying explanatory
factors in the context of aviation safety. This approach is not
suitable to visualizing how major traffic flows are organized.
In [5] [6], a new approach based on entropy minimization
and Lie group modeling is presented, in which the geometry
of trajectories are taken into account to cluster the traffic in
groups of similar trajectories. Although this approach deals
with the aircraft trajectories clustering, the objective is quite
different. Indeed, this metod is intended to be a part of a
future automated trajectory planner. Given a sample of planned
trajectories, the classification algorithm creates clusters such
that the mean line of each of them is similar to an airspace
route. Geometrical constraints have then to be considered.

In [7], a FPCA was performed on a sample of unidi-
mensional aircraft trajectories, especially trajectory altitudes.
This approach generalizes the standard multivariate principal
component analysis described in [1] to the functional context.
In the following, this approach is extended to the multivariate
FPCA (MFPCA), in which we want to study the simultaneous
modes of variation of more than one function. Particularly, the
simultaneous statistical analysis of the longitude and latitude
coordinates may give some insights on the nowadays traffic
and then allow to forecast the expected one.

III. DEALING WITH RANDOM FUNCTIONS

A. Problem statement
Functional Data analysis (FDA) deals with the study of

infinite dimensional objects with a time or spatial structure
to be processed, such as curves or images. This point of
view differs from standard statistical approaches, the under-
lying structure of a raw observation being functional. Rather
than on a sequence of individual points or finite-dimensional
vectors as in a classical approach, we focus on problems
raised by the analysis of a sample of functions. Functional
data x1(t), . . . , xn(t) are the observations of a sample of
n independent and identically distributed random functions
X1(t), . . . , Xn(t) that are assumed to be drawn from a con-
tinuous stochastic process X={X(t), t ∈ J}, where J is a
compact interval. It makes sense to interpret functional data as
n realizations of the stochastic process X , often assumed with
values in a Hilbert spaceH, such as L2(J), the space of square
integrable functions defined on the interval J . The associated
inner product for such functions is 〈x, y〉 =

∫
x(t)y(t)dt and

the most common type of norm, called L2-norm, is related to
the above inner product through the relation ‖x‖2 = 〈x, x〉. In
a functional context, equivalence between norms fails and the
choice of semi-metrics is driven by the shape of the functions,
as noted in [2]. For instance, semi-metrics based on derivatives
suppose that the functions are not too rough.

Let X be a square integrable functional variable with values
in the separable Hilbert space H. As noted in [7], we can
define a few standard functional characteristics of the random

function X , such as the theoretical mean function and the
theoretical covariance function, for s, t ∈ J ,

µ(t) = E [X(t) ] , (1)
σ(s, t) = E [X(s)X(t) ]−E [X(s) ]E [X(t) ] , (2)

that play a crucial role in FPCA as we will see in Section IV.
In the following, we will assume that X is centered, that is
µ = 0, otherwise, subsequent results refer to X −µ. From (1)
and (2), we can derive the equivalent empirical characteristics.
Note that no notion of probability density exists in the infinite
dimensional Hilbert space as mentioned in [8].

B. Trajectories smoothing
Usually, in practice, functional data, such as position and

speed measurement, are observed discretely: we only observe
a set of function values on a set of arguments that are not nec-
essarily evenly space times or the same for all functions. Some
preprocessing of the discretized data has to be made in order
to recover the functional statistics setting, especially when
observations are noisy. Most procedures developed in FDA
are based on the use of interpolation or smoothing methods in
order to estimate the functional data from noisy observations
[3]. This problem can be solved by representing a trajectory as
a linear combination of known basis function expansions such
as a Fourier basis, wavelets or spline functions. Functional
data are estimated by their projections onto a linear functional
space spanned by K known basis functions ψ1, . . . , ψK such
as

x̃i(t) =

K∑
k=1

θikψk(t) = θTi ψ(t), (3)

where the unknown coefficient vectors θi = (θi1, . . . , θiK)T

have to be estimated from the data and ψ(t) denotes the vector-
valued function (ψ1(t), . . . , ψK(t))T .

Let us consider a set of sampled trajectories {(yij , tij), i =
1, . . . , n, j = 1, . . . , Ni} where yij and tij are the respective
j-th sample position and time on the i-th trajectory. The
argument values tij may be the same for each recorded
trajectory or also vary from one trajectory to another one.
For simplicity, we will assume that the functional data are
observed on the same time grid t1, . . . , tN , usually equally
spaced. The expansion coefficient vector (θi) is the solution
of the following least squares minimization problem

min
θi

∑
j=1,...,N

[
yij − θTi ψ(tj)

]2
= ‖yi −Ψθi‖2 , (4)

where yi is the vector of the observed functional data and Ψ
is the N ×K matrix containing the values ψk(tj).

Note that this representation in a truncated basis functions
takes into account the functional nature of the data and makes
it possible to discretize the infinite dimensional problem by
replacing the functional data xi(t) by its coefficient vector
θi, i = 1, . . . , n. While a probability density notion on
an infinite dimensional Hilbert space cannot be defined [8],
the expansion of the curves on a truncated Hilbert basis
allows to fit a distribution on the coefficient vectors. Usually,
multivariate statistical procedures are next performed on the
set of coefficients such as clustering techniques.

The choice of the number K of basis functions depends on
the complexity of the curves. The larger is K in the expansion,
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the better is the fit but we then may capture undesirable noise.
If K is too small, we may increase smoothness and some
important characteristics of the functions may be vanished.
Fixing the dimension of the model is not easy and a major
drawback is due to the fact that the degree of smoothing is
driven by the discrete choice of the parameter K. We can get
better results by using roughly penalty approaches [3].

IV. A PRINCIPAL COMPONENT APPROACH

Multivariate Principal Component Analysis is a powerful
exploratory statistical method which synthesizes the quantity
of data information by creating new descriptors in limited num-
ber [9] [10]. FPCA was one of the first methods of multivariate
analysis that has been generalized to a functional setting. As
for the covariance matrix in the multivariate standard case, the
covariance function of functional variables are difficult to inter-
pret and FPCA goals to analyze the variability of the functional
data around the mean function in an understandable manner.
By approximating infinite-dimensional random functions by a
finite number of random score vectors, FPCA appears as a
dimension reduction technique just as in the multivariate case
and cuts down the complexity of the data. For this reason, this
approach is commonly used in FDA.

A. Generalization to the infinite-dimensional case
Let X1, . . . , Xn be a sample of independent centered

random functions. One wants to find weight functions γi
that preserve the major variation of the original sample. The
criterion is then the sample variance of the projections of the
random functions X1, . . . , Xn into the weight functions, called
principal component functions. These principal component
functions are the solution of the maximizing problem:

max
γi∈H

1

n

n∑
j=1

〈Xj , γi〉2, (5)

under the constraint:

〈γi, γk〉 = δik, k ≤ i, i = 1, . . . , n. (6)

At each step, each principal component function represents the
most important mode of variation in the random functions. The
orthogonality constraint then provides an orthogonal basis for
the linear subspace spanned by the random functions sample.

The solutions are obtained by solving the Fredholm func-
tional eigenequation that can be expressed by means of the
sample covariance operator Γ̂ induced by the sample covari-
ance function σ̂:

Γ̂nv(t) =

∫
J

σ̂n(s, t)v(s)ds (7)

=
1

n

n∑
j=1

〈Xj , v〉Xj(t), v ∈ H. (8)

such that

Γ̂γi(s) = λiγi(s), s ∈ J. (9)

The principal component functions γ1, . . . , γn are then the
eigenfunctions of Γ̂n, ordered by the corresponding eigenval-
ues λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂n ≥ 0. The projections Aij = 〈γi, Xj〉,
j = 1, . . . , n are random variables, called principal component

scores of Xj into the γi-direction [3]. These scores are cen-
tered, uncorrelated random variables accross j with variance
equal to λi.

Another important property for FPCA involves the best
L-term approximation property, meaning that the truncated
expansion

∑L
i=1Aijγi is the best approximation of Xj with

a given number L of components in the sense of the mean
integrated error. Because each functional variable Xj admits
the empirical Karhunen-Loève decomposition,

Xj(t) =

n∑
i=1

Aijγi(t), j = 1 . . . , n, (10)

the random scores Aij = 〈γi, Xj〉 can be interpreted as propor-
tionality factors that represent strengths of the representation
of each individual trajectory by the ith principal component
function. Furthermore, FPCA provides eigenfunction estimates
that can be interpreted as “modes of variation”. These modes
have a direct interpretation and are of interest in their own
right. They offer a visual tool to assess the main directions
in which functional data vary. As in the multivariate case,
pairwise scatterplots of one score against another may reveal
patterns of interest and clusters in the data. In addition, these
plots may also be used to detect outliers and explain individual
behavior relatively to modes of variation.

As in the multivariate PCA, we can easily measure the
quality of the representation by means of the eigenvalue esti-
mators. The ith eigenvalue estimator λ̂i measures the variation
of the scores into the γ̂i-direction. The percentage of total
variation τi explained by the ith principal component and
the cumulative ratio of variation τCL explained by the first L
principal components are then computed from the following
ratio

τi =
λ̂i∑n
i=1 λ̂i

, τCL =

∑L
k=1 λ̂k∑n
i=1 λ̂i

. (11)

The amount of explained variation will decline on each step
and we expect that a small number L of components will be
sufficient to account for a large part of variation. Determining a
reasonable number L of components is often a crucial issue in
functional analysis. Indeed, choosing L = n components may
be inadequate and high values of L are associated with high
frequency components which represent the sampling noise. A
simple and fast method to choose the dimension L is the scree
plot that plots the cumulated proportion of variance explained
by the first L components against the number of included
components L. Alternative procedures to estimate an optimal
dimension can be found in [11] and [12].

B. Estimation
Several estimation methods of scores and principal com-

ponent functions were developed for FPCA and asymptotic
results was studied in [13]. The earliest method applied to
discretized functional data to a fine grid of time arguments
is based on numerical integration or quadrature rules [14]
[15]. Numerical quadrature schemes can be used to involve
a discrete approximation of the functional eigenequation (9)

ΣnWγ̃m = λ̃mγ̃m, (12)

where Σn = (σ̂n(ti, tj))i,j=1,...,N is the sample covariance
matrix evaluated at the quadrature points and W is a diagonal

53Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-552-4

ALLDATA 2017 : The Third International Conference on Big Data, Small Data, Linked Data and Open Data (includes KESA 2017)

                            63 / 92



matrix with diagonal values being the quadrature weights. The
solutions γ̃m = (γ̃m(t1), . . . , γ̃m(tN )) are the eigenvectors
associated with the eigenvalues λ̃m of the matrix ΣnW . The
eigenvectors γ̃m form an orthonormal system relatively to the
metric defined by the weight matrix W . When the weight
matrix W is not the identity matrix, an orthonormalization
correction is needed using Gramm-Schmidt procedure. We
can express the functional eigenequation in an equivalent
symmetric eigenvalue problem

W 1/2ΣnW
1/2um = λ̃mum (13)

under the constraint:

uTl um = δlm, l,m = 1, . . . , N. (14)

where um = W 1/2γ̃m. Note that, if the discretization values
tj are closely spaced, the choice of the interpolation method
should not have a great effect compared to sampling errors,
even if the observations are corrupted by noise [3].

A more sophisticated method is based on expansion of
functional data on known basis functions such as a Fourier
basis or spline functions as described in Section III. This
method takes into account the functional nature of the data and
makes it possible to discretize the problem by replacing the
functional data xi(t) by its coefficient vector θi, i = 1, . . . , n.
The sample covariance function of the projected data

σ̃n(s, t) =
1

n

n∑
i=1

x̃i(s)x̃i(t) = ψ(s)TΘψ(t), (15)

can be expressed by means of the K × K matrix Θ =
1
n

∑n
i=1 θiθ

T
i which represents the covariance matrix of

the coefficient vectors. Consider now the basis expansion
of the eigenfunctions γ̃m(s) = bTmψ(s) where bm =
(bm1, . . . , bmK)T is the unknown coefficient vector to be
determined. This yields the discretized eigenequation

ΘWbm = λ̃mbm, (16)

where W = (〈ψi, ψj〉)i,j=1,...,K is the matrix of the inner
products 〈ψi, ψj〉 =

∫
ψi(t)ψj(t)dt of the basis functions.

The solutions bm are then the eigenvectors associated with
the eigenvalues λ̃m of the matrix ΘW . The orthonormality
constraints on the principal components functions satisfy

bTl Wbm = δlm, l,m = 1, . . . ,K. (17)

Note that this method looks like the discretization method
for which the coefficient vectors θi = (θi1, . . . , θiK)T play
the role of the discretized functional data. FPCA is then
equivalent to a standard multivariate PCA applied to the matrix
of coefficients with the metric defined by the inner product
matrix W = (〈ψi, ψj〉)i,j=1,...,K .

C. The registration problem
The process of registration, well known in the field of

functional data analysis [16] [17] [3], is an important pre-
liminary step before further statistical analysis. Indeed, a
serious drawback must be considered when functions are
shifted, owing to time lags or general differences in dynamics.
Phase variation due to time lags and amplitude variation due
to intensity differences are mixed and it may be hard to
identify what is due to each kind of variation. This problem

due to such mixed variations can hinder even the simplest
analysis of trajectories. Firstly, standard statistical tools such
as pointwise mean, variance and covariance functions, may
not be appropriate. For example, a sample mean function
may badly summarize sample functions in the sense that it
does not accurately capture typical characteristics. In addition,
a FPCA procedure applied to the unregistered curves will
produce too many principal components, some of them being
not of interest for the analysis of the variability of the curves.
In addition, phase variation may influence the shape of the
principal component functions that may not be representative
of the structure of the curves. Finally, the scores may present
a kind of correlation.

A registration method consists in aligning features of a
sample of functions by non decreasing monotone transforma-
tions of time arguments, often called warping functions. These
time transformations have to capture phase variation in the
original functions and transform the different individual time
scales into a common time interval for each function. Generally
speaking, a non decreasing smooth mapping hi : [a, b] →
[ci, di], with [ci, di] the original time domain of the trajectory,
is used to map each trajectory yi to a reference trajectory x,
usually called target or template function, already defined on
[a, b]. In this way, remaining amplitude differences between
registered (aligned) trajectories yi ◦ hi can be analyzed by
standard statistical methods. The choice of a template function
is sometimes tricky and it may be simply selected among
the sample trajectories as a reference with which we want to
synchronize all other trajectories. Note that warping functions
hi have to be invertible so that for the same sequence of events,
time points on two different scales correspond to each other
uniquely. Moreover, we require that these functions are smooth
in the sense of being differentiable a certain number of times.

Most of literature deals with two kinds of registration
methods: landmark registration and goodness-of-fit based reg-
istration methods. A classical procedure called marker or land-
mark registration aims to align curves by identifying locations
ti1, . . . , tiK of certain structural features, such as local minima,
maxima or inflexion points, which can be found in each curve
[18] [19] [17]. Curves are then aligned by transforming time
in such a way that marker events may occur at the same time
t01, . . . , t0K , giving hi(t0k) = tik, k = 1, . . . ,K. Complete
warping functions hi are then obtained by smooth monotonic
interpolation. While this non-parametric method is able to
estimate possibly non-linear warping functions, marker events
may be missing in certain curves and feature location estimates
can be hard to identify. Finally, phase variation may remain
between too widely separated markers. An alternative method
is based on goodness-of-fit by minimizing distance between
registered trajectories and a template trajectory, with possible
inclusion of a roughness penalty for hi [20] [21]. Note that
this latter registration method, as well as landmark registration
are implemented in softwares R and Matlab [22] and can be
downloaded through the website [23].

V. APPLICATION TO AIRCRAFT TRAJECTORIES
A. The aircraft trajectory dataset

We now apply the previously described FPCA technique
to a 161 aircraft trajectory dataset. These data consist of
radar tracks from Paris Charles de Gaulle (CDG) to Toulouse
Blagnac airports recorded during two weeks. Most of the
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aircrafts are Airbus A319 (20%), A320 (18%) and A321
(33%), followed by Boeing B733 (15%), B463 (8%) a member
of British Aerospace BAe 146 family and AT type (6%). Radar
measurements are observed in the range of 4-6960 seconds at
4 seconds intervals. The assumption that all trajectories are
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Figure 1. Trajectories from Paris CDG airport to Toulouse airport.

sample paths from a single stochastic process defined on a time
interval is clearly not satisfied in the case of aircrafts: departure
times are different, even on the same origin-destination pair
and the time to destination is related to the aircraft type and the
wind experienced along the flight. Without loss of generality,
we will assign a common starting time 0 to the first radar
measurement of the flights. Trajectories in Figure 1 exhibit
high local variability and may be studied by using a FPCA
approach. As observed raw data were passed through pre-
processing filters, we get radar measurements at a fine grid
of time arguments with few noise. We have then used the
discretization method described in Section IV.

B. Multivariate FPCA
We now apply the FPCA procedure to multidimensional

trajectories. Each trajectory data fi(t) = (xi(t), yi(t)), i =
1, . . . , n, collected over time are effectively producing two
dimensional functions over the observed intervals [0, Ti]. Tra-
jectories have been registered by using the landmarks used in
[7] for the univariate altitude trajectories. Figure 2 displays the
first four principal components for the latitude and longitude
trajectories after the overall mean has been removed from
each track. The first component in X and Y -coordinates
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Figure 2. The first four principal component functions for the latitude
trajectories X(t) and the longitude trajectories Y (t).

explain 58.7% of total variation whose 98% is due to the
longitude trajectories Y (t). We can visualize this effect on the
overall mean function in Figure 3 by adding and subtracting

a suitable multiple of the first principal component for each
coordinate. This component quantifies an overall decrease in
longitude that we can call overall effect (PC1) between the two
different routes from Paris (CDG) to Toulouse airports, more
and more important when one moves towards Toulouse airport.
Aircrafts with high negative scores would show especially
above-average tracks, mainly due to the Y -coordinate. As the
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Figure 3. The effects on the mean aircraft trajectory (solid curve) of adding
(red curves) and substracting (blue curves) a multiple of each of the first

four principal components.

second principal component is orthogonal to the first one,
the corresponding mode of variation is less important and
accounts for 14.7% of total variation. The contributions of both
coordinates are of the same importance, with 48% and 52%
of total variation respectively explained by X(t) and Y (t). In
Figure 2, we can observe an overall effect due to the X(t)
trajectories increasing with time and a distortion in the timing
for the Y (t) trajectories. In Figure 3, we can visualize that the
closer we get to Toulouse airport, the more aircraft trajectories
are separated relatively to the X-coordinate. Moreover, the
separation between the arrivals at Toulouse airport are slightly
inflated relatively to the Y -coordinate. We call this effect the
landing effect (PC2). The third component accounts for 12.9%
and the main contribution comes from the X-coordinate with
86%. This component depicts an overall effect relatively to
the X-coordinate that separates the two routes, immediately
after the take-off from Paris CDG airport. We call this effect
the separation effect (PC3). Finally, the fourth principal com-
ponent accounting for 6% of the total variation, whose 66%
is explained by the X-coordinate, highlights an inversion of
route, probably due to a change of take-off procedures at Paris
CDG airport or landing procedures at Toulouse airport. We call
this effect the change effect (PC4).

A k-means clustering is next performed on the score matrix.
In Figure 4, we can visualize the mean cluster trajectories for
three and five clusters. The first cluster (blue line) contains
all aircraft types except the AT type while the third one (red
line) is mainly composed of AT type. The mean trajectory
of the first cluster displays the overall flight paths from Paris
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Figure 4. Mean cluster trajectories and the overall mean (black curve).

CDG airport to Toulouse airport. The second cluster (green
line) displays a rerouting, probably due to a change in landing
procedures at Toulouse airport. This cluster can be interpreted
by means of the fourth principal component. The third cluster
shows that AT type aircrafts flight along a very specific airway,
far from the first two one, and may be explained by the third
principal component. When clustering is performed with five
clusters, the two last clusters are composed of atypical aircraft
trajectories and the first three clusters are more representative.

TABLE I. CONTINGENCY TABLE OF THE COUNTS

Aircraft type Cluster 1 Cluster 2 Cluster 3
A319 15 18 0
A320 14 14 1
A321 25 28 0
AT 2 0 8
B463 10 0 2
B733 22 1 2

TABLE II. CONTINGENCY TABLE OF THE COUNTS

Aircraft type Cluster 1 Cluster 2 Cluster 3 Cluster 4-5
A319 9 16 0 8
A320 10 13 0 6
A321 18 13 0 6
AT 0 0 8 2
B463 10 0 2 0
B733 17 0 1 6

VI. CONCLUSION AND FUTURE WORKS

FPCA is a powerful tool to analyze and visualize the main
directions in which trajectories vary. We have successfully
applied this technique to analyze aircraft trajectories and it can
be easily extended to the multivariate case. FPCA has many
advantages. By characterizing individual trajectories through
an empirical Karhunen-Loève decomposition, FPCA can be
used as a dimension reduction technique. Moreover, rather than
studying infinite-dimensional functional data, we can focus on
a finite-dimensional vector of random scores that can be used
into further statistical analysis such as cluster analysis.

The FPCA approach seems promising, as indicated by the
results obtained on a real data set. However, the registration
problem remains crucial because the assumption that all trajec-
tories are sample paths from a single stochastic process is not
satisfied and may be complex in the case of multidimensional
aircraft trajectories. In this work, we have used a landmark
registration technique. In future works, we will use more
sophisticated procedures such as arclength parametrization.

Moreover, we should add heading and velocity information
by combining functional data and vector of data, inducing an
extra level of complexity.
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Abstract—Parents or child-care personnel generally read aloud
to an infant, when infants who are not able to read characters
read a picture book. Infants are able to perceive the contents
of the book by listening to the voice and watching the pictures.
Therefore, reviews for picture books have different characteristics
than general book reviews. There are descriptions of an infant’s
reactions as well as descriptions of reviewer’s impressions in
reviews. We focus on descriptions of an infant’s reactions, and
analyze those extracted from reviews. Especially, in this paper,
we study the relation between the contents of picture books and
an infant’s developmental reactions. More specifically, we select
six typical expressions representing an infant’s developmental
reactions. Then, we analyze characteristics of picture books which
have sufficiently high frequency of those six expressions repre-
senting an infant’s developmental reactions. Moreover, we further
examine which characteristics of each picture book actually
contribute to letting infants show developmental reactions.
Keywords–picture books; review analysis; clustering; develop-

mental reaction

I. INTRODUCTION
Educational books generally focus on a specific subject to

be learned such as science and sociology. Picture books are,
on the other hand, exceptional because they are efficient in
infants’ cognitive developments [1], having no intention on
specific educational subject with their style of expressions,
i.e., funny stories and pictures. Furthermore, readers of picture
books are parents or child care personnel who make the book
talk for infants who do not have sufficient literacy yet. Infants
perceive and interpret incoming stimuli of the book talks and
the pictures. Thus, considering such a situation, picture books
are outstanding compared to other educational books, in that
those who read them are separated from those who perceive
them.
It is known in the research in the developmental psychology

that infants express a variety of cognitive reactions to the

external stimuli in accordance with their developmental stage.
Supposing that picture books work as those kinds of stimuli,
it is also expected that infants might express the cognitive
reactions when the stimuli of picture books are perceived.
Further considering that infants are free from understanding
the printed letters of picture books, this tendency might be
amplified to some extent.
In order to examine how the stimuli of picture books

induces a variety of reactions in infants, we take an approach
of applying a text mining technique to a large amount of
the reviews on picture books written by their parents or the
childcare personnel. Reviews for picture books have different
characteristics compared to general book reviews. There are
descriptions of an infant’s reactions as well as descriptions of
reviewers’ impressions in reviews. We focus on descriptions
of an infant’s reactions, and analyze those ones extracted
from reviews. Especially, in this paper, we study the relation
between the contents of picture books and an infant’s devel-
opmental reactions. More specifically, we select six types of
expressions representing an infant’s developmental reactions.
Then, we classify picture books according to the frequency
distribution of those types of expressions representing an
infant’s developmental reactions.
The results of the classification show there exist picture

books drawing active children’s reactions and those that are
not. These facts imply picture book drawing active reactions
might have some advantageous factors in their directions. We
compare picture books drawing active reactions and those that
are not so as to specify the factors affecting the degree of
children’s reactions.
Section II introduces the source Web site of the reviews

on picture books we utilize in this paper. Section III describes
infants’ reactions to picture books we examine in this paper.
Section IV describes how we select those picture books we
analyze in this paper. Section V analyzes the characteristics
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Figure 1. An Example of a Review of “The Giant Turnip”

of those picture books and finally Section VI concludes the
paper.

II. THE WEB SITE SPECIALIZED IN PICTURE BOOKS
To analyze the infants’ reactions, text data of reviews on

picture books are collected from EhonNavi [2], a Web site
specialized in picture books. EhonNavi provides information
concerning picture books such as publishers, authors, outlines
as well as a large amount of reviews written by the parents
or child care personnel, where the numbers of the titles of
the picture books included in EhonNavi amount to about
65,400. The number of the reviews amount to approximately
330,000 as of September 2016 (shown in Table I). Other than
EhonNavi, popular Web sites with a large amount of book
reviews include Amazon [3] and Booklog [4]. Out of them,
EhonNavi has a unique characteristic in that its reviews tend
to be elaborated, reflecting the reactions of those who make the
books talk, as well as those who perceive them. Additionally, it
is also the EhonNavi’s characteristic that the age of the infant is
attached to each review. All these characteristics are preferable
for our work aiming at detecting the infants’ reactions in
accordance with their developmental stages. Therefore, we
employ the reviews on EhonNavi for the analysis of this paper.
Figure shows an example of a review of EhonNavi. As

shown in the figure, the header of each review includes the

age of the infant to whom the reviewer reads the picture book.
As described above, reviews on EhonNavi include descriptions
of book readers’ reactions, mixed with infants’ reactions. Since
reviewers are book readers in all the cases, infants’ reactions
described in reviews are those observed by reviewers.

III. INFANTS’ REACTIONS DETECTED IN REVIEWS ON
PICTURE BOOKS

According to the theory of developmental psychology,
infants express age specific reactions to incoming stimuli.
We collect such infants’ reactions that are specific to ages
ranging from 0 to 3 from publications or papers concerning
developmental psychology [5]–[8] and list them in Table II.
In this table, we list those six types of reactions in the order
from those observed in the early age 0 to those observed in the
later age 3. This result indicates that infants at their very early
age tend to react automatically with their physical expression,
such as pointing the fingers, or grasping gestures, meanwhile,
those at their later ages tend to react consecutively expressing
their intention, such as game of make-believe, or asking why,
though some reactions are common over multiple ages.
Then, in order to collect typical expressions representing

each of the six types of infants’ reactions listed in Table II, we
randomly picked 345 reviews from 16 titles of picture books.
We manually examine those randomly picked 345 reviews and
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TABLE I. OVERVIEW OF EHONNAVI

(a) Principal Information

start date of
the service

number
of titles

number of
unique users
per month

number of
members

number
of reviews

Apr. 2002 65,400 1,100,000 420,000 332,000
(b) Distribution of the Numbers of Reviews according to Infants’ Age
age of infants 0 1 2 3 4 5

number of reviews 7,820 14,802 24,794 29,538 26,123 21,585

collect typical expressions representing each of the six types
of infants’ reactions [9], [10]. In order to detect an infant’s
developmental reactions in reviews on picture books, Uehara et
al. [9], [10] previously studied 10 expressions representing an
infant’s developmental reactions with frequency. Out of those
10 expressions, we focus on those that are more frequently
observed, and allocate them to six types of infant’s reactions
as in the right hand side column of Table II.
According to the studies in developmental psychology [5]–

[8], the infants’ reaction “gaze at / stare hard / listen hard”,
“point fingers”, and “pretend” are mostly observed around the
age of 1, “imitate” around that of 2, “game of make-believe”
around that of 2 to 3, and “enter into” and empathy around
that of 3.

IV. SELECTING PICTURE BOOKS FOR ANALYSIS
Reviews including six expressions in Table II do not neces-

sarily represent infants’ reactions. Some of them represent their
parents’ reactions. In order to estimate the number of reviews
which include six expressions representing infants’ reactions
only, we apply the following estimating procedure.
Let f(b, a, e) be the frequency of an expression e out of

the six expressions, in a title b and for an age a. Let fs(b, a, e)
be the number of samples randomly selected from the reviews
belonging to each f(b, a, e). The maximum value of f s(b, a, e)
is set to be 10. Out of them we manually count the number of
reviews representing infants’ reactions. Let fsc(b, a, e) be this
number. Under these assumptions above, the estimated number
of infants’ reactions, fc(b, a, e) is expressed as the following
formula.

fc(b, a, e) =
fsc(b, a, e)
fs(b, a, e)

× f(b, a, e)

We set a threshold on the outcome of the formula above to
distinguish the picture books drawing active infants’ reactions
from the ones that are not. If applying formula above to any of
six expressions belonging to a picture book results in the value
≥ 10, the threshold, the picture book is recognized as the one
drawing active reactions. And those picture books fulfilling
this condition are classified into the set B≥10 as follows.

B≥10 =
{
b
∣∣∣
∑
a,e

fc(b, a, e) ≥ 10
}

Meanwhile, picture books not fulfilling this condition are
classified into the set B<10 as follows.

B<10 =
{
b
∣∣∣
∑
a,e

fc(b, a, e) < 10
}

We rank picture books in descending order of the number
of reviews and select the topmost 100 titles, where the total
number of the reviews of those 100 titles amount to around
27,000 (as of December 2014). Out of them, we found 45 titles
fulfill the condition of the set B≥10. 22 titles are internationally
published, and these are the ones for our analysis. Meanwhile,
we found 19 titles belonging to the set B<10. 6 titles are the
ones for our analysis which are also internationally published.

V. ANALYZING CHARACTERISTICS OF PICTURE BOOKS
We found each picture book belonging to either set B≥10 or

B<10 above, shows different distribution patterns of frequency
of the expressions described in Table II. We classify picture
books based on the distribution patterns, then make comparison
between the picture books belonging to set B≥10 and the
ones belonging to set B<10 both of which are in the same
characteristics of developmental reaction in Table II. By this
comparison, we try to specify the factors contributing to the
contrast in children’s reactions,

A. Representation of Picture Books
Table III shows two examples of picture books both of

which belong to set B≥10. Both of the expressions, “enter
into” and “empathy” form one category, because they repre-
sent the same developmental reaction as mentioned in Table II.
The distribution pattern of two examples shows obvious dif-
ference. Apparently infants’ reactions concentrate on “pointing
fingers” in the case of Table III(a). Meanwhile, Table III(b)
shows diversities in expressions. In order to specify an infant’s
expressions of each picture book, we set the threshold as below.

Threshold for specifying an infant’s expressions:

The expressions with frequencies over 60 % of the
number of most frequent expressions.

Taking Table III(b) as an example, the most frequent reaction
is “pointing fingers”. Frequencies of both of reactions “gaze
at” and “imitate” are over 60% of the number of “pointing
fingers”, while frequencies of both of “pretend” and “game of
make-believe” are under the value. Then, an infant’s expres-
sions are “pointing fingers”, “gaze at”, and “imitate”.
Meanwhile in the case of the picture books belonging to

set B<10, only the most frequent expression are used as an
infant’s expression.

B. Classifying Picture Books based on an Infant’s Develop-
mental Reactions in Reviews on Picture Books
Table IV shows the result of the classification based on

an infant’s expressions defined as above. Picture books with
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TABLE II. INFANTS’ REACTIONS BASED ON THE THEORY OF DEVELOPMENTAL PSYCHOLOGY AND TYPICAL EXPRESSIONS

characteristics
of developmental typical expressions

reactions explanations and examples ID expression
reactions to visual stimuli Showing an interest in the pictures especially the ones of foods.

/ Enjoy to find something in the pictures that are familiar to the
infants.

1. gaze at / stare hard / listen
hard

physical expressions mixed with verbal
expressions

pointing fingers and making gestures in the case the infants are not
able to express verbally. / Reaching for the things on the picture
book as if they were the real things.

2. pointing fingers

pretend play An example: If the infant is asked to hand something to his or her
parents, he or she pretends to hand it to them even though it does
not exist.

3. pretend

imitate Imitating various things such as the persons, things, and the events
surrounding the infant.

4. imitate

game of make-believe Reproducing the story of the picture book based on such activities
that the infant imagines himself/herself to be in the place in the
picture book.

5. game of make-believe

empathy for the story Emotionally being involved in the world depicted by the picture
book. / An example: “If I could enter into the picture book, I would
save the cat.”

6. enter into or empathy

TABLE III. REPRESENTATION OF PICTURE BOOKS

(a) Where’s the Fish ?
age gaze at pointing fingers pretend imitate game of make-believe enter into + empathy total
0 2 4 0 0 0 0 0
1 6 81 1 2 0 0 1
2 1 31.5 0 1 0 0 0
3 1 12 1 0 0 0 0
4 0 8.4 0 0 0 0 0
5 1 8.4 0 0 0 0 0

over 6 1 12 0 0 0 0 0
Total 11 148.9 2 3 0 0 1

(b) The Very Hungry Caterpillar
age gaze at pointing fingers pretend imitate game of make-believe enter into + empathy total
0 9.9 1 0 0 0 0 10.9
1 4 12 0 4 0 0 20
2 2 6 2 8 1 0 19
3 2 2 0 1 1 0 6
4 0 1 0 1 0 0 2
5 0 0 1 4 0 2 7

over 6 1 1 0 1 0 0 3
total 18.9 23 2 15 2 0 60.9

multiple infant’s expressions belonging to set B≥10 are clas-
sified into multiple categories. In such a case, the titles are
attached with hyphenated number, as in the column “Picture
Books Effective for the Reactions”.
Additionally, we make sub-categories under each expres-

sion as the column “The Intentions of Reactions” by manu-
ally interpreting contexts surrounding the expressions in the
reviews. Followings are the explanations of each sub-category.
(a) “gaze at”

• onomatopoeia or simple illustration · · · Infants are
interested in Onomatopoeia or simple illustration.

• gazing at faces · · · Infants are interested in faces on
the picture books.

• colorful illustration · · · Infants are interested in col-
orful illustrations.

(b) “pointing fingers”
• exploration · · · Infants explore something by pointing

fingers.
• finding correspondence · · · Infants detect correspon-

dence between narrations and the illustrations.

• selecting preference · · · Infants point to their prefer-
ence out from various kinds of illustrations.

(c) “imitate”
• imitating to eat · · · Infants imitate to eat printed foods

on the picture books.
• imitating character’s actions · · · Infants imitate char-

acters performance on the picture books.
(d) “game of make-believe”

• reproduction of the story · · · Infants reproduce the
story after he/she listened to picture book readings.

(e) “enter into, empathy”
• care about character’s situation · · · Infants express

their empathy for the characters’ painful situations.
“Ages” on the 3rd column represents the range of ages

at which the frequency of each expression exceed 10, the
threshold introduced in the previous section. The last column
“Picture Books Ineffective for the Reactions” in Table IV are
allocated ones from set B<10 which evoke weak reactions. If
there is no such picture book at all, the space is left blank.

60Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-552-4

ALLDATA 2017 : The Third International Conference on Big Data, Small Data, Linked Data and Open Data (includes KESA 2017)

                            70 / 92



TABLE IV. CLASSIFICATION BASED ON INFANTS’ DEVELOPMENTAL REACTIONS
an
infant’s
reaction

intentions of re-
action

ages picture books effective
for the reactions

picture books ineffective
for the reactions

onomatopoeia
or simple
illustra-
tion

0∼1 Chug-chug Train-1

gaze at gazing at
faces 0∼1

Smiley face-1
Peek-a-boo Playing Peek-a-Boo

colorful
illustra-
tion

0∼1
Little Blue and Little Yellow
Good Evening Dear Moon-1
Won’t Go to Bed?-1
Very Hungry Caterpillar-1

others 0∼1
The family of Fourteen Fix
Breakfast-1

exploration 1∼2

Quin and Peep Play Hide and
Seek
Where’s the Fish?
Who Ate it?
Miki’s First Errand-1

pointing
fingers

finding correspon-
dence

1∼2
Goodnight moon
Where the Wild Things Are-1
Chug-chug Train-2
Very Hungry Caterpillar-2

Little Gorilla

selecting
preference 2

The family of Fourteen Fix
Breakfast-2 The Blue Seed

imitating to eat 1∼3
Smiley Face-2
Strawberries
Guri and Gura
Very Hungry Caterpillar-3

Guest of Guri and Gura
Ghost Tempura

imitate
imitating
character’s actions 1∼2 Won’t go to Bed?-2

others 1∼3

The family of Fourteen Fix
Breakfast-3
Good Evening Dear Moon-2
Blackie, the Crayon-1
The Magic Grove-1

game of
make-
believe

reproduction of the
story 2∼4

The Gigantic Turnip
The Magic Grove-2
The Three Billy Goats Gruff

I love to Take a Bath

others 2∼4
Blackie, the Crayon-2
Chug-chug Train-3
Won’t go to Bed?-3

enter
into,
empathy

care about charac-
ter’s
situation

2∼
Finding Little Sister
Amy and Ken Visit Grandma
Miki’s First Errand-2

others 2∼ Where the Wild Things Are-2
Blackie, the Crayon-2

C. Characteristics of Picture Books with Frequent Develop-
mental Reactions of Infants
The fact that there are picture books in each sub-category in

Table IV indicates that there exist types of picture books effec-
tive for infants’ reactions and types that are not so effective.
We compare effective picture books and ineffective ones by
each sub-category in Table IV to specify the features which
might realize the gap of infants’ reactions. The comparison
is limited to the sub-categories for which the column space
“Picture Books Ineffective for the Reactions” is not blank.
Followings are the results.
1) gazing at faces:

Effective picture books have a very simple style. For
example, they contain scenes with repetitive peek-
a-boo gestures. Meanwhile, an example of ineffec-
tive picture book has a pop-up that might draw the
infants’ attentions on the pop-ups themselves. That
is, the infants’ interests on the peek-a-boo might be
interrupted by the pop-ups.

2) finding correspondence:

Picture books effective for this reaction tend to il-
lustrate objects with the straight forward styles, and
corresponding texts appear with large and clear fonts.
These styles might make it easier for infants to be
aware of correspondence between illustration and the
texts.

3) selecting preference:
In the case of effective picture books, a variety of
characters and their actions seem to draw the infants’
attention, thereby encouraging them to express their
preference by pointing fingers. Ineffective picture
books tend to use the same characters and conven-
tional actions throughout the story.

4) imitating to eat:
Picture books effective for this reaction are a kind
of food entertainment.Taking Guri and Gura as an
example, scene of baking sponge cake are effective
for raising infants’ expectations for eating. Also,next
scene of sharing sponge cake among lots of animals
depict deliciousness of sponge cake. Picture books
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not effective for this reaction do not have any kind
of entertainment.

5) reproduction of the story:
Effective picture books in this sub-category comprise
of scenes with repetitive rhythmical narration. This
simple rhythm seems to help infants understand-
ing stories impressively. On the contrary, ineffective
picture books have been found to be composed of
changing narrations with each scene without any
rhythm.

VI. CONCLUSION
In this research, we classify picture books based on the

types of infants’ developmental reactions and try to specify the
factors contributing to each active reaction. Analysis implies
that infants’ reactions vary depending on various features of
picture books, such as clarity, rhythm, simplicity etc. Although
the research samples are limited, these findings will contribute
to constituting picture books so as to purposely draw specific
reactions. To establish this knowledge, we will expand our
analysis.
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Abstract— There is a widely held belief in the natural language
processing (NLP) and computational linguistics communities
that knowledge recognition such us Named Entities (NE)
recognition is a significant step toward improving important
applications, e.g., question answering and natural language
understanding (NLU). In this paper, we present an NE
recognition system for Modern Standard Arabic using the
NooJ platform. This system exploits many aspects of the rich
morphological features of the language. The experiments on
the pilot Arabic Propbank data show that our system based on
linguistic rules produces a global NE recognition F-measure
score of 87%, which improves the current state of the art in
Arabic NE recognition.

Keywords- Named Entity Extraction; Semantic annotation;
NooJ platform.

I. INTRODUCTION

The extraction and automatic recognition of named
entities (NE) is a part of a syntactico-semantic analysis,
which is a step that follows the morpho-lexical analysis
during the automatic processing of a text or a corpus. This
extraction consists in exhibiting certain grammatical
concepts or syntactic structures, checking their validity and
attesting their belonging to particular grammatical classes
such as ”proper names”, ”temporal expressions”, ”numerical
expressions”, ”abbreviations” , etc.

From the beginning, the implementation of the
lexicographical solution, subsisting of electronic
dictionaries enumerating all the named entities, has proven
to be impossible. In particular, this is due to the problems of
multiple writing and the lack of standard writing or
transcription of NE, especially those of foreign origin, to the
target language. Indeed, it is impossible to enumerate all the
proper names in lists, as well as to collect and to maintain
them. It is also impossible to treat all spelling variants and
to resolve the resulting ambiguity.

Three fundamental approaches have been used for the
extraction of NE issue in literature. These approaches are:
rule-based approach, learning-based approach and hybrid
approach. However, the most commonly used methods for
NE recognition are often machine learning-based methods.
In the last two decades, rule-based methods for NER
(Named Entity Recognition) have progressively been

abandoned. Nevertheless, these methods are robust and their
results are accurate. They are generally based on non-
contextual grammars. Thus, our major concern in this study
is to examine a rule-based NE extraction and syntactico-
semantic annotation of such important knowledge. For this
purpose, we use the non-contextual grammars offered in the
NooJ language development platform [10] where they are
called local grammars that are used to locate in a very
precise way local phenomena very precisely in texts, such as
dates, numerical determinants, proper names, names of
places and organisms, etc. These grammars are lexicalized
graphs [10], which use dictionaries of simple and compound
words. They are equivalent to recursive networks of
transitions (RTN) or even networks of increased transitions
(ATNs). In practical, local grammars are graphs that can call
independent sub-graphs. Among the advantages of such a
structure are the effectiveness of its direct application to
texts, the recognition of complex linguistic concepts as well
as transformational analysis and annotations production.

The choice of NooJ platform is guided by the fact that
NooJ is a freely available linguistic development
environment for many languages [1]. It allows developers to
construct, test and maintain large coverage lexical resources
as well as to apply morphological morpho-syntactic tools
for Arabic processing [1]. NooJ can recognize rules written
in finite-state form or context-free grammar form,
facilitating the development of rule-based NER systems.
Nooj provides a disambiguation technique based on
grammars to resolve duplicate annotations [1]. Arabic is one
of the languages that are supported by NooJ; there are free
Arabic resources for use within the NooJ environment on
the NooJ official Web site [1]. Mesfar [5] and Lhioui
[3][15] have also used NooJ in their Arabic NER research..

In this paper, we suggest a Named Entities extraction
system for Modern Standard Arabic (MSA) that exploits
many aspects of the rich morphological features of the
language. It is based on a linguistic approach that uses NooJ
technology for the detection of such knowledge. Given the
lack of a reliable electronic Arabic dictionaries, and thanks
to their coverage, our strategy uses the EL-DicAr dictionary
[2] developed by the NooJ platform and its extension
developed in [3] for the step of morphological analysis.
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In this article, we begin by presenting some of the
existing work on Arabic NE extraction. Then, we describe
the difficulties inherent in the recognition of NE. After that,
we explain with more details our preconized approach.
Finally, we check and evaluate our proposed approach.

This paper is laid out as follows: Section 2 presents the
definition of named entity concept and its categorizations;
Section 3 outlines different approaches that treat this
problematic and some related works; Section 4 reveals some
difficulties that inhibit the extraction of NE in texts written
in Arabic language; Section 5 describes and argue the
approach and system adopted for this work; Section 6 gives
the experimental setup, results and discussion. Finally,
Section 7 draws our conclusions.

II. THE NAMED ENTITY CONCEPT DEFINITION
AND CATEGORIZATIONS

The extraction of NE is one of the most popular areas in
recent years. According to MUC (Message Understanding
Conference) [4], we distinguish at least three types of
entities to be recognized and classified by category [2][3]:

• ENAMEX: This class groups the proper names.
Indeed, proper names are very common in
electronic texts, especially journalistic articles.
However, in spite of the frequency of their
appearances and the importance of the information
they encapsulate in particular for the semantic
interpretation of the texts, the proper names remain
inadequately illustrated in the electronic lexical
resources and their automatic extraction is just only
a relatively young field. This class contains at least
three subcategories:

o Person: Names of persons such as names
of politicians, poets, athletes, etc.

o Organization: refers to the names of
companies, banks, associations,
universities, research centers, pharmacies,
clinics, etc.

o Event: such as sporting events, political
events, war and crime event, etc.

• NUMEX: This class groups numeric expressions of
percentages, size, currency expressions, etc.

• TIMEX: This class refers to temporal expressions
of date or duration.

III. RELATED WORK

Numerous studies have been conducted on the Latin
languages as well as the Arabic language to automatically
extract knowledge. Looking over the state of the art, we
have found that there are three main types of extraction
systems of named entities. These systems are based on three
types of approaches, which are, respectively:

• Rule-based approach: Most systems use this
approach. Typical rule-based systems use both
internal and external evidence, as well as word-
trigger dictionaries for locating help. The rules are

manually built by an expert linguist. The
advantages of such approach are principally the
accuracy, the robustness and the coverage of the
obtained results. In brief, this kind of approach is
has been well appreciated so far in literature [3][5]-
[7].

• Learning approach: Systems based on this
approach use stochastic techniques and learn
specific knowledge on a large learning corpus
where target NEs are labeled. Learning algorithms
are then applied automatically to develop a NE
base using several statistical models (such as
Hidden Markov Model (HMM), Support Vector
Machine (SVM), Conditional Random Fields
(CRF), etc.) [8][9]. Nevertheless, this approach
requires a huge amount of learning data for its
learning algorithm, which is quasi-absent for some
scientific research neglected languages, such as
Arabic [1].

• Hybrid approach: This approach combines the two
above-mentioned approaches for their
complementarity. This approach leads to systems
based on the use of both manually-written and
rules that are constructed automatically using
syntactic and contextual information derived from
training data to learning algorithms and decision
trees [11][12].

The adequacy of rule-based systems was recognized at
the MUC conference. It is this same technique that we
advocate for the development of a recognition component of
named entities. This component is based on rules written by
hand and represented in the form of local grammars that are
constructed using the syntactic module of NooJ. These rules
were based on internal and external evidence in order to
identify and categorize named entities where:

• Internal evidence: is provided by the constituents
of the named entity. The constituents can be
contained in lists of triggering words or proper
names called gazetteers.

• External evidence: is provided by the context in
which, a named entity appears. They are based on
the syntactic relations within a sentence to assign
the category of such an entity. This categorization
uses the morpho-syntactic information provided by
the previous morphological analysis stage.

The use of this evidence is indispensable because of the
absence of obvious indications to detect the presence of a
proper name, such as the presence of capital letters at the
beginning of such names in the Romance languages. This
imposes a rather thorough understanding of the
morphological nature of each form of the text, particularly
its grammatical categories and semantic information (e.g., +
Person, + Country, + Housing, + Money, etc.).
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IV. ISSUES IN NAMED ENTITY RECOGNITION

According to the state of the art overfished by [3][5]
[13], the recognition of the TIMEX and NUMEX in Arabic
poses no problem, this can be challenging in the case of the
ENAMEX. This can be explained by the lack of structural
or contextual indices. In fact, all temporal and numerical
expressions are identifiable by a list of lexical markers (day
names, month names, currencies, units of measure, etc.). On
the other hand, ENAMEX suffers from a lack of structural
or contextual clues to be recognized.

Moreover, in addition to the absence of capital letters as
a naïve index for recognition in Latin languages, Arabic
ENAMEX requires linguistic information to be dynamically
generated by a prior semantic annotation step.

Other problems specific to the recognition of the NE in
Arabic arise also in the identification and delimitation as in
the semantic annotation of these NE. In what follows, we
depict the repercussion of the absence of voyellation and the
problem of delimitation of the Arabic NE.

A. The absence of vowels

The absence of diacritical marks may affect the
recognition systems of named entities. This is mainly due to
the semantic ambiguity that arises from the set of potential
vocalizations that can be attributed to any partial vowel or
unvoiced form. Indeed, vocalizations accepted for any form
of text can lead to the absence of diacritical signs and it can
affect the recognition systems of named entities. This is
mainly traceable to the semantic ambiguity that arises from
the set of potential vocalizations that can be attributable to
any partial vowel or unvoiced form. Indeed, vocalizations
accepted for some form of text can lead to different triggers
of NE. For example, the unbounded form معلمّ (m‘llm) can
accept, among other things, the two following vocalizations:
in different senses the triggers of the NE.

• مُعلَِّمٌ  (mu‘allimu) : Word trigger for a teacher
• مَعْلمٌَ  (ma.‘alamu) : Word trigger for a museum of

monuments
This example illustrates the implications of the absence

of vowels in the text words on the annotation step of the
named entities.

B. Morphological complexity

Arabic is a highly-inflected language. It uses an
agglutinative strategy to form a word. If NE appears in its
agglutinative form, then this poses a difficulty for the
identification and hence the recognition of this entity [3].
For example, if we take the simple word بلَْدتَنَُا <baldatunA>,
which means ”our town”, this Arabic word is composed
from two sub-words: the lemma بلد <balda> ”town” and the
suffix تنا <tunA> ”our”. Hence, it would be difficult and 
ambiguous in Arabic processing to treat agglutinative
words. Many works focus on this phenomenon. However,
NooJ gives the possibility to treat agglutination problem by
the use of flexional and derivational rules [10]. Hence, the
choice of NooJ linguistic tool, in our work, is justified.

V. OUR RULE-BASED METHOD FOR NE
RECOGNITION AND SEMANTIC ANNOTATION

To remedy all these problems, we construct a system of
recognition and extraction of Arabic entities. According to
Figure 1, we proceed:

• A morphological analysis: to collect the maximum
information for all the words of the text. This is
done with a consultation of the electronic
dictionary El-DicAr of [2] and the Arabic touristic
dictionary developed by [3].

• Subsequently, this information will be used in local
syntactico-semantic grammars in order to locate the relevant
sequences.

Figure 1. General architecture of the recognition of the Arab NE

A. Morphological Analysis

Given the agglutinating structure of the majority of
Arabic words, our morphological analyzer makes it possible
to separate and identify the morphemes of the input forms
and to associate them with the set of information necessary
for the current processing. These forms are decomposed to
recognize the affixes (conjunctions, prepositions, personal
pronouns, etc.) attached to them. These morphological
possibilities in NooJ facilitate the identification of triggering
words, names of persons or localities even when they are
agglutinated.

Each of these forms is associated, by morphological
analysis, with a set of linguistic information useful for the
next step: lemma, grammatical label, gender and number,
syntactic information (+ Transitive), semantic information
(+ Person), etc.

Consequently, instead of enumerating all the inflected
forms (singular, dual, plural, masculine, feminine) of the
occupational names considered as lexical markers of person
names (e.g., مھندس <engineer>), we use the syntax of the
regular expressions of NooJ where the grammatical symbol
مھندس (<mhnds>, <engineer>) refers to all vocalized,
partially vocalized, and unvoiced bent forms attached to this
lemma. Our morphological analysis is based on two Arabic
dictionaries described in table III:

TABLE I. RESOURCES USED IN MORPHOLOGICAL ANALYSIS.

EL-DicAr [2] ’Touristic Arabic
DICtionary [3]

Nouns 19504 8789
Verbs 10162 345
NE 3686 localizations

+11860 Proper names
622 500 (Organisations
+Localizations+Events)

65Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-552-4

ALLDATA 2017 : The Third International Conference on Big Data, Small Data, Linked Data and Open Data (includes KESA 2017)

                            75 / 92



The two dictionaries are also used and detailed in [16].

B. NE Semantic Annotation

The information provided by morphological analysis is
directly used by our recognition system of named entities.
In addition to its morpho-syntactic information gathered,
this system is based on the use of two types of linguistic
resources:

• Gazetteers: these are lexical markers previously
recognized as potential members of properly
named and properly classified entities. Among
these, we perceive:

o Names of persons
o Names of places: countries, cities,

regions, states, names of roads, seas,
oceans, mountains, rivers, etc.

o Names of organizations: associations
(regional, national and international),
universities, televisions, banks, etc.

o Currency expressions: cost, money, etc.
o Temporal expressions: the names of the

days of the week, months, etc.
• Local Grammars: These are represented in the form

of Augmented Transition Network-ATNs. They are
used to represent sequences of words. These
sequences are described by manually written rules
and consequently produce certain linguistic
information such as the type of the identified
named entity (person name, organization, location,
etc.).

Figure 2 shows the main graph of NE represented with
NooJ linguistic platform. The same graph contains
embedded sub-graphs.

.

Figure 2. Main graph embedded the three types of NE: TIMEX, NUMEX
and ENAMEX

1) Local grammars for the extraction and annotation of
NUMEX: The problem of automatic recognition of
numerical determinants in a text is part of the more or less
complex linguistic phenomena. Generally, they can not be
processed at the level of lexical analysis. They require very
redundant descriptions that would be very tedious, if not
impossible, to describe them manually in electronic
dictionaries compiled in the form of finite automata.

We have classified numerical expressions into four
categories: percentage expressions, weight expressions,
measurement expressions, and monetary expressions (see
Figure 3).

Then, we focused on the extraction of numerical values.

Figure 3. Main sub-graphs of the different types of NE.

Figure 4 shows the main recognition graph of these
values. This is restricted to call to sub-graphs relating to the
identification of numerals representing units, tens, hundreds
and thousands. As outputs, we attribute the grammatical
category ”DET” (a determinant), the semantic information
”+NUM” (numerical) as well as the arithmetic value that it
represents ”+Val”. Thus, each recognized numeral occurs
with its equivalent written in numbers.

Figure 4. Main sub-graph describing the local grammar responsible for the
extraction of numerical values
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2) Local grammars for extraction and annotation of
TIMEX: Temporal expressions, TIMEX, are as important as
numerical expressions in syntactic or information extraction
systems. Indeed, a user can query our system to get
information about an event. Usually, any event is linked to a
date or time represented as a time expression. As a result,
according to Figure 5, our rule-based system allows the
extraction of ages, hours, dates and periods.

Figure 5. Main sub-graph describing the local grammar responsible for the
extraction of TIMEX

3) Local grammars for extraction and annotation of
ENAMEX: In our work, the ENAMEX extraction means the
extraction of proper names , localizations and organizations.
Figure 6 shows the NooJ local grammar [10], which is
responsible for the syntaxic-semantic annotation of different
ENAMEX type.

Figure 6. Main graph describing the local grammar responsible for
extracting expressions associated with ENAMEX

For the names of places, we began by developing a
grammar of internal proofs associated to the cities name,
regions, hotels, itineraries, avenues, rivers, seas, oceans, etc.
Thus, we identified the triggering words as مدینة (<mdiynT>,
<city>), جبل (<jbl>, < mountain >), جزیرة (<jzIrT>,
<island>),دولة (<dwlT>, <country>), نھج (<nhj>, <avenue>).

These lexical (triggers) markers are used to describe
recognition rules in local grammars. Figure 7 shows the
main graph of local grammar responsible for the extraction
of localization expressions. In the same manner, this
grammar is implemented with linguistic NooJ platform.

Figure 7. Main sub-graph describing the local grammar responsible for
extracting location expressions

Besides the places name, we made the recognition
grammar of people names. Figure 8 below shows a
graphical implementation of proper names grammar in NooJ
platform.

Figure 8. Main sub-graph describing the local grammar responsible for
extracting proper names expressions
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The identification of organizations names began with the
elaboration of a dictionary, which contains 959
organizations names such as: یونسكو (<yUnskw>, Unesco)
recognized by the mean of (N + Org) syntactico-semantic
annotation or what we call lexical markers. We note that the
majority of entries are compound and abbreviated words.
Then, we have a list of 626 trigger words like مؤسسة 
(<m’wssasT>, company), جمعیة (<jm‘yT>, association), and
so on. These lexical markers are used to describe
recognition rules in local grammars. In total, we have ten
sub-graphs that implement recognition global grammar of
organizations name (cf. Figure 9)

Figure 9. Main sub-graph describing the local grammar responsible to
extracting names and abbreviations for organizations

VI. EVALUATION OF THE NE EXTRACTION
SYSTEM

After collecting the corpus, we had to go to
experimentation. This step seems to be the most important
one because it measures the reliability of the work.

The experimentation of our resources was done with
NooJ concordance [10]. As mentioned before, this platform
uses (syntactical, morphological and semantic) local
grammars already built.

Traditionally, the evaluation of any information retrieval
system relies on the computation of a set of metrics. These
calculations make it possible to evaluate the proportion of
the errors displayed by the system relative to the ideal result.

The metrics usually used are: Recall (R), Accuracy (P),
F-Measure (F).

We evaluate our recognition system on 70% of the
Arabic PropBank [14] and a 70% of our own corpus
described in [3] (see Table II). The rest of these corpora is
used for the test.

An evaluation carried out on these corpora gives the
results presented in Table III.

Our syntactico semantic recognizer yields F-scores
included in the interval of [76%-96%] which are satisfying
measures compared to [8], [12] and [14].

TABLE II. RTRH [3] TOURISTIQUE CORPUS

Corpus dialogue number 4000

Cities and towns 3120

Restaurants 9130

Itineraries appellations 3100

Locations 6125

Organizations 9125

Persons names 4125

Entertainments 6150

Localizations 8125

Transport fields 6120

Specialties 1130

Hotel and restaurant
categories

1125

Contacts 6125

TABLE III. EVALUATION OF NE SYSTEM

Precision Record F-Measure
TIMEX 97% 95% 96%
NUMEX 97% 94% 95.5%

ENAMEX
Proper
Names

92% 79% 85%

Organisation
Names

90% 78% 84%

Location
Names

82% 71% 76%

VII. CONCLUSION

We have described a system for extracting proper nouns,
temporal and numerical expressions through a combination
of morphological analyzer and a rule-based recognition
system using local NooJ grammars. This permitted to
achieve performance by providing lexical coverage in more
than 87%. Despite the above-described problems, the
recommended method seems to be adequate and exhibits
very encouraging extraction rates.
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Abstract— Adopting a pragmatic bottom-up approach, the 
current study applies semantic network analysis and discourse 
analysis to unfold individual frames of privacy emerging in 
Twitter. To do so, the author collected and analyzed 100,000 
publicly available Tweets selected using the word “privacy.” 
The following two overarching questions guided the study: 
What are the frames that emerge in relation to privacy on 
Twitter? How are these frames discussed? Through a mixed 
method approach, the author identified the following nine 
frames of privacy: Privacy and Technology, Personal Privacy, 
Legal Privacy, Fundamental Privacy, Privacy Concerns, 
Spatial Privacy, Gossip, Trading Privacy, and Expected Flow 
of Information. The author also developed robust dictionaries 
to automate frame detection. In a future step, the author plans 
to use these dictionaries of privacy to analyze larger corpora of 
text and reach a meaningful understanding of how individuals 
frame privacy in everyday conversation. 

Keywords-network analysis; discourse analysis; framing 
theory; privacy; Twitter 

I.  INTRODUCTION  
In a technologically driven communication environment, 

privacy is undoubtedly a major concern influencing how we 
share or withhold information – and how we think about 
personal data. Perhaps paradoxically, many voice their 
privacy concerns in rather public venues, such as social 
media. These public platforms facilitate researchers who 
wish to explore, unobtrusively, the textures and patterns of 
user’s casual discussions – and thereby observe how 
individuals understand and frame reality [1]. Based on the 
assumption that Twitter discussion mimics an online word-
of-mouth [2], the author suggests combining semantic 
network analysis and discourse analysis to explore the 
frames of privacy emerging on Twitter, and to develop 
dictionaries that facilitate frame detection. The results of 
such study begin to shed light upon how individuals discuss 
privacy in everyday conversation.  

Privacy is an increasingly relevant issue in today’s 
computing era. Currently, many individuals store personal 
data in the Cloud, a virtual data storage where users can 
archive and remotely access information [3]. For many, 
accessing the Internet and sharing information online has 
become a routine activity. Yet – partly due to the gained 
popularity of online-networked platforms – privacy 
increasingly becomes a concern for users who desire to 

protect their data. Belonging in this category of networked 
environments, social media too are platforms where users 
share information becoming potential victims of privacy 
loss. However, social media are also possible vehicles for 
discussing concerns and solutions related to privacy. 

Section two provides a short review of relevant literature 
to contextualize framing theory, semantic network analysis, 
and discourse analysis. Section three presents the research 
questions and describes the methodological approach 
adopted in the current study. Section four introduces some 
preliminary findings. Finally, section five discusses findings 
and limitations.  

II. LITERATURE REVIEW 

A. Framing theory 
Goffman [4] explained that individuals approach the 

complexity of reality developing or borrowing primary 
frames, or “schemata of interpretations,” based on abstract 
principles that organize, untangle, and simplify reality. 
Frames emerge through symbolic forms of expression and 
provide structures that enforce preferred interpretations of 
the social world. Frames may be individual or collective [5], 
and emerge within different occurrences of the 
communication process: the communicator, the text, the 
receiver, and the culture itself [6]. Available frames are 
either consciously recognized or unconsciously processed, 
often influencing how people understand, assess, remember 
and discuss issues [7].  

B. Semantic Network Analysis and Discourse Analysis  
Semantic network analysis is a specific type of 

automated content analysis that investigates text to explore 
the networks that emerge from the occurrences and co-
occurrences of concepts [8]. In such a way, semantic 
network analysis allows drawing conceptual maps as they 
emerge in text.  

Discourse analysis, on the other hand, is a qualitative 
process seeking to provide deeper explanation of meaning 
through the analysis of themes and patterns that emerge from 
texts [9] [10]. It also takes into account the role of context in 
developing the semantic networks of “privacy.” Such a 
qualitative approach may be used to strengthen the findings 
obtained in the quantitative steps of this research project.  

The current study combined quantitative semantic 
network analysis [11]–[13] with qualitative discourse 
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analysis [9] [10]. Such mixed method approach enabled the 
author to validate, contextualize, and strengthen the results 
obtained through each method of analysis [14]. 

III. METHOD AND RESEARCH QUESTIONS 
The current study is twofold. First, the author combined 

semantic network analysis and discourse analysis to map and 
explore the frames of privacy emerged in Twitter using a 
bottom-up approach [15]. Then, the author developed robust 
dictionaries to automate frame detection in large corpora of 
text. In a future step, the author plans to use these 
dictionaries to analyze larger samples of tweets and thereby 
develop a more robust understanding of existing individual 
frames of privacy, which refer to our cognitive 
understanding of privacy [4]. 

In the current study, the author analyzed 100,000 
publicly available tweets collected using the keyword 
“privacy” between July 1st 2016 and July 25th 2016 (the 
software HootSuite facilitated the collection of tweets). 
Considering the nature of the current study, the author did 
not distinguish between tweets and re-tweets, as both were 
considered equally useful and meaningful in frame 
implementation. After collection, the author used the 
software Automap [11] to generate frequency lists and begin 
the analysis.  

The following two overarching questions guided the 
study: 

RQ1 – What are the frames that emerge in relation to 
privacy on Twitter? 

RQ2 – How are these frames discussed? 
The quantitative analysis, implemented to address RQ1 

included three steps.  
To address RQ1, the author implemented several steps. 

First, the author imputed the tweets in the software Automap 
to generate frequency lists. This resulted in almost 10,000 
item recorded in a frequency list. Using Automap, the 
frequency list was refined by deleting non-content bearing 
elements such as articles, conjunctions, and other noise from 
the text [11].  

Second, the author manually processed the frequency list 
to qualitatively assess the contexts of use of each word. To 
undertake this second step, the author read and reread 
carefully the frequency list. During each reading, and 
informed by existing literature, the author added new themes 
as they emerged from the words in the list. For instance, 
keywords referring to legislations – such as the Health 
Insurance Portability and Accountability Act (HIPAA) and 
the Family Educational Rights and Privacy Act (FERPA) 
were included in a “legal privacy” dictionary.  

As a result, the author developed lists of recurring terms 
and expressions, and clustered these into overarching sub-
themes and groups that co-occurred with the word “privacy” 
in Twitter conversation. The words in the frequency list were 
sorted into 40 sub-themes. These themes were then 
combined into nine overarching frames including the 
following: privacy and technology, personal privacy, legal 
privacy, fundamental privacy, privacy concerns, spatial 
privacy, gossip, trading privacy, and expected flow of 
information. Each frame was subsequently analyzed through 

qualitative discourse analysis to allow a deeper, qualitative 
understanding of how privacy was discussed within each 
category. 

Third, the author and a coder manually processed the list 
of the frequencies and placed each word in the corresponding 
category. Agreement between the two researchers was then 
calculated to gauge the reliability of the third step. Intercoder 
reliability scored between .88 and .95 [16]. These three 
phases enabled the author to map the semantic networks of 
privacy as they emerged from the 100,000 tweets collected. 
It also allowed the author to start developing robust 
dictionaries of the individual frames of privacy.  

To address RQ2, the author used the keyword in the 
dictionaries to select sub-samples of tweets belonging in 
each theme emerged from the semantic network analysis. For 
example, the theme “privacy is a fundamental human right” 
emerged from words such as: human right, sacred, freedom, 
liberty, and universal. These keywords were used to retrieve 
a sub-sample of tweets from the original sample. Each sub-
sample consisted of 20 tweets randomly selected. The author 
further analyzed each sub-sample through discourse analysis 
to understand and clarify how each theme was discussed in 
the tweets. 

IV. PRELIMINARY FINDINGS 
After a preliminary analysis, eight frames emerged. The 

frames were labeled as follow: privacy and technology, 
personal privacy, privacy concerns, legal privacy, 
fundamental privacy, spatial privacy, gossip, and trading 
privacy.  

The frame “Privacy and Technology” implies that when 
new technology is introduced, new privacy concerns 
develop.  

“Personal Privacy” suggests that privacy is related to 
sociality, social roles, relationships, and personal feelings. 

“Privacy Concerns” emerges from tweets suggesting that 
privacy infringements generate problems and that the 
tradeoff is often unfair.  

“Legal Privacy” emphasizes that the government, 
regulations, contextual norms, permission, and transparency 
are fundamentally related to privacy.  

“Fundamental Privacy” emerges when users frame 
privacy as a fundamental human right suggesting that, as 
such, it should be protected.  

“Spatial Privacy” emerges in tweets that describe privacy 
in terms of access or boundary control.  

“Gossip” is implemented when users describe gossip as 
an invasion of someone’s privacy.  

Finally, “Trading Privacy” emerges when tweets focus 
upon the economic value of information, implying that 
personal data are commodities that can be stolen or sold. 

Table 1, in the next page, summarizes the eight frames 
identified providing examples of the dictionaries used for 
frame detection. It also delivers data on the cumulative 
frequencies to provide an overview of frame implementation 
in the sample analyzed. 
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TABLE I.  CUMULATIVE FREQUENCIES OF FRAMES 

 
Frame Example of Keywords Cumul. 

Freq.  

Privacy and 
Technology 

Cellphone, Pokemon Go, 
Google, Facebook, cameras…  

 

81,812 

Personal 
Privacy 

Boyfriend, relationship, 
girlfriend, angry, annoying… 51,697 

Privacy 
Concerns 

Data, concerns, dossiers, spy, 
cookie, surveillance, war, 

security 
35,232 

Legal Privacy Laws, setting, bill, banned, 
transparency, setting, court, 
Obama, permission, health, 

education… 
34,408 

Fundamental 
Privacy 

Right, need, important, respect, 
essential, hope, human... 32,028 

Spatial 
Privacy  

Border, gates, space, location, 
bedroom, bar, wall, cars… 12,719 

Gossip Paparazzi, famous, popstar, 
vanityfair, popularity… 8,104 

Trading 
Privacy 

Business, consumers, property, 
buy, marketing, commercial 5,822 

V. DISCUSSION 
In Twitter discussion, privacy surfaces as multifaceted 

and complex. Users discuss privacy as a social construct that 
entails a variety of components and perspectives.  

Not surprisingly “privacy and technology” was the most 
frequent frame adopted in Twitter discussion. People often 
express their concerns about personal data stored in 
networked environments, such as Facebook and Google. 
When voicing these concerns, users also criticize the 
obscurity and scarce usability of existing privacy policies. 
Strong privacy concerns are frequently channeled to new 
technologies such as face recognition software, drones, and 
Pokemon Go. These concerns develop a very typical pattern 
of reactions to the introduction of new technological devices 
that emerge as powerful, unexpected, and often intimidating 
due to their potential for information collection, processing, 
and shareability.  

Current research on social capital emphasizes that 
privacy is fundamentally related to publicity and sociality. In 
fact, needs for connection and sociality often encourage 
individuals to share personal information [17]. As a social 
media, Twitter could be considered a preferred platform for 
discussing the importance of relationships and sociality, and 
the risks that privacy infringement may cause in this respect. 
The high frequency of tweets referring to “personal privacy” 
reflects that privacy, sociality, and publicity meaningfully 
intersect in individuals’ frames of privacy as well. 

The predominance of the frame “legal privacy” 
emphasizes that Twitter users are often adopting a legal or 
ethical framework to understand and discuss privacy. They 
emphasize the role of government in the protection of 
privacy, while highlighting the role of contextual norms of 
information flow [18].  

As shown in the frequency of “fundamental privacy”, 
Twitter users understand privacy as a sacred and 
fundamental human right that should always be protected. 
Moving forward, the author believes that the frame “Gossip” 
should be included as a sub-theme of “fundamental privacy.” 
In fact, the frame “gossip” suggests that celebrities are 
human beings and – as such – deserve privacy. 

Due to the nature of the current contribution (i.e., short 
paper), the author emphasizes the need to further refine the 
methodology and to more closely interpret the findings. 
Moving forward, the author intends to use software for 
Natural Language Processing such as Nooj [19] in order to 
automatically distinguish between orthographical sequences 
of letters and relevant linguistic units. Moreover, the author 
will use the dictionaries of privacy developed during the 
current study to facilitate extracting semantic information 
from text [as suggested in 20]. The dictionaries will prove 
particularly useful in analyzing tweets collected over a 
longer and therefore more representative timeframe. Despite 
its limitation, the author believes that the current study 
provides valuable toolkits to automate the detection of 
individual frames of privacy in Twitter conversation. 
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Abstract— The Soundex method is the preferred method for
duplicate detection process on Malaysian Chinese names. The
names are written in English text, but are phonetically
translated from various Chinese dialects. When using the
Russell Soundex method, it is found that the number of
duplicates is high and the number of false positives is also high.
The adaptive nature of Soundex method provides an avenue to
optimize it for foreign language names, such as Chinese names.
Through a series of tests, this study has optimized the Soundex
codes for general Malaysian Chinese names. The test results
have shown that a few short Chinese surnames contribute to
false positives.

Keywords: duplicate detection; Chinese names; Soundex;
false positive.

I. INTRODUCTION

Normally, during data cleansing projects, duplicate
detection of foreign language names is done by using the
Soundex method [1]. When using the original Soundex
method for Malaysian Chinese names, it is found that it
produces a large number of duplicates and false positives. Be
it in the government or private office use, Chinese names are
written in English text, but they actually come from various
phonetics of respective dialects. It is possible that the same
Chinese character names are being translated into different
spelling names (Romanized) due to different phonetics
systems of Chinese dialects. Chinese names are normally
written either as three words or two words. Sometimes,
English names are also prefixed to the names. The different
name formats would affect the matching results with
Soundex codes. Emma Woo [4] described ten most popular
Chinese format names in America. Some of the Chinese

American formats also apply in Malaysia. This study
excludes other ethnicities including Malay, Indian, and
Kadazan, because their names are suitable for string
matching algorithm application.

There is a large number of duplicate detections
approaches such as Levenshtein [13], edit distance [3] and
Soundex. In the Levenshtein method, edit distance and name
comparison methods match results based on substitution,
deletion, insertion or transposition of characters. In this
study, we selected the Soundex method because it can
process phonetic data effectively with its matching Soundex
codes. The Russell Soundex method was invented by Robert
Russell and O’Dell in 1918 [2]. A large number of studies
have been conducted to optimize Soundex rules [5] [6] [7]
[8]. A cross-language algorithm was developed to measure
the similarity of Asian words phonetically [9]. The algorithm
showed positive results for Asian names but it had limited
success when using Chinese names. Soundex-Pinyin is a
spelling correction system to detect Chinese strings, but this
system requires Pinyin input [10]. In this study, a newly
improved algorithm based on the existing Soundex algorithm
is proposed to optimize the detection results of names. An
investigation is also done to improve the algorithm on
Chinese names detection while it is developed as a plugin
component applicable to any data cleansing or ETL (Extract
Transform Loading) process workbench. The duplicate
detection process reads Malaysian Chinese names as input
and then applies the Soundex method. The matching records
are written to a duplicate list, while the non-matching records
are written to a non-matching list. The matching list is
further analyzed by a subject matter expert to determine
Chinese word relevance. If it is relevant and matched, the
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outcome is true positive, otherwise it is considered false
positive, for example Chan and Chin surnames.

The results of this study are supported through the use of
a confusion matrix, which provides false positives and
accuracy readings [12]. False positive readings provide
information on the ability of the Soundex method to detect
the correct duplicates. The accuracy reading provides to the
user the confidence level of the Soundex method in general.

The rest of the paper is structured as follows. In Section
II, the problem statement is formulated. In Section III, the
method to customize Soundex rules is described. In Section
IV, the results using the new Soundex are presented and
discussed. Finally, in Section V, this paper concludes with a
summary and ideas for future enhancement.

II. PROBLEM STATEMENT

A. English text based Soundex method

This study uses the Soundex method for duplicate name
detection; thus, the matching is done on the Soundex codes.
The Russell Soundex method was developed with the
following rules, to produce a four-digit alphanumeric code:

• Step 1: The first letter of the name is selected as the
first digit of code, but all occurrences of characters
A,E,H,I,O,U,W,Y are omitted.

• Step 2. Assign the codes to the letters as in Table I.

• Step 3. If two or more letters with the code were
adjacent in the original name, omit all but the first.

• Step 4. Convert to the four-digit format by adding
training zeros if there are less than three digits, or by
dropping the right most digits if there are more than
three.

The Russell Soundex is accurate to detect character
similarities between names after vowels and coded
characters are dropped. It is suitable to detect duplicate
names due to its nature to detect names based on closest
phonetic sounds. The Soundex was originally developed to
uncover specific relative’s names in American history
journals, but in recent time, it is used in record linkage
analytics [11]. The major problem was that the English based
Soundex did not produce good results when it was applied
for Chinese names. The original Soundex’s rules were not
suitable for detecting Chinese names. In the first duplicate
detection test with Russell Soundex code, the result was not
encouraging because there was a high a number of duplicates
and false positives.

B. Multiple formats of Chinese names

The collection of 300 and 527 names from our
experiment data also provides us with some information on
how the actual scenario might be found in government or
private agencies when processing Chinese names. There are
a few name formats to consider in the Soundex process that
might affect the accuracy. In particular, when working with 4
digit codes, the prefix with English name, for example
Franky Cheah, and double names with alias symbol for
example Chin@Ah Kow, have very limited success in
producing true positive duplicates. The name formats
encountered in our sample data for testing are described
below.

1. Chinese name with surname first: Lou Sheng, Lin
Hui Ling.

2. Chinese name composed of three or more separate
words: Kwai Yung Chui Ja

3. Hyphenated Chinese disyllabic name, with an
uppercased second syllable: Han-Sheng Lin

4. Combination of an American given name and a
Chinese middle name: Jean Yun-Hua King

5. Family name in the middle of the name: Abraham
Ng Kamsat

6. Chinese name with alias of second name: Ngoh
Swee Lan @ Ng Swee Lan

III. METHODS

A. Customize Soundex rules

In this study, we present three rules, namely Soundex 13,
Soundex 20 and Soundex 21, that show significant results.
By using data integration tool, such as Pentaho or Talend, the
Soundex script is applied to an ETL flow. Matching the
duplicates was done by comparing the four-digit
alphanumeric codes against duplicate items. The duplicate
matching result is further examined manually in order to
determine the number of duplicates and false positives. We
tested two sets of names (300 and 527) and the results of the
Russell Soundex test is given in Table IV. Apparently, there
was a high number of false positives in the duplicates results.
The duplicate items, in general, were closely spelled names.

In Table II, the Soundex 21’s rules are described as
follows:

1) Vowels are considered for Chinese names due to the
fact that vowels are the core in Chinese syllabic structure.
Vowels cannot be omitted in any Chinese syllables and the
simplest Chinese syllabic structure is composed of a vowel
and a tone, for instance, “I” in International Phonetic
Alphabet (IPA) or yi in Hanyu (Pinyin). There are two
values for vowels, 6 for “I” and 7 for “U”. The two
characters “Y” and “W” ( value 8) are also included in the
matrix as these two glides are regarded as allophones of the
high vowels /i/ and /u/ under certain conditions in Chinese.

TABLE I. RUSSELL SOUNDEX

Letters Code
B, F, P, V 1

C,G,J,K,Q,S,X,Z 2
D,T 3
L 4

M,N 5
R 6

A,E,H,I,O,U,W,Y Omitted
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2) For consonants, we grouped them according to the
place of articulation. For instance, value 1 is for labial
consonants “ B, P, F, V”; value 2 is for denti-alveolar
consonants “D, T, L”; value 3 is for alveolo-palatal
consonants “ J, Q, X”; value 4 is for denti-alveolar
consonants “ Z, C, S” and fricative “R”; value 5 is for velar
consonants “G, K”. Among these consonants, “V” is a
special one as it is used by Malaysian Chinese names due to
the fact that many names are spelled in dialects. However,
the pronunciation of “V” is not used in Mandarin.

3) The three vowels A, E, O and two other letters M,N
are omitted due to their high frequency in word histogram
(Table V).

In Soundex 13, the main difference from Soundex 21 is
the labial consonants “B,P,F,V,M” that include the M for
Chinese phonology nasal sound. Value 5 is left blank for
consistency. The omitted letters are “A,E,H,O,N”. In
Soundex 20, the main difference from Soundex 21 is the
labial consonants “B,P,F,V,M” in which there is the
additional M for Chinese phonology nasal sound. The
omitted letters are “A,E,H,O,N”. After many test iterations, it
was found that Soundex 21 produces better results than
Soundex 13 and Soundex 20.

IV. RESULTS

Given the experimental data from two data sets, namely
300 name lists and 527 name lists, four tests were conducted
using Russell Soundex and the customized Soundex versions
13, 20 and 21.

The result data is divided into actual and predicted output
in order to calculate true positives (TP), true negatives (TN)
and false positives (FP) readings. The accuracy and false
positives formulas are given in Table IV. With the help of a
Chinese language expert, we identified the duplicates by
taking into consideration at least two words and also close
spelling which should represent the same Chinese character
in reality. Actual duplicates are recorded in a data matrix.
After the Soundex tests, prediction observation is recorded
such as TP, TN, FP. The prediction data is either yes or no.
Thus, each set of data then has the confusion data matrix
ready for examination.

A. Duplicate detections with Russell Soundex

The results in Table IV show duplicates, accuracy, and
false positives. The non-duplicate list shows false negatives,
whereby supposedly matched names are not detected.

The number of duplicates found for 300 and 527 names
are 45 and 85, respectively. The false positives percentage
was 46.3% for the first set of 300 names. The family name
Chong and Cheong were close, but they did not represent the
same Chinese character, similarly Lai and Lee, also Chin and
Chan. The family names heavy with vowels and short in
length would likely cause false positives if their first names
were the same or similar in spelling.

Referring to Table III, the names Lim Jing, Tan Sin Yee,
Wong Meow Fah, were given the respective codes L525,
T525 and W525. However, the algorithm also gave the same
codes for Lim He Jian, Tan Jenny and Wong Nyet Yin which
were not related in reality. The names were detected as
closely matched because Russell Soundex omitted many
characters that Chinese names usually have.

B. Duplicate detections with customized Soundex rules

For the first stage of the project, we had our Soundex
method testing on the names using a revised phonetic
algorithm. For the 300 names list, Russell Soundex detected
a higher number of duplicates and accuracy readings as
compared to Soundex 13, Soundex 20 and Soundex 21. It is
also noticed that, in the set of 300 names, the false positives
of Soundex 21 were fewer than Soundex 20. For the 527
names list, the Soundex 13 had the most number of
duplicates. For the 527 names list, the Soundex 13 had
38.3% of false positives and that was higher than Soundex
20 and 21. Both Soundex 20 and 21 had almost the same
number false positives. In general, the customized Soundex
results had lower false positives and number of duplicates
than the results from Russell Soundex. The accuracy of
custom rules is also generally higher than using Russell
Soundex. The number of false positives for Soundex 20 and
Soundex 21 was almost the same. The effect of letter M was
not significant. The Soundex 21 was far better than Soundex
20 in accuracy readings of the 300 names list, but both had
the same accuracy for the 527 names list.

TABLE II. CUSTOM SOUNDEX RULES

Code Soundex 13 Soundex 20 Soundex 21
1 P,F,B,V,M P,F,B,V,M B,F,P,V
2 D,T,L D,T,L D,T,L
3 J,Q,X,K,G J,Q,X J, Q,X
4 Z,C,S,R Z,C,S,R Z,C,S,R
5 K,G K,G
6 I I I
7 U U U
8 W,Y W,Y W,Y

Omitted A,E,H,O,N A,E,H,O,N A,E,H,O,N,
M

TABLE III. EXAMPLE FALSE POSITIVES WITH RUSSELL

SOUNDEX

Set Code Name Chinese
Characters

1 L525 Lim Jing 林 静
L525 Lim He Jian 林 何 健

2 T525 Tan Sin Yee 陈 欣 宜
T525 Tan Jenny 陈 珍 妮

3 W525 Wong Meow Fah 黄 妙 花
W525 Wong Nyet Yin 黄 月 英
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There were false positive results due to the presence of
English names prefix, the closely matched spelling of
different family names, such as between Chia and Chai, and
the dissimilarities between first names (second and third) of
the same family name (first).

When applied to Chinese names, the Soundex result had
a few false positives because of misspelled names and
English name prefixes and closely matched name
consonants. The closely matched name occurred when all
vowels and other omitted characters were removed, such as,
in Soundex 13, Tee Yan Qi and Tan Hwa Jie revealed a
similar code, namely T735.

C. Conclusions

Soundex 21 was generally far better than Russell
Soundex in producing fewer duplicates and false positives.
The false positives of Soundex 21 were slightly fewer than
Soundex 13, but almost the same as Soundex 20. The
Soundex 21 had higher accuracy reading than Soundex 20.
This result gave confidence that the Soundex 21 was able to
produce a good duplicate detection result.

V. CONCLUSION

When using Russell Soundex in the duplicate detection,
the result produced a high number of false positives. The
number of false positives is reduced while the percentage of

accuracy is increased when the code rules are customized
and improved in Soundex 13, Soundex 20 and Soundex 21.
As a result, the duplicate detection, especially with Soundex
21, produced an acceptable result. Future research is needed
on automating the intelligence to detect and verify Chinese
names as part of a duplicate error correction system.
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TABLE V. WORD HISTOGRAM OF 5 CHARACTERS IN

THE 527 NAME LIST

Characters 6 digits 7 digits 8 digits

A 276 330 357

E 255 320 360

H 251 285 311

O 196 216 230

N 242 317 396

TABLE IV. SOUNDEX WITH 4 DIGIT RESULTS

Soundex
Type

Number
of

Names

Number of
Duplicates

Accuracy
% (

(TP+TN)/
Total)

False
Positive

%
(FP/(FP+

TN))
Russell 300 45 57 46.3

527 85 46 64.8
13 300 24 79 18

527 86 65 38.3
20 300 32 78 23.8

527 75 69 31.7
21 300 32 83 19.4

527 75 69 31.8
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Abstract—Public policy-making has a clear and unique 

purpose: achieve a desired goal that supports the best interest 

of all members of the society by providing guidance for 

addressing selected public concerns. Examples include clean 

air, healthcare, waste management etc. The identification of 

social targets and pathways – by which these targets could be 

reached – are at the core of policy-making. This paper is part 

of an ongoing research aiming at enhancing public policy-

making in the field of waste management by contextualizing 

and enriching text-based, Web forum discourses on waste 

management. For that purpose, an ontology model describing 

the waste management domain has been created. In the next 

step, the actual forum discussions are connected to one or more 

subdomains of the ontology by determining what proportion of 

the sub-domain is covered by that discourse. Finally, applying 

text mining techniques semantically enriched domain concepts 

are assigned to the discourse. This paper also provides a 

critical discussion on two text mining approaches that could be 

applied for this purpose, also highlighting points that deserve 

further investigation. 

Keywords-Discourse contextualization; discourse 

enhancement; clustering topic model; probabilistic topic model; 

ontologies in NLP.  

I.  INTRODUCTION  

Humans interact with the real world and they observe it 
from different perspectives trying to give an interpretation of 
it by creating mental concepts. Different people look at the 
world from different angles, paying attention to different 
things. Even the same person might also pay attention to 
different aspects of the world in different periods of time. 
This is called reflected world and is different from the real 
world because the perspective a person takes or has taken is 
often biased. The reflected world is mainly represented by 
speech or writing using a natural language, and in most cases 
the result is textual data.  

Textual data plays a major role in conveying knowledge 
and information about the reflected world, which could be 
further used for problem solving or decision making as a 
result of public policy. However, the rapid increase in the 
amount of the textual data and its unstructured format make 
information extraction (IE) a challenging task. Additionally, 
acquiring knowledge from textual information is not always 

a straightforward process since textual data also derives 
properties of language. Synonymy, expressing a single 
concept in a number of ways (i.e., car and automobile) and 
polysemy, using the same term to refer to multiple concepts 
(i.e., jaguar which can mean  a special car or an animal, as 
well), are two major obstacles in IE since in reality there is 
often no one-to-one correspondence between concepts and 
textual terms [1]. That word-sense ambiguity could utterly 
fool algorithms, which search terms only as a sequence of 
characters [2]. Lexical co-occurrence that is determined on 
the basis of statistical significances is an important indicator 
for term associations. According to this approach, two terms 
or a sequence of terms (n-gram) are associated when a 
presented term triggers the mental activation of another one. 
However, lexical co-occurrence cannot handle the above 
described ambiguity because it is not only invalid from a 
linguistic-semantical point of view but also prone to 
overestimate the semantic similarity [2][3]. On the other 
hand, incorporating knowledge in the form of an ontology 
bridging the conceptual and real world [2][4][5] can help to 
overcome challenges in text mining. Ontologies allow 
storing domain knowledge in a more sophisticated form, 
conceptualizing a domain [6]. By using ontologies, text 
terms could be indexed by ontology concepts, which reflect 
terms’ meaning rather than words considered as lists with all 
the ambiguity they convey.  

The main goal of this study is to contextualize 
semantically enriched text-based discourses to gain 
information from the scope of a specific domain eliminating 
the ambiguity of the discussion. After that, the next step is to 
enhance the discussion by supplying it with connected wiki 
pages. For this purpose, an ontology is used as a 
representation of the domain knowledge to match concepts 
with terms in the discussion. In the literature, the most 
common method applied in such cases is to map concepts on 
text. At the same time, this paper suggests two different 
approaches for tackling the above-described issues. Both of 
our approaches make use of topic models to discover the 
hidden semantic structure of the text-based discourse. The 
discourse may concern one or multiple topics in different 
proportions. After that, text mining methods are used to 
measure the similarity between the discourse and concepts 
belonging to the concerned topics.  
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Section II provides specific details about the case study. 
In Section III, we describe in detail the clustering topic 
model approach to contextualize and enhance the text-based 
discourse developing by that way a public policy. Section IV 
presents a probabilistic topic model approach to tackle the 
same issue. At the end, conclusions are drawn in Section V.  

II. THE CASE 

The textual data to be analyzed is collected from forum 
discussions, which collect conversations in the form of 
posted messages. On the investigated forum, people having 
ideas regarding eco-friendliness, and experts from the field 
of waste management can leave comments to provide help 
and enhance problem-solving. A domain ontology of waste 
management [7], holding knowledge about ten subdomains, 
is used to contextualize and enhance text-based discourses. 
Each concept in the domain ontology includes a label, which 
consists of one up to five terms, a set of synonyms, and a 
wiki page describing in detail the given concept. WordNet 
[8] – a language engineering tool – has been used to extract 
the set of synonyms for each concept label. 

III. THE CLUSTERING TOPIC MODEL APPROACH 

A. Methodology 

In the current study, the first aforementioned approach 
tries to match concepts from an assigned subdomain to a 
text-based discourse. The process is broken down into three 
tasks. In the first step, a clustering topic model is applied on 
the domain ontology to verify that it is well-structured and 
there is no noise. The clustering algorithm automatically 
identifies subdomains in a group of concepts (Figure 1). 
Despite the fact, that the ontology structure will finally be 
used, the clustering algorithm is also used for extracting 
labels for each subdomain. Actually, the resulting centroids 
are being viewed as the resulting labels. In the second step, 
once a new text-based discourse comes out, it is assigned to 
one of the subdomains (Figure 2). In the last phase, the text-
based discourse has to be associated with the concepts of the 
assigned subdomain. There are different methods to do that, 
however in this case we calculate the distance between the 
discussion and each concept in the assigned subdomain 
(Figure 3). Concepts with short distances are dominantly 
presented in the discussion while the ones with long 
distances are either weakly associated or not at all. After that, 
concepts with the shortest distances are chosen as 
predominant in the discussion, returning back a wikipage 
describing in detail the given ontology concept to enhance 
the discourse.  
 

 
 

Figure 1. Automatic subdomain identification throughout the ontology and 
topic label extraction.   

 

 
 

Figure 2. A text-based discourse is assigned to a subdomain. 

 

 
 

Figure 3. Distance calculation between text of discussion and concepts in 

the assigned subdomain.  

B. Implementation 

This section describes in detail the text preprocessing, the 

clustering topic model and the matching process to 

contextualize and enhance a text-based discourse.   

1) Text preprocessing 
At first, ontology concepts are extracted and saved into a 

text file. After the cleaning of the extracted concepts the 
most crucial part, the preprocessing of the extracted 
concepts, starts. In this phase, some basic techniques [9] are 
applied starting from tokenization. In this process, the text is 
split into a stream of words by removing all non-
alphanumeric characters, such as punctuation and 
mathematical symbols, and then it is normalized to 
lowercase. This tokenized representation is then used for 
further processing, applying some filtering methods. Thus, 
words that bear little or no content information are removed. 
Initially, a stop-word filter removes high-frequency words, 
such as “the”, “a”, “or”, with no content information. Then, a 
stemming or lemmatization filter is applied in order to 
reduce further the number of the words. At the end, one 
stemmed and only one tokenized vocabulary are created.  

2) Clustering topic model in the domain ontology 

Transformation is the next step after preprocessing. In 

the current approach, a vector space model is used to 

transform the textual data in a data structure before data 

mining techniques are applied. In order to assign a weight to 

each term or continuous sequence of n terms (n-grams) to a 

concept within a group of concepts, the term frequency-

inverse document frequency (tf-idf) measure is applied 

looking at unigrams, bigrams, and trigrams. After that, the 

similarity between concepts in the domain ontology can be 

measured based on cosine similarity [10]. In reality, cosine 

similarity is a length-agnostic metric and measures the 

cosine of the angle between two text vector representations 

(formula (1)). Subtracting cosine similarity from one 

provides cosine distance, as it is seen in formula (2). 
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similarity = cos(θ) = A*B/ ||Α||*||Β||

d   - cos(θ) 

After having computed cosine distances between each 

concept and all the rest of the concepts in the domain 

ontology, a hierarchical clustering is performed on the 

concepts to find out the optimum number of clusters. In that 

case, we chose the agglomerative Ward clustering 

algorithm.  

At the last step, the vector space model enclosing tf-idf 

measurements and the optimum number of clusters, that 

Ward clustering returned, are used as input to a k-mean 

clustering to assign each concept to a cluster with the 

nearest mean. Finally, the top n words that are nearest to the 

cluster centroids are sorted to be used as labels. The result is 

a set of important words for each cluster giving a sense of 

what a subdomain is about.  

3) The matching process 

As it has been already mentioned, the matching process 

consists of two levels. In the first one, the text-based 

discourse is matched to a subdomain in the ontology to 

enable a general contextualization, while in the second step, 

it has to be calculated which subdomain concepts are the 

nearest to the discussion, not only to contextualize the 

discussion in a deeper semantic level but also to enhance it 

by returning a list of indexes, which point to the 

aforementioned wiki pages.  

Once a new text-based discourse appears on the forum, 

we extract the textual data, filter the words based on the 

mentioned above vocabulary, and transform it to a space 

vector using tf-idf measure to assign weights to the terms. 

Then, the existing k-mean clustering model assigns the 

discussion to a subdomain. In the second phase, we define 

the nearest concepts of the discourse by running a k-nearest 

neighbor algorithm. The word tf-idf vectors are used to 

represent the concepts and the discussion, and cosine 

distance to measure distance. 

IV. THE PROBABILISTIC TOPIC MODEL APPROACH 

A. Methodology 

In the previous approach, every cluster includes a 

prevalent topic and once a new text-based discourse comes 

out, it is assigned to a subdomain of the ontology. The 

question is what shall we do if a discussion covers more 

than one topic? In reality, a discussion can enclose many 

topics in different proportions. Even in the current case 

study, where only domain experts took part in the discourse 

about a quite specific topic, there is a high possibility that a 

variance of topics will come up in the discussion. In order to 

address this issue, the second approach makes use of latent 

Dirichlet allocation (LDA) model [11] - a probabilistic topic 

model - to be able to learn even about hidden topics in a 

discussion [12]. 

LDA is a probabilistic extension of latent semantic 

analysis (LSA) [13] assuming that each term is a mixture of 

topics and it is attributable to the LDA’s topics. In general, a 

bag-of-words model – disregarding grammar and even word 

order – and the number of topics – given by an expert or 

applying a trial and error method – are used as input to the 

LDA model. After that, the model outputs a) topic 

vocabulary distributions b) topic assignments per term and 

c) topic proportion per text. Such a probabilistic approach 

not only has both favorable semantical and statistical quality 

[14] but also offers a dampening of synonymy [15]. 

In the current study, the concept labels are used as a 

domain corpus to train the LDA model to provide topic 

vocabulary distributions (TABLE I). In this case, once a 

text-based discourse appears, each term in the text is 

assigned to a topic. However, the goal of the mixed 

assignment is not only to associate the discourse with a 

collection of topics but also to calculate the relative 

proportion. The latter, besides a broader understanding of 

the text, could be leveraged to enhance a discussion and 

develop a public policy in a broader way. In order to 

calculate the topic proportion in the text, each assigned term 

is scored under the probabilistic topic vocabulary 

distributions (TABLE I). For instance, if the domain 

ontology includes three topics, the result will be a normal 

distribution over the prevalence of topics () in the 

discussion, as it is seen in formula (3). 

 

TABLE I.  TOPIC  VOCABILARY DISTRIBUTIONS 

Topic 1 Topic 2 Topic 3 

Waste Management Business Process Project Management 

waste 0.1 business 0.18 project 0.15 

collection 0.08 process 0.09 management 0.07 

combustible 0.05 attribute 0.03 team 0.07 

… … … … … … 

 

At this point, we have acquired a broader but quite 

general idea what the text-based discourse is about. In order 

to contextualize the discourse in a semantic level, it has to 

be associated with the concepts of the ontology. The main 

difference between the first and the second approach is that 

in the second case we match concepts from many 

subdomains that are presented in the discussion. However, 

subdomains with a low prevalence in the discussion are not 

taken into consideration. In order to match concepts to the 

discussion, we firstly compute the topic distribution for each 

concept, and then compute some sort of divergence between 

the discussion and concepts. As in the first approach, short 

distances between two topic distributions are dominantly 

presented in the discussion while the ones with long 

distances are either weakly associated or not at all. 
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B. Implementation 

The same process is followed in the text preprocessing, 

that has been described in Section III./B. The main 

difference compared to the previous approach is that instead 

of a vector space model with tf-idf measures, we use a 

document-term (DT) matrix. LDA model is actually looking 

for repeating term patterns in the entire DT matrix. The 

optimum number of topics is equal to the number of the 

subdomains in the domain ontology while the number of 

terms composed in a single topic is chosen to a high number 

as we want to extract themes and concepts. Closing, we take 

100 iterations to allow LDA algorithm for convergence.  

The LDA model outputs topic- and weight terms. After 

that, we score all of the words in the text-based discourse 

under the above described probabilistic topic distributions to 

track the distribution of prevalent topics over the discussion. 

In the second phase, we calculate the distribution of topics 

for each concept belonging to prevalent subdomain. Finally, 

we compare the topic distributions between the text-based 

discourse and concepts using the Kullback–Leibler (KL) 

divergence measure [16].    

V. CONCLUSION  

Word-sense disambiguation (WSD) is an important and 

challenging process of determining which sense of a word is 

used in a given context. There are hundreds of WSD 

algorithms for bespoke applications. However, in this paper 

we follow another way. A domain ontology is used as a 

dictionary to specify the senses which are to be 

disambiguated and text-based discourses to be 

disambiguated. Actually, we propose two different topic 

models – a clustering and a probabilistic one – to 

contextualize text-based discourses. In the first case, cosine 

similarity is used to measure the similarity between the text-

based discourse and concepts, while in the second one, KL-

divergence measure is used to compare topic distributions 

between the discussion and concepts belonging to prevalent 

topics. On one hand, since cosine similarity is a length-

agnostic metric, it lets us compare word distributions 

between texts of varying lengths. Thus, it seems to be a 

good metric to compare discussions with concepts 

consisting of one up to five words. On the other hand, 

measuring distances directly using vector representations 

may not be reliable because, in very high dimensions, a 

distance between any two points starts to look the same. An 

LSA faces efficiently the issue since it reduces the data 

dimensionality.   

Even these methods have already been implemented, they 

have not been evaluated by a domain expert as they are part 

of an ongoing research project. However, we expect for the 

clustering approach to perform better in cases when 

discourses are strictly domain specific, framed in well-

defined borders, and they have a low deviation from the 

discussed topic. The latter situation seems to be ideal or at 

least scarce. In reality, there is always a topic deviation in a 

discussion, as humans tend to integrate concepts from 

different domains when they are critically thinking. For this 

purpose, a probabilistic model seems to tackle the 

contextualization issue better. 
There are also two important points, which deserve 

further investigation. It has been mentioned that the 
discourse is enhanced by adding wikitext describing an 
ontology concept in detail. However, what shall we do if 
people omit important topics and the quality of the 
discussion is not desirable? In that case, the ontology 
structure could be used to identify any of the important and 
omitted concepts. In the opposite case, it should be 
investigated what to do if people mention concepts that do 
not exist in the ontology? It is obvious there is a need for a 
two-way interaction. In that case, new concepts from the 
discussion should be extracted to enrich the domain 
ontology. Thus, the latter could process similar future 
discussions more efficiently.  

Nevertheless, the two approaches look quite promising. 
These approaches just need to be experimented under 
different circumstances followed by an evaluation process to 
confirm or reject the aforementioned assumptions.  
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