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ALLSENSORS 2022

Forward

The Seventh International Conference on Advances in Sensors, Actuators, Metering and Sensing
(ALLSENSORS 2022), held in Porto, Portugal, June 26 - 30, 2022., covered related topics on theory
practice and applications of sensor devices, techniques, data acquisition and processing, and on wired
and wireless sensors and sensor networks.

Sensor networks and sensor-based systems support many applications today above ground.
Underwater operations and applications are quite limited by comparison. Most applications refer to
remotely controlled submersibles and wide-area data collection systems at a coarse granularity. Other
remote sensing domains and applications are using special sensing devices and services. Transducers
and actuators complement the monitoring and control and constitute an area of interest related to
sensors. They make use of specific sensor-based measurements and convey appropriate control actions.

ALLSENSORS 2022 was intended to serve as a forum for researchers from the academia and the
industry, professionals, standard developers, policy makers, investors and practitioners to present their
recent results, to exchange ideas, and to establish new partnerships and collaborations. The accepted
papers covered a large spectrum of topics on techniques and applications, best practices, awareness and
experiences as well as future trends and needs (both in research and practice) related to all aspects of
sensor-based applications and services.

We take here the opportunity to warmly thank all the members of the ALLSENSORS 2022
technical program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and efforts to contribute to the ALLSENSORS
2022. We truly believe that thanks to all these efforts, the final conference program consists of top
quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ALLSENSORS 2022
organizing committee for their help in handling the logistics and for their work that is making this
professional meeting a success.

We hope the ALLSENSORS 2022 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress on the topics of sensors.
We also hope that Porto provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city
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Abstract—The purpose of this research is to develop a low-cost 

and high-accuracy force sensor. The three-axis magnetic field 

change value and the surface temperature of the touch object 

can be obtained by using a magnet, a silicone block, and a Hall 

sensor. Through the self-developed automatic calibration 

machine and machine learning, the magnetic field value can be 

directly output as a three-axis force. Today's three-axis force 

sensors are bulky and expensive, even if the single-axis force 

sensors have been developed. However, it cannot provide 

precise tactile information like human beings, and we believe 

that multi-axial force perception is bound to provide more 

control information for robots. Therefore, this study designs a 

high-precision and low-cost triaxial force sensor by machine 

learning and an automatic calibration machine. 

Keywords- hall-sensor; Soft sensor; force and tactile sensor. 

I.  INTRODUCTION  

In recent years, the ability of visual recognition and 
speech recognition has become stronger and stronger. 
Accurate portrait recognition and ubiquitous voice assistants 
have been integrated into our lives. However, the feedback 
of robots for touch is still insufficient [1], and cannot be like 
human fingers. It can accurately sense changes in the 
hardness, temperature, and weight of objects, so if the robot 
wants to grab objects that change in weight, it can usually 
only apply enough force. In case of plastic bottles that are 
filling water, excessive force can cause deformation of the 
bottle, so the force applied must be adjusted as the amount of 
water increases. 

Most of the force sensors used in current automation 
equipment and robots are rigid materials, which are less able 
to withstand excessive impact and deformation [2]-[4], and 
sensors that can measure more than one axis are usually 
larger in size. Common tactile sensors, such as capacitive, 
optical and resistive types, have high measurement accuracy, 
but the disadvantage is that such sensors are relatively 
precise and large in size, and the disadvantages are as 
follows: (1) The shear force cannot be measured, (2) the 
scalability is poor, and (3) the temperature of the grasped 
object cannot be determined. 

Usually, the body of the tactile sensor with higher 
resolution is more precise, so the expansibility will be poor, 
the number of circuits will be increased, and the 
measurement range will be sacrificed if the resolution is high. 
Therefore, the force sensor composed of soft materials, 

magnets, and Hall sensors in this study is expected to 
achieve the following goals: (1) Accurately measure normal 
force and shear force, (2) Accuracy less than 0.1N, (3) 
Identify temperature of touched items. 

Different from the work done by Holgado et al. [5], since 
the sensor body is converted into the force value by the 
deformation of the soft material, the force can be accurately 
identified when the positive force is applied alone, but if the 
force of more than two axes is given, there will be a coupling 
situation, and the normal force value at this time will be 
affected by the lateral force, so it is difficult to accurately 
derive it with a general calculation formula. We collect data 
from our self-developed auto-calibration platform and use 
Neural Network and Recurrent Neural Network to convert 
sensor data to force. 

In order to obtain a more anthropomorphic touch, we will 
identify the temperature of the object touched by the sensor, 
so that the mechanical gripper or other applications equipped 
with this sensor can obtain more sensing information. 

II. SENSOR ARCHITECTURE 

The main body of the sensor is shown in Fig.1, which 
includes a silicone block, a magnet, and a flexible circuit 
board. The Hall sensor MLX90393 is used on a 13 mm * 13 
mm flexible circuit board to read the three-axis magnetic 
flux. The communication between the sensor and the host 
computer uses I2C to communicate because it can share a 
common data bus with more sensors to save wiring space.  

 

 

Figure 1.  Sensor Schematic. 

A. Flexible circuit board 

Since the sensor body is composed of a silicone block, a 
magnet, and a sensor chip, and communicates through I2C, 
the circuit and wiring can be simplified, and the values of all 
sensors can be connected in series through a bus, and the 
assembly. When it is installed on the gripper, it can reduce 
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the wiring on the equipment, and the host computer is also 
more convenient for control. 

B. Silicone structure 

The silicone structure uses TSE 221-4U, the specifications 

are shown in the Table I, a ø2*1mm N35 axial magnet is 

embedded in the center of the structure, as shown in Fig.2, a 

hole is designed in the silicone layer to accommodate the 

magnet, and ensure that the magnet is not under stress 

directly above the sensing wafer. TSE 221-4U silicone is 

suitable in the range of 30(N) in our designed structure. 

 

 
Figure 2.  Silicone structure Schematic. 

TABLE I.  SILICONE RUBBER TYPICAL PROPERTY DATA 

Specification TSE221-4U unit 

Density 1.13 g/cm³ 

Hardness 40 °A 

Tensile strength 8.4 MPa 

Tear strength 23 N/mm 

Elongation 500 % 

Compression set 19 % 

C. Magnetic 

For the selection of magnets, we evaluated two types of 

magnets, N35 and N50, and observed the relationship 

between the magnetic field strengths of the magnets and the 

sensing chip at different positions. As shown in the Fig.3, 

when the N50 magnet is close to 1 mm or less, the 

measurement of the magnetic field is almost saturated, and 

the sensing range is also reduced. Therefore, the N35 magnet 

is used to make the sensor. 

 

 

Figure 3.  The relationship between the magnetic field and the position of 

the N35 and N50 magnets 

III. AUTOMATIC CALIBRATION MACHINE 

In order to identify the relationship between the real force 

and the magnetic field, we design an automatic calibration 

machine, which can perform force calibration in three axes. 

As shown in the Fig.4, using stepper motors, linear slides, 

and six-axis force-torque sensors, high-precision position 

and force control can be performed, and tactile sensors can 

be verified and analyzed. 

The six-axis force and torque sensor use ATI 

Force/Torque Sensor Axia80-M20, which can measure the 

maximum 900(N) normal force and 500(N) lateral force 

with an accuracy of 0.1(N). Therefore, the 3D forces value 

and the magnitude of the magnetic field change can be 

obtained by using this automatic calibration machine and 

then the magnetic field can be converted into 3D forces 

through subsequent processing. 

 

 
Figure 4.  Automatic calibration machine 

IV. MACHINE LEARNING MODELS 

In recent years, the application of machine learning has 

developed vigorously. The most common ones are image 

recognition, speech recognition, and various applications. At 

present, most people use the Deep Neural Networks (DNN), 

Convolutional Neural Networks (CNN), Recurrent Neural 

Networks (RNN), which can analyze and calculate many 

tasks with such neural network models, among which we 

found that neural network models related to time series are 

more suitable for use in calibrating sensor models. So we try 

to use this for sensor development. 

Through the test of the sensor by the automatic 

calibration machine, we can obtain the original data of the 

sensor corresponding to the real 3D forces. When the 

normal force is applied alone, the accuracy is about 0.1 (N), 

but because of the relationship of the silicone structure, the 

multi-axis force will cause the signals to couple with each 

other, and it is difficult to calculate the relationship using 

general mathematical formulas. Therefore, we have tried a 

neural network model and a time series model to convert 
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data and power, and use this method to distinguish the two 

relationships between them. 

A. Data format 

During calibration, we use the Arduino Uno board as the 
host computer of the sensor and use the serial port 
monitoring window to read the sensor's three-axis data and 
temperature values (Rx, Ry, Rz, T). The automatic calibration 
machine obtains three-axis force values (Fx, Fy, Fz). Through 
the above data, our sensor data Ri is the input, and the force 
value Fi is the output. The temperature value does not need 
to be used since it does not need to be calibrated. 

B. Data processing 

The initial value of the sensor is read in before training, 
and we set the maximum value of the data to 57000 bits and 
normalize it. The collected initial data (input_min) and the 
upper limit data (input_max) are used as the maximum and 
minimum values of the formula. When performing 
calibration in the future, the initial state also needs to be read 
as the initial value of the sensor. Its purpose is to reduce the 
situation that the results will fail to converge during training. 

C. Neural Networks force fitting model 

Using machine learning to convert between magnetic field 
and force, we designed a four-layer model architecture, as 
shown in the Fig.5, using functions such as ReLU, Tanh, 
Linear, and BatchNorm1d, and each function has 500 
neurons. This is the best model architecture we have tried so 
far. 

 

 

Figure 5.  Neural Networks Model Architecture 

D. Transformer force fitting model 

Compared with neural networks, Transformer is a time 

series model (Sequence to Sequence model), which is similar 

to Recurrent Neural Networks (RNN), but RNN adopts a 

sequential structure, while Transformer adopts parallel 

training, which can make full use of all signal. 

The special feature is the self-attention [6]. When we 

input three elements, the self-attention can simultaneously 

perform operations on these three elements related to each 

other. As shown in the Fig.6, the three axes of the sensor 

itself are affected by the silicone, and the three will be 

related to each other when the force is applied, so we think 

that using the Transformer will be very suitable for this 

project. 

 

Figure 6.  self-attention diagram 

The data processing type is originally a two-dimensional 

matrix, but the time series model training must take into 

account the before and after the status of each data, so we 

will first reshape the data into a three-dimensional matrix. 

Each piece of data is the current data and the next 30 pieces 

of data as a unit for training. 

The model architecture is designed with two layers. The 

first layer is the Transformer layer, including functions such 

as ReLU and Linear. The second layer uses functions such as 

ReLU, Tanh, Linear, and BatchNorm1d, and each layer is 

calculated by 64 neurons. 

V. EXPERIMENT 

From the reading value of the sensor to the pressure 
value, we divide the system structure into 5 layers, as shown 
in the Fig.7, from top to bottom are data reading, data 
processing, and power conversion. For the power conversion 
part, we use an automatic calibration machine to calibrate 
and store the data into the machine learning model for 
training. 

 

 
Figure 7.  System Architecture Diagram 
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A. Temperature recognition 

When we touch different objects, we can identify their 
temperature by the conduction of thermal energy. We use a 
heat gun to heat the sensor and use an infrared thermal 
imager as the ground truth of the thermal energy. As shown 
in Fig.8, when it is not heated, the ambient temperature is 
about 26 degrees C. After heating, we increase the 
temperature to 30 degrees C and identify its temperature 
value. 

 

 
Figure 8.  Comparison of sensor heating temperature and infrared thermal 

imager 

B. Sensor Calibration 

In order to convert the sensor data, we obtain the real 
pressure value through automatic machine calibration, and 
apply more than two axes of force for grasping objects. As 
shown in Fig.9, the first is the normal force applied to the 
object, and the second and third are the shear forces parallel 
to the sensor against gravity. Therefore, the calibration is 
also divided into two types: normal force correction and 
shear force correction. We record 5000 pieces of data every 
5(N) for the sensor and record 7 groups from 0 to 30(N). The 
second part applies the lateral force of the X-axis for every 
5(N) of the normal force, the third part applies a Y-axis 
lateral force for every 5(N) of the normal force. 

 

 

Figure 9.  Sensor Calibration Diagram 

As shown in Fig.10, a normal force of 10 (N) is applied. We 

can find that the accuracy of the automatic calibration 

machine is 0.1 (N). The actual measurement result increases 

with the increase of the normal force, and the sheer force 

also increases. By applying positive and negative X-axis 

shear force, you can see that the X-axis force value of the 

automatic calibration machine will follow the fluctuation.  

We repeat this method to collect normal force and shear 

force data, and then throw them into the neural network 

model training. 

 

Figure 10.  Sensor and calibration platform 10N force value(a) Magnetic 

force raw data measured by the sensor.(b) Triaxial force measured by 

automatic calibration machine. 

C. Neural Network and Transformer comparison 

In the first experiment, we use an automatic calibration 

machine to simulate grasping an object. As shown in Fig.11, 

a positive force and a gradually increasing lateral force will 

be applied at this time, and the middle will gradually 

increase by 1(N), so that the force of the Y-axis will 

gradually increase, and the positive force will be constant. 

 
Figure 11.  Automatic calibration machine pressure test chart 

4Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-987-4

ALLSENSORS 2022 : The Seventh International Conference on Advances in Sensors, Actuators, Metering and Sensing

                            12 / 40



As shown in Fig.12, the vertical axis is the force value N, 

and the horizontal axis is the number of data strokes. We 

apply a normal force of 15(N) and gradually increase the 

force on the Y axis, the target is the ground truth, and pred 

is the force value predicted by the model. It can be seen that 

the results calculated by the model generally follow the 

trend of the real data. We use the same data to compare the 

differences between the two models.  As shown in Table II, 

we compared the root mean square error and absolute value 

average error between the two models, and the difference in 

root mean square error is 1.06 (N), so it can be seen that 

using Transformer does get better results.  

 

 

Figure 12.  Three-axis force ground truth (target), force prediction value 

(pred)) and measured temperature value 

TABLE II.  NEURAL NETWORKS AND TRANSFORMER WITH OR 

WITHOUT TEMPERATURE COMPENSATED RMSE AND MAE 

type RMSE MAE 

NN 1.39 1.1 

Transformer 0.33 0.22 

D.  Temperature Identification Test 

This experiment is to place a water glass above the 
sensor and gradually add hot water to measure the 
temperature change while sensing the normal force. In the 
process, we first put a mug on the pressure and shear force 
sensor, and then gradually pour hot water. The temperature 
part is verified by an infrared thermal imager. The weight of 
the mug is 3.4 (N), and 180 ml of hot water at 50 degrees C 

is equivalent to 1.8 (N). As shown in Fig.13, in section 1, the 
weight of 3.4(N) is measured after placing the mug.  

In section 2, the weight change gradually increases by 
1.9(N) after adding hot water, and in section 3 is the shaking 
during the experiment. As a result, the fourth section is 
placed above the sensor stably, and the measured total 
weight is 5.31(N). As shown in Fig.14, the temperature of 
the cup was measured to be about 23 degrees C when the hot 
water was not poured, and the temperature of the cup rose to 
37.1 degrees C after the hot water was poured. The 
temperature measured at the bottom of the cup is about 26.2 
degrees C. In the graph of pressure and temperature change 
in Fig.13, it can be seen that the sensor can accurately 
measure the temperature of the bottom of the cup and the 
change in the weight of the item.. 

 
 

 
Figure 13.  Normal force measurement and temperature measurement 

diagram: (a) normal force actual force curve and force prediction curve, (b) 

3D force sensor surface temperature diagram 

 
Figure 14.  Infrared thermal imager temperature change 

VI. CONCLUSION 

This research was to design a tactile sensor, which could 
make the device have skin like the human body, and could 
know the weight and temperature of the object. We also used 
machine learning and a calibration machine to calculate the 
precise force value. Therefore, the tactile sensor designed in 
this research will be able to be used in the robot as a 
feedback signal for precise force control. 

At present, the accuracy of the automatic calibration 
machine may not be high enough, so the corrected error was 
relatively large, and we continued to improve the machine 
learning model, hoping to reduce its error and consider the 
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hysteresis of the sensor itself. Since the contact surface of the 
sensor body was a silicone structure, the heat conduction will 
be slightly delayed when sensing the temperature of the 
object. Therefore, in the future, graphite powder will be 
mixed into the silicone structure to increase the heat 
conduction speed, and the measured temperature value will 
be higher and more precise without long delay time. 

In the future, we hope to design a sensor that can 
recognize the position of multiple points on this sensing 
surface, and improve the application range of 3D force. The 
application of multi-point recognition can improve the 
recognition of the outline of the grasped object, so it can 
provide more accurate information for robots with real tactile 
feedback. 
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Abstract— Communications within personal working/living 

spaces are highly demanded. To support people’s wayfinding 

activities, we propose a Visible Light Communication (VLC) 

cooperative system that supports guidance services and uses an 

edge/fog-based architecture for wayfinding services. A mesh 

cellular hybrid structure is proposed. The dynamic navigation 

system is composed of several transmitters (ceiling luminaries), 

which send the map information and path messages required 

to wayfinding. The luminaires are equipped with one of two 

types of nodes: a “mesh” controller that connects with other 

nodes in its vicinity and can forward messages to other devices 

in the mesh, effectively acting like routers nodes in the network 

and a “mesh/cellular” hybrid controller, that is also equipped 

with a modem providing IP base connectivity to the central 

manager services. These nodes act as border-router and can be 

used for edge computing. Mobile optical receivers, using joint 

transmission, collect the data at high frame rates, extracts their 

location to perform positioning and, concomitantly, the 

transmitted data from each transmitter. Each luminaire, 

through VLC, reports its geographic position and specific 

information to the users, making it available for whatever use. 

Bidirectional communication is implemented and the best 

route to navigate through venue calculated. The results show 

that the system makes possible not only the self-localization, 

but also to infer the travel direction and to interact with 

information received optimizing the route towards a static or 

dynamic destination. 

. 
Keywords- Visible Light Communication; Indoor navigation; 

Bidirectional Communication; Wayfinding, Optical sensors; 

Indoor multi-level environments; Transmitter/Receiver.  

I. INTRODUCTION 

Nowadays, wireless networks have seen a demand for 

increased data rate requirements. For a realistic coverage 

with the data rate requirements, a large bandwidth is needed 

which remains a limiting factor when compared with the RF 

communication technologies. Consequently, research has 

started exploring alternate wireless transmission 

technologies to meet the ever-increasing demand. In this 

context, the huge bandwidth available in the unlicensed 

electromagnetic spectrum in the optical domain is seen as a 

promising solution to the spectrum crunch.  

Visible Light Communication (VLC) makes use of the 

higher frequencies in the visual band and extends the 

capabilities of data transmission using general light sources. 

VLC has been regarded as an additional communication 

technology [1] [2] to fulfill the high data rate demands and 

as a new affiliate in the beyond fifth generation (5G) 

heterogeneous networks. It can be easily used in indoor 

environments using the existing LED lighting infrastructure 

with few modifications [3] [4]. Research has shown that 

compared to outdoors, people tend to lose orientation a lot 

easier within complex buildings [5] [6]. Fine-grained indoor 

localization can be useful, enabling several applications [7] [ 

8].  

This work focuses on the use of VLC as a support for the 

transmission of information, providing advertising services 

and specific information to users. The goal is a cooperative 

system that supports guidance services and uses an edge/fog 

based architecture for wayfinding services. Here, the 

luminaire, through VLC, reports its geographical positions 

and specific information to the users since its infrastructure 

can also be reused to embed the fog nodes in them. The 

system is composed of several transmitters (LEDs 

luminaries), which send the map information and path 

messages required to wayfinding. Data is encoded, 

modulated and converted into light signals emitted by the 

transmitters. Every mobile terminal is equipped with a 

receiver module for receiving the mapped information 

generated from the ceiling light and displays this 

information in the mobile terminal. The receiver module 

includes a photodetector based on a tandem a-SiC:H/a-Si:H 

pin/pin light-controlled filter [9] [10].  

Visible light can be used as an ID system and can be 

employed for identifying the room number and the building 

itself. The main idea is to divide the service area into spatial 

beams originating from the different ID light sources and 

identify each beam with a unique timed sequence of light 

signals. The signboards, based on arrays of LEDs, 

positioned in strategic directions to broadcast the 
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information [11], are modulated acting as down- and up-link 

channels in the bidirectional communication. For the 

consumer services, the applications are enormous. The 

objective is to allow the implementation of new services in 

these areas using data from the VLC System, for indoor and 

outdoor. Positioning, navigation, security and even mission 

critical services are possible use cases that should be 

implemented.  

In this paper, a LED-supported guidance VLC system is 

proposed. After the Introduction, in Section II, the 

communication system is described. In Section III, the main 

experimental results are presented, downlink and uplink 

transmission is implemented and the best route to navigate 

calculated. In Section IV, the conclusions are drawn. 

II. COMMUNICATION SYSTEM, DESIGN AND 

ARCHITECTURE 

The main goal is to specify the system conceptual design 

and define a set of use cases for a VLC based guidance 

system to be used by mobile users inside large buildings. 

 

A. Communication system and cooperative localization 

The system is composed by two modules: the transmitter 

and the receiver. The block diagram and the transmitter and 

receiver relative positions are presented in Figure 1. Both 

communication modules are software defined, where 

modulation/ demodulation can be programed 
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Figure 1. Block diagram and transmitters and receivers 3D relative 

positions.  

Data from the sender is converted into an intermediate 

data representation, byte format, and converted into light 

signals emitted by the transmitter module. The data bit 

stream is input to a modulator where an ON–OFF Keying 

(OOK) modulation is utilized. On the transmission side, a 

modulation and conversion from digital to analog data is 

done. The driver circuit will keep an average value (DC 

power level) for illumination, combining it with the analog 

data intended for communication. The visible light emitted 

by the LEDs passes through the transmission medium and is 

then received by the MUX device.  

To realize both the communication and the building 

illumination, white light tetra-chromatic sources are used 

providing a different data channel for each chip. Each 

luminaire is composed of four white LEDs framed at the 

corners of a square. At each node, only one chip of the LED 

is modulated for data transmission, the Red (R: 626 nm), the 

Green (G: 530 nm), the Blue (B: 470 nm) or the Violet (V). 

Data is encoded, modulated and converted into light signals 

emitted by the transmitters. Modulation and digital-to-

analog conversion of the information bits is done using 

signal processing techniques. The signal is propagating 

through the optical channel and a VLC receiver, at the 

reception end of the communication link, is responsible to 

extract the data from the modulated light beam. It 

transforms the light signal into an electrical signal that is 

subsequently decoded to extract the transmitted information.  
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Figure 2. Illustration of the coverage map in the unit cell: footprint 

regions (#1-#9) and steering angle codes (2-9). 

On the receiving side, this is first done by a silicon 

carbide (SiC) pinpin MUX device that  acts as an active 

filter for the visible region of the light spectrum. After 

receiving the signal, it is in turn filtered, amplified, and 

converted back to digital format for demodulation. The 
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system controller consists of a set of programmable 

modules. To receive the I2V information from several 

transmitters, the receiver must be located at the overlap of 

the circles that set the transmission range (radial) of each 

transmitter. The coverage map for a square unit cell is 

displayed in Figure 2. The LEDs are modeled as Lambertian 

sources where the luminance is distributed uniformly in all 

directions, whereas the luminous intensity is different in all 

directions [12]. The nine possible overlaps (#1-#9), defined 

as fingerprint regions, as well as receiver orientations (2-9 

steering angles; ) are also pointed out for the unit square 

cell in Figure 2. The input of the aided navigation system is 

the coded signal sent by the transmitters to an identify user, 

and includes its position in the network P(x, y, z), inside the 

unit cell and the steering angle, , that guides the user across 

his path. The device receives multiple signals, finds the 

centroid of the received coordinates, and stores it as the 

reference point position. Nine reference points, for each unit 

cell, are identified giving a fine-grained resolution in the 

localization of the mobile device across each cell.  

The VLC photosensitive receiver is a double pin/pin 

photodetector based on a tandem heterostructure, p-i'-n/p-i-n 

sandwiched between two conductive transparent contacts. 

Exposed to light, the device offers high sensitivity and 

linear response, generating a proportional electrical current. 

Its quick response enables the possibility of high-speed 

communications. Since the photodetector response is 

insensitive to the frequency, phase, or polarization of the 

carriers, this kind of receiver is useful for intensity-

modulated signals. The generated photocurrent is processed 

using a transimpedance circuit obtaining a proportional 

voltage. An OOK modulation scheme was used to code the 

information. This way digital data is represented by the 

presence or absence of a carrier wave. The obtained voltage 

is then processed, by using signal conditioning techniques 

(adaptive bandpass filtering and amplification, triggering 

and demultiplexing), until the data signal is reconstructed at 

the data processing unit (digital conversion, decoding and 

decision) [13] [14]. 

 

B. Architecture and Multi-person Cooperative 

Localization   

Fog/Edge computing bridges the gap between the cloud 

and end devices by enabling computing, storage, 

networking, and data management on network nodes within 

the close vicinity of IoT devices. A mesh network is a good 

fit since it dynamically reconfigures itself and grows with 

the size of any installation. In Figure 3, the proposed 

architecture is illustrated. 

Under this architecture, the short-range mesh network 

purpose is twofold: enable edge computing and device-to-

cloud communication, by ensuring a secure communication 

from a luminaire controller to the edge computer or 

datacenter (I2CM), through a neighbor luminaire/signboard 

controller with an active cellular connection; and enable 

peer-to-peer communication (I2I), to exchange information. 

It performs much of the processing on embedded computing 

platforms, directly interfacing to sensors and controllers. It 

supports geo-distribution, local decision making, and real-

time load-balancing. Moreover, it depends on the 

collaboration of near-located end-user devices, instead of 

relying on the remote servers, which reduces the 

deployment costs and delay.  
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Figure 3. Mesh and cellular hybrid architecture.  

C. Scenario and building model 

Building a geometry model of buildings’ interiors is 

complex. In the proposed architecture each 

room/crossing/exit represents a node, and a path as the links 

between nodes. The proposed scenario is a multi-level 

building. Lighting in large environments is designed to 

illuminate the entire space in a uniform way. Ceiling plans 

for the LED array layout, in floor level is shown in Figure 4. 1
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Figure 4.  Illustration of the optical scenarios (RGBV =modulated LEDs 

spots). Clusters of cells in square topology.  

A square lattice topology was considered for each level. 

A user navigates from outdoor to indoor. It sends a request 

message to find the right track (D2I, in Figure 3) and, in the 
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available time, he adds customized points of interest 

(wayfinding services). The requested information (I2D) is 

sent by the emitters at the ceiling to its receiver. 

The indoor route throughout the building (track) is 

presented to the user by a responding message transmitted 

by the ceiling luminaires that work also either as router or 

mesh/cellular nodes. With this request/response concept, the 

generated landmark-based instructions help the user to 

unambiguously identify the correct decision point where a 

change of direction (pose) is needed, as well as offer 

information for the user to confirm that he/she is on the right 

way. 

III. GEOTRACKING, NAVIGATION AND ROUTE CONTROL  

Bi-directional communication between the infrastructure 

and the mobile receiver is analyzed. 

 

A. Communication protocol and coding/decoding 

techniques 

To code the information, an On-Off Keying (OOK) 

modulation scheme was used, and it was considered a 

synchronous transmission based on a 64- bits data frame.  

The frame is divided into six blocks (Sync, ID, 

pin1/pin2, Angle , Request/Response and Wayfinding 

Data). The first block is the synchronization block [10101], 

the last is the payload data (wayfinding message) and a stop 

bit ends the frame. The second block, the ID block, 4+4+4 

bits, gives the geolocation (x,y,z coordinates) of the emitters 

inside the array (Xi,j,k). Cell’s IDs are encoded using a 4 bits 

binary representation for the decimal number. When 

bidirectional communication is required, the user must 

register by choosing a username (pin1) with 4 decimal 

numbers, each one associated to a RGBV channel. If buddy 

friend services are required a 4-binary code of the meeting 

(pin2) must be inserted. The  block (steering angle ()) 

completes the pose in a frame time q(x,y, , t). Eight 

steering angles along the cardinal points are possible from a 

start point to the next goal as pointed out as dotted arrows in 

Figure 4. The codes assigned to the pin2 and to  are the 

same in all the channels. If no wayfinding services are 

required these last three blocks are set at zero and the user 

only receives its own location. The last block is used to 

transmit the wayfinding message.  

When bidirectional communication is required, the user 

must register by choosing a username (pin1) with 4 decimal 

numbers, each one associated to a colour channel. So, to 

compose the decimal code each digit (0-9) has its own 

colour, codified in a 4-binary bit code. If buddy friend 

services are required a 4-binary code of the meeting (pin2) 

must be inserted. The  block (steering angle ()) completes 

the pose in a frame time q(x,y, , t). Eight steering angles 

along the cardinal points and coded with the same number 

of the footprints in the unit cell (Figure 2) are possible from 

a start point to the next goal. If no wayfinding services are 

required these last three blocks are set at zero and the user 

only receives its own location. The last block is used to 

transmit the wayfinding message. A stop bit is used at the 

end of each frame.  
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Figure 5. a) MUX/DEMUX signals of the calibrated cell. In the same 

frame of time a random signal (Message) is superimposed. b) Fine-grained 

indoor localization and navigation in successive instants. On the top the 
transmitted channels packets are decoded [R, G, B, V]. 

Based on the measured photocurrent signal by the 

photodetector, it is necessary to decode the information 

received. A calibration curve is previously defined to 

establish this assignment. In Figure 5a, it is plotted the 

calibration curve that uses 16 distinct photocurrent 

thresholds resultant from the combination of the RGBV 

modulated signals from VLC emitter. The correspondence 

between each 4-binary code and the photocurrent level is 

highlighted on the right side. Here, the MUX signal 

obtained at the receiver as well as the coded transmitted 

optical signals is displayed. The message, in the frame, start 

with the header labelled as Sync, a block of 5 bits. The same 
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synchronization header [10101] is imposed simultaneously 

to all emitters. In the second block, labelled as calibration, 

the bit sequence was chosen to allow all the on/off sixteen 

possible combinations of the four RGBV input channels (2
4
). 

Finally, a random message was transmitted [15]. Comparing 

the calibrated levels (d0-d15) with the different assigned 4-

digit binary [RGBV] codes, ascribed to each level, the 

decoding is straightforward, and the message decoded [16]. 

In Figure 5b, the MUX received signal and the decoding 

information that allows the VLC geotracking and guidance 

in successive instants (t0, t1, t2) from user “7261” guiding 

him along his track is exemplified. The visualized cells, 

paths, and the reference points (footprints) are also shown as 

inserts. Data shows that at t0 the network location of the 

received signals is R3,2,1, G3,1,1, B4,2,1 and V4,1,1, at t1 the user 

receives the signal only from the R3,2,1, B4,2,1 nodes and at t2 

he was moved to the next cell since the node G3,1,1 was 

added at the receiver. Hence, the mobile user “7261” begins 

his route into position #1 (t0) and wants to be directed to his 

goal position, in the next cell (# 9). During the route the 

navigator is guided to E (code 3) and, at t1, steers to SE 

(code 2), cross footprint #2 (t3) and arrives to #9. The 

ceiling lamps (landmarks) spread over all the building and 

act as edge/fog nodes in the network, providing well-

structured paths that maintain a navigator’s orientation with 

respect to both the next landmark along the path and the 

distance to the eventual destination. Also, the VLC dynamic 

system enables cooperative and oppositional geolocation. In 

some cases, it is in the user’s interest to be accurately 

located, so that they can be offered information relevant to 

their location and orientation (pin 1, pin2 and  blocks). In 

other cases, users prefer not to disclose their location for 

privacy, in this case these last three blocks are set at zero 

and the user only receives its own location.  

 

B. Multi-person cooperative localization and guidance 

services 

Bi-directional communication between VLC emitters 

and receivers is available at a VLC ready handheld device, 

through the control manager interconnected with a 

signboard receiver located at each unit cells (#1). These 

communications channels constitute the uplink (D2I) and 

downlink channels (I2D). Each user (D2I) sends to the local 

controller a “request” message with the pose, qi (t), (x,y,z, ), 

user code (pin1) and also adds its needs (code meeting and 

wayfinding data). For route coordination the CM, using the 

information of the network’s VLC location capability, sends 

a personalized “response” message to each client at the 

requested pose with his wayfinding needs. 

In Figure 6, the MUX synchronized signals received by 

two users that have requested wayfinding services, at 

different times, are displayed. We have assumed that a user 

located at C2,3,-1,  arrived first (t1), auto-identified as 

("7261") and informed the controller of his intention to find 

a friend for a previously scheduled meeting (code 3). A 

buddy list is then generated and will include all the users 

who have the same meeting code. User “3009” arrives later 

(t3), sends the alert notification (C4,4,1; t3) to be triggered 

when his friend is in his floor vicinity, level 1, identifies 

himself (“3009”) and uses the same code (code 3), to track 

the best way to his meeting. 
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Figure 6. MUX/DEMUX signals assigned requests from two users (“3009” 

and “7261”) at different poses (C4,4,,1; #1W and C2,3,-1; #6 W ) and in 

successive instants (t1 and t3). 

After this request (t3), the buddy finder service uses the 

location information from both user’ devices to determine 

the proximity of their owners (qij (t)) and sends a response 

message with the best route to the meeting.  

The pedestrian movement along the path can be thought 

as a queue, where the pedestrians arrive at a path, wait if the 

path is congested and then move once the congestion 

reduces. 
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Figure 7 Graphical representation of the simultaneous localization and 

mapping problem using connectivity as a function of node density, mobility 

and transmission range. 

In Figure 7, a graphical representation of the simultaneous 

localization and mapping problem using connectivity as a 

function of node density, mobility and transmission range is 
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model the queuing system: The initial arrival time (t0) and 

the path, respectively, defined as the time when the 

pedestrian leaves the previous path and the actual movement 

along the path, qi (t, t’). Here, the service time is calculated 

using walking speed and distance of the path. The number 

of service units or resources is determined from the capacity 

of the path, n(qi (x,y,z, , t))  and walking speed that depends 

on the number of request services, and on the direction of 

movement along the path qi (x,y,z, , t). Since the number of 

service units is same as the capacity of the path, the queue 

size is theoretically zero. Once appended by the CM 

(request message), the pedestrians are served immediately 

(response message). If the number of pedestrians exceeds 

the path capacity, a backlog is automatically formed until 

the starting node. The hybrid controller integrates the 

number of requests and individual positions received during 

the same time interval. Once the individual positions are 

known, qi (t), the relative positions are calculated, qij (t). If 

the relative position is less than a threshold distance, a 

crowded region locally exists, and an alert message is sent 

for the users. This alert allows the CM to recalculate, in real 

time, the best route for the users, qi (t,t´), that request 

wayfinding services avoiding crowded regions. 

IV. CONCLUSIONS 

A cooperative indoor VLC localization and navigation 

system is proposed. In a multi-level building scenario, the 

architecture of the system and the protocol of 

communication were defined. Bi-directional communication 

between the infrastructure and the mobile receiver was 

analyzed. According to global results, the location of a 

mobile receiver is found in conjunction with data 

transmission. VLC's dynamic LED-aided navigation system 

is designed to give users accurate route guidance and enable 

navigation and geotracking. The multi-person cooperative 

localization system detects crowded regions and alerts the 

user to reschedule meetups, as well as provides guidance 

information. With those alerts, the CM can recalculate, in 

real time, the best route for users requesting wayfinding 

services, avoiding crowded areas. 
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Abstract— The BLE Mesh standard is well suited for use in IoT 

applications because of its low energy consumption. The Mesh 

extension enables communication beyond directly connected 

devices. The provisioning of the network can be performed using 

a smartphone utilizing a compatibility layer for traditional BLE. 

Connectivity to the Internet is required for many Internet of 

Things applications, which is not supported by BLE Mesh by 

default. We propose a bidirectional BLE Mesh to MQTT Gateway 

(GW) architecture to overcome this limitation. We have evaluated 

the effect of several BLE Mesh parameters on packet loss using 

the proposed GW architecture.  

Keywords—Mesh Networks, Internet of Things, Sensor Node, 

BLE Mesh, MQTT 

I. INTRODUCTION 

The smart home industry is growing at a rapid pace. In 
Europe, the number of smart homes increased from 83.9 million 
to 111.9 million from end of 2018 to end of 2019 while an annual 
increase of 20.2% is excepted until 2024 [1]. Similar growth is 
also predicted for the smart building sector. For Europe, the 
market share of smart building sector is estimated to grow at an 
annual rate of 17.6% from 2021 to 2028 [2]. Smart home and 
smart building are a segment of the Internet of Things (IoT) with 
special characteristics and requirements. Protocols traditionally 
used for smart building, e.g., BACnet, DALI or KNX, are using 
wired connections [3]. Those wired networks are inflexible and 
their expansion is often not easy to realize. Wireless protocols 
targeted for smart home applications, e.g., ZigBee, Z-Wave or 
Wi-Fi, are widely used [4]. Those systems can be retrofitted 
comparatively easily to existing buildings. However, these IoT 
protocols, except for Wi-Fi, require a sophisticated 
configuration. Furthermore, most of the wireless protocols are 
not designed for battery operated devices in terms of power 
consumption. 

We propose a Bluetooth Low Energy (BLE) Mesh based 
sensor network for the use with smart building and smart home 
that solves the previous mentioned issues. This mesh extension 
of the BLE standard implements a flooding algorithm to forward 
messages across the network, so participants who are not in 
direct reach can communicate with each other. Low-power 
nodes with a very low current consumption enable the 
integration into battery powered devices. One key advantage of 
using BLE Mesh is the ability to configure the network using a 
smartphone or laptop without the need of additional accessory. 
The BLE Mesh standard further defines the application layer, 
providing interoperability between devices of different 

manufactures. We have designed a Gateway (GW) that forwards 
messages between the BLE Mesh network and a Message 
Queuing Telemetry Transport (MQTT) broker, e.g., for 
integration into cloud-based services or for bridging multiple 
spatial separated networks. 

The second Section of the paper gives an introduction of the 
BLE Mesh standard with focus on IoT relevant features. The 
third Section introduces the proposed BLE Mesh to MQTT GW. 
In Section 4, the used set-up for the experiments is described. 
The results of the experiments are evaluated in Section 5. 
Section 6 concludes the paper. 

II. BLE MESH 

 The BLE Mesh standard is based on the Bluetooth low-
energy part of the Bluetooth 4.0 specification and shares the 
lower protocol layers [5]. Bluetooth devices usually implement 
a point-to-point connection between one central and multiple 
peripherals. In contrast, in a BLE Mesh network each device is 
able to communicate with all reachable devices of the network.  
The protocol stack of BLE Mesh is shown in Figure 1.  

 
Figure 1. BLE Mesh protocol stack [5] 

The lower two levels of BLE Mesh are shared with 
traditional BLE. The bearer level implements the transport of 
Protocol Data Units (PDU) using either advertisement packets 
of BLE at fixed time intervals or Generic Attribute (GATT) 
profiles for communication with legacy BLE devices. Packets 
are encrypted on network layer with a network key. The 
decrypted packets are retransmitted by the relay nodes while the 
Time-To-Live (TTL) field is decremented until it reaches zero. 
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This flooding approach does not require knowledge of the 
network structure. However, this approach is resulting in poor 
performance issues that can lead to an increased packet loss for 
large networks with many participants [7]. The simplicity, on 
the other hand, is especially beneficial for resource constraint 
devices typically used in IoT. The transport layer implements 
message segmentation, buffering of messages for coupled 
Low-Power Nodes (LPNs) that are currently not reachable, and 
encryption of the data from upper layers with application 
specific keys. The application specific encryption enables 
multiple isolated applications within a single network. Messages 
are retransmitted by the relay nodes even if the corresponding 
application key is not known. A BLE Mesh device can integrate 
multiple elements that are identified by a unique address. An 
element is an addressable unit, e.g., a switch panel with multiple 
buttons, in a BLE Mesh network. Each element includes one or 
multiple models. The models exchange data by a publish and 
subscribe pattern. BLE defines various mesh models with 
standardized attributes. Data producing devices usually 
implement some sort of server model. Data consuming devices, 
on the other hand, typically implement a client model. There are 
many predefined models, ranging from generic on/off or level 
models to very specific models, e.g., for lighting applications 
[8]. For the proposed application, we are using a sensor server 
for the temperature sensor nodes and sensor clients for the 
display nodes. The GW implements both, a sensor client to fetch 
sensor data and a sensor server to transmit requests from MQTT 
to a BLE Mesh device. 

A. Message Transport 

The maximum size of access PDUs is 380 bytes, while 
packets above 11 bytes are segmented by the network layer [9]. 
The performance of segmented messages is poor compared to 
unsegmented messages [10]. The transport PDUs of segmented 
messages are not transmitted instantly but rather in successive 
BLE advertise packets. Therefore, it is reasonable to send the 
data in several smaller access layer messages, as the overhead is 
negligible. In this case, a lost transport PDU affects only a single 
measurement and not a complete data series. 

Figure 2 shows the transfer of BLE Mesh transport PDUs 
using the Advertising (ADV) bearer. The advertiser, i.e., sender, 
transmits the transport PDU in three identical 
ADV_NONCONN_IND packets on BLE channels 37, 38 and 39, 
that are primary used for BLE advertisement. The sequence of 
packets is determined by the fixed advInterval, that is between 
20 ms and 10.24 s, and a random delay advDelay between 0 and 
10 ms [11]. The scanner, i.e., receiver, listens successively on 
the advertisement channels for the time scanWindow with an 
interval defined by scanInterval.  

 
Figure 2. BLE Mesh data transfer using ADV bearer 

Since the receiver does not listen permanently, the data must 
be sent multiple times to ensure reception. BLE Mesh 
implements three types of retransmissions [12]. The 
retransmission of network PDUs sent by the note is controlled 
by the Network Transmission Count (NTC), which allows 1 to 8 
transmissions, and Network Transmit Interval (NTI), in a range 
between 10 to 320 ms. The retransmission of received network 
PDUs from other nodes of the network is controlled by the 
parameters Relay Retransmit Count (RRC) and Relay 
Retransmit Interval (RRI), having the same range as for network 
scope. On model layer, the retransmission of published 
messages is controlled by the Publish Retransmit Count (PRC) 
and Publish Retransmit Interval (PRI), ranging from 50 ms to 
1.6 s. A message can be sent up to 64 times if the network and 
publish retransmit count parameters are set to maximum. 

B. Device Addressing 

Messages, respectively transport PDUs, have a source and a 
destination address, which are both 16 bit wide. Each node of a 
network is assigned a unique unicast address during 
provisioning in the address range from 0x0001 to 0x7FFF, 
which is half of the available address space. Furthermore, 
various multicast address spaces are available. The address 
space between 0x8000 and 0xBFFF is reserved for virtual 
addresses. Those addresses represent a 128 bit Universally 
Unique Identifier (UUID) that can be used by manufactures to 
uniquely address elements of their products. However, this 
function has been barely used so far. Addresses starting from 
0xC000 are used as group addresses.  This address range is 
further subdivided to assignable addresses up to 0xFEFF and 
special addresses, e.g., 0xFFFE for all relays and 0xFFFF for all 
nodes [14]. E.g., the assignable group address could be used for 
assigning all devices of a certain room.  

Incoming messages with the unicast address of the receiving 
node are always processed by the device. The models of a node 
can additionally subscribe to virtual addresses and group 
addresses. For outgoing messages, either a unicast or a multicast 
address can be used as destination.  

C. Low-Power Features 

The BLE standard by itself is already optimized for low 
energy consumption. The BLE Mesh specification introduces 
additional low-power features. E.g., a node can operate as LPN 
to further increase battery runtime. This type of node couples 
with a friend node and suspends the scanning for advertisement 
packets. The LPN periodically polls the permanent listening 
friend node for messages that were received since the last 
polling. The polling interval can be set between 10 s and several 
hours. The LPN enters the lowest possible power state between 
polling and is not reachable by other nodes.  

D. Network Provisioning 

A provisioner node is used to set-up the network. The 
provisioning process involves five stages. First, the 
unprovisioned devices announce their presence by sending mesh 
beacons. The provisioner sends an invitation which is replied by 
a capabilities report from the device. In the key exchange stage, 
both devices exchange their public keys. It is recommended to 
perform an authentication, e.g., by a pin code afterwards. This 
step can be skipped if the devices are not able to interact with 
the user. The actual provisioning is performed by the provisioner 
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by setting the network and application keys and a unicast 
address and optionally configure the models. Afterwards the 
device has joined the network and is able to send and receive 
messages.  

E. BLE Connectivity 

By default, the BLE Mesh nodes are communicating by 
embedding the network PDUs inside of ADV_NONCONN_IND 
advertisement packets. The hardware of legacy BLE devices, 
e.g., Smartphones is, in theory, capable of processing those 
packets but the software stack does not support the BLE Mesh 
protocol. To enable communication with those legacy devices, 
the BLE Mesh standards provides a GATT proxy feature. The 
network PDUs are then transmitted using the Mesh Proxy 
GATT service (0x1828) [15]. Typically, the provisioning of new 
nodes is performed using a smartphone utilizing the GATT 
proxy feature for easy management of the network. The GATT 
proxy feature is optionally and does not need to be implemented 
by the nodes. 

III. MQTT GATEWAY 

BLE Mesh devices are only capable of sending messages to 
other nodes of a network. For typical IoT applications, an 
integration of cloud services is at least desired, if not mandatory. 
The integration of cloud services, e.g., could enable a deeper 
analysis of sensor data for process optimization and remote 
control of actuators [16]. Our proposed GW enables the 
integration of low-power BLE Mesh nodes into online cloud 
services using the widely used MQTT protocol.  

Figure 3 shows the components of our BLE Mesh to MQTT 
GW solution. The hardware of the system is composed of a 
Raspberry Pi miniature computer and a Nordic nRF52840 BLE 
development board. The Raspberry Pi itself embeds a Bluetooth 
radio which cannot be used as the software stack since is not 
Mesh compatible.  

 
Figure  3. BLE Mesh to MQTT GW components 

A. BLE Mesh Endpoint 

The nRF52840 BLE development kit (DK) acts as the BLE 
Mesh Endpoint (EP) of our proposed GW. The nRF52840 
System-on-Chip (SoC) of the DK embeds a 2.4 GHz radio and 
an ARM Cortex-M processing core. The developed BLE Mesh 
EP was derived from application examples of the Zephyr 
framework. We have implemented a generic sensor client 
model. The non-uniform data representation for different sensor 
types does not allow a generic conversion between BLE sensor 
values and standard floating point format [17]. We have 
implemented hooks for sensor types present ambient humidity, 
precise present ambient temperature and present input voltage. 
The integration of other sensor types can be achieved by 
implementing according hooks with data conversion to a generic 
float value. The sensor client is able to receive messages from 

multiple devices by subscribing to a group address (e.g., 
0xC000). All received sensor readings are redirected to the 
MQTT EP after adding meta information, e.g., the sender 
address and Received Signal Strength Indicator (RSSI). 
Incoming messages from the MQTT EP are redirected to other 
BLE Mesh nodes by the implemented sensor server. Currently, 
only the above listed sensor types are supported for sending 
messages from MQTT to a BLE Mesh node. The integration of 
other sensor types requires the extension of the sensor server 
model. A final version of the GW would implement all defined 
sensor types. The destination address of the redirected sensor 
values is fetched from the included meta data included in the 
MQTT message. The configuration of the model parameters is 
performed by the provisioner of the network.  

B. MQTT Endpoint 

The MQTT protocol is based on TCP/IP stack. The used 
nRF52840 SoC does not support Ethernet or Wi-Fi interface. 
Therefore, the MQTT EP is executed on a Raspberry Pi 
miniature computer that integrates an Ethernet interface. Newer 
models also integrate a Wi-Fi module. The software of the 
MQTT EP is written in Python and utilizes the threading library 
to prevent I/O blocking. The Python program reads the required 
connections parameters from a configuration file. The 
configuration file includes the MQTT broker address, user 
credentials and a topic prefix to enable the use of multiple GWs 
on a single MQTT broker. Incoming JSON formatted messages 
from the MQTT broker are parsed to a Protobuf object that is 
then transferred to the BLE EP using the serial handler. The 
MQTT protocol was designed for ASCII-formatted payload, 
while Protoc serializes to a binary representation. Furthermore, 
Protoc is not supported by all cloud stacks. Therefore, the 
MQTT payload is JSON formatted, to enhance compatibility. 
Since the message objects are no longer specified by a hard-
coded protocol definition, it is now the responsibility of the 
developer to correctly format the JSON message. Incorrectly 
formatted messages are discarded by the broker. All received 
sensor values from the BLE Mesh EP are parsed to a JSON 
object that is published by the MQTT client. The topic of the 
message includes the source address of the BLE Mesh message. 
Additional meta data, e.g., RSSI, is included in the payload, as 
shown in Figure 4.  

 

Figure 4. MQTT message payload example 

  

{ 
  "seq": 236, 
  "timestamp": 29470814, 
  "addr": 31, 
  "recvRssi": -86, 
  "recvTtl": 6, 
  "ambientHumidity": { 
    "ambientHumidity": 33.91 
  } 

} 
 

15Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-987-4

ALLSENSORS 2022 : The Seventh International Conference on Advances in Sensors, Actuators, Metering and Sensing

                            23 / 40



C. Internal Message Coding 

The messages transfer between the BLE Mesh EP and the 
MQTT EP is realized using Google Protocol Buffers (Protobuf) 
format. With Protobuf, structured data objects, that are specified 
in a platform independent “.proto”-file, can be translated to 
different programming languages using the Protocol Buffers 
compiler (protoc) [18]. The same protocol definition can be used 
in both, the C program on the BLE SoC and the Python program 
on the Raspberry Pi. In the C program, the data objects are 
represented by structures. In Python each defined data object is 
represented by a class that can be instantiated. The Protobuf 
library serializes those structured data objects to a binary stream 
that can be deserialized by the receiver. The Protoc data format 
is substantially more efficient compared to the common used 
JSON protocol and usually only produces negligible overhead 
[19]. The capacity of the UART connection between the 
Raspberry Pi and the nRF52840 board is limited to 115200 
bauds, therefore an efficient data transfer minimizes packet 
delay and ensures good utilization of the limited UART link. 

IV. REFERENCE SET-UP 

A reference BLE Mesh network was set-up to evaluate the 
use of BLE Mesh for indoor IoT applications. We have deployed 
a typical smart home environment with multiple low-power and 
relay nodes, as shown in Figure 5. The proposed GW 
architecture was used to track messages inside the mesh network 
and to collect meta data.  

  

 
Figure 5.  BLE Mesh reference set-up 

The mesh network is made up of two LPN acting as 

temperature and humidity sensors. One LPN is equipped with 

an e-paper display that shows sensor readings that were 

transferred over the BLE Mesh network. The LPNs have no 

direct connection, instead three relay nodes are used to bridge 

all devices. Each relay acts as an MQTT GW. The LPNs 

establish a friendship with one of the relay nodes in reach to 

further reduce energy consumption. The display LPN 

implements a sensor client that subscribes to a group address 

(0xC000). The display is divided into two slots. One dataset is 

gathered from the mesh-local sensor S1 (indoor) and the dataset 

for the second slot is injected from MQTT by router R1 

(outdoor). In this example, the second dataset is fetched from 

OpenWeather Application Programming Interface (API). The 

LPN sensors gather temperature and humidity readings each 15 

minutes. The outdoor temperature and humidity is fetched at an 

interval of 30 minutes from the web API. The transmission of 

BLE Mesh messages inside the network can be tracked as each 

relay redirects incoming messages to the MQTT broker. 

V. EXPERIMENTS 

We have evaluated the reliability of the data transmission 
based on the previously described set-up. The packet loss was 
used as the primary metric. The received meta data from the 
GWs was evaluated as well. The received RSSI values provide 
additional information about the link reserve. The experiments 
were primarily conducted to study the effect of retransmission 
settings. A high number of repetitions increases the probability 
that a message will reach the recipient. On the other hand, the 
medium is shared by all participants of the network. The total 
transmitted messages increase exponentially with the number of 
participants and the transmit count values, increasing the 
probability for collisions.  

In total, three experiments were performed in an office 
building under real conditions. The experiments were carried out 
consecutively for a period of 7 days using the same hardware. 
Table 1 shows the used parameters for the experiments.  

TABLE I.  BLE MESH PARAMETERS 

 Exp. 1 Exp. 2 Exp. 3 

PTC 1 1 - 

PTI [ms] 250 500 - 

NTC 3 6 2 

NTI [ms] 50 50 50 

RRC * 3 6 2 

RRI * [ms]  60 60 60 

* only for relay nodes 
 

Figure 6 shows the packet loss of the three experiments for 
the transmissions of LPN S1. The LPN S1 transmits three 
messages each 15 minutes, reporting its battery voltage, ambient 
temperature and humidity. The messages are first received by 
relay node R1 and get retransmitted until they finally reach the 
display node D1. The messages are tracked by the GWs.  

 
Figure 6.  Packet loss for messages from LPN S1 

The packet loss at the first relay node is less than 5% for all 
parameter sets. The loss increases to almost 10% for all 
experiments at node R2. Up to this point, however, no major 
differences are discernible between the various parameter sets. 
Significant differences could be observed between the 
transmissions from relay nodes R2 to R3. Here, the packet loss 
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of experiments 1 and 2 is around 70%. In the last experiment, 
the packet loss at R3 was 44.5% although the transmit counter 
was set lowest. Figure 7 shows boxplots of the RSSI parameter 
of the received messages sent by LPN S1.  

 
Figure 7. RSSI distribution for messages from LPN S1 

The RSSI values of the received messages from S1 at relay 
node R1 are widely spread. The mean value ranged 
from -55.2 dB for Experiment 3 to -59.4 dB for Experiment 1. 
At stations R2 and R3 a smaller spread of the recoded RSSI 
values was observed. The mean values were located around -86 
dB for station R2 for all experiments. For node R3 the mean 
values of the RSSI measurements are between -86 dB for 
experiment 1 and -91 dB for experiment 2. The smallest 
recorded RSSI value was –94 dB. The sensitivity of the used 
nRF52840 module is specified with -95 dB [20]. The spatial 
conditions used for the experiments demonstrate a reliable 
transmission with a link margin of 10 dB. Compared to the 
significantly better signal strengths at station R1, no increased 
packet loss could be detected. For stations that are just in reach, 
however, the presence of a small interferer is sufficient to 
interrupt the transmissions. The scatter of successive RSSI 
values was rather small. However, there were occasional jumps 
in the measured values, which can be explained by the presence 
of interferer. Then the signal of all messages is suppressed to the 
extent that they can no longer be decoded by the receiver. In 
such cases, the increase of transmission counters does not 
improve reachability. If sufficient link margin is available, the 
already low packet loss will not be significantly improved by the 
increase of transmissions. 

VI. CONCLUSIONS AND FUTURE WORK 

The proposed GW architecture provides connectivity 
between a BLE Mesh network and the Internet. The 
provisioning of the network can be done via smartphone. Only 
the MQTT parameters need to be set in a configuration file on 
the GW. Even existing networks can be easily connected to the 
Internet using the proposed GW architecture. The GW includes 
meta data of the received BLE Mesh messages before 
redirection to the MQTT broker. The proposed GW architecture 
can be used to perform experiments on BLE Mesh networks 
without the need for expensive measurement equipment.  

We have evaluated the effect of transmission counters and 
delays on packet loss when transmitting data over multiple hops. 
A BLE Mesh node does not listen continuously on the RF 
interface but instead implements a complex scheduling of scan 

intervals on multiple channels to reduce current consumption. A 
re-transmission of messages, in theory, should improve 
reliability. However, too many repetitions lead to a high 
utilization of the radio channel. Our experiments have shown 
that the receiver of the used nRF52840 module works very 
reliably with little packet loss, even at the lowest possible packet 
repetition rates, if sufficient link margin is given. In such cases, 
an increase repetition of messages does not improve the packet 
loss. The experiments were performed under real conditions. We 
could observe a significant drop of RSSI values for longer time 
periods on all relay nodes, caused by the presence of disturbers, 
e.g., Wi-Fi and other BT devices located in the lab. When a 
station is positioned close to the range limit, the decreased signal 
strength cannot be compensated by increasing the repetition 
counters, resulting in high packet loss during the presence of the 
disturber. Our recommendation is to set the corresponding 
parameters as small as possible, in order to reduce the RF 
channel utilization as low as possible.  

The proposed architecture could be extended to detect packet 
loss between multiple GWs and to retransmit lost messages 
using the MQTT link. However, the flooding of the mesh 
network with always the same message must be prevented.  
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Abstract— This paper addresses the issues related to the 

Visible Light Communication (VLC) usage in vehicular 

communication applications. We propose a Visible Light 

Communication system based on Vehicle-to-Vehicle, Vehicle-

to-Infrastructure and Infrastructure-to-Vehicle 

communications able to safely manage vehicles crossing 

through an intersection. By using the streetlamps, street lights 

and traffic signaling to broadcast information, the connected 

vehicles interact with one another and with the infrastructure. 

Using joint transmission, mobile optical receivers collect data, 

calculate their location for positioning and, concomitantly, 

read the transmitted data from each transmitter. As receivers 

and decoders, optical sensors with light filtering properties, are 

used. Bidirectional communication between the infrastructure 

and the vehicles is tested. To command the passage of vehicles 

safely queue/request/response mechanisms and temporal/space 

relative pose concepts are used. The results show that the 

innovative solutions for congested intersections are related to 

the introduction of split intersections. The results indicate that 

the V-VLC system increases safety by directly monitoring 

critical points such as queue formation and dissipation, relative 

speed thresholds, as well as inter-vehicle spacing. 

. 
Keywords- Vehicular Communication; Split Intersection; 

Queue distance; Vehicle Pose Connectivity; Vehicular-Visible 

Light Communication (V-VLC); White LEDs, SiC 

photodetectors; Traffic control. 

I. INTRODUCTION 

Vehicles can connect to others, or to the infrastructure, 

providing an Internet connection [1]. In this area, VLC have 

a great potential for applications due to their relatively 

simple design for basic functioning, efficiency, and large 

geographical distribution. 

The main objective of the Intelligent Transport System 

(ITS) technology is to optimize traffic safety and efficiency 

on public roads by increasing situation awareness and 

mitigating traffic accidents through vehicle-to-vehicle 

(V2V) and vehicle-to-infrastructure (V2I) communications 

[2] [3] [4]. By knowing, in real time, the location, speed and 

direction of nearby vehicles, a considerable improvement in 

traffic management is expected. The goal is to increase the 

safety and throughput of traffic intersections using 

cooperative driving. Intersections, by their nature, easily 

become traffic bottlenecks and conflict areas because they 

usually cause considerable delays due to congestion 

problems. In the split intersection, the conventional four-

legged intersection is replaced by two separate lighter 

intersections which facilitate a smoother flow with less 

driver delay [5][6]. 

VLC is an emerging technology [7][ 8] that enables data 

communication by modulating information on the intensity 

of the light emitted by LEDs. In the case of vehicular 

communications, the use of VLC is made easier because all 

vehicles, street lights, and traffic lights are equipped with 

LEDs, using them for illumination. Here, the 

communication and localization is performed using the 

street lamps, the traffic signaling and the head and tail 

lamps, enabling the dual use of exterior automotive and 

infrastructure lighting for both illumination and 

communication purposes [9][10]. 

Our work focuses directly on the use of VLC as a 

support for the transmission of information providing 

guidance services and specific information to drivers. A 

Vehicle-to-Everything (V2X) traffic scenario is simulated 

and bidirectional communication between the infrastructure 

and the vehicles is tested, using the VLC request/response 

concept. Every vehicle is equipped with a receiver module 

for receiving the mapped information generated from the 

street lamps. The receiver modules include a photodetector 

based on a tandem a-SiC:H/a-Si:H pin/pin light controlled 

filter [11][12] that multiplex the different optical channels, 

perform different filtering processes (amplification, 

switching, and wavelength conversion) and decode the 

encoded signals, recovering the transmitted information. 

Here, the streetlights and traffic lights, through VLC, report 

its geographical positions and specific information to the 

drivers since its infrastructure can also be reused to embed 

the edge/fog nodes in them. Cooperative localization is 

realized in a distributed way with the incorporation of the 

indirect V2V relative pose estimation method. The vehicle 

gathers relevant data from neighboring vehicles and 
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estimates the relative pose of them using the indirect V2V 

relative pose. 

This paper is organized as follows. After the 

introduction, in Section 2, the V-VLC system is described 

and the scenario, architecture, communication protocol, 

coding/decoding techniques analyzed. In Section 3, the 

experimental results are reported and the system evaluation 

performed. A phasing traffic flow diagram based on V-VLC 

is developed, as a Proof of Concept (PoC), to control the 

arrival of vehicles to the split intersection. Finally, in 

Section 4, the main conclusions are presented. 

II. V-VLC VEHICULAR COMMUNICATION  

While V2V links are particularly important for safety 

functionalities such as pre-crash sensing and forward 

collision warning, I2V links provide the connected vehicles 

with a variety of useful information [13] [14]. 

 

A. System Design 

The system is composed by two modules: the transmitter 

and the receiver located at the infrastructures and at the 

driving cars. The block diagram and the transmitter and 

receiver relative positions of the V-VLC system are 

presented in Figure 1.  
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Figure 1. Block diagram and transmitters and receivers 3D relative 

positions.  

Both communication modules are software defined, 

where modulation/ demodulation can be programed. In the 

transmission side, a modulation and conversion from digital 

to analog data is done. An On-Off Keying (OOK) 

modulation scheme was used to code the information [15] 

[16].The visible light emitted by the LEDs passes through 

the transmission medium and is received by the MUX 

device. White light tetra-chromatic sources are used 

providing a different data channel for each chip. Each 

luminaire is composed of four white LEDs framed at the 

corners of a square (see Figure 1). At each node, only one 

chip of the LED is modulated for data transmission, the Red 

(R: 626 nm), the Green (G: 530 nm), the Blue (B: 470 nm) 

or the Violet (V). Modulation and digital-to-analog 

conversion of the information bits is done using signal 

processing techniques.  

The coverage map for a square unit cell is displayed in 

Figure 2. The LEDs are modeled as Lambertian sources 

where the luminance is distributed uniformly in all 

directions, whereas the luminous intensity is different in all 

directions [17].  
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Figure 2. Illustration of the coverage map in the unit cell: footprint 

regions (#1-#9) and steering angle codes (2-9). 

The input of the aided guidance system is the coded 

signal sent by the transmitters to an identify vehicle, and 

includes its position in the network P(x, y), inside the unit 

cell and the steering angle, , that guides the driver across 

his path. The device receives multiple signals, finds the 

centroid of the received coordinates, and stores it as the 

reference point position. Nine reference points, for each unit 

cell, are identified giving a fine-grained resolution in the 

localization of the mobile device across each cell (see 

Figure 2). The VLC photosensitive receiver is a double 

pin/pin photodetector based on a tandem heterostructure, p-

i'-n/p-i-n sandwiched between two conductive transparent 

contacts. Exposed to light, the device offers high sensitivity 

and linear response, generating a proportional electrical 

current.  

 

B. Architecture, Scenario and Multi-Vehicle Cooperative 

Localization   

In Figure 3a, the proposed architecture is illustrated. 

Under this architecture, the short-range mesh network 

purpose is twofold: enable edge computing and device-to-

cloud communication, by ensuring a secure communication 

from a luminaire controller to the edge computer or 

datacenter (I2IM), through a neighbor traffic light controller 

with an active cellular connection; and enable peer-to-peer 

communication (I2I), to exchange information. It performs 

much of the processing on embedded computing platforms, 

directly interfacing to sensors and controllers. It supports 

geo-distribution, local decision making, and real-time load-

balancing.  
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Figure 3. a) Mesh and cellular hybrid architecture. b) Graphical 

representation of the simultaneous localization and mapping problem using 
connectivity as a function of node density, mobility and transmission range.  

A highly congested traffic scenario will be strongly 

connected. In order to determine the delay, the number of 

vehicles queuing in each cell at the beginning and end of the 

green time is determined by V2V2I observation, as 

illustrated in Figure 3b. Based on a truncated exponential 

distribution the distance, d between vehicles is calculated 

[18].  
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Figure 4. Simulated scenario. V2X optical infrastructure and generated 

joint footprints in a split crossroad (LED array=RGBV color spots).  

The simulated scenario is a traffic light controlled split 

intersection as displayed in Figure 4. The grid size was 

chosen in order to avoid an overlap in the receiver from the 

data in adjacent grid points. Each transmitter, X i,j, carries its 

own color, X, (RGBV) as well as its horizontal and vertical 

ID position in the surrounding network (i,j). In the PoC, was 

assumed that the split crossroad is located in the 

intersections of line 4 with column 3 and 7 (see Figure 4). 

The emitters are located at the nodes along the roadside. 

Thus, each LED sends a I2V message that includes the 

synchronism, its physical ID and the traffic information. 

When a probe vehicle enters the streetlight´s capture range, 

the receiver replies to the light signal, and assigns a unique 

ID and the traffic message [16]. 

Figure 4 illustrates the split intersection, which has only 

one main street connecting two crossroads (Intersection 1-

Intersection 2). Four traffic flows were considered. One is 

coming from West (W) with three vehicles (a, c, d) 

approaching the crossroad, Vehicle a with straight 

movement and Vehicle c and Vehicle d with left turn only. 

In the second flow, Vehicle b from East (E), approaches the 

intersection with left turn only. In the third flow, Vehicle e, 

oncoming from South (S), has e right-turn approach. 

Finally, in the fourth flow, Vehicle f, coming from North, 

goes straight. 

For the intersection manager crossing coordination, the 

vehicle and the IM exchange information through two types 

of messages, “request” (V2I) and “response” (I2V). Each 

driver, approaching the intersection area from each queue 

side has previously selected and stays in the appropriate lane 

for their destination (left turn only or shared by right-turn 

and through movements). Inside the request distance, an 

approach “request” is sent, using as emitter the headlights.  

The request message is received and decoded by the 

receiver in the traffic light facing the lane (local controller) 

which is interconnected to the intersection manager (V2I). 

The “request” contains all the information that is necessary 

for a vehicle’s space-time reservation for its intersection 

crossing (speeds, and flow directions). Intersection manager 

uses this information to convert it in a sequence of timed 

rectangular spaces that each assigned vehicle needs to 

occupy the intersection. An intersection manager’s 

acknowledge is sent from the traffic signal over the facing 

receiver to the in car application of the head vehicle. Once 

the response is received (message distance in Figure 3b), the 

vehicle is required to follow the provided occupancy 

trajectories (footprint regions, see Figure 2). If a request has 

any potential risk of collision with all other vehicles that 

have already been approved to cross the intersection, the 

control manager only sends back to the vehicle (V2I) the 

“response” after the risk of conflict is exceeded.  

There are critical points where traffic conditions change: 

the point at which a vehicle begins to decelerate when the 

traffic light turns red (message distance), the point at which 

it stops and joins the queue (queue distance), the point at 

which it starts to accelerate when the traffic light turns green 

(request distance) or the points at which the coming vehicle 

is slowed by the leaving vehicle. As a result, the road 

resistances can be calculated dynamically based on the 

relative pose positions of the vehicles and the traffic signal 

phase at intersections. With V2I2V communication, the 

travel time that influences traffic channelization in different 
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routes can be calculated and real-time data about speed, 

spacing, queues, and saturation can be collected across the 

queue, request and message distances.Three types of 

information qi (t), qi (t,t´) and qij (t) compose the basic 

elements of a pose graph for multi-vehicle cooperative 

localization, t and t’ are the request and cross times From a 

digital map we automatically extract a set of attributes that 

characterize an intersection: the poses, qi (x, y, t), the 

courses and traffic rules (stop, give way) [ 19 , 20 ]. An 

Indirect V2V Relative Pose Estimation method is proposed 

in Figure 3b. Here, when two vehicles are in neighborhood, 

the geometric relationship between them can be indirectly 

inferred via a chain of geometric relationships among both 

vehicles’ positions and local maps. The follower vehicle can 

be localized by itself, as in single vehicle localization, qi (t), 

and can also be localized by combining the localization 

result of vehicle leader and the relative localization estimate 

between the two vehicles, qij (t). For a vehicle with several 

neighboring vehicles, it uses the indirect V2V relative pose 

estimation method to estimate the relative pose of each 

neighboring vehicle one by one.  

In Figure 5, a color phasing diagram in split intersection 

is shown. We have assumed four “color poses” linked with 

the radial range of the modulated light in the RGBV 

crossroad nodes [20]. 

VRU’s

Phase 2Phase 1 Phase 6Phase 3 Phase 4 Phase 5

or

Phase 0

Intersection 1

VRU’s

Phase 2Phase 1 Phase 6Phase 3 Phase 4 Phase 5

or

Phase 0

Intersection 2

 
Figure 5  Phasing diagram in a split intersection 

On the basis of the proposed phasing diagram, a phase 

for vulnerable road users (VRU’s) only, as well as the 

separation of traffic flow in the North / South direction, 

allows the introduction of bike lanes at Intersection 1 (South 

and East straight movements) and Intersection 2 (North 

straight movements), reducing conflicts between vehicles 

and cyclists. The West straight, South left turn and West 

right turn maneuvers correspond to the ”Green poses”. “Red 

poses” are related with South straight, East left turn and 

South right turn maneuvers, “Blue poses” with East straight, 

North left turn and East right turn and finally “violet poses” 

with North straight, West left turn and North right turn 

maneuvers.  

 

C. Communication Protocol and Coding/Decoding 

Techniques 

To code the information, an On-Off keying (OOK) 

modulation scheme was used and it was considered a 

synchronous transmission based on a 64- bits data frame. 

The frame is divided into four, if the transmitter is a 

streetlamp or headlamp, or five blocks, if the transmitter is 

the traffic light. The first block is the synchronization block 

[10101], the last is the payload data (traffic message) and a 

stop bit ends the frame. The second block, the ID block 

gives the location (x, y coordinates) of the emitters inside 

the array (Xi,j,). Cell’s IDs are encoded using a 4 bits binary 

representation for the decimal number. The  block (steering 

angle ()) completes the pose in a frame time q(x,y, , t). 

Eight steering angles along the cardinal points and coded 

with the same number of the footprints in the unit cell 

(Figure 2) are possible from a start point to the next goal. If 

the message is diffused by the IM transmitter, a pattern 

[0000] follows this identification, if it is a request (R) a 

pattern [00] is used. The traffic message completes the 

frame. 

Because the VLC has four independent emitters, the 

optical signal generated in the receiver can have one, two, 

three, or even four optical excitations, resulting in 2
4
 

different optical combinations and 16 different photocurrent 

levels at the photodetector. As an example, in Figure 6, the 

V2I MUX signals received and decode (on the top of the 

figures) is displayed for the split intersection. In the right 

side, the received channels are identified by its 4-digit 

binary codes and associated positions in the unit cell. On the 

top the transmitted channels packets [R, G, B, V] are 

decoded. In accordance with Figures 2 and 3, results show a 

request from vehicle a, when crossing Intersection 2 (Green 

pose; #2E: R3,6 G3,7, B 4,6  (3)) under Phase 1. 
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Figure 6 MUX signal and frame structure representation of a request 

message. On the top the transmitted channels packets are decoded [R, G, B, 
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III. EXPERIMENTAL EVALUATION 

In Figure 7, it is displayed the normalized MUX signals 

and the decoded messages assigned to IM received by 

Vehicle a, b (Figure 7a) and c (Figure 7b) at different 

response times. On the top the transmitted channels packets 

[R, G, B, V] are decoded. In the right side, the received 

channels for each vehicle are identified by its 4-digit binary 

codes and associated positions in the unit cell.  
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Figure 7 Normalized MUX signal responses and the assigned decoded 

messages acquired by vehicles a, b and c at different response times. On 

the top the transmitted channels packets [R, G, B, V] are decoded. a) 

Vehicle a, pose #2E, and vehicle b, pose #7W). b) Vehicle c, poses  #7NE, 

#1NE.  

Results show that, as the receiver moves between 

generated point regions, the received information pattern 

changes. Taking into account Figure 4 and Figure 6, Vehicle 

a, driving the right lane enters the response distance by #2 

(t´a, Phase1, green pose), goes straight to E. Then, this 

vehicle enters the crossroad through  #8 (t´´a) and leaves it 

in the exit #2 at t´´´a , as displayed in the figure, keeping 

always the same direction (E). Vehicle b after crossing 

Intersection 2, approaches the Intersection 1, asked 

permission to cross it (tb) and receives authorization when 

the vehicle a left the intersection (end of Phase 2, t’’’a). 

Then, Phase 3 begins with vehicle b heading to the 

intersection (W) (pose red) while vehicle a follows it 

destination towards E (green pose). In Figure 7b, signal 

responses and the assigned decoded messages from vehicle 

c inside the intersection are displayed at t’’c and t’’’c.  Data 

shows that vehicle c, driving in the in the left lane, receives 

order to enter the intersection in # 7, turning left (NE) and 

keeps moving in this direction across position #1 toward the 

North exit (Phase 2, violet pose). 

In both intersections, before the request of vehicle d to 

cross Intersection 1, the IM is aware through the request 

made by its leader c that a follower is approaching (d). 

Three actions must be taken to promote smooth movement 

avoiding congestions and delays: changing the synchronism 

of intersection 2, delaying the passage of vehicles b and 

finally, allowing the joint passage of vehicles b and d at 

Intersection 1 in the same phase (Phase 3). 

Based on the simulated traffic scenario (Figure 4) and 

using the concept of V-VLC queue/request/response 

messages (Figure 3) a phasing diagram was drawn and 

reported in Figure 8.  

Pedestrian
Bicyclist

West (Straight)

West (Left)

East (Left)

North (Straight)

Phase 0 2 3 41

Time

Request pose

ta tc

a
c d f

tftd

tbINTERSECTION 1

0

 

Pedestrian
Bicyclist

West (Straight)

South (Straight)

East (Straight)

Phase 0 41

Request pose

ta
tb

a

e

te

Time

0

INTERSECTION 2

 
Figure 8 Requested phasing of traffic flows 

The traffic controller uses queue, request and response 

messages, from the a, b, c, d, e and f vehicles, fusing the 

self-localizations qi (t) with theirs space relative poses qij (t) 

to generate phase durations appropriate to accommodate the 
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demand on each cycle. The driving Vehicle x with its pose 

representation is assigned a unique time to enter the 

intersection, t[x]. According to the phasing diagram (Figure 

3), in Figure 8, the phasing flow for the split intersection is 

visualized: Intersection 1: Phases 0, pedestrian/bicyclist 

phase, Phase 1 (W straight flow), Phase 2 (W straight and 

left flows), Phase 3 (W and E left flows), Phase 4 (N 

straight flow); Intersection 2: Phases 0, pedestrian/bicyclist 

phase, Phase 1 (W and  East straight flows), Phase 4 (S and 

right-turn approach flow. The exclusive pedestrian and 

bicyclist stage, “Walk” interval begins in both at the end of 

Phase 4. 

IV. CONCLUSIONS 

Using V-VLC-ready connected cars, we propose a 

queue/request/response approach for managing split 

intersections. A communication scenario is stablished and a 

“mesh/cellular” hybrid network configuration proposed. As 

a PoC, a phasing of traffic flows is suggested. In this study, 

the vehicles' arrival is controlled and they are scheduled to 

cross intersections at predetermined times to minimize 

traffic delays. V2I2V communication provides real-time 

data on queues, requests, and messages distances, including 

queue, request, and message travel times that influence 

traffic channeling in various routes. Compared with radio 

transceivers and directional antennas used in connected cars, 

visible light provides more accurate distance and position 

measurement thanks to its high directivity. Based on the 

simulated/experimental results, the proposed VLC 

cooperative architecture appears to be appropriate for the 

intended applications. The introduction of VLC between 

connected vehicles and the surrounding infrastructure 

allows the direct monitoring of critical points that are related 

to the queue formation and dissipation, relative speed 

thresholds and inter-vehicle spacing increasing the safety.  
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Abstract— Visible Light Communication (VLC) is currently a 

research topic due to the possibility to handle the general, 

worldwide demanding need for communication. VLC uses Light 

Emitting Diodes (LED), operating in the visible part of the 

electromagnetic spectrum, as optical sources for optical wireless 

communication. The technology simultaneous lighting and 

communication, providing high data rates, reliability and a 

secure data transmission compared to other wireless 

technologies (such as Wi-Fi). This paper explores the use of VLC 

to establish different optical communication links for 

bidirectional communication between vehicles and 

infrastructures, using 2 links, namely Infrastructure-To-Vehicle 

(I2V) and Vehicle-To-Infrastructure (V2I) communication. The 

proposed application uses VLC to support autonomous 

navigation of mobile robots inside an automated warehouse, 

providing guidance and management services. Specific coding 

schemes are used in each optical link. In the I2V link, RGB white 

LEDs are used to allow simultaneous modulation of the emitters 

embedded in each LED, which enables wavelength division 

multiplexing of the transmitted optical signals. The detection is 

based on an a-SiC:H pin-pin photodetector with tunable 

sensitivity in the visible range. Different indoors communication 

scenarios are presented and bit error rate is discussed using a 

parity check bits for error control.  

Keywords- Visible Light Communication; Indoor guidance; 

White LEDs; Lambertian model; navigation cell. 

I. INTRODUCTION 

Indoor positioning can be addressed by several 

techniques, such as Wi-Fi, Assisted GPS (A-GPS), Infrared, 

Radio Frequency Identification (RFID), and many other 

technologies [1][2]. Visible Light communication (VLC) is 

also an alternative, enhanced accuracy technology. VLC 

operates with visible light extending from 400 nm up to 750 

nm [3][4]. VLC systems use modulated LEDs to transmit 

information [5]. Due to its characteristics, LEDs [6] can be 

switched very fast to produce modulated light in high 

frequencies, allowing data transmission in high speed. For 

lighting purposes, energy saving demands the use of white 

LEDs [7][8], either based on blue emitter coated with a 

phosphor layer or based on polychromatic emitters. 

Phosphor-based LEDs usually consist of a blue LED chip 

covered in a yellow phosphor layer. Due to the long 

relaxation time of the phosphor, when this LED is used for 

VLC, the modulation bandwidth is limited, thereby limiting 

the transmission capacity. Using a blue filter before the 

receiver unit can increase the LED modulation bandwidth by 

eliminating the slow response of the yellow light component 

[9][10]. Although tri-chromatic LEDs are more expensive, 

they provide more bandwidth due to the independent 

modulation of each chip of a monolithic device. 

The receiver unit of VLC systems usually include silicon 

based photodiodes, as these devices operate in the visible 

region of the spectrum, or CMOS image sensors [11][12]. 

In this paper we propose the use of a multilayered a:SiC:H 

[13] [14] device to perform the photodetection of the optical 

signals generated by white trichromatic RGB LEDs [15], 

[16]. The system was designed for positioning and guidance 

[17][18], and the transmitters of each white LED were 

specifically modulated at precise frequencies and coding bit 

sequences [19][20].  

The proposed lighting and positioning/guidance system 

involves wireless communication, computer based 

algorithms, smart sensor and optical sources network, which 

constitutes a transdisciplinary approach framed in cyber-

physical systems. 

The paper is organized as follows. After the introduction 

(Section I), the general description of the system is presented 

in Section II. In Section III, the communication protocol and 

the encoding/decoding techniques are analyzed and 

discussed. At last, conclusions are addressed in Section IV. 

II. VLC SYSTEM GENERAL DESCRIPTION 

The VLC system is composed by the transmitter and the 

receiver modules, located at the infra-structure and at the 

mobile vehicle. Two optical links are established between the 

lamps and the vehicles, for I2V and V2I transmission. The 

optical source of the transmitter at infrastructure consists of 

four white RGB LEDs, while at a vehicle it is a multicolor 

LED or a single-color LED placed at the top. The sensor 

device used for the detection of the optical signals is a 

monolithic heterojunction composed of two pin structures 

[21]. As a result of its narrow thickness (200 nm) and higher 

bandgap (2.1 eV), the front pin a-SiC:H photodiode is 

responsible for the device's sensitivity to short wavelengths 

of the visible range (400 - 550 nm). The back pin a-Si:H 

structure operates in the complementary past of the visible 

range, collecting the long wavelengths (520 nm - 700 nm) 

[22]. The illumination window is established on the front 
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photodiode. The use of steady state light as background light 

provides an enhancement of the electrical field of the front 

pin photodiode and the amplification of the generated 

photocurrent signal due to long wavelength light.  

A. Transmitter configuration 

For every channel of the I2V and V2I links, synchronous 

transmission based on a 64 bits data frame was used. In 

Figure 1, it is displayed the configuration of the LED lamp 

with four RGB white LEDs used in the I2V link. A uniform 

white light is provided in the indoor area by all three emitters 

(red, green, and blue). However, only specific emitters are 

modulated at a frequency imperceptible to the human eye. 

Each of these lamps illuminates an area with full radial 

coverage as shown in Figure 1.  

 

Figure 1. Configuration of the VLC emitter: a) 4 RGB white LEDs; b) 

coverage area of each modulated emitter. 

The illuminated area corresponds to the coverage area of 

each lamp, defining a unit cell for the vehicle navigation 

along the space. The modulated emitters are the red junctions 

of the LEDs placed at the left side and the blue junctions of 

the LEDs at the right side.  

B. Footprint map 

In each unit navigation cell, any receiver will be able to 

identify the emission lamp and make a correspondence to the 

spatial position inside the warehouse. By modulating the red 

and blue emitters of each lamp, the optical pattern created 

within each navigation cell can enhance position accuracy. 

Inside the navigation cell, top emitters (labelled R and B) 

point north, bottom emitters (R' and B') point south, and left 

(R and R') and right (B and B') emitters point west and east, 

respectively. Based on this assumption, the RB’ optical 

pattern corresponds to the north direction, R’B’ to the south, 

RR’ to the west and BB’ to the east. The intercardinal 

directions inside the navigation cell correspond to RR’B 

(northwest), RBB’ (northeast), RR’B’ (southwest) and 

R’BB’ (southeast).  

Using adjacent LED lamps to light the indoor space, 

different navigation cells are enabled by each lamp. Every 

navigation cell contains 3 racks in each direction (forward 

and reverse) of the movement. The information transmitted 

by each set of four RGB LEDs includes the spatial location 

and information on the available items of the racks under 

their coverage area. 

C. Coding 

In Figure 2, it displayed the data frame structure the bi-

directional communication I2V and V2I. 

a) 

b)  

Figure 2. Data frame structure the communication: a)  I2V and b) I2V 

channels. 

Data frames are words of 64 bits composed each of six 

blocks. First and last blocks, labelled respectively as SoT and 

EoT are used to trigger synchronization of the transmitter and 

receptor in each link.  

In the I2V link, there are also the blocks CELL ID, 

POSITION, RACK and MESSAGE. Identification of the unit 

cell is given by the block CELL ID. The format of the word 

code is 0XXXX00YYYY0, where XXXX addresses the line 

and YYYY the column of the unit navigation cell. Block 

POSITION provides information about which emitters are 

being detected by the mobile vehicle and thereby enables the 

vehicle to know its relative position within the navigation 

cell. The block RACK contains information about the stock 

stored inside the rack, addressing different sections. The 

MESSAGE block (32 bits) enables the possibility of 

transmitting a random message to the vehicle. 

In the V2I link, a single LED is used to transmit 

information from the vehicle to the infrastructure, namely 

information about items being removed from the rack within 

the navigation cell to the shipping station. The code word 

contains the blocks ROBOT ID, CELL ID, RACK and 

MESSAGE, besides SoT and EoT blocks. The blocks 

ROBOT ID and CELL ID encode the identification of the 

transmitting vehicle and of the receiver infrastructure, The 

RACK block identifies the specific rack from where items are 

being removed and the MESSAGE block encodes the item 

and quantity being removed. 

III. RESULTS AND DISCUSSION 

In the V2I link, a single emitter is used to transmit 

information from the mobile robot to the LED infrastructure. 

In Figure 3, it is displayed the output signal due to the optical 

signal transmitted by the mobile robot after removing items 

from a specific rack. On the top it is displayed the optical 

signal with the transmitted bit sequence. As this V2I link uses 

a single emitter is used in this link, the photocurrent signal, 

when under line of sight condition, follows the pattern of the 

single transmitted optical signal. Thus, decoding is a simple 

process, limited only by the photodiode sensitivity at low 

illumination conditions. 
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Figure 3. Output signal transmitted by the robot to the infrastructure after 

removal of items from the rack. On the top it displayed the transmitted 

optical signal. 

As shown in the figure, bits in red color, either set to 1 or 

to 0, cannot be changed in this channel. Bits in black color 

are those that define the specific communication conditions. 

In this case, the blocks of the coded 64-bits word can be easily 

decoded. Bits of the ROBOT ID are 01100110, 

corresponding to the identification code 118 (decimal 

representation). The CELL ID provides for the decoded bits, 

the number 001010000100, which corresponds to line 5 and 

column 2. Bits of the RACK block are 1011, representing that 

items from the first and third racks were removed when the 

vehicle moved in the forward lane. 

In the I2V link, the use of four emitters to transmit the 

coded information generates 16 photocurrents levels, 

assigned to 16 different optical excitations. These levels are 

dependent on the optical intensity at the reception end, 

however, its relative position is assumed to be constant. This, 

supports the use of a calibration curve to demultiplex the 

signal, decode the transmitted bits and enable identification 

of the input optical signals. In Figure 4, it is displayed the 

calibration curve, showing the 16 output levels assigned to 

each input optical state. The driving current of each LED 

emitter was adjusted to provide different levels of photo 

excitation.  
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Figure 4. Calibration photocurrent signal using two red and two blue 

optical signals (on the top it is displayed the waveform of the emitters 

modulation state). 

On the right side of the picture it is shown the label of the 

modulated emitters that correspond to each photocurrent 

level. The decoding methodology based on the calibration 

curve may result in some error mismatch when the 

photocurrent levels are too close. In order to increase the 

accuracy of the decoding task, bit error detection with parity 

check bits can be used. Parity bits (P1, P2, P3) assigned to the 

4 transmission channels (R, R’, B, B’) are evaluated using a 

simple algorithm that sums up the bits transmitted by 3 of the 

channels: 

P1 = R + R’ + B’ 

P2 = R’ + B + B’ 

P3 = R + B + B’ 

(1) 

In Figure 5, it is displayed the parity check bits evaluated 

by equation (1) for the transmission of the bit sequences 

plotted in The parity check bits sequences (P1, P2 and P3) are 

transmitted, respectively, by the R, R’ and B emitters. 
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Figure 5. Calibration data and correspondent error control signal obtained 

by the transmission of the parity check bits. 

Results show that the error control signal can be used to 

help on the decode process when photocurrent levels are very 

close. Under these circumstances, the use of parity check bits 

is able to detect and correct errors without the need to discard 

the transmitted data from the specific error bit and re-transmit 

it again. 

In Figure 6, it is displayed the photocurrent signal 

acquired along the forward lane at positions under the 

coverage of RR’BB’. In superposition it is displayed the 

calibration grid. At the top it is displayed the input optical 

signals (R, R’, B and B’). 
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Figure 6. Photocurrent signal acquired along the forward path at cell central 

position under the coverage of RR’BB’.  

The comparison of the output signal with the calibration 

curve allows the decode of the signal and identification of the 

receiver’s position. Bit decoding of the multiplexed signal 

resulted for the CELL ID block the word 001010000100 

(every 4 transmitters), corresponding to line 5 and column 2, 

for the POSITION block to the word 111111000000 from R 

and B transmitters and word 111000111000 from R’ and B’ 

transmitters, which indicates that the vehicle is at the center 

of the navigation cell. For the RACK block it is decoded the 

words 1110 from R and B transmitters and 1011 from R’ and 

B’ transmitters, which means that all racks of the cell are 

available with exception to the second rack in forward 

direction.  

In Figure 7a), it is displayed the error control signal 

obtained with parity check bits of the transmitted signal of 

the I2V link shown in Figure 6. 
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Figure 7. a) Transmitted signal by the I2V link and b) correspondent error 

control signal. 

The use of the calibration curve for decoding the multiplexed 

signal, demands a periodic transmission of the 16 possible 

combination of the 4 optical signals to provide update of the 

calibration data and ensure correct output signal assignment. 

In this application, speed is not a critical issue, and this 

procedure does not overload the transmission efficiency. 

However, it can be discarded or done with less frequency, 

when the accuracy of the decoding is increased using parity 

check bits. The system is also feasible to be enhanced using 

feedback control for adjustment of the LED driving currents 

when the output photocurrent levels generated by the 

photodiode become too close. This procedure would 

minimize decoding errors due to parasitic effects such as 

optical intensity variations caused by to multiple reflections, 

light dispersion or other light sources. 

IV. CONCLUSIONS  

Bi-directional communication using VLC in both 

downlink and uplink channels has been addressed in a 

autonomous vehicle guidance system. The proposed indoors 

application deals with infrastructure to vehicle (I2V) and 

vehicle to infrastructure (V2I) communication in a 

warehouse. The vehicle moves autonomously through the 

warehouse transporting goods from the carts to the packaging 

station. The transmitted data is encoded in a 64 bits word, 

defined using specific data frames in communication 

channel. Codification of the optical signals ensured 

synchronization between frames. The code word of each 

channel was designed to ensure synchronization between 

frames, to transmit information of the transmitter 

identification and of spatial location. Experimental 

evaluation demonstrated that the decoding solution can 

provide robust communications, especially if automatic bit 

error control is implemented in the optical domain. This 

methodology will be used to support indoor positioning and 

guidance of autonomous guided vehicles operating in 

industrial environments, such as automated warehouses. 
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Abstract— Lung cancer is the leading type of cancer death 

worldwide, and a correct diagnosis in an early stage gives more 

possibilities for treatment. Whole Slide Images generated from 

glass slides can be analysed using Artificial Intelligence 

technologies to help pathologists. In this study, an overview of 

lung cancer is made, exploring the methodologies used to 

improve the histopathological diagnosis of lung cancer. These 

methods are composed of Detection and Classification phases. 

To detect the neoplastic cells, the Whole Slide Image is split 

into patches, and a convolutional neural network is applied to 

identify the tumour regions and generate a heatmap to 

highlight them. Then, the features are extracted from the 

cancerous regions and submitted in a classifier to determine 

the histologic type of tumour present in each patch. In 

addition, it is proposed a possible solution based on the 

literature review that could be used as an aid in the 

pathological diagnosis of lung cancer. 

Keywords- lung cancer; digital pathology; artificial 

intelligence; convolutional neural networks; whole slide images. 

I.  INTRODUCTION 

On a global scale, lung cancer has been the type of 
neoplasia that causes the highest number of deaths and is the 
second most common in terms of new cases [1]. The 
principal cause of this cancer is smoking, and the presence of 
a tumour nodule is detected by performing a radiologic 
detection methodology like chest X-ray or computed 
tomography [2][3]. After that, a confirmatory pathologic 
diagnosis is usually made on small biopsy and cytology 
samples [4][5]. In fact, the detection of lung cancer in 
an early stage is extremely important because the sooner it is 
detected, the greater the chances of effective treatment and 
survival. However, in more than 50 % of the new cases, 
the tumour has already metastasized to different parts of the 
body. The reasons of late detection could be the lack of 
symptoms at early stage, and incorrect diagnosis of the 
symptoms, such as cough and wheezing [6]. With the 
emergence of whole slide imaging, which is the process of 
scanning microscopic glass slides to produce digital slides, 
pathologists are able to examine the Whole Slide Images 
(WSIs) on a computer which makes possible the integration 
of software to assist pathologists (Figure 1). In this way, this 
project aims to develop a system that could benefit patients 
and pathologists by making lung cancer diagnosis simpler, 
decreasing the time spent by pathologists making the 
diagnosis, and improving the accuracy of the results. This 

article is composed of 4 sections: Section 2 begins with a 
brief overview of lung cancer's physiopathology before 
focusing on lung biopsy. Then, image processing techniques 
applied in pictures of biopsy tissue samples will be 
investigated, followed by an examination of the use of 
artificial intelligence in lung cancer detection. In Section 3, it 
is described the proposed approach to a lung cancer detection 
and classification system. Finally, Section 4 presents the 
main conclusions and the next steps. 

ss  

II. LITERATURE REVIEW 

This section presents the etiology, classification, and 

methodologies for lung cancer detection. In addition, 

artificial intelligence techniques that aim to assist 

pathologists in the lung cancer diagnosis process are 

analysed. 

A. Lung Cancer: Etiology, Classification and Detection 

Methodologies 

According to data collected by the World Health 
Organization, the number of deaths from lung cancer reaches 
1.8 million and 2.21 million new cases in 2020, which, when 
compared to other types of cancer, makes this neoplasia 
responsible for the highest number of deaths in the world [7]. 
The age group with the highest lung cancer rate is above the 
50 years old and, even though, the lung cancer appears in 
the lungs, it can metastasise to other organs in the human 
body [1]. Also, the principal cause of this type of cancer 
is smoking, however, other risk factors have been identified, 
such as previous respiratory diseases, exposure to 
occupational carcinogens (arsenic, asbestos, chromium, 
nickel, and radon), polycyclic aromatic hydrocarbons, human 
immunodeficiency, virus infection, and alcohol 
consumption [1]–[3]. 

Carcinomas are the most common type of lung cancer, 
and they are split into four types: Adenocarcinoma, 
Squamous Cell Carcinoma, Large Cell Carcinoma and Small 
Cell Lung Carcinoma. The most common is Adenocarcinoma 
which affects about 80 % of cases. Currently, there are 
different methods to detect lung cancer, such as chest x-ray, 
computed tomography, and magnetic resonance imaging, but 
when the initial detection method is in the field of radiology, 
a confirmation pathological diagnosis is followed by a 
transthoracic needle biopsy. The glass slides acquired in the 
biopsy will be analysed by the pathologists in a brightfield 
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microscope, or through WSIs that were obtained by 
digitising the glass slides [1]. 

B. Artificial Intelligence techniques applied to Lung 

Cancer 

The increased amount of data generated by clinical 

systems, as well as the computational capacity, enable the 

development of computational systems capable of 

facilitating the diagnosis process, improving the accuracy 

and moving faster to the final diagnosis. 

According to literature [1][8][9], the analysis of lung 

cancer in WSIs can be split into two moments: Detection 

and Classification. Wang et al. [8] presented a model using 

Inception V3 that was capable of analyse adenocarcinoma 

WSIs, classify and give a prognostic value with an 

accuracy of 89.8 %. By using the sliding window method, 

the model searches the presence of tumour in patches of 300 

x 300 pixels. In 2018, Coudray [9] also used Convolutional 

Neural Networks (CNNs) with Inception V3 for their model, 

but the sliding window mechanism was used for 512 x 512 

pixels patches which resulted in an accuracy of 87 % [1][9]. 

Another study from Li et al. [10] used 256 x 256 pixels 

patches and cropped them with a stride of 196 pixels with 

the aim to ensure sufficient overlapping between adjacent 

patches. The samples were applied into different types of 

CNNs, where the higher accuracy was given by AlexNet 

when it was trained from scratch with 97 % of accuracy and 

by ResNet when the pre-trained strategy was used (93 %) 

[1]. According to a study published in 2019 by Yu et al. 

[11], they also used the different CNN types where each 

Whole Slide Image (WSI) was split into tiles with 1000 x 

1000 pixels with a 50 % overlap. The best resulting 

accuracy achieved from the evaluated models was 93.5 % 

[1][11]. To overcome the limitation that states the need for 

annotations by a pathologist to get a better result, Chen et al. 

[12] designed a technique that, instead of getting tiles from 

the WSI, the WSI is given as input without being split, 

which resulted in an accuracy of nearly 93% for lung cancer 

detection [1][12]. 

The detection task is followed by the classification task 

and provides the generated heatmap and, by applying 

morphological operations as erosion and dilation in these 

maps, the distribution and shape are features that can be 

extracted for further analysis and classification [8]. These 

features are used as inputs for models that will classify the 

lung cancer type present (e.g., Adenocarcinoma, squamous 

cell carcinoma, etc.). While Wang et al. [8] selected features 

associated with survival outcomes and used a univariate 

Cox proportional hazard model with a penalty to prevent 

overfitting, Yu et al. [11] employed Naïve Bayes classifiers, 

Support Vector Machines (SVMs) with Gaussian, linear and 

polynomial kernels, and Breiman’s random forest that 

received the features as input and gave the predicted lung 

cancer types as output, obtaining as higher accuracy 85 % 

[1]. 

III. PROPOSED APPROACH 

Following the reviewed authors' approaches and as 

shown in Figure 2, the system to be developed must be 

capable of executing two phases: the Detection and 

Classification of the tumour present in a WSI.  In the 

detection phase, the system should load the WSI and retain 

all the WSI’s tiles that contain tissue samples according to a 

given size (512 x 512 pixels). Then, it will execute 

transformations in the tiles, such as Augmentation and 

Rotation, to obtain more samples for training. After that, the 

tiles will be used in a Deep Learning Neural Network to 

detect the tumour using features that indicate its presence like 

colour and area of the cells. At the end of the detection steps, 

the system will compile the tiles back to the WSI format, 

generate a heatmap and give the prediction. In the 

classification phase, it will extract characteristics like 

perimeter and texture of the tumour from the regions of 

interest, apply a classifier (ex.: SVMs) that will distribute 

them by lung cancer subtypes, and, finally, show the output 

prediction to the user. 

IV. CONCLUSION 

The development of systems for optimisation of the lung 
cancer diagnosis is an area that is growing and many studies 
of methods to improve the current process are emerging. 
Furthermore, the use of deep learning is showing good 
results in medical systems, such as the recently implemented 
breast cancer diagnostic support system. However, since it is 
a developing area, there are limited amounts of image 
datasets available that allow training the algorithms with the 
desired performance to the point of being reliable in clinical 
use. In this paper, a possible solution was proposed as a 
high-level approach based on the available studies, with the 
aim of assisting the pathologist in the first morphological 
approach to the lesion to optimise the diagnostic process. 
Further phases will include, among other things, a thorough 
examination of the AI approaches used and the creation of 
algorithms to assess the presence or absence of tumors in the 
photos being analysed. 
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Figure 1.  Actual Approach for Lung Cancer Diagnosis Support System. 

 

Figure 2.  Diagram of the proposed approach to detect and classify the Lung Cancer according to a given WSI 
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