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ALLSENSORS 2023

Forward

The Eighteenth International Conference on Advances in Sensors, Actuators, Metering and
Sensing (ALLSENSORS 2023), held in Venice, Italy, April 24 - 28, 2023, covered related topics on theory
practice and applications of sensor devices, techniques, data acquisition and processing, and on wired
and wireless sensors and sensor networks.

Sensor networks and sensor-based systems support many applications today above ground.
Underwater operations and applications are quite limited by comparison. Most applications refer to
remotely controlled submersibles and wide-area data collection systems at a coarse granularity. Other
remote sensing domains and applications are using special sensing devices and services. Transducers
and actuators complement the monitoring and control and constitute an area of interest related to
sensors. They make use of specific sensor-based measurements and convey appropriate control actions.

ALLSENSORS 2023 was intended to serve as a forum for researchers from the academia and the
industry, professionals, standard developers, policy makers, investors and practitioners to present their
recent results, to exchange ideas, and to establish new partnerships and collaborations. The accepted
papers covered a large spectrum of topics on techniques and applications, best practices, awareness and
experiences as well as future trends and needs (both in research and practice) related to all aspects of
sensor-based applications and services.

We take here the opportunity to warmly thank all the members of the ALLSENSORS 2023
technical program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and efforts to contribute to the ALLSENSORS
2023. We truly believe that thanks to all these efforts, the final conference program consists of top
quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ALLSENSORS 2023
organizing committee for their help in handling the logistics and for their work that is making this
professional meeting a success.

We hope the ALLSENSORS 2023 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress on the topics of sensors.
We also hope that Venice provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city
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Characterization of an IoT Stereo Image Sensor System for Weed Control

Bruno M. Moreno1,2, Paulo E. Cruvinel1,2

1 Embrapa Instrumentation (CNPDIA), P.O. Box 741, 13560-970, São Carlos, SP, Brazil
2 Postgraduate Program in Computer Science, Federal University of São Carlos, São Carlos, SP, Brazil

Emails: bruno.moreno@estudante.ufscar.br; paulo.cruvinel@embrapa.br

Abstract—Smart farming has emerged as a new option to
deal with the adversities of food generation in agriculture in the
face of growing demand, with the aim of increasing productivity
allied to the search for a more sustainable world. One of the
objects of study in precision agriculture is weed control and the
conscious use of inputs. This article presents the development
and characterization of an embedded stereo system using camera
sensors and Internet of Things principles, for future application
in the area of digital image processing. Concepts of validation
of lenses by Modular Transfer Function, calibration of intrinsic
parameters of sensors and 3D system and memory and energy
consumption management are analyzed, and implemented in the
construction of an equipment, which aim to control invasive
plants in crops.

Keywords—camera sensor; stereo vision; embedded platform;
weed control; agricultural industry.

I. INTRODUCTION

Agriculture is a very important source of food, feed, fiber
and even fuel. Despite this, agriculture currently faces the
challenge of increasing its production in response to the
demand of continued population growth, taking precautions
against the various adversities caused by the climate and
minimizing the impact of man on nature [1].

One of the approaches aimed at increasing productivity in
the field is the reduction of losses due to factors exogenous
to crops, such as competition resulting from the presence of
invasive plants. The presence of weeds in the cultivation area
can decrease crop yield by more than 50% just by competing
with the moisture present in the soil, causing more damage
than invasive animals, diseases and other pests [2]. Therefore,
weed control is essential so that the nutrients present in the
soil, the development space and the reception of sunlight
remain exclusively for the plant of interest [3].

Moreno and Cruvinel presented previous studies related to a
stereo camera’s system [4], and the development of a software
based on semantic computing concepts for the segmentation
of weed plants [5].

Although the use of pesticides has already been established
to deal with this problem, technological applications aimed at
the rational use of inputs are desired. Among such technolo-
gies, Computer Vision stands out, which works in two stages:
image acquisition and image processing. The acquisition is
made exclusively from camera sensors, capturing the environ-
ment and patterns present in digital images. Such sensors can
then capture the visible or thermal spectrum, and be coupled
to vehicles, devices, robots, drones and even satellites. On

the other hand, affordable single-board computers have made
onboard image processing possible [6].

Image processing can be summarized in five steps. In the
first, the raw data are pre-processed, removing noise and
selecting only the object of interest. In another step, pattern
features are extracted, whereas in the case of plant images,
such parameters are related to color, shape and texture. In
the third stage, the features go through a selection process,
decreasing the dimensionality of the data. Afterwards, the
data are classified, grouping them based on their similarities.
Finally, in the decision making stage, new input data can
be classified from the already trained model, thus identifying
which group it belongs to [7][8].

To ensure that the input data are of good quality, validating
and using good camera sensors have become extremely impor-
tant. Allied to this, other points of consideration in the appli-
cation of such techniques in agriculture are the management of
the volume of data generated, the data analysis techniques that
need to deliver interpretable and understandable results due to
the interdisciplinarity of workers in the area, and the mobile
systems that need to be able of handle scarce resources such
as limited battery life, low computational power and limited
bandwidths for data transfer [9].

As examples of the use of camera sensors in the field, there
are applications coupled to vehicles to operate during pre-
planting and analyze the height and density of vegetation from
the images [10] and identify the location of invasive plants for
manual control via weeding machine [11]. Plant images can
also be acquired to create a database on an external server for
further processing, for training a future classifier [12].

This paper is structured as follows. Section II presents the
materials and methods used, including the Internet of Things
(IoT) system description, camera sensor specifications, stereo
vision basics, and embedded board specifications. Section III
presents the results of the validation of the sensor and of the
stereo system, the power supply and memory limitations and
the final prototype, with the final conclusions in Section IV.

II. MATERIALS AND METHODS

The developed system aims to capture stereoscopic images
in a real environment of plantations, so that the presence and
concentration of weeds present in the region of interest can be
identified from an embedded algorithm. The capture of stereo
images requires two camera sensors, generating two images of
the same area that will be the input of the system. The images
are then processed and grouped into classes, and the data will

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-083-4
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be prepared for sending to a module external to the system,
which will be responsible for spraying the site.

A. High-level IoT architecture

Embedded systems have a potential in agricultural use due
to their mobility, low cost and computational power, allowing
the performance of complex tasks in a more practical way.
Raspberry Pi (RPi) is being used in several applications and
it is the leading candidate for hardware implementation due
to its powerful processor, rich I/O interface and compatibility
that allows most projects to run on it [13]. Its wireless
communication also makes the RPi capable of working with
IoT projects, allowing objects to be sensed or controlled
remotely across existing network infrastructure and reducing
human intervention [14].

IoT systems in agriculture are separated into three modules:
farm side, server side and client side. The farm side usually
consists of detecting local agricultural parameters, identifying
the location and sensor data, transferring crop fields data
for decision making, decision support and early risk analysis
based on recent data, and action and control based on the
monitoring of the crop [15]. As can be seen from the block
diagram in Figure 1, the developed IoT Stereo System can
gather image data in the field, pre-process, segment, create
feature extraction and depth information vector, classificate
and interpret the collected data, while being controlled and
monitored via Bluetooth serial communication by a mobile
app.

On the server side, the network layer is responsible for
reliable transformation to the application layer. A Wireless
Personal Area Networks (WPAN) network can be mounted
on a single board computer, with its own unified control and
monitoring console for various wireless networks. Data trans-
port and storage become essential, with data that can be saved
on an external server or in the cloud, and then transferred to
other devices, including the equipment responsible for product
spraying on the plantation. The last module, the client side or
application layer, collects and processes information, provid-
ing an environment where users can monitor data processed
by the system via a web browser, anywhere and anytime.

B. Embedded System and Camera Sensor Specifications

RPi is a series of mini-embedded computers developed
in the United Kingdom by the Raspberry Pi Foundation in
association with Broadcom. The model used was the RPi 3 B+,
where its specifications can be seen in Table I. It is important
to note that board must be powered with a nominal voltage
of 5 V capable of delivering 2.5 A of current, with operating
temperature between 0 °C and 50 °C. The internal memory
is defined from a micro Secure Digital (SD) card, where the
kernel of the operating system is also present, being recom-
mended the use of at least 8 GB of memory. The RPi 3 B+,
unlike previous family models, enables BCM43438 wireless
Local Area Network (LAN) and Bluetooth Low Energy (BLE)
communication, allowing wireless data exchange.

Figure 1. High-level system architecture diagram.

TABLE I
RASPBERRY PI 3 MODEL B+ CHARACTERISTICS

Processor BCM2837B0 Cortex-A53 (ARMv8) 64-bit
Clock 1.4 GHz GPIO 40 pins

Memory 1 GB SDRAM Gigabit Ethernet 1 connector
USB Port 4 USB 2.0 HDMI 1 connector
Camera serial interface (CSI) Display serial interface (DSI)

Wireless (dual band) Bluetooth 4.2/BLE
3,5mm 4 Jack output Micro SD card slot

Support Power-over-Ethernet Input DC 5V/2.5A

TABLE II
PI CAMERA CHARACTERISTICS

Size 25 x 24 x 9 mm
Resolution 5 MP
Video modules 1080p30, 720p60, 640x480p60/90
Sensor OmniVision OV5647
Sensor resolution 2592 x 1944 pixels
Sensor image area 3.76 x 2.74 mm
Pixel size 1.4 µm x 1.4 µm
Optical size 1/4”
Full-frame SLR equivalent 35 mm
S/N Ratio 36 dB
Dynamic range 67 dB @ 8 times gain
Fixed focus 1 m - ∞
Focal length 3.60 ± 0.01 mm
Horizontal field of view (HFOV) 53.50° ± 0.13°
Vertical field of view (VFOV) 41.41° ± 0.11°
Focal ratio (F-stop) 2.9

The RPi has its own camera sensor alternatives, including
the Pi Camera v1, with specs shown in Table II. Among the
most important parameters, stand out the fixed focal length
of 3.60 mm, the maximum sensor resolution of 2592 x 1944
pixels, and the camera opening angle of 53.50º horizontally
and 41.41º vertically.

C. Modular Transfer Function as Camera Sensor Validation

The Modular Transfer Function (MTF) expresses how well
an optical system preserves the contrast of spatial frequencies
of the object in the image and is a well-established perfor-
mance method [16]. A popular way to estimate the MTF curve
for spatial frequency is called the inclined knife-edge method,
in which the curve is obtained from a region of the image
where there is a transition from a very dark tone to a very light
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tone [17]. An Edge Spread Function (ESF) is calculated from
the recorded knife edge, giving the one-direction response
of the imaging system to an edge object. The Line Spread
Function (LSF) is obtained by the derivative of the ESF.

Then, the use of a camera sensor can be defined taking
into account the calculation of the LSF of the camera lens
and MTF, which represents the magnitude response of the
optical system to sinusoids of different spatial frequencies,
i.e., retrieved by Fourier transform of the LSF. Taking a linear
source the solution to measure the MTF is in 1D, orthogonally
to the direction of the line. This can be proven considering a
given source S(x, y) = δ(x).C, and a lens of diameter equal
to a, that means:

R(kx, ky) =

∫ ∫ a/2

−a/2

δ(x)Cej(kxx+kyy)dxdy (1)

The response of the objective can be expressed as the square
of the Fourier transform of the product of the source with
the aperture of the lens R2(kx, ky), with (kx, ky) the spatial
frequencies associated with the spatial coordinator (x, y).
Besides, looking for a solution of (1) and solving the integral
by parts is possible to reach:

R2(kx, ky)α
sin2(aky)

(aky)2
(2)

Equation (2) corresponds to the LSF. The Fourier Transform
of the LSF then gives the 1D MTF in the yy-direction. In
stereo systems, usually the MTF system data are summarized
as a curve for each sensor or just the curve of the lowest
quality sensor [18]. Therefore, the images from the cameras
are convolved based on the multiplication of their MTFs in
the frequency domain.

D. Stereo Vision Principles

Stereo vision systems are usually based on the use of two
cameras with the aim of simulating the human vision system
and obtaining depth of objects, with the camera plane as
a reference. The depth is acquired through the comparison
of the object’s position between each captured image [19].
The simplest way of comparing both images is guaranteed
when the cameras are coplanar and aligned, as shown in
Figure 2. The variables defined by the camera system are the
baseline b and the focal distance f . The P (X,Y, Z) represents
a point that would be recorded by the two cameras and
uL = (XL, YL) and uR = (XR, YR) are the projections of
this point in each image. From the concepts of geometry and
similarity of triangles, it is possible to obtain:

Z =
bf

XL −XR
=

bf

d
(3)

The d variable is called disparity. Thus, with two images
as inputs in a calibrated and synchronized stereo architecture,
depth information is obtained by finding the corresponding
pixels in both images (uL and uR) by a matching algorithm
and subtracting their X-axis coordinates. By performing this
operation for all paired pixels in the image, the disparity map

Figure 2. Stereo vision model.

is obtained, which contains all the depth information in the
image.

It is also important to note the distortion that variations
in the disparity map can cause in the depth estimation, i.e.,
verify the measurement obtained accuracy. So, for a variation
in depth, it is possible to find:

∆Z = Z − bf

d+∆d
=

Z2∆d

bf + Z∆d
≈ Z2∆d

bf
(4)

During image capture, the focal length f and baseline b are
fixed, but the baseline distance can be adjusted to minimize
this distortion, taking into account the expected distance of
objects from the camera. Thereby, the system calibration can
be done from an image of a chessboard on which its pattern
allows to rotate and adjust the stereo images so that they
are lined up and the difference between them is only in
the horizontal dimension. Before calibrating the system, it
is necessary to find the calibration of each camera, which is
defined by two matrices, the camera matrix and the distortion
matrix [20]–[22]. The camera matrix, presented in (5), is
composed of intrinsic parameters as focal length fx and fy ,
and optical centers cx and cy . On the other hand, (6) shows
the distortion matrix, where q1, q2 and q3 represent the lens
radial distortion coefficients and p1 and p2 the lens tangential
distortion coefficients.

camera matrix =

fx 0 cx
0 fy cy
0 0 1

 (5)

distortion coefficients =
[
q1 q2 p1 p2 q3

]
(6)

Finally, the calibration of the entire stereo vision system can be
summarized by (7), where Rx represents the rotation factor
and Tx the translation factor between the captured left and
right image [23][24].

Left Image = Rx ∗ Right Image +Tx (7)
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Note that unlike the camera matrix and distortion coeffi-
cients which depend only on the camera, the Rx and Tx

matrices must be recalculated if any stereo system settings
change such as, for example, the baseline distance.

III. RESULTS AND DISCUSSIONS

Experimental results were focused on the instrumentation’ s
characterization, i.e., including both the sensors and hardwares
associated with signal and image processing. So far, the images
for such a characterization were collected at laboratory level
only. The system is based on eight elements, as follows: 12
V battery; 12 Vdc to 220 Vac voltage inverter; Light Emitting
Diode (LED) lamp; 110-220 Vac to 5 Vdc rectifier; two RPis
and two Camera Pi, as the schematic presented in Figure 3. All
components are fixed on a metallic structure, with adjustable
distance between cameras, angle of inclination (0º, 90º, 180º,
270º) and height of the cameras in relation to the ground (10
to 100 cm). The built system can be seen in Figure 4.

The system is controlled by an Android App via Blue-
tooth serial communication, where commands can be sent:
synchronous image capture on the two RPis, send the images
to the cell phone to check the quality of the capture, check
the amount of images saved on memory, and board reboot
or shutdown command. The RPis also communicate with
each other via Bluetooth protocol, that supports up to 7
accessory devices, and uses Radio Frequency Communication
(RFCOMM) Bluetooth protocol in data transfer with the cell
phone. To ensure system security, it connects only to trusted
equipment on specific ports.

A. Energy consumption management

A RPi can has power consumption of up to 12.5 W, but
in laboratory tests the usual value during the application of
the image capture software was only 3 W. As the system
was designed with a inverter, the power consumed by this
equipment must also be considered for system evaluation and
possible improvements. In this case, the inverter in question
presented a spent power of around 8.4 W, significantly higher
than the sum of the RPis. To deal with such power, a battery
of 12 V and 60 Ah was chosen.

To measure the energy expenditure of the system, current
and power were calculated in different situations, according to
Table III, with battery voltage fixed at 12.0 V. To evaluate the
battery capacity, a test was carried out in the most extreme
situation, with the system in continuous operation with the
18 W LED lamp on, which resulted in the maintenance
of operation for approximately 15 hours. When the battery
was discharged to 11.7 V, the inverter stopped as a safety
precaution. It was observed that, in this operating mode, the
peak current at system startup was close to 3.2 A, while with
the same configuration but with the less potent LED lamp the
peak was 2.0 A.

B. Memory management

For each RPi a 32 GB SD memory card was selected. After
the initial settings, the necessary programs installed and the

Figure 3. Diagram of the connection between the components.

(a) Details of the camera, stereo rig
and lamp.

(b) Interior of protective case, with
RPis and rectifier.

Figure 4. Developed system.

TABLE III
SYSTEM POWER AT DIFFERENT SETTINGS

Mode of operation Current (A) Power (W)
Standard 1.3 15.6
With active camera sensors 1.4 16.8
With active camera sensors 1.9 22.8
and 4.5 W LED lamp
With active camera sensors 3.0 36
and 18 W LED lamp

capture algorithm developed, about 23.1 GB of memory was
free for general use. To ensure that the program can handle
the amount of data written and stored, it is good to know how
long the embedded system takes to save files. In testing, it
was found that the SD card sequential memory write rate is
14833 KB/s or 14.8 MB/s.

Such information is important to define the resolution in
which the images will be captured, as they define the size of
the files saved in memory. Following the dimension of the
camera sensor, it is preferable to define the resolution of the
captured images to take advantage of the entire sensor size,
that is, in which the 4:3 ratio is preserved. The maximum file
size can be calculated by multiplying the resolution by the
pixel depth, but since the Pi Camera doesn’t have the option to
format a RAW image file, the images are compressed, resulting
in smaller files. So, it was tested five resolutions, 640 x 480,
800 x 600, 1024 x 768, 1280 x 960 and the maximum 2592
x 1944. Early test results can be seen on Figure 5, where five
images in each resolution were taken and saved in the PNG
format.

Considering the future application in image processing, in
which the computational cost of operations tends to grow
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Figure 5. Image file size experimentations.

(a) Left Camera. (b) Right camera.

Figure 6. Images of a calibration chessboard, captured synchronously and
without being processed.

exponentially according to the number of pixels present, and
the available SD memory, the resolution of 1280 x 960 was
then chosen. With this resolution, at least 6,000 images can be
saved in memory, although it is possible to store them later in
the cloud, from the system’s communication with an external
network, freeing up space on the board. It should be noted that
for future applications, if the maximum resolution is used, the
memory writing time must be taken into account as a limiting
factor.

C. Camera sensor validation

The first step in calculating the stereo MTF was to capture
an image of the chessboard with both cameras at the same
time, as can be seen in Figure 6. For each image, five random
regions were selected where there are knife edges recorded, in
the same location for both cameras. The normalized MTF was
calculated for each point and averaged between them, and after
that, the MTF of the stereo system was then calculated from
the multiplication of both MTFs, as can be seen in Figure 7.
The MTF value at the Nyquist frequency was then 14.31% for
the left camera, 8.97% for the right and 1.28% for the entire
system.

To evaluate the camera’s SNR ratio, only the regions of the
converted grayscale image where black blocks were presented,
which have a uniform color on the original chessboard, were
used, and the mean and standard variation of the signal were
evaluated. For the right camera, the calculated value was

Figure 7. MTF of each camera sensor and combined system.

Figure 8. Baseline distance disparity and distortion error evaluation.

19.7 dB, while for the left camera it was 17.9 dB, below the
36 dB specified by the manufacturer.

D. Stereo vision parameters

The first step in tuning the stereo system is to define the
baseline distance that will be used to capture the images.
The developed prototype has a minimum possible baseline of
6 cm and a maximum of 24 cm, which makes it capable of
simulating human vision, which has this value in the range
of 5.4 to 7.4 cm, in addition to allowing the exploration of
other scenarios. For this, considering (3) and (4), the expected
disparity for an object up to 1 m away from the camera and
the expected distortion error at such distance were calculated,
for four values of baseline, 6 cm, 12 cm, 18 cm and 24 cm,
as can be seen in the Figure 8, considering the resolution of
1280 x 960.
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When setting the baseline distance, it is always preferable
to use the lower values to ensure greater interpolation between
the two generated images, which allows closer objects to have
their distance calculated. For example, according to the graph
shown, for b = 24 cm, objects up to 23.8 cm away from
the camera would not be present in both images, making it
impossible to calculate the disparity, while for b = 6 cm such
a situation is only valid for objects less than 5.9 cm away.
As for objects of up to 1 m, the distortion error proved to be
small for all cases, including for the scenario with the smallest
baseline, so it can be defined that the best use of the stereo
system occurs for values close to 6 cm.

Thus, for b = 6 cm and height of 1 m (value chosen
so that, due to the height of the growing plants, the object
under analysis is not too close to the sensors), the calibrated
parameters results of the left and right cameras, and of the
stereo system, were:

Left camera matrix =

736 0 582
0 735 464
0 0 1

 (8)

Left distortion coefficients =


0.0589
−0.169
0.00139
0.00198
0.142


T

(9)

Right camera matrix =

1480 0 681
0 1480 480
0 0 1

 (10)

Right distortion coefficients =


−0.0728
3.98

0.00117
0.00630
−22.6


T

(11)

Rx =

 0.960 −0.0133 −0.281
0.0159 1.00 0.00721
0.280 −0.0114 0.960

 (12)

Tx =

 −0.787
−0.0670
5.65

 (13)

Note that if the baseline distance is changed, it is necessary
to calibrate the system again, recalculating only the Rx and
Tx matrices, but it is expected that Rx will not change
significantly, as the mounted structure does not allow the
cameras to yaw, pitch or roll.

IV. CONCLUSION AND FUTURE WORK

The results showed a characterization process of an IoT
stereo image sensor system, capable of capturing and transfer-
ring validated images via wireless commands, ready to be used
in real agricultural field conditions. Such developed embedded
vision system can be useful for applications in 3D image
processing, with several variable parameters that allow the

adaptation of the system to different situations, although the
power supply can be simplified to reduce the weight and power
spent of the system, allowing the use of smaller batteries and
fewer components (for example, with only a 12 Vdc to 5 Vdc
converter and 9 W 12 V LED lamp).

For future steps, it is desired to carry out agricultural
analyzes, considering weed families, as well as the inclusion
of AI-based weed image process to identify plant species
for agricultural control. In addition, an expansion of system’s
connectivity with other devices will also be realized.

ACKNOWLEDGMENT

This work has been supported by Embrapa and Brazilian
research agency CAPES.

REFERENCES

[1] FAO, ”The future of food and agriculture – alternative pathways to 2050,”
Food and Agriculture Organization of the United Nations Rome, pp. 224,
2018.

[2] H. Abouziena and W. Haggag, ”Weed control in clean agriculture: a
review,” Planta daninha, SciELO Brasil, vol. 34, pp. 377-–392, 2016.

[3] S. C. Bhatla and M. A. Lal, ”Plant physiology, development and
metabolism,” Springer, 2018.

[4] B. M. Moreno and P. E. Cruvinel, ”Sensors-based stereo image system for
precision control of weed in the agricultural industry,” SENSORDEVICES
2018, The Ninth International Conference on Sensor Device Technologies
and Applications, pp. 69–76, 2018.

[5] B. M. Moreno and P. E. Cruvinel, ”Computer vision system for identify-
ing on farming weed species,” 2022 IEEE 16th International Conference
on Semantic Computing (ICSC), USA, pp. 287–292, 2022.

[6] M. I. Sadiq, S. M. P. Rahman, S. Kayes, A. H. Sumaita, and N. A.
Chisty, ”A review on the imaging approaches in agriculture with crop
and soil sensing methodologies,” 2021 Fifth International Conference On
Intelligent Computing in Data Sciences (ICDS), Morocco, pp. 1–7, 2021.

[7] M. Rajoriya and T. Usha, ”Pattern recognition in agricultural areas,”
Journal of Critical Reviews, vol. 7, pp. 1123–1127, 2020.
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Abstract— Agricultural sensors are crucial in improving crop 

yields and reducing resource waste. It has led researchers to 

develop affordable sensors that can be easily integrated into 

existing farming systems. Developing inexpensive sensors 

involves using low-cost materials and simple manufacturing 

methods, ensuring reliable and accurate measurements. One of 

Embrapa Instrumentation's objectives is the research and 

development of sensors applied to agriculture. This article 

briefly discusses a sensor for soil moisture measurement using 

the microwave technique; a system for measuring the apparent 

electrical conductivity of soils; a Sensor for measuring water 

and plant relationships; and the Sensor for evaluating spray 

solution concentration to control weeds to improve crop yield 

and reduce water. Using affordable sensors in agriculture can 

provide an effective and sustainable solution to enhance the 

productivity of small and medium farms, thus increasing food 

security and supporting sustainable agriculture. 

Keywords - Affordable sensors; Agriculture; soil moisture; 

soil resistance; water-plant measuring; spray quality; pest control. 

I.  INTRODUCTION  

The applications of sensors in general, and more 
specifically, affordable sensors, are the basis for developing 
devices for instrumentation, automation, precision 
agriculture, and digital agriculture. 

The global agricultural sensors market size was valued at 
USD 4.74 billion in 2021. It is expected to reach USD 16.83 
billion by 2030, growing at a Compound annual growth rate 
(CAGR) of 15.12% during the forecast period (2022–2030) 
[1]. 

The low-cost sensor is a technology initially developed 
for consumer and research applications. Competitive and 
low-cost due to economies of scale, these sensor 
technologies allow new applications or more economical use 
of sensors in production and environments [2]. 

Despite being used in research, most field sensors are still 
in their infancy in their commercial relationship. Soil 
moisture sensors can be mentioned, sensors that can correlate 
fertility, scales that could indicate performance, sensors, and 
indicators of pests and diseases, among others, and if they 
were present in the field, they could be connected to IoT 
(Internet of things) [3]–[5]. 

Below is a brief discussion of affordable sensors for 
agriculture, which were developed at Embrapa 
Instrumentation. In the next sections there are the 
descriptions of the recent development of affordable sensors, 

which are: a sensor for measuring soil moisture using 
microwaves with two techniques (waveguide and free 
space); a system for measuring the apparent electrical 
conductivity of ECa soils; a sensor for measuring the water 
and plant relationship; and a sensor to evaluate spray solution 
concentration to control weeds to improve crop yield and 
reduce water.  

The sensors listed have something in common: they are 
affordable and designed to be used in agricultural 
environments. They are capable of measuring different 
aspects of the environment, such as soil, water, plants, and 
weed control. Additionally, they can be integrated into IoT 
technologies. 

II. SENSOR FOR SOIL MOISTURE MEASUREMENT, USING 

MICROWAVE TECHNIQUES  

The content and availability of water in the soil are 
parameters of fundamental importance in the various fields 
of basic and applied science, as well as in technologies for 
agriculture, geology, meteorology, hydrology, and various 
areas of engineering. 

The most used techniques for measuring soil water are 
gravimetric, neutron moderation and gamma-ray attenuation, 
Time Domain Reflectometry (TDR), and remote sensing. 

Through the interaction of electromagnetic waves, at 
microwave frequency, with the water-soil system, greater or 
lesser attenuation of the signal is obtained depending on the 
volumetric moisture content present. Figure 1 presents a 
system for measuring soil moisture content that uses 
microwave signal transmission and reception through the 
waveguide technique, in the X band, with an operating 

frequency of 10 GHz and a power of 25 mW. In tests 
carried out at the laboratory level, we proved the correlation 
of the attenuation in dB with the volumetric humidity in 
clayey, sandy, and glass microsphere soils [6]. 

 

 

Figure 1.  Presents a system for measuring soil moisture content that uses 

microwave signal transmission and reception through the waveguide 

technique. 
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Figure 2 presents the results that show the influence of 
water in the water-soil system, in the attenuation of 
microwaves, through the relation of the attenuation of the 
signal in dB by the volumetric soil moisture in sandy soil 
(1.20 < soil density (g/cm3) < 1.26), clayey (0.83 < soil 
density (g/cm3) < 0.92)) and glass microsphere (1.13 < soil 
density (g/cm3) < 1.19)). The error in sample preparation 
was 4.7%. All measurements were conducted under 
laboratory conditions (room temperature ~23.0 ± 0.5 0C and 
relative humidity 36%).  

 

Figure 2.  The attenuation calibration curve in dB, as a function of the 

volumetric soil moisture of the samples 

A network analyzer, model 8510 from Hewlett-Packard, 
was used, evaluating the parameter insertion loss S21 (dB) to 
compare with the results obtained in the attenuation system 
in dB. Figure 3 presents the results for all samples with a 
linear regression where their r2 was 0.976. 

 

Figure 3.  Comparison between the results obtained with the proposed 

system and those obtained the insertion loss S21 (dB), using the 8510 HP 

network analyzer. 

Investigating the behavior of plant root system growth as 
a function of soil water is essential for studying root 
physiology. Figure 4 shows a non-invasive tool based on the 
transmittance of electromagnetic waves in the microwave 
frequency range, operating close to 4.8 GHz, which was 
developed using microstrip patch antennas to determine 
volumetric soil moisture in rhizoboxes. Antennas were 

placed on both sides of the rhizobox, and the S parameters 
were measured using a vector network analyzer.  

 

 

Figure 4.  Block diagram of the system developed to measure S21 (dB) of 

soil moisture in the rhizobox, using the Vector Network Analyzer, in the 

microwave frequency range (4.6–5.0 GHz). 

The dispersion parameter S21(dB) was also used to show 
the effect of different soil types and temperatures on the 
measurement. In addition, the sensitivity, reproducibility, 
and repeatability of the system were evaluated (Figure 5). 
The measurement was carried out three times to each dot (n 
= 3). The red dots represent the reproducibility (98.9%) 
averages, and the black dots represent the repeatability 
(93.0%) averages. The quantitative results of soil moisture, 
measured in rhizoboxes, presented in this work, demonstrate 
that the microwave technique using microstrip patch 
antennas is a reliable non-invasive, and accurate system, and 
has shown potentially promising applications for 
measurement of roots based on rhizobox phenotyping [7]. 

 

 

Figure 5.  The relation between |𝜀∗| versus the average of S21 (dB) shows 
the repeatability and reproducibility of the system developed were 

calculated. 

Figure 6 shows the relationship between the S21 measured 
with the developed system and the volumetric soil moisture 
θV (%) determined and calculated by the second and third-
order polynomial equation. The calibration was obtained 
using four (04) samples, which are: Cerrado Soil (squares), 
Kaktus Soil (open circles), and Glass Beads (triangles). The 
experiment was carried out at the standard laboratory 
ambient conditions (Temperature (T(◦C)) = 25.0 ± 0.5 ◦C and 
Relative Humidity (RH(%)) 30%). 
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Figure 6.  Relationship between the S21 measured with the developed 

system and the volumetric soil moisture θV (%). The four (04) samples 

used are Cerrado Soil (squares), Kaktus Soil (open circles) and Glass 

Beads (triangles). 

III. SYSTEM FOR MEASURING THE APPARENT 
ELECTRICAL CONDUCTIVITY OF SOILS ECa 

Soil apparent electrical conductivity (ECa) originated 
from measuring soil salinity, a pertinent problem in arid 
zones associated with irrigated crops and areas with shallow 
water tables. Soil ECa is greatly influenced by a vast 
combination of physical and chemical properties of the soil, 
such as soluble salts; mineralogy and clay content; the 
amount of water present in the soil; volumetric density; 
organic matter, and soil temperature. 

The most effective application of apparent soil electrical 
conductivity is at field scale in mapping the spatial variability 
of many edaphic properties, e.g., organic matter, moisture, 
and in the determination of a wide variety of anthropogenic 
properties, such as: leaching fraction; irrigation and drainage 
patterns; compaction patterns due to machinery [8]. 

Soil ECa is a quick, more reliable, and easy tool than 
other techniques, but it only sometimes correlates with crop 
yield. Therefore, the ECa measurement is among the most 
frequent tools used in research in precision agriculture for the 
space-time characterization of edaphic and anthropogenic 
properties that influence crop productivity. 

The measurement of electrical conductivity (σ) originates 
from the measurement of electrical resistivity (ρ), which 
consists of using a sample of known shapes and dimensions 
(square, cylindrical, and others). 

The electrical resistance is then calculated by the 
following equation: 

 

𝑅 =  𝜌 (
𝐿

𝐴
)   (1) 

 
Where: 
 
R = electrical resistance [Ohms, Ω]; 
ρ = electrical resistivity [Ohms x centimeters, Ω.cm]; 
L = sample length [cm, cm]. 
 

For samples of undefined shapes and dimensions, the 
method known as the four-point system [9] [10] is used, 

Figure 7, which consists of using four metal electrodes 
sequentially aligned with known distances. 

 

Figure 7.  Four-point system. 

Applying electrical current I (Ampere) to the outer 
electrodes and with a voltage V (Volts) reading from the two 
center electrodes. The resistivity is then calculated with the 
following equation: 

𝜌 =  
2. 𝜋 (

𝑉
𝐼

)

1
𝑆1

+ 
1
𝑆2

− 
1

𝑆1 +  𝑆2
−  

1
𝑆2 + 𝑆3

 (2) 

 
Electrical conductivity, σ, is defined as the inverse of 
electrical resistivity, so we have: 

𝜎 =  
1

𝜌
  (3) 

 
Figure 8 illustrates the block diagram of the developed 

system, which uses the PIC18F258 manufactured by 
Microchip Technology [20] as its central processor. The 
system was designed for reading two four-point 
measurement systems, consisting of two voltmeters, one of 
unitary gain and the other of gain three for deeper 
measurements, an alternating voltage source of 159 Hz for 
measuring electric current, three signal filters for reading 
channels, three alternating to continuous signal converters, 
1024 bits; 1 bit resolution; 4.88x10-3 Volts dc; 32-character 
LCD (Liquid Crystal Display) for viewing electrical 
conductivity measurements and control information, four-
function keyboard for user-machine communication; 
standard RS232 serial port for communication and transfer 
of stored data and NMEA (National Marine Electronics 
Association) sentences for GNSS (Global Navigation 
Satellite System) system and flash memory for storage of 
collected data, the capacity of 64 KBytes, in Figure 9 the 
system is illustrated. 

 

Figure 8.  Apparent electrical conductivity system block diagram. 
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Figure 9.  Electrical conductivity measurement system. 

Figure 10 illustrates measurements taken using the 

system in an area where vines are planted in the study and 

definition of homogeneous areas for this crop. 

 

Figure 10.  Maps of homogeneous zones of apparent soil electrical 

conductivity, a - ECa at a depth of 0.3 m; b - ECa at depth 0.9 m,  

grapevine crop, semi-arid region, Brazil 

Continuing the work with a conductivity measurement 

system, we evaluated the possibilities of implementing direct 

reading of soil electrical conductivity data and making them 

available in the cloud for analysis in artificial intelligence, 

making these data available to interested parties, direct 

integration with productivity maps, soil attributes, soil 

fertility for decision-making in crop management possibly in 

real time, configurations for variable rate application 

systems, updating of the technology used due to the constant 

modernization of these technologies, making it possible to 

expand the system for the use of IoT and use of programming 

for cell phones . 

IV. SENSOR FOR MEASURING WATER AND 
PLANT RELATIONSHIPS 

Studies in water relations of higher plants often present 

many ongoing debates about the mechanisms responsible for 

the ascent of water in plants. In the 70’s, one of the most 

useful techniques to aid in direct measurements of plant cells, 

called the pressure probe [11], was developed. It consisted of 

a glass capillary connected to a chamber filled with oil that 

punctured the cell wall, thus establishing a hydraulic 

connection between the cell sap and oil content.  

Using an optical microscope, it was possible to measure 

the movement of the oil/cell sap boundary, the meniscus, and 

then by raising or lowering the oil pressure inside the 

chamber mechanically until the meniscus returned to its 

original position, one could measure the pressure with a 

sensor in the oil chamber. Through this technique, as well as 

a series of improvements (such as system automation), it was 

possible to more accurately determine how plant cell 

pressure varies under different physical conditions, thus 

enabling an understanding of the hydraulic conductivity of 

cell membranes and the volumetric modulus of the cell’s 

elasticity [12]. 

Unfortunately, there had not been a detailed physical 

model describing how to calculate measurement errors, time 

constants, dynamical behavior, and temperature correlation. 

Bertucci Neto [13] developed a physical model of the 

pressure probe and proposed an automated pressure probe 

based on thermal, instead of mechanical, compensation [13].  

The meniscus movement could be parameterized and 

correlated with the pressure applied to the capillary tip. One 

of the detection techniques developed was based on video 

image digitization. A single video line related to the 

meniscus position was striped and digitized. In this manner, 

the meniscus position is correlated to the time base. In Figure 

11 the whole video image is shown, while Figure 12 shows 

the information of a video frame and a striped video line 

related to the meniscus position. 

        

Figure 11.  Video image of the meniscus in the capillary. 

The information obtained on the single video line is 

shown in Figure 13 as well as the digitized signal. The other 

technique was based on image treatment (through LabView). 

The meniscus positional datum was used to control the 

system and return the meniscus to its original position 

through a feedback loop. Through the camera signal, it was, 

therefore, possible to select a region in the image in which a 

single video line carried the entirety of the data on the 

meniscus’ position. As predicted in the modeling study, the 

relationship between electric heating voltage and the 

meniscus position in pixels is quadratic, as shown in Figure 

14. The quadratic approximation presents a standard 

deviation of less than 10 pixels. By using a feedback loop 

and including a PID controller, it was possible to keep the 

meniscus in its original position after a pressure step input. 

This is shown in Figure 14, where the measured and 

modeling responses are compared. Although dynamical 

measurements can present large errors, primarily during 

short meniscus movements, the techniques can be 
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appropriated to measure long-term pressure variations in 

plant cells. 

 

Figure 12.  Oscilloscope signal. Above: Video signal of 262.5 lines of a 

frame. Down:  Single video line stripped from the frame in the region of 

the meniscus image. 

 

Figure 13.  Oscilloscope signal. Above: digitized signal after the voltage 

comparator. Down: voltage information of the single video line. 

 

Figure 14.  Quadratic behavior between electric power in volt and 

meniscus’ displacement. 

 

Figure 15.  Meniscus returning to the origin position after a pressure step at 

the tip of the capillary due to the PID control action. Red line: simulated 

response; black line: measured response. 

V. SENSOR FOR THE PH REAL TIME 
MEASUREMENTS IN AGRICULTURAL SPRAY 

SOLUTION 

The pH is a scale from 0 to 14 used to determine the 

degree of acidity of a solution, being possible to classify it as 

acidic (pH < 7), basic (pH > 7), or neutral (pH = 7). It is based 

on the degree of acidity of an aqueous solution based on the 

concentration of hydronium ions (H3O+).  

Acidic solutions have excess hydronium ions and a pH 

lower than 7. On the other hand, basic solutions have an 

excess of hydroxyl ions (OH-) and pH values greater than 7. 

In addition, solutions considered neutral have the same 

concentration of H3O+ ions and OH- ions, and their pH 

measurement is 7. 

The negative logarithm of the molar concentration of 

H3O+ ions in the form can obtain the pH measurement: 

 
pH= −log[H3O+] (4) 

 

Naturally when one is considering water the process of 

auto-ionization has the same amount of H3O+ and OH- ions. 

Therefore, aqueous solutions of any substance have these 

two types of ions, and the condition of acidity or basicity of 

the medium is defined by the ratio between the amounts of 

H3O+ and OH-, so as follows (Table I). 

TABLE I.  MEDIUM AND STATUS IN TERMS OF THE PH OCCURRENCE.  

medium status 

Acid excess H3O+ ions 

Basic excess OH- ions 

Neutral equal amounts of H3O+ 

and OH- ions 

 

Hydronium ions are formally represented as H3O+. 

However, it is common to find the notation H+ for 

hydronium ions or to refer to the acidity of a medium. 
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Pesticides, insecticides, and herbicides have their 

effectiveness modified by the pH of the solution resulting 

from the preparation of syrup that involves the active agent 

of these products and water. 

Generally, for weed control, herbicides are used, which 

work better in slightly acidic pH, around pH 4 to 6, and in 

some exceptions may act better in slightly alkaline. 

Glyphosate, for example, acts preferentially between pH 3.5 

to 5.0, being a weak acid [14] [15]. 

At this pH of the spray solution, the ions are dissociated, 

favoring the foliar absorption of glyphosate due to the greater 

ease of crossing cell membranes, increasing the effectiveness 

of the product [16]. Besides, the effectiveness of glyphosate 

is affected both by the pH of the medium and by the presence 

of cations in the spray water [17]. 

The above or below ideal range can initiate degradation 

of the molecule, or hydrolysis. For example, when a weak 

acidic herbicide is mixed in a solution with an acidic pH, it 

tends to remain intact, however if it is mixed in a solution 

with an alkaline pH, it can result in the breakdown of 

molecules. In fact, despite many pesticides having a 

buffering effect in their formulations, special attention 

should be considered in pH value monitoring. Therefore, 

regardless of the pH of the pre-existing spray solution, one 

may adjust to the pH close to the ideal of each formulation. 

This is a fact that the producer must be aware of, 

especially in mixtures with fungicides and insecticides, 

which may have negative effects on the effectiveness of other 

pesticides.  

A pH sensor has been developed to operate in real time 

directly embedded into a spray nozzle, which is located on 

the spray boom (Figure 16). 

 
Figure 16.  Technical draw of the intelligent pH sensor assembled on the 

nozzle for direct injection sprayer. 

It has been used as a Raspberry Pi (RPi) due to its 

powerful processor, rich I/O interface and Internet of Things 

(IoT) capability, which allowed the remote control across 

existing spray boom infrastructure and reduced human 

intervention [18]. Besides, the developed IoT pH system can 

gather measurements data for intelligent evaluation by 

resident software. 

The RPi is a mini-embedded computer developed in the 

United Kingdom by the Raspberry Pi Foundation in 

association with Broadcom. The model used was the RPi 3 

B+, where its specifications can be seen in Table II. 

TABLE II.  RASPBERRY PI 3 MODEL B+ CHARACTERISTICS 

 
The internal memory is defined using a micro SD card, 

where the kernel of the operating system is also present, 

being recommended the use of at least 8 GB of memory. In 

addition, the RPi 3 B+, unlike previous family models, 

enables BCM43438 wireless LAN and Bluetooth Low 

Energy (BLE) communication, allowing wireless data 

exchange. 

 
Figure 17.  Block diagram for the fungicides, herbicides or insecticides, 

mixture control, and the intelligent pH sensor. 

When it is being applied to a direct injection sprayer it 

has a typical control loop as shown in Figure 17. In this 

figure, the upper blocks indicate the direct injection 

components and corresponding variables qhref, Vh, and qh, 

which represent the set point for the chemical flow, 

controlled, and measured variables respectively. In the lower 

blocks, at the same figure, is possible to observe the sprayer 

components, which are described as qfref, Vf, and qm, which 

represent the set point for the mixture flow, controlled, and 

measured variables respectively. In this type of direct 

injection sprayer, the injection point is located upstream from 

the sprayer pump as presented in [18], and [19]. The water 

flow qw is dependent on both the flow mixture qm and the 

injection flow qh. The intelligent sensor is assembled to 

measure the pH of the spray solution, which is proportional 

to its output denoted VpH. 

Figure 18 shows the flow-diagram of the algorithm for 

real time self-diagnostics. 

 

Figure 18.  Computational Flow diagram for the real time measurements 

and flag related to the spray solution pH evaluation. 
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The calibration curve for the intelligent sensor for pH 

measurements is presented in Figure 19 

 

Figure 19.  Calibration Curve and comparison with values obtained with 

prepared solutions with well-known pH values. 

Using the microwave techniques since the temperature 
affects the error of volumetric soil moisture measurements; a 
calibration curve requires information on soil temperature 
and soil water content. The distinct effect of porous media on 
the calibration curve (S21 (dB) vs θV (%)) was also observed, 
giving the opportunity to use such an approach to investigate 
plant root growth in different soil types and moisture. 

Techniques that allow deepening the study of water 
relations in plants are impacting areas of Agronomic 
Engineering in addition to cutting-edge areas such as Plant 
Phenotyping. 

The information provided by the intelligent pH sensor 
could be in the form of a flag, which shows a confidence level 
of the spray solution quality during its applications. 
Furthermore, the results show additional information than 
traditional sensors and meet prospects in practical 
applications, bringing potential benefits for sustainability, 
precision agriculture processes, and the potential to be used 
in IoT systems. His configurations will depend on demand 
and large-scale applications. 

VI. CONCLUSIONS 

Using the sensor developed with microwave technique 
(waveguide and microstrip antenna) in the GHz frequency, is 
possible to see that the main benefits with the instrument 
proposed here, that are: the use of a non-destructive 
methodology, easy measurement of soil water, portability, 
the use of non-ionizing radiation, speed in the measurement 
and low cost.  

The use of the apparent electrical conductivity of the soil 
has demonstrated as an important tool for precision 
agricultural work, its ease, simplicity and practicality lead to 
time and cost savings in carrying out decision-making in the 
areas of management and spatial variability of study areas. 
But ECa alone does not answer all questions needed after the 
data mosaic she provides, mine that data and make it more 
user friendly. 

The physical model of the pressure probe was improved, 
and an automated pressure gauge was developed to 
investigate the displacement of the meniscus in the 
observation of the water-plant ratio.  

An intelligent sensor to measure the pH of spray systems 
based on direct injection was presented. The results have 
shown its usability in real time applications. The decision to 
embed such an intelligent sensor directly in the sprayer 

nozzle provides a scenario that can be useful to avoid losses 
in agricultural production. 
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Abstract—Application of pesticides in crops is used to achieve
food production. The use of technologies has become possible to
decrease not only the biological risk but also the ecological and
human ones that may occur during the application of pesticides.
When using large sprayer machines, risks increase considerably
due to the complexity of the trajectories required to cover the
entire crop area. In this context, it is required a better analysis
of the effects of different maneuvers on the quality and efficiency
of the spray. This paper presents an intelligent control system
based on models and smart sensors for automatic spray tip
operation that enables error corrections as a function of the
boom trajectory. As a new technology, such intelligent control and
topology allow to increase quality and efficiency of the application
of pesticides by agricultural sprayers.

Keywords—Intelligent sensor; electronic control; GPC; spray
quality.

I. INTRODUCTION

In the last years, the concepts of precision agriculture and
agriculture 4.0 has been the basis for novel methodologies for
the application of technologies in most agricultural processes.
Advanced automatic control units and the use of adequate
instruments (sensors and actuators) increase production effi-
ciency. In [1] an intelligent sensor is proposed to detect the
concentration of agrochemicals at the exit of the spray nozzles
for a sprayer with a direct agrochemical injection system. The
intelligent sensor is mounted near the spray nozzles to measure
the concentration response time, which uses a highly stable
sinusoidal excitation signal. The results showed that the use of
the intelligent sensor reduces the delay time errors produced by
injecting agrochemicals near the output of the sprayer pump.
With the assistance of the mounted sensor and an adequate
control strategy, the appropriate concentration value for the
application can be achieved.

Monitoring, failure detection, and automatic calibration of
sensors and actuators have also been proposed. Systems with
the ability to detect failures and make calibration settings
are important, since working with agricultural machinery in
the field is subject to great vibrations and critical climatic
conditions. In this sense, the methodology presented in [2]
supports the construction of a sensor virtual calibration module

for agricultural sprayers. Such module for virtual calibration
makes possible to validate the calibration of sensors oper-
ational conditions in real time of commercial sprayers, for
instance, pressure, flow, temperature. Therefore, allowing to
checkup if the sensor’s operational procedures are or not
correct.

On the other hand, advanced automatic control strategies
allow to achieve a high degree of precision in the appropriate
application of agrochemicals. In the work developed in [3]
an intelligent fuzzy-Generalized Predictive Control (GPC) for
Agricultural Sprayers is used. Thus, the authors use a predic-
tive controller to advance control actions based on the delay
dynamics of the hydraulic circuit of the agricultural sprayers.
Among the results obtained in [3] it can be highlighted that
the use of controllers based on predictive approaches increase
the robustness in the presence of variations in the parameters
of the sprayer.

This work proposes an intelligent automatic control strategy
to improve production efficiency and quality. In this context,
in Section II the key concepts of quality and efficiency of
variable rate application are presented. Additionally, applica-
tion examples are presented for each of these basic concepts.
In the sequence, in Section III, the results and analysis about
the use of new methodologies and technologies relevant in the
area, are presented. Finally, in Section IV the conclusions of
the work are reported.

II. APPLICATION OF ADVANCED MODEL CONTROL,
ACTUATORS AND SENSORS

In agricultural sprayers, there are two main concerns, the
first is related to the quality of the application to maintain
uniformity in the size of drops that are sprayed and the
second is efficiency to eliminate errors related to volume and
application rate.

A. Quality of the Application

There are climatic and geographical factors that can drasti-
cally affect the quality of an application. Factors such as wind
speed, terrain slopes, and temperature differences can cause
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errors in the spectrum of drops in the powder applications.
On the other hand, the operating conditions of agricultural
machinery for each application affect quality. Factors such as
the application speed Vp in [km/h], pressure ∆p in [bar] and
flow of the hydraulic circuit of the sprayer Qp in [ℓ/min], the
geometry of the spray nozzle and exit velocity in nozzle Vl in
[m/s] have direct effect on the spectrum of drops delivered.

The quality of the drops spectrum is measured from me-
dian diameters that define each of the characteristics of the
spectrum (statistical moments of a probabilistic distribution).
External factors such as climatic conditions and the topo-
graphic slop of the terrain impact the spectrum of drops [4] [5]
[6]. Data obtained in laboratory allowed the development of
models and definition of a quality description vector [7] [8].
Among the most used quality description are the Volumet-
ric Mean Diameter (VMD), Sauter Mean Diameter (SMD),
Relative Amplitude (RA) and diameter of droplets D01 and
D09 that represents 10% and 90% of the total volume of
liquid is in drops of smaller diameter, respectively. All these
descriptors are organized in a quality vector where each one is
characterized in [µm] [8]. From advanced analytical models,
valuable information on the effect of the operating conditions
on the drops spectrum can be obtained. In this sense, in
Figure 1 is observed the influence of the diameter of the
output hole, for different orifice values d0 of the full cone
nozzles models CH0.5, CH1, CH3 and CH6, produced by
MAGNOJET,® on the spray cone angles for pressure and flow
established conditions [9] [10]. Thus, the strong effect on the
spray cone angle can be observed from the variation of the
hole diameter over a defined pressure.

Figure 1. Relationship between the diameter of the nozzle orifice do and the
cone angle θ for a full cone spray nozzle, simulated for different values of
pressure ∆p, for full cone nozzle.

Based on correlation analysis, each operation condition and
quality parameters were compared as shown in Table I. It
is observed that the pressure in the nozzle has a negative
correlation with most of the proposed quality descriptors.
Thus, the pressure is quite negatively correlated with the VMD
(-0.61), with the D0.1 (-0.54), SMD (-0.50), D0.9 (-0.49) and
Application Rate AR (-0.46). Besides, the pressure has a small
correlation with the Covered Area CA (-0.26) and it is not
correlated with the Relative Amplitude RA (-0.00). It is also

important to highlight the strong negative correlation of the
pressure with the other two operating conditions d0 (-0.71)
and Vp (-0.62) and this is a good indicator that the data
obtained represent in a good way the hydraulic process for
the production of droplets for full cone nozzles.

On the other hand, the velocity of application Vp has a
high positive correlation with the VMD (0.80), the diameter
D0.9 (0.75), the application rate AR (0.71), Covered Area CA
(0.66), the diameter D0.1 (0.60) and SMD (0.53). Accordingly,
just like the pressure of the nozzles, the speed of application
has a fundamental effect on the quality descriptors. Therefore,
the correlation analysis determines the relationship between
the operating conditions and the statistical moments that
determine the quality of the application. This analysis serves as
a decision-making basis for intelligent control strategies, once
it characterizes the positive or negative effect of the operating
conditions on the quality vector.

B. Application Efficiency

The efficiency is determined by biological factors related
to pests, harmful plants and the type of culture that attacks.
Frequently the prescription of agrochemical type and concen-
tration as well the nozzle type is carried out by a specialist,
is given by the Application Rate (AR) in [ℓ/ha] [11]. Thus,
efficiency is related to obtaining the appropriate AR value for
each treatment. In this sense, external and internal factors can
affect efficiency, leading to an AR error. As main internal
factors that can lead to an erroneous AR are capacity of the
sprayer to flow and pressure regulation and as a external factor,
the curvilinear maneuvers that the agricultural machinery
executes can lead to a relevant increase in AR errors. The study
of the effect of curved maneuvers on agricultural production
processes has been widely studied [12]. The kinematics on a
curved path, Figure 2, show that are different speeds for each
position of the nozzles on the sprayer boom, that is, velocity
reduction for nozzles that are in the inner side of the curve
(Left boom) .

Simulation environments, based on sprayer kinematic move-
ment models, allow determinining the effect of curvilinear
maneuvers present in real fields as well serving as a basis
for decision-making in the agricultural spraying process. In
Figure 3 the effect of curved trajectories on the pulverization
error calculated from the Application Rate (AR) was observed.
The results obtained through simulations showed the need for
individual regulation of the flow in the spray nozzles, in order
to compensate for the effects of the curvilinear path.

A feasible solution is the use of solenoid valves commanded
by a voltage in the coil that mechanically opens and closes the
valve. In Figure 4 a diagram inside a solenoid valve and a set
of solenoid valves used for agricultural spray are shown. The
internal operation of the solenoid valve (see Figure 4a) is as
follows: in the closed step, the plunger (4) does not allow fluid
to pass from the inlet (1) to the outlet (2) when solenoid coil
(5) is energized by connectors and in the open step, the return
spring (3) moves the plunger until the equilibrium position,
allowing fluid to pass from the inlet to the outlet.
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TABLE I
CORRELATION COEFFICIENTS BETWEEN THE QUALITY DESCRIPTORS AND OPERATING CONDITIONS OF THE AGRICULTURAL SPRAYING PROCESS.

Correlation analysis for quality descriptors and operating conditions (n = 280)
∆p Vp d0 CA AR RA VMD D0.1 D0.9 SMD

∆p 1.00
Vp -0.62 1.00
d0 -0.71 0.99 1.00
CA -0.26 0.66 0.63 1.00
AR -0.46 0.71 0.72 0.89 1.00
RA -0.00 0.32 0.28 0.40 0.24 1.00

VMD -0.61 0.80 0.81 0.70 0.88 0.25 1.00
D0.1 -0.54 0.60 0.63 0.53 0.83 -0.05 0.84 1.00
D0.9 -0.49 0.75 0.75 0.62 0.77 0.45 0.84 0.70 1.00
SMD -0.50 0.53 0.55 0.48 0.64 -0.16 0.76 0.65 0.29 1.00

Figure 2. Curved path in which each nozzle has a relative speed which varies
according to its position and the curve radius R in relation to the reference
point O (figure extracted from [9])

For turbulent flow, the relationship between pressure and
flow of the main components of the hydraulic circuit such
as valves, pipes, spray nozzles and hoses is given by the
relation ∆P = KqQ2

p, where Kq is the fluidic resistance. This
information is important, since changing the spray tips varies
the hydraulic resistance of the system. Therefore, the change of
spray nozzles can be used to control or regulate the pressure
or flow of the system. The fluidic resistance ratio for three
different types of standard flat fan nozzles, used for herbicides
application,(models 11003, 11002, and 11015 of the brand
Arag®) is shown in Table II [12]. It is important to note that
the results shown in this section are carried out with different
nozzle models in relation to those used in subsection II-A.
Which does not invalidate the control topology purposed in
this work, but requires additional experimentation to adjust
the models and algorithms in order to achieve high levels of
application quality and efficiency. To observe the effect that
the switching (variation of fluidic resistance in Table II) of
the tips in the pressure and flow, two lateral spray booms were
equipped with 14 tips each, nozzle model 422WRC11002, and
the set of solenoid valves with 4 tips (V1 to V4), nozzle model
422WRC11005, was mounted on the central spray boom.

(a) Curved path

(b) Application error

Figure 3. Kinematics simulation environment for the agricultural sprayer.
(a) Path designed to evaluate the performance of the agricultural sprayer in
curvilinear trajectories. (b) Application error in relation to the radius of the
curvilinea trajectory.

Figure 4. Individual control system for each spray nozzle. (a) Electrome-
chanical system of the solenoid valve (b) Solenoid valves set (model QJS,
Teejet®) and nozzles (model ASJ WRC, Arag®) (Figures adapted from [12])

From this information, intelligent nozzle selection strategies
can be implemented for opening and closing solenoid valves
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TABLE II
SET OF NOZZLES COMBINATIONS AND THE RESPECTIVE FLUIDIC

RESISTANCES

Nozzle model 422WRC
11003 11002 11015

Qmin[l/min] 0.98 0.65 0.49
Qmax[l/min] 1.39 0.92 0.69

j Active nozzles Kq( j)
0 0 0 0 ∞

1 0 0 1 836.6
2 0 1 0 473.0
3 0 1 1 154.1
4 1 0 0 207.6
5 1 0 1 92.5
6 1 1 0 75.1
7 1 1 1 44.5

in a set. Thus, consider the following test configuration: a
sampling period of 50 ms, the solenoid valve is kept activated
for 10 seconds and the data for two pressures, 100 and 200
kPa are colect. After the implementation of an intelligent
algorithm, which properly choose the solenoid valves that
must be activated, an appropriate nozzle switching sequence
is obtained as shown in the Table III [12].

TABLE III
SEQUENCE OF TESTS USED FOR ACTIVATING THE SOLENOID VALVES

DENOTED Vk,k = 1,2,3,4

State Active valves Time (s)
1 None 10
2 V1 10
3 V1 and V2 10
4 V1,V2 and V3 10
5 V1,V2,V3 and V4 10
6 V2,V3 and V4 10
7 V3 and V4 10
8 V4 10
9 None 10

The results of this smart switching strategy, based on inde-
pendent actuators for each nozzle, can be observed in Figure 5.
For each fixed pressure, it was possible to obtain four different
values of flow rates, totalizing 8 possible states. In addition,
it is observed that in the experiment performed when there is
no switching of any spray nozzle (all closed), the hydraulic
pressure of the system did not increased exponentially. This
fact is because in the experiment, there are two other open
spray booms that perform this hydraulic compensation. It is
important to emphasize that when using actuators distributed
to the sprayer bar, it allows to control the flow values (main-
taining the desired AR) and additionally, it allows to regulate
the pressure in adequate values (maintaining uniformity in the
size of drops). Thus, it is observed that intelligent control
strategies and high precision actuators, allow automatic control
with great accuracy and therefore, increases the AR range
without any human intervention.

III. RESULTS AND DISCUSSIONS

Based on the new concepts, methods and technological
devices, presented in this work, the need to create intelligent

(a)

(b)

Figure 5. Pressure and flow rates obtained with the valve sequence according
to Table III. (a) In the first test the pressure is maintained at 100 kPa. (b) In
the second test the pressure is maintained at 200 kPa.

systems that can execute actions precise and efficiently in
agricultural sprayers is observed. In this context, intelligent
automatic control strategies must be implemented, which are
based on the two approaches studied: the quality and efficiency
of the application, in order to obtain a new hybrid implemen-
tation methodology.

The use of predictive control techniques (intelligent con-
troller) together with information on application quality, ob-
tained through an expert system, allows the design of new
controllers topology for use in agricultural sprayers in the form
presented in Figure6. This topology is divided into two main
layers, one related to the intelligent controller and another
related to a specialist system. The control layer is based on
predictive control techniques (C) and the plant model (G)
which must consider the delay time of the dynamics of the
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process. In this context, the use of a conductivity sensor allows
to evaluate the delay time in direct agrochemical injection
systems for various operating conditions of an agricultural
sprayer. Information on the delay time is generally not used
in real time control due to its intrinsic relationship with past
events, but its modeling based on the variables measured
in the sprayer allows its incorporation into an algorithm
of anticipation of references increasing the accuracy of the
application [13].

Figure 6. New intelligent control topology for increased quality and efficiency
of variable rate application.

On the other hand, in the proposed topology, there is a
layer based on a specialist system. At this stage of execution,
intelligent models, based on the historical data, are developed
to deliver additional information (∆r) to adjust the reference (r)
for the control loop [8]. These reference values are delivered
as output and are calculated from data from the machine
(internal factors) and data from the environment where the
application (external factors) is performed. In the topology, this
data base is related to the requirements (quality vector values)
of application quality. Thus, from this type of architectures, a
balance between the efficiency and the quality of the variable
rate application for agricultural sprayers is obtained.

IV. CONCLUSIONS

The use of new technologies based on advanced models,
intelligent sensors and actuators, as well as adequate automatic
control strategies, allow to achieve quality and efficiency
in the application of agrochemicals. With the use of these

technologies, a reduction in human and ecological risks related
to this type of agribusiness processing can be achieved.

It is important to highlight that the integration of movement
dynamics of agricultural machinery into intelligent control
systems allows the evaluation of complex field situations and
offers knowledge bases to execute actions to mitigate their
effects.

The use of intelligent topologies for control allowed to
perform efficient actions for pesticide variable rate application.
Additionally, the intelligent system can offer adequate concep-
tual bases to perform decision-making processes to aggregate
quality during spraying, which may bring improvements to
pest control into a crop region.

REFERENCES

[1] H. V. Mercaldi, C. H. Fujiwara, E. A. G. Penaloza, V. A. de Oliveira,
and P. E. Cruvinel, “Smart and customized electrical conductivity
sensor for measurements of the response time from sprayers based on
direct injection,” in Sensors Transducers Journal, ser. Sensor Device
Technologies and Applications, vol. 193, no. 10. Barcelona, Spain:
IFSA, 2015, pp. 1–10.

[2] P. B. Andrade, P. E. Cruvinel, and E. A. Peñaloza, “Module for virtual
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Abstract—The article discusses the development and analysis
of a new design for piezoelectric accelerometers that are used to
measure acceleration in various applications. The new design uses
piezoelectret materials, which offer advantages over traditional
piezoelectric ones, including improved resistance to humidity,
greater stability in extreme temperatures, and increased flex-
ibility in meeting design requirements. The piezoelectret used
in this study is a thermo-formed piezoelectret based on open-
tubular channel structures. The paper explains the manufac-
turing process of the piezoelectret, which involves thermal
lamination of two fluoroethylene propylene (FEP) foils and a
polytetrafluoroethylene (PTFE) template, resulting in four open-
tubular channels separated by a distance of 1.4 mm. The polymer
structure is coated with aluminum through evaporation to create
electrodes. The piezoelectret sample is then used to create a new
design of accelerometers with a single detection axis, consisting
of a cylindrical lead seismic mass enclosed in a PTFE sheath
placed over the piezoelectret. An elastic component made of
polyurethane foam provides mechanical support and restitution.
The authors conclude that this new design of piezoelectric
accelerometers using piezoelectret materials has the potential to
offer superior performance in various applications.

Keywords—accelerometer, piezoelectret

I. INTRODUCTION

Accelerometers are widely used for measuring accelera-
tion in various industrial, medical, and scientific applications.
These accelerometers convert acceleration into an electrical
signal, enabling the analysis and interpretation of the dynamic
characteristics of a moving system. Since their invention in

the 1950s, piezoelectric accelerometers have been fundamental
tools for engineers and researchers in fields such as vibration
analysis, process control, health monitoring, and structural
testing [1].

In recent years, a new technology has emerged in the
development of accelerometers: piezoelectret materials. These
polymeric materials offer several advantages over traditional
piezoelectric materials, including greater stability in extreme
temperatures, improved resistance to humidity, and increased
flexibility to meet different design requirements. Since 2004,
Sessler and collaborators have provided an overview of this
emerging technology, including the manufacture of piezoelec-
tret accelerometers and methods for producing sensors with
superior performance [2] [3]. In 2009, Altafim Pisani and
collaborators [4] [5] developed a new piezoelectret material,
named thermo-formed piezoelectrets, which presents a high
piezoelectric coefficient with the same advantages of piezo-
electrets. They also demonstrated that this material has a
linear behavior with frequency until the frequency of 30 kHz,
where a resonance peak occurs, which can be modified by the
geometry of the channels [6]. In the following sections, we
present and analyze a novel design of accelerometers utilizing
this material. For instance, Section 2 describes the production
of the piezoelectret and the accelerometer, including details
on fabrication. In Section 3, significant results are presented
and thoroughly discussed. Finally, in Section 4, we present our
main conclusions.
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II. ACCELEROMETER DESIGN

A piezoelectret sample, as depicted in Figure 1, was fab-
ricated using the thermal lamination technique described in
[5]. In this process, two 50 µm-thick fluoroethylene propylene
(FEP) foils were laminated at 300 ◦C with a 100 µm-thick
polytetrafluoroethylene (PTFE) film placed between them. The
PTFE was previously laser-cut with four rectangular openings
through which the FEP films were bonded during lamination.
After this process, the PTFE was removed, leaving an FEP
structure with four open channels. The PTFE was designed to
produce four channels that were 1.4 mm wide and 30 mm long,
regularly spaced at intervals of 1.4 mm. The polymer film-like
structure was later coated with aluminum through evaporation,
creating electrodes with a final active area of 168 mm2.

Fig. 1. Sample of Thermo-formed Piezoelectret with channels.

A. Description

Figure 2 depicts the schematic of the thermo-formed piezo-
electret accelerometer (TFPA) with a single detection axis.
The accelerometer is composed of a 30 g cylindrical lead
seismic mass, with dimensions of 10 mm in height and 18 mm
in diameter, enclosed within a PTFE sheath placed over a
thermo-formed piezoelectret. An elastic component made of
polyurethane foam with a density of 12 kg/m³ is placed on
top of the mass to provide mechanical support and restitution,
while an aluminum guide vertically guides the mass. To ensure
mechanical resistance and electrical shielding, the transducer is
connected to a BNC connector and is enclosed in an aluminum
cylindrical case measuring 74 mm in height and 51 mm
in diameter. This dimension is far larger than the standard
accelerometer; however, it is expected that this design will be
reduced by 10 times in the laboratory facilities.

For the tests conducted with the TFPA, a custom-made
shaker was constructed using a 15.24 cm (6 inch) diameter
mid-bass speaker from Foxer Alto-falantes®, equipped with
a ferrite magnet and an aluminum single coil, with 4 Ω
impedance, 80 W power, frequency response ranging from
30 Hz to 30 kHz, and sensitivity of 90 dB/W. An acrylic

Fig. 2. New design of thermo-formed piezoelectret (TFPA)
accelerometer, with polyurethane foam.

holder with a PTFE guide was fabricated to support the TFPA,
as shown in Figure 3.

(a)

(b)

Fig. 3. (a) Custom-made shaker built for the TFPA tests. (b)
Block diagram of the experimental setup.

An ADXL327 accelerometer from Analog Devices con-
nected to an Arduino UNO® microcontroller board was used
as reference measure. It has an acceleration input range of
±2g, sensitivity of 420 mV/g and frequency response from
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0.5 Hz to 1600 Hz.
The input signals for the shaker were generated using the

Tektronix function generator model AFG3022CA. A Taramps
TL-500 Class D Amplifier was used for signal amplification.

III. THEORETICAL CONSIDERATIONS

A simplified depiction of the thermo-formed piezoelectret
accelerometer is presented in Figure 4 (a). As shown, the
piezoelectret is placed under an enclosure seismic mass that
compresses the piezoelectret channels when subjected to vi-
bration.

(a)

(b)

Fig. 4. (a) Cross-sectional view representation of the thermo-
formed piezoelectret accelerometer. (b) Representation of the
simplified model for a piezoelectret.

The piezoelectret compression results in a change in thick-
ness (∆d) and subsequently leads to a voltage variation (∆V )
at the sample electrodes [8]. According to Sessler et al. [7], if
the piezoelectret cavities is modeled as rectangular cavities, as
shown in Figure 4 (b), then the voltage variation ∆V due to a
variation ∆d can be mathematically determined by Equation 1:

∆V = E.∆d (1)

where E is the electric field inside an air cavity (here repre-
sented by the open channels), and given by Equation 2:

E =
σs

ϵ0(ϵd+ s)
(2)

where σ is the superficial electric charge density of the cavity
walls, s is the thickness of the polymeric film, ϵ0 is the vacuum
permittivity, and ϵ is the relative permittivity of the polymeric
layer.

The term ∆d from Equation 1 can be determined from
Young’s modulus of the cavity plus foam (Y ) when a force F
is applied to it, as shown below in Equation 3:

Y =
F/A

∆d/d
=⇒ ∆d =

Fd

Y.A
(3)

As F can also be expressed as ms∆a, where ms is
the seismic mass and ∆a is the acceleration, ∆V can be
determined by Equation 4:

∆V =
σs

ε0(ε.d+ s)
· d

Y.A
·ms∆a (4)

Thus, in the piezoelectret accelerometer, any variation in
acceleration (∆a) generates a voltage variation (∆V ).

IV. RESULTS AND DISCUSSIONS

As previously described, the proposed accelerometer
(TFPA) was tested over a shaker platform, which vibrated over
frequencies ranging between 100 Hz to 1000 Hz. It´s output,
recorded as peak-to-peak millivolts (mV ) signals, provided the
frequency response plot in Figure 5. The graph reveals a clear
resonance peak at 200 Hz and a relatively linear response for
frequencies above 400 Hz.

Fig. 5. Frequency response of TFPA output signal peak-to-
peak voltage.

This result is analogous to the response obtained from a
commercial accelerometer ADXL327 (depicted in Figure 6)
under identical vibrating conditions. The comparison can
be further elucidated by normalizing the values using their
respective maximum peak-to-peak output voltage within the
frequency range of the experiment, as shown in Figure 8,
which have a correlation factor of 0,985.

Both the ADXL327 accelerometer and the TFPA exhibit a
linear response within the same frequency range, suggesting
that the 200Hz resonance may not be an inherent characteristic
of the accelerometer but rather a consequence of the test
system assembly used in the calibration procedure. Neverthe-
less, this system can still be utilized to determine the TFPA’s
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Fig. 6. Frequency response of ADXL327 reference accelerom-
eter output signal peak-to-peak voltage.

sensitivity in mV/g, considering that the ADXL327 has a linear
sensitivity of 420mV/g [9]. In such a case, dividing the data
on the y-axis of Figure 6 by 420mV/g generates a graph of
acceleration in m/s², shown in Figure 7. Furthermore, dividing
the y-axis data of the graph in Figure 5 by the corresponding
acceleration in m/s² for each frequency, Figure 7 allows us
to determine an average sensitivity of 78mV/g for frequencies
above 400Hz.

Fig. 7. Acceleration response of the system in [m/s2].

Fig. 8. Normalized frequency response of TFPA and
ADXL327 reference accelerometer.

V. CONCLUSION

This article presents a novel approach for producing ac-
celerometers using thermo-formed piezoelectrets. A brief de-

scription of the process for fabricating piezoelectrets with
open channels is provided, followed by the construction of the
accelerometer with a single detection axis. Some advantages of
using FEP thermo-formed piezoelectrets over more traditional
ones are emphasized, such as improved moisture resistance
and thermal stability. Measurements in the frequency domain
(up to 1 kHz) were performed and reported, allowing a com-
parison between the proposed accelerometer and a standard
model (ADXL327). It was observed that both accelerometers
presented a very similar response with a clear resonance peak
at 200 Hz, which was attributed to the measuring setup.
From this result, it was calculated that the TFPA presents
a sensitivity of 78 mV/g while the commercial ADXL327
provides 420 mV/g. This discrepancy in sensitivity is related
to the higher amplification gain and was not understood as
a deficiency of the TFPA accelerometer. It was concluded
that accelerometers with the proposed design, i.e., using
piezoelectrets, can be explored in a variety of applications,
especially in studies of motor and equipment vibrations. As
for future developments, it is expected to reduce the physical
dimensions of the accelerometer, extend the frequency range
analysis to higher frequencies, and employ them in studies
regarding motor mechanical vibrations.
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Abstract- A cross-border Multiple Casualty Incident (MCI) 
affects a large number of persons requiring urgent medical 
assistance by authorities and warrants significant international 
coordination. This work addresses the technical challenge of 
building a cross-border multi-agency coalition as a federated 
system supporting international coordination, while delivering 
the required assistance to the victims. Using as basis a 
reference MCI cross-border scenario, an overarching 
architecture is defined, the VALKYRIES architecture, 
including the rules, protocols and data models that enable 
integration of heterogeneous entities, being those services, 
applications or sensors. By implementing the VALKYRIES 
architecture, organisations become ready to participate in a 
federated collaborative environment, exchange MCI-related 
information and achieve high-levels of shared situational 
awareness, thus contributing towards a better employment of 
resources and improving the mission’s effectiveness and 
efficiency.

Keywords- Multiple casualty incident; Emergency Services; 
Interoperability; Federated System; Technical Architecture. 

I. INTRODUCTION

A MCI affects a large number of persons requiring urgent 
medical assistance by authorities. It may demand more 
resources and capabilities than those available in a single 
organisation, thus collaborating with other agencies is 
fundamental to deliver an efficient response. This is even 
more so for incidents crossing borders, where international 
coordination is mandatory.  Implementing a cross-border 
multi-agency coalition offers significant technology-related 
challenges, since different technological solutions, 
applications, communication networks, data models, and 
protocols – including legacy solutions – are used by the 
different involved partners, resulting in a heterogeneous 
landscape of artifacts and tools.  Standards for 
interoperability, contributing towards the harmonisation 

between heterogeneous organisations, have to be defined, 
implemented and adopted.  

This paper presents the work performed in the 
VALKYRIES Action towards defining rules and protocols 
enabling the integration of the different capabilities, 
technologies, data gathering sensors and artifacts at play in a 
cross-border MCI, in a coordinated and in-field deployable 
way.  The paper is structured as follows: Section II describes 
an operating cross-border MCI scenario, including involved 
actors, artifacts and information flows; Section III presents 
the technical architecture defined for VALKYRIES, 
including relevant standards and defined services; Section IV 
introduces the data models used in VALKYRIES; and 
Section V concludes this paper.  

II. OPERATING IN A MULTIPLE CASUALTY INCIDENT 

SCENARIO

The VALKYRIES Innovation Action analyses and 
defines harmonised mechanisms for the effective 
management and deployment of resources during the run-up 
to a major crisis related to any kind of cross-border disaster 
(natural or intentional) that demands the fast actuation and 
coordination of first-aid emergency services and associated 
response teams, with Civil-Military Cooperation (CIMIC) 
and volunteering. Its primary objective is to develop, 
implement, validate, and apply innovative theoretical 
foundations, methods, prototypes, and their demonstration on 
a reference integration framework to support the 
ongoing/planned European actions for pre-standardisation  
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and harmonisation technologies, procedures, preparedness, 
and cross-border/sector cooperation for first aid response at 
disaster management by first aid emergency services, with 
the focus on health services and vehicular deployments.  
VALKYRIES also aims to generate synergies between 
different parties, regardless of their language and action 
protocols, to optimize the management of the incident 
without trying to modify its structure and normal operation. 
By improving interoperability in cross-border and cross-
sector emergency situations, particularly when involving a 
MCI, the reference integration framework will empower 
improved coordination and employment of resources and 
increased mission efficiency and effectiveness. 

The project implements an Observe-Orient-Decide-Act 
(OODA) approach for solving the identified harmonisation 
challenges [1], where: 
 Observe: Resembles the acquisition of preliminarily 

factual knowledge. 
 Orient: Reasons on the best hypothetical approach for 

addressing identified gaps and materialise opportunities. 
 Decide: Selects the most suitable harmonisation options 

and applies them on a reference integration framework. 
 Act: Coincides with deploying, evaluating and 

contrasting the assumed hypothesis based on the 
achieved analytical and empirical results. 

Next, a reference scenario is presented that will guide the 
definition of the VALKYRIES architecture. 

A. Reference Operating Scenario 

A MCI scenario involves multiple actors operating at 
different levels that need to interact with each other to 
develop shared situational awareness and ensure adequate 
coordination of resources.  

A general overview of an operating scenario, showing the 
main involved actors and their interrelations, is depicted in 
Figure 1. The fictional scenario involves a large forest fire 
starting in the region of Badajoz, close to the border between 
Spain and Portugal. The fire rapidly spreads to the Natural 
Park of Serra de S. Mamede in Portugal, evolving into a 
cross-border incident. The intensity of the fire, together with 
the large extension of burned ground and weather conditions, 
cause the authorities to activate the regional emergency plan 
at both sides of the border. Authorities understand that, to 
minimise human and material damage, an effective 
collaboration is crucial.  Cooperation is established at 
different levels, including political (e.g., ministries 
collaboration and protocols), tactical (civil protection 
authorities and command posts) and operational (e.g., 
firefighters, medical teams and their vehicles).   

This fictional incident involves the deployment of several 
technological artifacts (presented in Table I) and information 
flows (presented in Table II). 

Figure 1. General Operating Scenario: Interaction Diagram 
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TABLE I. ACTORS AND TECHNOLOGICAL ARTIFACTS

Actors Technological Artifact 

Citizens 
User Terminal (e.g., Mobile phone and 

App), Web-client 

Firefighters 

FR (*) 

Advanced Medical Post

Wearables (e.g., activity tracker with 

satellite positioning) 

User Terminal (e.g., Professional Mobile 

Phone with App)  

TETRA Terminal  

PSAP (*) Operator 

112 Coordination Centre

112 Terminal 

Emergency Management System 

Coordination Centre 

Command Post 

Emergency Management System 

Command and Control System 

Political Liaison User Terminal (e.g., Phone / E-mail) 

First Aid Vehicles &  

Ambulances 

Vehicle Terminal (with network 

connection and satellite positioning) 

Medical devices and wearables 

Hospital Hospital Information System 

Victims Medical devices and wearables 

(*) PSAP: Public Safety Answering Point.  FR: First Responder 

III. VALKYRIES ARCHITECTURE AND APPROACH

Considering the large variety of involved actors and 
sovereignty over their own systems, VALKYRIES adopts a 
federated approach to connect the different systems together, 
a system of systems approach aiming to provide distributed 
operational response, coordination capability and supporting 
services. VALKYRIES overarching architecture is presented 
next. 

A. VALKYRIES Overarching Architecture 

The VALKYRIES overarching architecture follows a 
federated approach capable of interconnecting heterogeneous 
applications, data sources and systems. It establishes a 
common integrated framework (e.g., principles, business 
processes, core functions, data models, protocols, 
communications and security requirements), herein named as 
VALKYRIES Interoperability Framework (VIF). VIF 
encompasses: federation-level data services enabling data 
sharing among the different applications; communications 
services that establish the connectivity among the different 
users; and the core services that establishes common 
functions required for the orchestration and deployment of 
resources. Applications and services provided by each 
agency interoperate with each other via SIGRUN, a 
conceptual connector complying with VIF. A high-level 
diagram illustrating the VIF integration concept is presented 
in Figure 2.  

TABLE II. INFORMATION FLOW

1. Alert 
Communication of a medical emergency by a 

citizen via an emergency call

2. Raises Alert
Report of the emergency case to the 

Command Centre 

3. Dispatch 

Forward the emergency case to the Advanced 

Command Post in response to a confirmed 

incident 

4. Situational 

Awareness 

Report incident victims and medical status 

and data received, including victims, FR and 

assets’ location status and priority 

5. Register victim Victim information including triage data

6. Report first 

response data 

First responder information, including 

location and status 

7. Victim data 

Victim data update: symptoms, pathology, 

medical information; status (triage). 

Emergency case file updated 

8. Dispatch 

Ambulance 

Dispatch information: assign victim to an 

ambulance, victim information 

9. Dispatch Victim 

to Hospital 

Ambulance task, Destination hospital, victim 

information, Emergency case file updated; 

victim pathology 

10. Report 

ambulance data 

Ambulance position and time-of-arrival, 

victim information (on-transport) 

11. Report victim 

data 

Victim information; victim vitals data 

(ambulance or wearable devices); Victim 

triage update 

12. Report response 

availability 
Hospital medical emergency’s availability 

13. Reference Alert Cross-border incident data alert   

14. Incident Report 

(Spain) 

Data on cross-border confirmed incidents

generated from Spanish authorities 

15. Incident Report 

(Portugal) 

Data on cross-border confirmed incidents 

generated from Portuguese authorities 

16. Political 

Coordination 

National authorisations and political 

agreements 

17. Operations 

Report 

Operations’ progress and status: incident 

updates; assets’ updates; victims’ updates; 

situational awareness of high risks elements

18. Sensor data 

Deployed sensor data:  weather, fire 

detection, air quality indicator, video, 

chemical/biological agents detection, beacon 

(location) 

Within the VIF concept, applications and services are 
able to either natively implement VIF or, in case of legacy 
systems, a specifically connector may be applied. This 
ensures that the VALKYRIES concept can be universally 
applied to any application, data source and component, as 
illustrated in Figure 3. 
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Communications Landscape

Figure 2. VIF Integration Concept Overview 

DATA HANDLING

COMMUNICATIONS HANDLING

CONNECTOR

Figure 3. SIGRUN Integrations: native and connector-based 

B. Standards and Technologies for Interoperability 

VIF rules and principles were defined considering and 
benefiting from existing widely-used standards and 
technologies, presented next. 
 All-over-IP: the Internet Protocol (IP) (RFC6864), is 

the current dominant network protocol, connecting 
billions of systems on the Internet. VIF uses IP to 
interconnect applications and services. 

 Emergency Data Exchange Language (EDXL): the 
Organisation for the Advancement of Structured 
Information Standards (OASIS) sets the main goal of 
the EDXL as an enabler to facilitate emergency 
information sharing and data exchange among key 
stakeholders namely local, state actors, national 
agencies or non-governmental organisations supporting 
emergency response and management services [2].  

 EDXL Hospital Availability Exchange (EDXL-
HAVE) specifies an Extensible Markup Language 
(XML) document format that allows the 
communication of the status of a hospital, its services 
and resources, including bed capacity and availability, 
emergency department status, available service 
coverage, and the status of the hospital’s facilities and 
operations [2]. 

 NENA Emergency Incident Data Object (EIDO): the 
United States’ National Emergency Number 

Association (NENA) created EIDO, a standardised, 
industry-neutral format for exchanging emergency 
incident information between disparate manufacturer 
systems located within one or more public safety 
agencies, and with other incident stakeholders [3]. 
Recognising the existence of many functional elements 
involved in emergency management and response, 
which in turn involve multi-agencies and actors, EIDO 
provides a common representation of emergency 
incidents across the lifecycle of an emergency. 

 FHIR for medical data: Fast Healthcare 
Interoperability Resources (FHIR) is a standard for 
healthcare data exchange, published by Health Level 7 
(HL7) [4]. FHIR was created to cope with the fast 
digitisation of health records, aiming to provide a 
harmonised way to ensure that electronic health records 
and medical data are available, discoverable, and 
understandable across different medical agencies and 
healthcare systems. 

 Smart Applications REFerence ontology (SAREF): 
under the aegis of the European Telecommunications 
Standards Institute (ETSI), SAFER is intended to 
enable interoperability between solutions from different 
providers and among various activity sectors in the 
Internet of Things (IoT) [5]. SAREF identified about 50 
different semantic assets later translated into Web 
Ontology Language (OWL).  SAREF is being extended 
to address specific sectors like agriculture, automotive, 
energy and environment. 

 VALKYRIES web-based requests: components in 
VALKYRIES may need to issue requests to other 
federated components, such as retrieving a list of 
emergency incidents, retrieving information about the 
health status of a specific victim or even request the 
assignment of an ambulance to a victim. Federated 
components can issue web-based requests to other 
components using the widely adopted Representational 
State Transfer (REST) architectural style. REST 
emphasises scalability of component interactions, 
generality of interfaces, independent deployment of 
components, and intermediary components to reduce 
interaction latency, enforce security, and encapsulate 
legacy systems [6]. The application of REST principles 
with the Hypertext Transfer Protocol (Secure) 
(HTTP(S)) protocol (Request for Comments or RFC 
7231) and JavaScript Object Notation (JSON)-
formatted payload in web-based server-client 
architectures is widely used over the Internet. Servers 
expose their interfaces by what is called as “RESTful 
Application Programming Interfaces (APIs)”.   

 Data exchange and communication protocols:
complementing transactional requests (i.e., RESTful 
API), VALKYRIES supports a message broker service 
following the publish-subscribe paradigm via the open 
standard Message Queuing Telemetry Transport 
(MQTT) version 5.0 [7]; data streaming via Websockets
(Internet Engineering Task Force or IETF RFC 6455); 
video streaming via the Web Real-Time 
Communication (WebRTC) protocol suite [8]; and 
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multimedia communication via the Extensible 
Messaging and Presence Protocol (XMPP) standard 
(RFC 6120). 

 Security: access to VALKYRIES is restricted to 
authorised users with valid credentials. Exchanged 
information is end-to-end encrypted, using Transport 
Layer Security (TLS). TLS is designed to prevent 
eavesdropping, tampering, and message forgery (RFC 
8446). 

C. VIF Services  

VIF Services provide underlying functions that support 
the integration in the SIGRUN connector, enabling 
applications and services to become a part of the 
VALKYRIES federation. VIF Services are presented in 
Figure 4 and described next. 

Figure 4. VIF Services. 

VIF Services are organised in three categories: 

Communication Resources: These services are 
responsible for delivering communication capabilities to 
federated entities, enabling them to access and interact with 
VALKYRIES resources. It also deals with management and 
coordination of different networks and technologies to 
deliver robust and resilient communications. It uses a 
Software Defined Network (SDN) approach to address 
traditional network architecture limitations, as pointed out by 
Priyadarsini et al. [9]. 

Data Exchange: These services provide data exchange 
protocols, enabling operational services to exchange data 
within SIGRUN (e.g., subscribe messages to the message 
broker). 

VIF Core Services: These services provide the necessary 
functions to set-up, deploy and orchestrate the VALKYRIES 
federation. They enable a highly dynamic environment, 
where deployed services, at any time, can operate in a secure 
environment, enter or leave the federation, discover services 
and exchange data without the need to know the topology of 
the services in use. The VIF core services encompass the 
following services: 
 The Single Sign-On service & User registration

(SSO) provides authentication in the VALKYRIES 
system, functioning across the federation’s different 
applications and services. It also supports registration 
of users and definition of roles within the federation. 
The SSO is a centralised service in VALKYRIES. 

 The Registration service provides the mechanisms to 
register applications and components in the 
VALKYRIES system, thus becoming known in the 
federation. This service is a centralised service in 
VALKYRIES. 

 The SIGRUN time service provides the reference time 
to the VALKYRIES system and thus consequently to 
VALKYRIES’s applications and services. This service 
is a centralised service in VALKYRIES. 

 The Message broker service, which can be realised by 
a single server or a cluster of servers, allows 
applications to exchange data following the publish-
subscribe mechanism. The mechanism supports event-
based processing by notifying subscribers when new 
messages are published. 

 Blockchain (BLC) based services tracks exchanged 
data in VALKYRIES and stores the metadata and the 
transactional data in the BLC network. The BLC 
services function as a secure trace and auditing 
mechanism in VALKYRIES.  

IV. VALKYRIES DATA MODEL AND METADATA

VALKYRIES defines data models representing MCI and 
emergency response information. The data models are 
designed to be agnostic of data producers’ characteristics, 
being well adapted to support different types of producers, 
which can be sensors, algorithms and human inputs. The data 
model defines MCI specific data, represented by a MDS and 
associated metadata, as introduced next. 

A. Minimum Data Set  

A MDS is a structured collection of data associated with 
a unique body of work.  It is designed to represent MCI-
related information in SIGRUN, including the necessary 
information to support a coordinated action of the federated 
organisation. The MDS is structured into six main 
categories, as presented in Table III. 
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TABLE III. MINIMUM DATA SET CATEGORIES

Category Description 

Incident Data 
Data related with an MCI.  It observes EDXL 

and EIDO specifications. 

Vehicle Data 

Data concerning vehicles used in an MCI, like 

ambulances.  It observes FHIR and EIDO 

specifications. 

Smart Devices 

and IoT Data 

Data related with connected devices and IoT, 

such as victims’ vitals, fire detection and air 

quality.  It observes FHIR and SAREF 

specifications.  

First Responders 

Data 

Data related to first responders.  It observes 

EIDO and FHIR specifications. 

Victim Data 

Information collected about a victim during an 

MCI.  This includes triage information, location 

and injuries. It observes FHIR standards. 

Hospital Incident 

Data 

Information about a hospital capabilities and 

capacity in receiving and treating victims. It 

observes EDXL, EDXL-HAVE and FHIR 

standards. 

B. Metadata 

Every generated message in VALKYRIES contains 
associated metadata, providing mechanisms to trace, control 
and restrict how it is handled and shared. The metadata 
includes: 
 Timestamp: date and time the message was generated. 
 ProducerID: identifier of the artifact (e.g., sensor or 

application) that generated the data. 
 DataTimeValidity: time validity of the information. 
 OwnerID: identifier of the owner of the data, used for 

traceability purposes and assure compliance with the 
General Data Protection Regulation (GDPR) [10]. 

 PriorityLevel: priority of the message. 
 UserID: identification of the user that generated the 

data;  
 Shared: flag indicating if the data is authorised to be 

shared cross-border. 
VALKYRIES functions as a cooperative environment 

allowing entities to exchange data. Since the environment 
involves sensitive data, VALKYRIES implements 
mechanisms to trace and audit messages, as well as 
information flows. VALKYRIES stores all metadata in a 
Blockchain service, ensuring immutability and security. 
Blockchain auditing tools can be used, for example, in case a 
post-event assessment is needed. 

V. CONCLUSION

This paper presents the work performed in the 
VALKYRIES project towards defining a technical 
architecture capable of enabling collaboration among 
multiple agencies operating in a cross-border MCI. The 

definition of the VALKYRIES architecture considers actors, 
artifacts and information flows involved in a cross-border 
MCI, from which an interoperability framework, named VIF, 
was defined. Organisations complying with VIF are 
empowered to easily participate in a federated collaborative 
environment, exchange MCI-related information and achieve 
high-levels of shared situational awareness, thus contributing 
towards a better employment of resources and improving the 
mission’s effectiveness and efficiency. Next steps of 
VALKYRIES will involve to further detail the technical 
architecture and to validate its operational performance in 
several realistic demonstration scenarios planned for 2023 in 
Portugal, Spain, Bulgaria, Slovakia, Italy, Greece and 
Norway, as part of the VALKYRIES Action. A key 
objective will be to develop technical specifications serving 
as the basis for a standard, thus benefitting all organisations 
involved in MCI and cross-border emergency situations. 
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Abstract—A novel time-synchronization technique for mobile
sensing is proposed. It uses an LED source to transmit a multi-
plexed linear-chirp optical signal and a rolling-shutter camera to
capture a reflected image illuminated by the signal. The proposed
technique can estimate the time difference between the start
time of the transmitted signal and the shutter release time of
the camera both accurately and robustly. Experimental results
demonstrated that the technique can achieve time difference
estimation errors of 8.075 ×10−8 s at the 90th percentile for
a single image.

Index Terms—time synchronization, multiplexed chirp signal,
rolling-shutter camera

I. INTRODUCTION

Highly functional and inexpensive image-sensing devices
have become available recently, and collecting sensing data
from the real world has become much easier, which is ac-
celerating many developments in our data-centered society.
For example, the vast and rapid penetration of smartphones
with multiple embedded sensors is enabling the seamless
data capture of users’ daily activity data, which is driving
the development of a variety of applications for personal
use, such as activity recording and health monitoring. The
data collected can also be used for supporting communities
through infrastructure applications such as smart cities and
smart government [1].

In sensing technologies, spatiotemporal information (i.e.,
where and when the data is captured) is critical for time-series
data analyses that rely on accurate timestamps and must link
with contextual and situational information based on accurate
localization. For positioning techniques that estimate distance
via the propagation time of wireless signals, their performance
is affected by the accuracy of time synchronization between
transmitters and receivers. The Network Time Protocol (NTP)
[2] and the Precision Time Protocol (PTP) [3] which are stan-
dard time synchronization techniques for distributed systems
on the Internet, and the Flooding Time Synchronization Proto-
col (FTSP) [4] which is well-known in wireless sensor network
communities and its extensions have so far been proposed.
These techniques conduct multiple packet exchanges between
nodes and may need between several seconds and hours
to achieve the required time-synchronization performance.
Therefore, they do not always satisfy the demands for real-
time systems in dynamic environments.

In this paper, time-synchronization techniques are defined
as techniques for estimating time differences between multiple

distributed nodes that each have their own clock. The proposed
time-synchronization technique in this paper uses an LED
source installed in an indoor environment and a rolling-shutter
camera. A modulated optical signal transmitted from the LED
illuminates a reflector and the reflected image is photographed
by a rolling-shutter camera. The line sensor number having
the minimum intensity value is identified from this captured
image. By using this number, the time difference between the
starting time of the transmitted signal from the LED source
and the shutter release timing for this line sensor in the camera
can be calculated and used for accurate time synchronization
between LED source and camera. A multiplexed linear-chirp
signal composed of multiple chirp signals with different sweep
frequency bandwidths has been designed using a mathematical
model of a rolling-shutter camera working as a frequency filter.
As the line sensor number having the minimum intensity con-
verges to the same value when it is detected using chirp signals
with different sweep frequency bandwidths, it is possible to
achieve accurate and robust time difference estimation.

Experiments to investigate the performance of the proposed
technique were conducted to evaluate its performance under
a variety of conditions. The experimental parameters varied
included the exposure time ratio of the camera, the sweep
frequency bandwidth of the multiplexed linear-chirp signal,
the distance between the camera and reflector, the type of
reflector and the illumination conditions.

The contributions of the paper are summarized as follows.
• A novel time-synchronization technique using an LED

source and a rolling-shutter camera is proposed. Multi-
plexed linear-chirp signals were designed by following
the mathematical model of a rolling-shutter camera de-
rived by the author’s group [5]. The line sensor number
(identified by the minimum intensity of a photographed
reflected image) is shown to be represented by a linear
relationship involving the exposure time ratio of the
camera, the starting time of the transmitted signal, and the
shutter release timing of the camera. It is independent of
the sweep frequency bandwidths of the constituting chirp
signals. By using this linear equation, accurate and robust
time difference estimations are available.

• The proposed technique was implemented and evaluated
through experiments in real environments. It was found
that the technique could achieve time difference estima-
tion errors of 8.075×10−8 s at the 90th percentile, using a
single image captured from a white paper reflector placed
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0.5 m away from the camera with no ambient lighting.
The paper is organized as follows: Section II summarizes

previous work related to time-synchronization techniques.
Section III describes the details of the proposed technique,
including its theoretical aspects and design issues regarding the
transmitted signals. Section IV gives the experimental results
for the performance evaluation of the proposed technique.
Findings indicated through the experimental results are dis-
cussed in Section V. Section VI concludes the paper.

II. RELATED WORK

Many existing time-synchronization techniques and sys-
tems use wired or radio-wave communications. These time-
synchronization studies are included in this overview to help
explain relationships within the proposed technique, although
they are implemented in different ways from those using
optical signals.

Time-synchronization techniques have been investigated
throughout the field of distributed systems. The main problems
in realizing time synchronization between multiple nodes are
the estimation of the time offset for finding an accurate
timestamp, measuring time delays in sending and receiving
messages, and detecting clock skew. The NTP [2] and PTP [3]
protocols are used to time-synchronize servers and clients on
the Internet to achieve submillisecond and submicrosecond
accuracy, respectively. However, it takes from tens of seconds
to several hours to achieve their target accuracy.

Many methods for WSNs have been proposed. In Reference-
Broadcast Synchronization (RBS) [6], neighboring nodes that
receive a reference broadcast compare the arrival times accord-
ing to their local clocks to estimate their time offset and clock
skew. One problem with RBS is that the comparison requires
many message exchanges ((N +1)/2 for N nodes). In delay-
measurement time synchronization [7], a one-time broadcast
from a master node allows slave nodes to time synchronize by
estimating the time delay at each slave node. In the timing-
sync protocol for sensor networks [8], a root node works as
a master clock node and extends a hierarchical structure by
exchanging timestamps between a parent and its child nodes
to identify the clock drift and propagation delay between
them. FTPS [4] sends periodical flooding messages from a
master node. A slave node conducts regression calculations by
employing multiple pairs of global timestamps from the master
node and its own local timestamps. Glossy [9] implements a
time-synchronization technique similar to that of FTPS. To
achieve successful message decoding without capture effects,
it sets periodical time slots for message flooding that are
exclusively separated from other application tasks executed
on each node. In FTPS, clock skews between master and
local nodes increase exponentially with the number of nodes.
PulseSync [10] alleviates this problem and has been demon-
strated as reducing the clock skews to the order of the
square root of the number of nodes. The time-of-flight aware
time-synchronization protocol [11] achieves submicrosecond
accuracy over 22 hops by conducting propagation delay com-
pensation. CESP [12] was proposed as a method for estimating

time offset and drift between master and slave nodes, by re-
ceiving packets from reference nodes to reduce communication
overhead and energy consumption. Shi et al. [13] extended
FTSP from one-way to two-way message exchange with
maximum-likelihood estimation to generate time skew/offset
compensation. A problem with average-consensus-based time-
synchronization algorithms [14] is longer convergence time
required to achieve a common value among nodes, caused
by the many iterative message exchanges between them.
MACTS [15] generates virtual connections between multihop
nodes, aiming to reduce this convergence time.

Zhong et al. [16] proposed On-Demand Time Synchroniza-
tion (ODS), which can adjust clock calibration intervals for
desired levels of accuracy. After the demand for a particular
offset estimation error is set, ODS adjusts its parameters
to satisfy the demand with a given confidence probability.
Virtual high-resolution time [17] used high-speed and low-
speed clocks to achieve high-resolution time synchronization
with low power consumption by coordinating the use of the
two clocks. Time delays, including timestamps when sending
and receiving messages, are modeled as exponential random
variables. To achieve time synchronization in a computation-
ally efficient manner, a low-complexity maximum-likelihood
estimator has been proposed [18]. A general model for esti-
mating clock skew and time offsets using the Kalman Filter
method has also been developed [19].

Radio-wave-based techniques that run on WSNs [4], [9]–
[11] can achieve submicrosecond synchronization but have
to be implemented using real-time operating systems, which
are yet to be adopted for current smartphones and tablet
PCs. This limitation makes it much more difficult to obtain
accurate and precise timestamps using commercially off-the-
shelf (COTS) mobile devices than it is using WSNs. When
a target application implements indoor positioning in mobile
settings, it is desirable to complete the time synchronization
as rapidly as possible. Radio-wave-based techniques conduct
repeated message exchanges between nodes to estimate their
timestamps accurately, but such frequent message exchanges
may induce traffic congestion or require long synchronization
times (several seconds to tens of minutes).

In an alternative approach, an ultrasound time-
synchronization technique has been proposed [20]. By
calculating the location of the smartphone using time-
difference-of-arrival trilateration, the time offset for sending
a signal from the speakers time-synchronized with a master
clock can be estimated. If a microphone array using multiple
smartphones is used to estimate the direction of arrival
of sounds, all microphones in the array must be time-
synchronized. Dia [21] adopted two-level synchronization,
whereby synchronization between one master smartphone
and the other smartphones, together with synchronization
between the CPU clock and the audio I/O clock in each
smartphone, was conducted using a least-squares regression
method. BeepBeep [22] conducted acoustic ranging for a pair
of smartphones by estimating the signal propagation time
between the smartphones. Studies such as this do not clearly
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state how long the synchronization takes, but completing
it rapidly would appear to be difficult. One example [21]
conducts regression calculations using multiple timestamp
data obtained through message exchanges and others [20],
[22] employ specific time intervals between the signal
emissions from each smartphone to avoid reverberations,
thereby making rapid synchronization difficult.

Regarding time-synchronization techniques using optical
signals, FLIGHT [23] was implemented using a fluorescent
lamp and the 10-kHz-sampling built-in light sensor on a WSN
sensor node called TelosB. The stable nature of the alternating-
current frequency enabled time synchronization within tens of
microseconds. Alternatively [24] uses a single LED that can be
used for transmitting and receiving optical signals. When the
LED is switched to receiver mode, it can be used to measure
the differences in the charged voltages between two time slots
to achieve time synchronization.

Some techniques using a camera have been proposed for
illumination-based time synchronization. PSync [25] used
an LED illumination source as a transmitter of De Bruijn
sequences and a photo detector as a receiver for rapid and
energy-efficient time synchronization. Akiyama et al. [26] and
Sugimoto et al. [5] proposed techniques using a camera to
capture modulated optical signals emitted from LED sources
for acoustic localization. To achieve rapid execution of an
algorithm based on a phase-locked loop, use of a high-speed
(1,000 fps) camera has been proposed [27]. SocialSync [28]
can time synchronize multiple smartphones for 3D construc-
tion and scene-depth estimation. This technique can estimate
the delay between a camera I/O event and a timestamp given
by the application software to receive an image frame with
millisecond accuracy.

Our proposed technique can be implemented using COTS
mobile devices without any additional hardware, and its rapid
time synchronization can be achieved with submicrosecond
accuracy, which is not possible with existing camera-based
systems or techniques.

III. PROPOSED TECHNIQUE

This section describes issues regarding the proposed tech-
nique.

A. Mathematical Model of a Rolling-shutter Camera

Aiming for low energy consumption, smartphone built-in
cameras implement a rolling-shutter technique, whereby the
incoming optical 2D image is treated as an array of scan lines,
with the overall image being captured as a sequence of line-
by-line scans from each line sensor. A mathematical model of
the rolling-shutter camera is briefly described in this section
(see [29] for details).

B. Design of the Transmit Signal

Let s(t) denote a periodical optical signal emitted from an
LED source and let fC , T (= 1/fC), η, and L denote the frame
rate, frame period, exposure time ratio, and total number of
line sensors for a camera, respectively. Here, fC is regarded
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Fig. 1. A rolling-shutter camera as a frequency filter (η=0.05).
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Fig. 2. Frequencies and phases of a multiplexed linear-chirp signal (η=0.05,
Nf=4).

as the fundamental frequency of s(t) when the readout time
of the line sensors is not considered and δT (0.0 ≤ δ < 1.0)
is the time difference between the starting time of s(t) and
the shutter release time of the first line sensor. The intensity
value r(τl) at the l-th line sensor is given by Equation (1).

r(τl) =
1

T

∫ ηT

0

s(t+ δT +
l

L
T )dt (1)

Note that τl = δT + lT/L represents the time difference
between the starting time of s(t) and shutter release time of
the l-th line sensor. Let Sk and Rk(l) (k = 0,±1,±2, · · · )
denote the Fourier transforms of s(t) and r(τl), respectively.
The value for Rk(l)/Sk, their spectrum ratio, is then given by
Equation (2) and is illustrated in Figure 1.

Rk(l)

Sk
= ηejkηπ(1+2l/L) sinc(kηπ) (2)

Here, k means the frequency order of the camera frame rate
fC and sinc(x) is defined as sinc(x) = sin(x)/x.

1) Multiplexed Linear-chirp Signal and its Characteris-
tics: Figure 1 shows that there are multiple frequencies f i

n

(i = 1, 2, · · · ) for which Rk(l)/Sk = 0 (null) holds. From
Equation (2), kη = mi (mi: integer other than zero) is
obtained because sinc (kηπ) = 0 holds. A multiplexed linear-
chirp signal represented by Equation (3) and transmitted from
an LED source is composed of a chirp signal whose sweep
frequency band is [f i

s − f i
e], including f i

n = mi/ηfC , with f i
s

and f i
e being the nearest spectrum peaks to f i

n (Figure 1).
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Nf∑
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exp
[
j2π

(f i
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s

2T
Quotinent[x, y] + f i

s Mod[t, 2T ]

+
f i
e − f i

s

2T
Mod[t, 2T ]2

)]
, (0 ≤ Mod[t, 2T ] < T )

Nf∑
i=1

exp
[
j2π

(f i
e + f i

s

2T
Quotinent[x, y] + f i

s (Mod[t, 2T ]− T )

+
f i
e − f i

s

2T
(Mod[t, 2T ]− T )2

)]
, (T ≤ Mod[t, 2T ] < 2T )

(3)
Here, Nf (i = 1, 2, · · · , Nf ), Quotinent[x, y] and Mod[x, y]

are the number of chirp signals composing s(t), the integer
part of the quotient, and the remainder after dividing dividend
x by divisor y, respectively.

The signal s(t) is continuous, with a period of 2T , and
is composed of a pair of up-chirp and down-chirp signals,
each lasting T . Because their frequencies and phases change
continuously, as shown in Figure 2, the intensity values ob-
tained by the camera (given by Equation (1)) will also change
continuously. The line sensor number having the minimum
intensity value when receiving either up-chirp or down-chirp
signals is denoted lmin (0 ≤ lmin ≤ L − 1) and is the same
value in all sweep frequency bands [f i

s − f i
e]. Figure 3 (a)

shows the intensity value for the range of line sensor numbers
when δT is set to 0. lmin = arg min

l
r(τl) is obtained by

Equation (4).
This was confirmed numerically through computer sim-

ulations and preliminary experiments in real environments,
because lmin is found as a solution to ∂r(τl)/∂l = 0, which
includes Fresnel integrals and cannot be solved analytically.
The time difference δT is calculated by Equation (5).

lmin = Mod
(
0.5(1− η) + δ, 1.0

)
L (4)

δT = Mod
(arg min

l
r(τl)

L
− 0.5(1− η), 1.0

)
T (5)

Figure 3 (b) shows the relation between δT and lmin,
confirming that δT can be estimated by using Equation (5) and
lmin. The period of s(t) is 2T and the values of δ obtained by
the proposed technique are found in the range 0.0 ≤ δ < 1.0.
Therefore, δT can be determined as the time difference from
the starting time of the up-chirp or down-chirp signal.

The value for lmin obtained by the proposed technique
does not depend on the sweep frequency bandwidths of the
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Fig. 4. Reflected images and their spatial frequency spectra: (a) nature
image, (b) frequency spectra for image(a), (c) pattern image, and (d) those
for image(c).

chirp signals. It is therefore possible to estimate the time
difference accurately and robustly from a range of lmin values
for multiple chirp signals with different sweep frequency
bandwidths. Accurate estimation is further enhanced by using
quadratic function interpolation with the intensity values of
lmin and those of the neighboring sensors to estimate lmin

for intermediate points.
2) Sweep Frequency: To take full advantage of the features

of the rolling-shutter camera, the transmitted optical signal
should be received by using all its line sensors. This implies
that the transmitted signal should not be captured as direct
light from an LED but as an indirect image via a reflector.
To determine the sweep frequency bandwidths of transmitted
chirp signals, two issues should be considered. First, the
frequencies of the signals must exceed the critical fusion
frequency to avoid users’ perception of flickering [30], and be
L/2 fC or below because of the sampling theorem. Second,
any interference with the spatial frequency spectra of the
reflector by the chosen frequency bandwidths of the chirp
signals should be attenuated as much as possible.

Figures 4 (a) and 4 (c) show the captured images (exposure
time ratio η = 0.10) of a photograph of red leaves (the “nature
image” in (a)) and a traditional Japanese blue-ocean-wave-
pattern (the “pattern image” in (c)) illuminated by a chirp
signal (sweep frequency in the range [30.0fC − 50.0fC ]),
which were used as the reflected images. Figures 4 (b) and
4 (d) show the frequency spectra of the images shown in
Figures 4 (a) and 4 (c). The distributions of the frequency
spectra when illuminated by an incandescent light (the blue
line in Figures 4 (b) and 4 (d)) can be approximated to those
of the original image because the distribution of the frequency
spectra for this light is regarded as uniform. From the figure,
note that that the nature image and pattern image both have
strong spectra in the low-frequency bandwidths (lower than
30fC Hz) and the pattern image has strong peaks in the sweep
frequency bandwidth [30.0fC − 50.0fC ] and above. Based on
this observation, the lowest frequency for the chirp signal was
set as 30.0fC Hz. The influence of the frequency spectra in
the high-frequency bandwidths shown for the pattern image is
discussed in Sections IV-B3.

C. Time Difference Estimation Algorithm

The time difference δT is calculated via the following
procedure.
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1) The sweep frequency bandwidths for the multiplexed
linear-chirp signal are determined from the value of the
exposure time ratio η (see Table II for details). That is,
[f i

s, f
i
e] is the narrowest frequency bandwidth including

f i
n ∈ [f i

s, f
i
e], where f i

s and f i
e denote the peak frequency

spectra and f i
n denotes the null spectrum (see Equation

(2) and Figure 1).
2) The multiplexed linear-chirp signal represented by Equa-

tion (3) is then transmitted from the LED source.
3) The RGB image IRGB(i, j) (0 ≤ i < M, 0 ≤ j < L)

from the reflector illuminated by the LED source is
captured by the rolling-shutter camera (L×M pixels)
and cropped to decrease its size to L×Mt pixels by
selecting a rectangular area determined by ((M −
Mt)/2+1, 0), ((M −Mt)/2+1, L), ((M +Mt)/2, L),
and ((M + Mt)/2, 0). The RGB image is converted
to an intensity image IY (u, v) by using the equation
y = 0.299r + 0.587g + 0.114b, where r, g, and b are
the R, G, and B values for the RGB image and y is the
intensity value at pixel (u, v) (0 ≤ u < Mt, 0 ≤ v < L).

4) The mean intensity value for the l-th line sensor
il is calculated using il =

∑Mt−1
u=0 IY (u, l) to ob-

tain the one-dimensional (1D) intensity vector I =
(i0, i1, · · · , iL−1). A fast Fourier transform is applied to
I and the spectra of I are separated into the frequency
bandwidth for each chirp signal contributing to the
multiplexed linear-chirp signal.

5) The spectra in each frequency bandwidth are converted
to their analytic signals. The line sensor number lmin,
which has the minimum magnitude of the signal, and the
magnitudes of its neighboring line sensors are obtained.
By applying quadratic function interpolation, intermedi-
ate line sensor numbers are calculated. From Equation
(5), the time difference δT is found. If the frequency
distribution for the reflector is available beforehand, lmin

can be calculated using only the chirp signals that do not
have strong spatial frequency spectra from the reflector
in their sweep frequency bandwidths.

IV. EXPERIMENTS

This section shows experimental results of the proposed
system.

A. Overview

The experimental environment used to evaluate the proposed
technique is shown in Figure 5. The multiplexed linear-chirp
signal was generated by a function generator (NF Corporation
WF1948), which was connected to an LED source (W-LITE

DLFL-001) via a switching power MOS-FET connected to
a DC power supply. The purpose of the experiment was to
investigate the performance of the proposed method for time
difference estimation. The estimation involves the start time of
the chirp signal and the shutter release timing of the camera.
Being able to release the shutter at an accurate time difference
δtrueT and set camera parameters flexibly is critical to the
evaluation of the proposed technique, and a high-functional
rolling-shutter camera (Point Grey/Teledyne Flir FL3-U3-
13S2-C) was therefore used instead of a smartphone’s built-
in camera. The camera received a trigger signal for shutter
release directly from the function generator via its general-
purpose I/O interface. The image from the wall-mounted
reflector was captured by the camera and transferred via its
USB 3.0 interface to a PC, which conducted the calculations
described in Section III-C to estimate the time difference δT .
The proposed technique was evaluated by comparing δT with
δtrueT . From inspection of the camera, the maximum exposure
time of the line sensors, excluding their readout time, was
found to be 8.028 ms for a frame rate of 50 Hz. Therefore,
fC , the fundamental frequency of the transmitted signal in this
experiment, was set to 1/8.028 = 124.56 Hz. The resolution
of the camera was 1024×1328 pixels and it exposes two
neighboring line sensors simultaneously. The total number of
line sensors (L) was therefore 1024/2 = 512.

As described in Section III-C, the captured image was
converted to a 1D vector by averaging the intensity values for
the same line sensor. (When many values can be averaged, the
noise and the influence of the reflector can be suppressed.)
After considering computational complexity and the effects
of lens vignetting, a 1024×500-pixel image whose center
coincided with the camera optical axis was cropped from
the captured image. The sweep frequency bandwidths of the
transmitted signals, composed of four pairs of up-chirp and
down-chirp for each exposure time ratio η, are given in
Table II.

The experimental parameters η, ilc (illumination condition),
d (distance between the camera and reflector) and sbj (reflec-
tor) were set to a variety of values in five experiments, as
shown in Table I. The correct values for the time difference
δtrueT (measured using the trigger signal from the function
generator) were set as δtrueT= 0.1×i T (i = 0, 1, . . . , 19).
The time difference estimation was repeated 200 times for each
experimental parameter setting, giving 5×3×3×2×20×200 =
360,000 image captures for the experiments.

B. Experimental Results

1) Experiment 1: Exposure time ratio: Figure 6 shows
the cumulative distribution function (CDF) values, for each
exposure time ratio, of the time difference estimation errors
produced using our proposed technique and Figure 7 shows
their mean and standard deviation values. Table III shows the
90th percentile errors obtained using single chirp signals for
different sweep frequency bandwidths. The best estimation
performance results for each exposure time are shown in bold.
This experiment demonstrates that the proposed technique can
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TABLE I
PARAMETER SETTINGS FOR EACH EXPERIMENT.

Experiment Exposure time ratio (η) Illumination condition (ilc) Distance (d [m]) Reflector (sbj)
Experiment 1 0.01, 0.05, 0.08, 0,16, 0.2 No ambient light 0.5 White paper
Experiment 2 0.01, 0.05, 0.08, 0,16, 0.2 No ambient light 0.5, 1.0 White paper
Experiment 3 0.01, 0.05, 0.08, 0,16, 0.2 No ambient light 0.5 White paper, Nature image, Pattern image
Experiment 4 0.01, 0.05, 0.08, 0,16, 0.2 No ambient light, Fluorescent light, Sunlight 0.5 White paper
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TABLE II
SWEEP FREQUENCY BANDWIDTHS [f i

s − f i
e] (×fC ) OF CHIRP SIGNALS

FOR DIFFERENT EXPOSURE TIME RATIOS η.

η f1
s − f1

e f2
s − f2

e f3
s − f3

e f4
s − f4

e
0.05 30.0–50.0 70.0–90.0 110.0–130.0 150.0–170.0
0.08 56.25–68.75 81.25–93.75 106.25–118.75 131.25–143.75
0.10 65.0–75.0 85.0–95.0 105.0–115.0 125.0–135.0
0.16 78.125–84.375 90.625–96.875 103.125–109.375 115.625–121.875
0.20 82.5–87.5 92.5–97.5 102.5–107.5 112.5–117.5

TABLE III
90TH PERCENTILE ERRORS FOR DIFFERENT EXPOSURE TIME RATIOS.

Frequency η = 0.05 η = 0.08 η = 0.10 η = 0.16 η = 0.20

f1
s − f1

e 3.336×10−7 1.607×10−7 1.128×10−7 8.075×10−8 1.012×10−7

f2
s − f2

e 3.418×10−7 1.593×10−7 1.322×10−7 9.285×10−8 1.112×10−7

f3
s − f3

e 4.791×10−7 1.898×10−7 1.544×10−7 9.650×10−8 1.273×10−7

f4
s − f4

e 5.623×10−7 2.157×10−7 1.753×10−7 1.035×10−7 1.164×10−7

achieve an 8.075×10−8 error at the 90th percentile. Signifi-
cant performance differences for the various sweep frequency
bandwidths were not observed, but the best performance was
achieved by using the sweep frequency bandwidth [f1

s − f1
e ].

2) Experiment 2: Distance: Images from the reflector were
captured by the camera for distances of d=0.5 m and d=1.0 m
between reflector and camera. The time difference estimation
was conducted using the multiplexed linear-chirp signal. The
results obtained using the chirp signal for [f1

s −f1
e ] are shown

in Figures 8 (a) and (b). (Because of page limitations and
similarities to the results of Experiment 1, the results for other
chirp signal frequencies are not shown.) These two figures
show that the 90th percentile errors at the d=1.0 m setting
are 1.219 ×10−5 s (η=0.05), 2.794 ×10−6 s (η=0.08), 2.640
×10−6 s (η=0.10), 2.108 ×10−6 s (η=0.16) and 2.383 ×10−6

s (η=0.20). Note that the performance deterioration is most
significant for the η=0.05 setting than for the other settings.
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Fig. 9. CDFs using different reflectors: (a) nature image (η=0.05), (b) nature
image (η=0.08), (c) pattern image (η=0.05), and (d) pattern image (η=0.08).

3) Experiment 3: Reflector: In Figure 4 (d), note that
the pattern image has strong spectra around the 78th and
136th frequency orders of fC . An experiment was therefore
conducted to investigate the influence of the spatial frequencies
associated with the reflector. Figures IV-B2 and 10 show
the CDFs, means, and standard deviations of the time dif-
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Fig. 10. Means and standard deviations using different reflectors: (a) nature
image (η = 0.05), (b) nature image (η=0.08), (c) pattern image (η=0.05),
and (d) pattern image (η=0.08).
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ference estimation errors by using multiplexed linear-chirp
signals (η =0.05 and 0.08) for the sbj=“nature image” and
sbj=“pattern image” settings. The 90th percentile error, mean,
and standard deviation obtained by the chirp signal with a
sweep frequency [70.0fC − 90.0fC ] (η=0.05) (including the
78th frequency order) for the sbj=“pattern image” settings
were 1.808×10−5 s, 8.681×10−6 s, and 7.836 ×10−6 s,
respectively. The results for the chirp signal with a sweep
frequency [131.25fC − 142.75fC ] (η=0.08) (including the
136th frequency order) for the sbj=“pattern image” settings
were 7.753×10−6 s, 3.411 ×10−6 s, and 3.252 ×10−6 s,
respectively. From Figures IV-B2 and 10, note the deterioration
in time difference estimation performance using a chirp signal
with strong spatial frequency spectra from the “pattern image”
in its sweep frequency bandwidth. This deterioration is not
apparent using a chirp signal with minimal spatial frequency
spectra from the “nature image” in its sweep frequency band-
width.
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Fig. 11. CDFs of time difference estimation errors for different illuminations
conditions: (a) fluorescent light and (b) sunlight.
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Fig. 12. Means and standard deviations of time difference estimation errors
for different illuminations conditions: (a) fluorescent light and (b) sunlight.

4) Experiment 4: Illumination: Experimentation with dif-
ferent illumination settings were conducted and the results
obtained by using a chirp signal having the sweep frequency
bandwidth [f1

s − f1
e ] are shown in the same way as for

Experiment 2. Figure 11 demonstrates that the 90th per-
centile errors for the ilc=“Fluorescent light” setting were
1.668×10−6 s (η=0.05), 8.525×10−7 s (η=0.08), 5.429×10−7

s (η=0.10), 4.890×10−7 s (η=0.16), and 5.905×10−7 s
(η=0.20), respectively. The figure also shows that the results
for the ilc=“Sunlight” setting are 4.676×10−6 s (η=0.05),
1.530×10−6 s (η=0.08), 1.122×10−6 s (η=0.10), 1.044×10−6

s (η=0.16), and 1.210×10−6 s (η=0.20), respectively. Note that
the most significant deterioration is observed for the η=0.05
setting than for the other settings.

V. DISCUSSION

This section discusses findings and limitations regarding the
proposed technique.

A. Findings Derived from the Experimental Results
Findings from the experimental results are discussed as

follows.

• The results of Experiment 1 imply that the larger the ex-
posure time ratio η, the better the estimation performance
of time differences, which is related to the improvement
in signal-to-noise (S/N) ratios. Performance differences
between the various chirp signals are not significant for
the sub=“white paper” setting, which does not affect the
spectrum distributions in their frequency bandwidths.

• Experiment 2 demonstrates that the 90th percentile er-
rors using the chirp signal having the sweep frequency
bandwidth f1

s − f1
e for the d = 1.0 setting are worse

than those for the d = 0.5 m setting, as shown in
Table IIIand are also related to S/N ratios. Therefore,
estimation performance requirements can be optimized
by adjusting the power of transmitted signals and/or the
distance to the reflector.

• From the results of Experiment 3, performance deterio-
ration is observed when strong spatial frequency spectra
associated with the reflector exist in the sweep frequency
bandwidths of the chirp signals. If the spectrum distri-
bution of the reflector is known beforehand, it should
be possible to retain the estimation performance by se-
lecting chirp signals having appropriate sweep frequency
bandwidths and/or by changing exposure time ratios to
avoid the spectrum interference. For example, if the
reflector shown in Figure 4(b) is used, the estimation
performance would best be retained by using chirp signals
having sweep frequency bandwidths other than [f1

s − f1
e ]

(η = 0.05) or [f4
s − f4

e ] (η = 0.08) and/or by adjusting
the exposure time ratio. Figures IV-B2 (c) and IV-B2(d)
show that the CDFs using a chirp signal strongly affected
by the reflector spectra are clearly different from those
less affected. Therefore, if the spectrum distribution of the
reflector is unknown, it would be worth investigating the
effectiveness of a method that compared the estimation
results obtained by individual chirp signals and then
eliminating those results that are significantly different
from the other results as “outliers” caused by reflectors.

• Experiment 4 demonstrated that the time difference es-
timation performance deteriorates under the ilc =“Flu-
orescent light” and “Sunlight” settings, in comparison
with that for the ilc =“No ambient light” setting, as
shown in Table III. This is caused by their poorer S/N
ratios. The estimation results under the ilc =“Sunlight”
setting were worse than for ilc = “Fluorescent light”
setting, which might again relate to spectral interference
with the chirp signals in their various sweep frequency
bandwidths. To retain the performance of the proposed
technique, therefore, spectrum interference between the
transmitted signal and the ambient lighting should be
avoided where possible.

B. Limitations

The limitations of this study from a practical point of view
can be summarized as follows.

• With many commercially available off-the-shelf cameras,
it is not possible to set their camera parameters to arbi-

37Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-083-4

ALLSENSORS 2023 : The Eighth International Conference on Advances in Sensors, Actuators, Metering and Sensing

                            45 / 67



trary values, but some setting to predetermined discrete
values is allowed. For example, the camera used in this
study does not allow setting its exposure time ratio to
an arbitrary value. Therefore, it may not be possible to
set the camera parameters to the theoretically derived
optimum values suggested by Equation (2), which would
cause the performance deterioration.

• In the author’s previous study [5], it was noted that
the camera frame rate may not be stable, with clock
drift being observed. Therefore, to retain the performance
of the time difference estimation, the frame rate of the
camera should be estimated and updated periodically.

• The experimental evaluations were conducted in com-
pletely static and stable settings. However, in more re-
alistic situations, the camera and reflector might well be
mobile. In future work, the performance of the proposed
technique in mobile or unstable environments will be
investigated.

VI. CONCLUSIONS

A novel time-synchronization technique is proposed in this
paper. The proposed technique uses an LED source trans-
mitting multiplexed linear-chirp signals to a reflector and a
rolling-shutter camera that photographs the reflected image. It
can estimate the time difference between the start time of the
transmitted signal and the shutter release time of the camera
both accurately and robustly. Our experiments demonstrated
that the proposed technique can achieve 8.075×10−8-s time
difference estimation errors at the 90th percentile by using
a single image captured 0.5 m away from the reflector.
Implementing and evaluating the proposed technique using a
smartphone’s built-in camera are the next steps in this study.
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Abstract—Inertial and magnetic sensors are nowadays avail-
able as integrated components in common portable devices
(smartphones and smartwatches). Despite the continuous reduc-
tion of cost and size, their application to the body kinematics
is not quite widespread in the consumer market. The main
obstacles are the system calibration and setup, in terms of
time and complexity. Magnetometers are hard to handle in
indoor applications due to inconsistent magnetic disturbances;
and the calibration of multiple units can be challenging for non
technicians. In order to overcome those limitations, we developed
a fast custom magnetometer-free calibration easily reproducible
by non technician, to be used in our novel smart clothes [1] (the
electronics is fully integrated in the clothes), for applications
targeting the consumer market.

Index Terms—Motion Capture, Low-cost MEMS-IMU, 3D
Body Kinematics, Biomechanics, Magnetometer-free, Consumer
Electronics, Metaverse.

I. INTRODUCTION

Real time human motion tracking has a wide potential
in many application fields, e.g., tele-rehabilitation, sport per-
formance assessment, ergonomics [2]-[5]. The gold standard
for 3D motion capture (MoCap) is the marker-based opti-
cal tracking system. However, those systems can only be
used in laboratories with specialized technician, after a time-
consuming set-up. These are the reasons why inertial sensors-
based motion capture has gained huge popularity in the last
few years. In particular, triaxial gyroscopes and accelerometers
based on Micro-Electro-Mechanical Systems (MEMSs) are
often integrated together to form Inertial Measurement Units
(IMUs); if magnetic sensors are included, they are called
Magnetic Inertial Measurement Units (MIMUs). MEMS IMUs
are cheap, small, self-contained, light weight and easy to be
worn. The orientation of the body segments (and thus the joint
kinematics) can be estimated by putting those sensors on the
body segments of interest. Sensor fusion (SF) and segment to
sensor (STS) calibration are crucial phases that strongly affect
the overall system outcome [8]-[9]. Through SF algorithms the

IMU orientation is estimated by fusing the angular velocity,
acceleration and the magnetic field. However, the magnetic
disturbances, especially indoor, can lead to inaccuracy; be-
sides, to properly calibrate multiple magnetometers might be
too challenging for non-technicians. For what concerns the
STS calibration, there is the need for a compromise between
the accuracy and the usability by non-technicians. To find this
compromise, we developed a magnetometer-free calibration
of our smart clothes (shirt and pants with STMicroelectronics
inertial sensors integrated, [1]) that can be used at home by
non-technicians, once provided with a few instructions.

II. TURINGSENSE CALIBRATION

Turingsense smart clothes (Fig. 1) contain 16 STMicro-
electronics LSM6DSR inertial measurement units (triaxial
accelerometers and gyroscopes, [8]), are fully washable and
come in different sizes. They are chargeable via micro-USB
and have fully wireless communication.

Fig. 1: Turingsense smart clothes [1].

The definitions and the computational procedures needed to
obtain the information of the motion of body segments starting
from sensor readings (angular velocity and acceleration) are
defined as biomechanical protocol. In particular, the main
objective of the biomechanical protocol is to perform the
sensor to segment calibration. The biomechanical protocol
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used in the Turinsense garment (Fig. 2) has two main steps:
(1) N-pose; (2) functional motions [9].
(1) Step 1: N-pose. The first step consists in asking the user to
stand still in N-pose (neutral pose). For each IMU, the acquired
accelerometer data is averaged to estimate the vertical direc-
tion. This averaged accelerometer vector represents an estimate
of the anatomical longitudinal direction of the underlying body
segment. Moreover, the information from this step is used for
the navigation reference frames alignment.
(2) Step 2: Functional motions. The second step consists in
asking the user to perform two functional motions: one for
the (a) upper body and the other for the (b) lower body.
(a) Upper body: a 90-degrees humeral flexion in the sagittal
plane, keeping the elbow and the wrist extended, with neutral
elbow pronation.
(b) Lower body: a 90-degrees femoral flexion in the sagittal
plane, keeping the knee locked.
During the funcional motions, the recorded gyroscope data is
transformed to unit-norm vectors to identify the axis on which
the sagittal motion occurs. The average of the normalized
gyroscope vectors represents an estimate of the anatomical
medio-lateral direction of the body segment where the sensor
is attached. [9].

Fig. 2: Turingsense STS calibration.

III. EXPERIMENTAL RESULTS

The Turingsense smart clothes are currently sold in USA
and Canada since December 2019. Thus, it is possible to
analyze the success rate of the STS calibration among real
users. The data stored in the Turingsense cloud database are
used for both an inter-subject and intra-subject analyses of the
STS success rate at the first try.
The STS success rate among 45 real users is reported in
Table I (one trial per user), including single steps and whole
procedures rate.

TABLE I: INTER-SUBJECT STS SUCCESS RATE

N-poses Arms Lleg Rleg Full procedure
# 37 39 42 42 34
% 82 86 93 93 75

The attemps are detected through specific motion detection
algorithms. It is noteworthy that the number of N-poses
attempts might include poses where the user had not started to

follow the instructions and, thus, not really trying. It explaines
the slighlty minor number of successes of the N-pose phase.

In addition, an intra-subject analysis is proposed in Table II,
where 8 trials per user have been considered to evaluate the
intra-subject success rate of the STS on the first try (i.e. each
STS step is performed once).

TABLE II: INTRA-SUBJECT STS SUCCESS RATE

# user N-pose Arms Lleg Rleg Full procedure
1 87.5 100 100 100 87.5
2 87.5 87.5 87.5 100 87.5
3 75 62.5 87.5 87.5 50
4 62.5 100 100 100 62.5
5 87.5 87.5 87.5 87.5 87.5
6 100 87.5 100 100 87.5
7 87.5 100 100 100 87.5
8 75 87.5 87.5 87.5 75
9 87.5 100 100 100 87.5

10 87.5 100 100 100 87.5
11 87.5 87.5 100 100 75

IV. DISCUSSION

Results on real user scenarios demonstrate that the calibra-
tion steps implemented are easy to perform by non-technicians,
and the given instructions allow the user to reach MoCap
rapidly. Furthermore, the availability of smart clothing largely
simplifies the approach and the acceptability of the user to the
technology.

V. CONCLUSION

The TS inertial system calibration has been developed to
be used with TS smart garment, the first consumer clothes
with electronics fully integrated. Based on the data, the TS
calibration appears to be easy to perform by non-tecnician
people, thus highlighting the huge potential to apply this
technology to a variety of fields, such as, digital health, fitness
tracking, etc.
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Abstract—For the prevention and diagnosis of cardiovascular
diseases, the ability to measure cardiac performance is of great
importance. A new type of sensor compatible for catheterization
is proposed that can diagnose cardiovascular performance while
being immune to Electromagnetic Interference (EMI), as well
as compatible with Magnetic Resonance Imaging (MRI), with
the ability to expand the number of sensors on a single catheter
without additional wires. A prototype consisting of three cascaded
pressure sensors on a single optical fiber has been fabricated,
allowing measurements of important local medical indicators,
such as Fractional Flow Reserve (FFR). The fabricated sensor is
able to measure blood pressure with a resolution of 3.6 mmHg at
a rate of 2 kHz, with room for improvement. Although further
work is needed in the miniaturization and integration of the
sensor in a catheter, preliminary measurements show promising
results.

Index Terms—cardiovascular diseases; blood pressure sensor;
MRI-compatible; optical fiber; catheter.

I. INTRODUCTION

In 2020, in the Netherlands alone, 233,808 reported hospital-
izations due to cardiovascular disease were reported [1]. In that
same year, a total number of 36,579 people died as a result of
cardiovascular disease, representing 22% of the total mortality.
For the diagnosis and prevention of cardiovascular disease,
measurements of cardiac performance are of considerable
importance. To improve diagnostics, accurate and reliable
measurements are critical; for example, to determine cardiac
output, Pressure-Volume (PV) curves are often measured with
piezo-based pressure sensor arrays on a catheter tip. Measuring
pressure in arrays allows measurement of other important
local medical indicators, such as FFR [2]. These indicators
are essential for medical diagnosis, and are currently standard
procedure. However, one of the central problems of piezo
sensors is that the detection technique is based on electrical
signals, which limits precision and reliability due to high static
magnetic fields and EMI. Moreover, it is highly desirable that

future detection techniques can combine diagnostic capabili-
ties with MRI [4]. This implies that the performance of the
sensor must be independent of high magnetic fields, up to 7
Tesla [5]. A different approach was chosen using integrated
optics [3] for the development of a new generation of catheter
sensors. Furthermore, it is desired that the sensor is suitable
for catheters with a diameter of 6 Fr (≈ 2 mm) or less, and a
pressure resolution of 1 mmHg or less. The working principle
is based on a single optical fiber consisting of multiple Fiber
Bragg Gratings (FBG) separated by any adjustable spacing.
Combined with an interrogator, the FBGs measure a shift in
near-infrared electromagnetic wavelength proportional to the
deformations of a Silicon Nitride (Si3N4) membrane at varying
pressures.

II. THEORY

In fluid dynamics, the most simple form of Bernoulli’s Law
states

P +
1

2
ρv2 = Constant, (1)

where P refers to the static pressure, and 1
2ρv

2 refers to the
dynamic pressure. This equation is easily derived directly from
energy conservation. It implies that a cascade of microscaled
pressure sensors can be used to trace stenosis in a blood
vessels, as visualized in Figure 1. It also implies that such a
cascade is suitable for verifying correct positioning of a stent
after surgery - since correct stent positioning would directly
cause vanishing blood pressure difference over the stenosis.
Poisseuille-Hagen law describes the pressure difference over
a cylindrical tube of length L, of a fluid in laminar fluid flow

∆P =
8µLQ

A2
, (2)

where Q refers to the flowrate [m
3

s ], A [m2] the cross-
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Fig. 1. Bernoulli states a direct relation between cross-sectional areas A1 and
A2, static pressures P1 and P2, and flow speeds v1 and v2. If the area reduces,
the static pressure reduces, while the dynamic pressure ( 1

2
ρv2) increases. This

implies that a cascaded pressure sensor can be used to trace stenosis in a blood
vessel.

sectional area of the cylindrical tube, and µ [Pa · s] the dy-
namical viscosity. The assumptions in the derivations set some
limitations using (1) and (2), but the equations are illustrative
for additional applications of a cascaded microscaled pressure
sensor. For instance, the proportion of red blood cells in the
blood (hematocrit) correlates with the viscosity. An increase
of hematocrit leads to a higher viscosity. On average, blood
has a viscosity of approximately three times that of water,
meaning that the driving pressure to pump blood through
the vessels is higher. Polycythemia (or Erythrocytosis) is an
anomaly leading to a enlarged hematocrit that can reach up
to 70% [7]. The viscosity of the blood will then be up to ten
times larger than that of water, making it harder for the heart to
pump blood through the vascular system. Equation (2) shows
that a cascade of pressure sensors fitted in a catheter show
an abnormal pressure decline over the cascade. Additional
diagnostic detection is possible, if the sensor cascade has
sufficient dynamical response. In that case, it will be possible
to analyze the arterial pulse in the time domain, revealing the
performance of the heart and vessels [8]. A typical example
of a study performed exploring pressure curves with a high
precision, is shown in Figure 2. This example shows that
analysing the exact shape of the pressure wave can be used as
a diagnostic tool.

III. FINITE ELEMENT MODELING

To verify the feasibility of the sensor, a simulation of the Si3N4

membrane was performed using a Finite Element Method
(FEM) analysis. In this simulation, the behavior of membranes
with thicknesses ranging from 200 to 400 nm was studied
under different loading conditions. Calculated deformations of
the membranes varied typically from 1.5 to 2.5 micrometers at

Fig. 2. Typical example of pressure time domain analysis. Analysing the
exact shape and properties, can be used as an diagnostic tool. Adapted from:
[8].

pressures from 50 mmHg to 200 mmHg, respectively. Given
the strain sensitivity of optical fibers with low bend loss,
these values are within the measurement range of commonly
available optical fibers and interrogators [10] [9]. The FEM
model and resulting deformation at a pressure of 200 mmHg
is shown in Figure 3.

IV. FABRICATION

The fabrication of the sensor device consists of the fabrication
of the Si3N4 membrane using photolithographic processes and
the adhesion of the FBG to the Si3N4 membrane.

A. Microfabrication of the Silicon Nitride Membrane

For the microfabrication of the Si3N4 membrane, a 300 µm
double side polished p-type (boron) Silicon wafer with a
<100> orientation is used. Using Low Pressure Chemical
Vapour Deposition (LPCVD) with a mixture of NH3 and
H2SiCl2, a thin film of Si3N4 is deposited on both sides
of the substrate. Si3N4 was chosen because of its relatively
high flexiblity and low etch rate compared to Silicon. The
thickness of the deposited Si3N4 thin film was measured using
an Woollam M-2000 Ellipsometer at a value of 399.47 nm.
The stress of the thin film was measured with the use of a
Flexus 2320-S thin-film stress measurement instrument at a
value of 337.73MPa. The wafer with a thin film of Si3N4 is
shown in Figure 4, left.

Using an ASML PAS 5500/60 stepper, rectangular patterns
representing the membranes are exposed on a layer of photore-
sist that is deposited to the backside of the wafer. The exposed
patterns are etched away using a Drytek Triode 384T plasma
etcher with a mixture of 90% C2F6 and 10% Cl2 until the bare
silicon of the wafer remains. The resulting exposed patterns
are shown in Figure 4, right. A cavity is created by placing
the wafer in a bath of distilled water with 30% potassium
hydroxide (KOH) until the silicon is completely etched and
only the thin Si3N4 layer on the topside of the wafer remains.
The silicon wafer with an orientation of <100> etches faster
than in the <111> orientation, resulting in a V-shaped cavity
with an angle of 54.7 degrees. The cavity, combined with the
thin layer of Si3N4, acts as a pressure chamber that deforms
dependent on the loading conditions. The Si3N4 membrane
has dimensions of 2.0x0.3 mm. Lastly, the wafer is diced using
a diamond saw resulting in rectangular chips with a size of
10x2.5x0.3 mm (LWH).

B. Adhesion of Silicon Nitride Membrane and FBG

As shown in Figure 3, the deformation of the Si3N4 membrane
is the highest in the center of the membrane. Thus, it is

Fig. 3. FEM model of the Si3N4 membrane showing the deformation at an
applied pressure of 200 mmHg.
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Fig. 4. Left: Wafer with a Si3N4 thin film. Right: Wafer with exposed patterns
representing the membranes.

important to align the FBG precisely at the center of the
Si3N4 membrane. For this purpose, an alignment setup is made
consisting of clamps for the optical fiber, a chip housing and an
XYZ micromanipulator with a precision scale of 1.0 µm for the
positioning of the optical fiber on top of the membrane. The
chip housing is made using an Stereolithography (SLA) 3D
printer, and is shown in Figure 5. The aligned optical fiber is
bonded to the Si3N4 membrane using an UV-curable adhesive
with low shrinkage properties [11].

V. MEASUREMENT SETUP

The chip housing not only holds the rectangular chips with the
Si3N4 membrane in place, but also has a built-in provision
for Luer locks for connecting pressure input and output
hoses. The Luer locks allow multiple pressure sensors to be
connected together so that pressure changes can be measured
simultaneously at multiple points along the optical fiber. The
measurement device with three fabricated pressure sensors in
cascade is shown in Figure 6. The optical fiber is connected to
a FAZT I4G interrogator that measures the wavelength shift of
the FBGs at a measurement frequency of 2 kHz with precision
of less than 0.1 pm [10]. Blood pressure signals are generated
with a Biotek Fluke 601A Blood Pressure System Calibrator
that is connected to the measurement device. This device can
emulate heart rhythms at different systolic and diastolic blood
pressure values.

Fig. 5. Left: CAD drawing of the chip housing. Right: 3D printed chip
housing with an FBG aligned on top of the Si3N4 membrane.

Fig. 6. Measurement device consisting of three cascaded pressure sensors,
each on a chip housing, with a single optical fiber.

VI. PERFORMANCE AND RESULTS

The characteristics and performance of the three fabricated
blood pressure sensors were determined by applying various
loading conditions and measuring the wavelength shift relative
to a steady state at 0 mmHg. An Atrial tachycardia heart
rhythm at a systolic blood pressure of 140 mmHg and a
diastolic blood pressure of 80 mmHg at a frequency of 120
BPM was applied to the measurement device, the result of
which is shown in Figure 7. The average wavelength shift
of the three sensors is measured at a value of 0.83 ± 0.05
pm due to a pressure change of 60 mmHg, resulting in a
sensor resolution of 3.6 mmHg with the use of an FAZT I4G
interrogator. The dynamic response of the sensors is measured
at a resolution smaller than 50ms.

VII. CONCLUSION

In this study, an MRI-compatible cascaded blood pressure
sensor suitable for catheterization was designed, fabricated,
and characterized. The dynamic response of the sensors

Fig. 7. Performance of the cascaded pressure sensors on a single optical fiber.
An Atrial tachycardia heart rhythm was emulated at a systolic blood pressure
of 140 mmHg and diastolic blood pressure of 80 mmHg at a frequency of
120 BPM.
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was characterized by applying an emulated atrial tachycardia
cardiac rhythm at a systolic blood pressure of 140 mmHg
and a diastolic blood pressure of 80 mmHg at a frequency
of 120 BPM. The dynamic response (measured at smaller
than 50ms) is sufficient to see the specific characteristics in
the blood pressure wave. This is an important requirement
for determining the suitability of the sensor to measure the
performance of the heart and vessels.

The average wavelength shift of the three cascaded sensors
is measured at a value of 0.83 ± 0.05 pm shift as a result
of a pressure change of 60 mmHg, translating to an average
sensor resolution of 3.6 mmHg with the use of an FAZT I4G
interrogator. Further work is needed to increase the sensitivity
of the sensors to the desired resolution of 1 mmHg. This
could be achieved by increasing the deformation of the Si3N4

membrane per unit pressure, for example, by increasing the
width of the membrane.

To achieve the desired catheter diameter of 6 Fr (≈ 2mm)
or less, further miniaturization efforts are required to reduce
the size of the chip containing the Si3N4 membrane, i.e.,
by reducing the size of the silicon substrate surrounding
the membrane. In addition, future work is planned to the
integration of the sensor design into a catheter.

Although preliminary measurements were done to verify the
compatibility of the sensors in magnetic fields up to 1.3 T, no
measurements have been done yet to verify compatibility with
high magnetic fields used in MRI scans. Future measurements
are planned to experimentally prove that the fabricated sensor
is compatible with the high magnetic fields used in MR
imaging.
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Abstract—We have developed a new type of printed capacitive 

humidity sensors with stacked parallel-plate electrodes. A 

polymer sensing material with extremely low hysteresis and a 

grid top electrode design that ensures the sensor’s rapid 

response to humidity changes were used in the sensors. Screen 

printing, flexo printing and inkjet printing were used to print 

the sensors with a capacitance value of 400-2730 pF and a 

sensitivity of 1.2-11.4 pF/%RH obtained, depending on the 

printing methods. The sensitivity of the printed sensors was 

found to decrease with a raised temperature, and the 

temperature effects were attributed to the water sorption in 

the sensing polymer and its relationship with temperature. A 

method of calibrating the temperature of the sensors was thus 

proposed and implemented. With the obtained capacitance 

value over 400 pF, low-cost electronic circuit PCB boards were 

designed and fabricated to attach the printed sensors, resulting 

in standalone and functional humidity sensing units. Each of 

the humidity sensing units is equipped with light energy 

harvesting, capacitance measurement, and wireless data 

transmission, as well as the calibration capability for 

converting measured capacitance to relative humidity. The 

units were successfully applied in the building management of 

commercial office buildings. 

Keywords-humidity sensors; printing; filed application. 

 

I. INTRODUCTION  
Printing on flexible substrates is an emerging technology 

for sensor fabrication. With the combination of new solution-
based functional materials and cost-effective printing 
processes, the technology enables large, flexible, stretchable, 
lightweight devices that were not possible using traditional 
semiconductor processes [1][2]. Various sensors were 
fabricated with the technology, and some of them have been 
commercialized with a great success. Printed glucose sensors 
alone, for example, already have annual sales of multi-billion 
US dollars. Many other printed sensors, such as temperature 
sensors, organic photodetectors, pressure sensors, humidity 
sensors have either found practical applications or showed 
promising future. 

In our work of applying printed and flexible humidity 
sensors in high performance building management, we need 
sensors that have a capacitance value of several hundred pF 
and can be measured with a low-cost DC circuit. But, the 
existing printed sensors normally have a capacitance value of 
several pF and sensitivity in fF/%RH range, and the sensors 
need a complicated instrument to analyze [3][4]. We 
therefore proposed parallel-plate structure with a grid top 
electrode to achieve high capacitance and high sensitivity, 
and studied the fundamental characteristics and temperature 
effect of the obtained sensors in detail. With these, we were 
able to bring the printed humidity sensors to standalone 
sensing units that can harvest light energy, perform humidity 
measurement and transmit data wirelessly at regular interval. 

In Section 2, experiment details are provided and in 
Section 3, the results with discussion are presented. In 
Section 4, the work is concluded. 

 
II. EXPERIMENT 

Cellulose acetate butyrate with 12-15 wt% acetyl and 36-
40% butyryl content was used as sensing material with 
ethylene glycol diacetate as its solvent. Silver flake-based 
ink was used for screen printing electrodes and PET films for 
substrates. Silver nanoparticles-based ink was used for 
flexographic printing and inkjet printing. An EKRA X1-SL 
screen printer, the flexo unit of Testacolor 171 from NSM-
AG, and a Dimatix 2800 inkjet printer from Fujifilm Dimatix 
were used to print the sensors.  

The capacitance of the printed sensors was measured 
with Agilent 4284A LCR meter for dynamic monitoring, and 
a battery-powered circuitmate capacitance meter (called as 
DC meter here) from Beckman Industrial co was used in the 
detailed study of the sensors at various temperatures and 
under various water vapor pressures. For the packaged 
sensors, the measurement was done by the PCB boards 
automatically and periodically. The capacitance-humidity-
temperature characterization was carried out in a Burnsco B-
Series environmental chamber.  

 

III. RESULTS AND DISCUSSION 
In this work, we proposed a new type of printed capacitive 

humidity sensors with stacked parallel-plate electrodes to 
achieve a high capacitance value and high sensitivity. Figure 
1 shows the structure of the sensor. A solid conductive silver 
film is first printed on a flexible substrate PET film as the 
bottom electrode, followed by printing a layer of sensing 
material to cover the electrode with a large margin. Then, a 
grid-shaped top electrode is printed on the material. A 
capacitance value of over 400 pF as shown in Figure 2 was 
obtained for all the printed sensors when cellulose acetate 
butyrate is used as the sensing material. No hysteresis effect 
was observed from the sensors. 

c

ba

d  
Figure 1. Design of a capacitive humidity sensor and the printed sensor. (a), 
bottom layer electrode; (b), sensing material layer; (c), top layer electrode; 
(d), printed sensor.  
 

 The sensor performance depends on the thickness of the 
sensing material (as seen in Table 1), and the achievable film 
thickness depends on the printing method. Screen printing is 
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only good for printing thick films, and the best sensor 
performance is 435 pF and 1.2pF/%RH. Flexo printing can 
print thinner films, 725 pF and 1.8pF/%RH can be achieved. 
Inkjet printing can very thin films, 2730 pF and 11.4 
pF/%RH was achieved. As screen printing is suitable for 
volume fabrication at low cost, the process was used for 
printing all the sensors used for study and application. 
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Figure 2. Measured capacitance of a humidity sensor as a function of 

chamber humidity. () measured when humidity was changed ascendingly; 

() measured when humidity was changed descendingly. 

   
TABLE 1. EFFECT OF THE SENSING MATERIAL ON SENSOR 
PERFORMANC

 
 
The performance of the printed humidity sensors was 

fund related to environment temperature. Figure 3 shows the 
capacitance-RH plots of a sensor at seven different 
temperatures. At each of the studied temperatures, the 
capacitance (Cp) of the sensor responds linearly to the 
relative humidity (RH) changes. The sensitivity of the sensor 
- the slope of the Cp-RH plot at each testing temperature was 
obtained by linearly fitting the corresponding Cp-RH data, 
and are shown in Figure 4. The sensor sensitivity decreases 
with increasing temperature, from 1.5 pF/% RH at 5 oC to 
1.0 pF/% RH at 45 oC.   
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Figure 3. The capacitance-relative humidity relationship of a printed sensor 
at various temperatures. 
 

 The further study at various constant water vapor 
pressures showed that the capacitance of the sensors 
decreases with increasing temperature at a constant water 
vapor pressure, and it increases with increasing water vapor 
pressure. The reason is that the capacitance change is directly 

proportional to the water solubility in the sensing material. 
From the measurement, the sorption of water in the sensing 
materials was estimated to be from-2.9 KJ/mol to -3.0 
KJ/mol. 
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Figure 4. The sensitivity-temperature dependence of a printed relative 
humidity sensor.  
 

 With a capacitance value over 400 pF and a sensitivity 
above 1 pF/%RH, the printed sensors are acceptable for the 
measurement with a simple DC circuit in practical field 
application. A Credit-Sized Printed Circuit Board (PCB) for 
measuring the sensor’s capacitance was thus designed and 
fabricated for applying the sensors in building management. 
Figure 5 shows a fully packaged humidity sensor that 
directly gives humidity reading as a standalone sensing unit. 
An EnOcean’s STM 332U device was incorporated in the 
PCB for light energy harvesting, data processing and 
wireless communication. The harvested energy from room 
light and sun light in day time provides sufficient energy for 
powering the sensor measurement and data transmission 
uninterruptedly 24 hours a day. The packaged sensors were 
successfully deployed in the humidity monitoring and 
control of an office building. In the application, the sensors 
were programed to provide humidity data very 5 mins.  
 

humidity sensorfor temperature sensor  
Figure 5. A packaged humidity sensor with self-powering and wireless 
communication capabilities. 

   

IV. CONCLUSION 

Printed capacitive humidity sensors with stacked parallel 
plates were developed to achieve a high capacitance of over 
400 pF and a high sensitivity of over 1.0 fF/%RH. By 
printing a thin layer of the sensing polymer, the capacitance 
value and sensitivity of the sensors can be substantially 
increased. It was found that the capacitance reading and 
sensitivity of the sensors decrease at elevated temperature, 
due to the intrinsic decrease of water sorption in the sensing 
polymer. The printed sensors were packaged with simple DC 
circuits and energy harvesting units as standalone sensing 
units for practical field application. They were successfully 
deployed in an office building for dynamic control.   
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Abstract— Ultrafast laser processing is a well-developed model 

for the nanostructure synthesis as well as for the material 

modification. Its employment for sensing applications is a 

facile route of the development of new types of multi-modal 

nanosensors with required performance whose efficiency can 

be improved due to their high chemical purity. In particular, 

pulsed laser deposition is used for the formation of 

nanosensors requiring complex synthesis conditions in gaseous 

atmosphere. In this work, pulsed laser ablation in liquids is 

employed for the easy synthesis of sensing nanoagents. It 

allows us to form single- and multi-component (also having 

semiconductor modalities) nanosensors based on different 

metallic elements, which are successfully used for biosensing 

(SERS) and nanothermometry applications. 

Keywords-nanosensors; SERS; nanothermometry; laser 

ablation; ultrafast laser processing. 

I.  INTRODUCTION 

The development of novel multi-modal nanosensors 
allowing the detection of changes of various parameters is 
still an important application task. One of the most 
perspective scientific directions is the creation of highly-
sensitive non-toxic multi-functional bionanosensors able to 
detect slightest modifications in life organisms. Their design 
and formation is an important objective for the life science 
being still very challenging due to various complex issues. 

Ultrafast laser processing is a very promising appeoach 
that is an alternative to many chemical synthesis methods 
providing the extreme purity of the chemical content of the 
prepared nanosensors. Here, one can highlight the following 
approaches for their formation: 

1) Pulsed Laser Ablation in Liquids (PLAL) allows 

direct synthesizing of colloidal solutions of composite 

nanoparticles merging both semiconductor and metallic 

elements being a facile route to form nanostructures with 

variable chemical content [1]. 

2) Pulsed Laser Deposition (PLD) leads to the 

deposition of nanostructures on a substrate using a high-

vacuum or gaseous environment [2]. 

3) Laser-Induced Forward Transfer (LIFT) allows 

transferring of nanoparticles (NPs) on a substrate making 

patterns with required geometric characteristics. 

4) Volumetric Modification (VM) can also be performed 

by irradiating of a material using a high power laser source 

with ultrashort pulse duration following by further chemical 

etchning. Such a technique is used for the design and the 

formation of microfluidic channels, which are very 

promising for biosensing applications [3]. 
Thus, the combination of these techniques by employing 

only one ultrafast laser source used for the different laser 
processing lets us the design of novel multi-functional 
nanosensors. In the current research, multi-element 
nanostructures were prepared and successfully tested for 
various sensing applications, in particular, for bioimaging 
using Surface-Enhanced Raman Scattering (SERS) technique 
due to the presence of a variable content of plasmonic metals 
as well as for optical or magnetic resonance 
nanothermometry that can be promising for cell studies. 

II. EXPERIMENTS 

To produce multi-element nanostructures, which can be 
employed for sensing applications, ultrafast laser sources (6 
ps pulse duration) with variable laser fluence were used. 
Colloidal solutions were formed by direct laser ablation of a 
metallic target immersed in an aqueous solution of various 
semiconductor (Si, C, SiC, Ge) NPs allowing the 
combination of different elements in one nanoparticle. The 
deposition was carried out in a high vacuum by irradiating 
corresponding metallic or semiconductor targets using the 
same laser sources. The volumetric modification was 
performed by the laser irradiation of a substrate at various 
laser parameters followed by their further chemical etching 
with the hydrofluoric acid [3]. The formed nanostructures 
were comprehensively investigated by a set of different 
methods such as UV-Vis, Raman, Photoluminescence (PL) 
or Electron Paramagnetic Resonance (EPR) spectroscopies, 
Transmission or Scanning Electronic Microscopy (TEM or 
SEM) and X-Ray Diffraction (XRD). 

III. RESULTS AND DISCUSSION 

The ultrafast laser processing leads to significant changes 
of processed materials reflecting it by changes of their 
structural and optical properties. As a base for the design of 
multi-functional nanosensors, colloidal solutions of such 
semiconductor nanostructures as carbon and silicon were 
chosen. This choice was substantiated by their successful 
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applications in bioimaging [4], optical nanothermometry [5], 
singlet oxygen generation [6][7] or non-linear optical 
bioimaging [8]. The performed 2-step laser processing 
considerably modified their properties leading to the 
appearance of strong plasmonic properties easily controlled 
by the processing time (Figure 1). Here, semiconductor NPs 
formed by either laser or chemical methods were 
successfully used for the design of plasmonic multi-
component nanostructures (Figure 1). In the case of C NPs, 
double-band absorbance was obtained (Figure 1). Besides 
the achieved plasmonic responses, these nanostructures also 
revealed strong EPR signals from unpaired electrons due to 
the presence of certain types of paramagnetic defects [9]. 
Moreover, X-ray studies of semiconductor-metallic 
nanocomposites also demonstrated that XRD patterns of 
semiconductor nanostructures gradually transformed into 
metallic ones reflecting several crystalline planes 
corresponded to used for the laser ablation a metallic target. 

A
b

s
o

rb
a

n
c
e

 (
a

.u
.)

 0 s
 60 s
 120 s
 180 s
 300 s

Si-Au NPs

C-Au NPs  0 s
 60 s
 120 s
 180 s
 300 s

300 400 500 600 700 800

Wavelength (nm)
 

Figure 1. Laser-induced appearance of variable plasmonic sensing 

modalities in silicon (on the top) and carbon (on the bottom) nanoparticles. 

These important modifications opens up a new important 
niche for semiconductor nanomaterials in the field of 
nanoplasmonics allowing their implementation in SERS 
biosensing additionally to the aforementioned applications 
[10]. Moreover, using the photoluminescence response of 
semiconductor NPs one can apply them for optical 
nanothermometry whose efficiency will be significantly 
affected by embedded noble metal elements acting as either 
(i) plasmonic resonance enhancers or (ii) metallic quencher 
of the fluorescence. Furthermore, paramagnetic defects of 
semiconductor nanostructures can also be employed at the 
same time as temperature nanosensors for magnetic 
resonance nanothermometry. 

In summary, the design of novel nanosensors based on 
single- and multi-element nanostructures formed by ultrafast 

laser processing was demonstrated and their sensing 
performance was assessed. In particular, PLD technique was 
used to deposit different plasmonic nanostructures with 
variable size on a substrate. LIFT technology was employed 
to design sensors whose performance was considerably 
influenced by the size and composition of NPs and the 
distance between them. Moreover, composite NPs with 
features affected by PLAL conditions were also deposited on 
a substrate or were used as a concentrated colloidal solution. 
These nanosensors were used for the detection of (i) bacteria 
using SERS technique showing 105 cfu/mL detection limit 
for L.innocua and E.Coli [10], (ii) environment temperature 
by magnetic or optical nanothermometry showing 0.75 %/°C 
sensitivity. Thus, such nanosensors can be promising for 
biosensing, bioimaging and nanothermometry applications. 
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Abstract— The use of sensors in farming have become essential 

for soil, plants and environment monitoring in order to greater 

yields, while allowing rational use of inputs and decreasing 

risks. Although many of them are known, still there are 

challenges related to sensor’s development, characterization 

and customization for agricultural use, bringing opportunities 

for research and innovation. This article presents a study for 

the use of a high-performance silicon drift detector in a 

customized Compton scattering tomograph to analyze soil 

compaction in agricultural field. In agriculture the soil 

compaction causes substantial reduction in productivity and 

has always been of great concern for farmers. The use of such 

a methodology enables non-invasive and non-destructive 

measurements of soil compaction directly in the crop area, i.e., 

allowing its mapping. Energy resolution and signal-to-noise 

ratio were evaluated and compared with those from a classic 

scintillation detector. Based on the results, it was concluded 

that such a sensor can improve the effectiveness of a Compton 

scattering tomograph dedicated for soil compaction 

measurements. 

Keywords-Solid-state sensor; Compton Computed tomography; 

compaction measurements; agricultural sensor; intelligent 

instrumentation; soil analysis. 

I.  INTRODUCTION 

Nowadays, sensor-based technologies have emerged for 
use and investigation on several domains of application.  

In the field of tomographic imaging the progress in 
sensors has been leading many scientists, engineers, and 
technicians to present additional interest and to devote 
greater time to their activities.  

This has been enlarging the world evolution for decision 
support systems, which are sensors-technology based. Such 
aspects, have also expanded economy, i.e., with additional 
opportunities for many fields of interest, like medical [1], 
industrial [2], and agricultural [3], among others. 

X and -ray Computed Tomography (CT) was born with 
contributions from both the physicist Allan MacLeod 
Cormack and engineer Godfrey Newbold Hounsfield [4][5]. 
Later, Cormack came to know the work of the Austrian 
mathematician Johann Radon [6], who was the first to 
present a general mathematical solution for the 
reconstruction of a body from its projections in a space of 
order (n) that is, enabling the determination of a density 
function of a studied region through its projections. In fact, 
Cormack has developed equations to reconstruct an area 
considering a finite number of projections. Also, he defined a 

density function, based on the mass attenuation coefficients 
(cm2/g), and used back-projection to obtain photon 
attenuation measurements based on the Beer-Lambert 
equation [7]. 

In 1979, Cormack and Hounsfield shared the Nobel Prize 
in Medicine, due their innovative work based on X-ray 
tomograph. In this context, it is also important to mention, as 
important contribution for such a result the pioneering works 
carried out by Michael Faraday (1831) and Wilhelm Conrad 
Röntgen (1895). Michael Faraday was one of the first to 
study the relationship between electricity and magnetism. He 
discovered, in 1831, that electromagnetic induction and his 
studies are considered key concepts in current physics, 
finding applications in several areas including tomography. 
In 1895, Wilhelm Conrad Röntgen produced and detected 
electromagnetic radiation in different wavelengths, which he 
came to call X-rays. 

There are different instrumental arrangements based on 
the interaction of the ionizing energies with matter, which 

defines the operational modalities for the X and -ray 
tomographs. Here, we are considering two of these 
approaches, i.e., one based on the transmission and other 
related to the scattered photons. Transmission tomography 
uses a collimated beam of radiation, which defines planes as 
thin as the beam itself and, through several parallel 
collimated beams, sets of projections can be defined that are 
taken to image reconstruction algorithms. 

In fact, the study of CT applied to agriculture, has begun 
in the early 1980s, primarily based on transmission 
tomography and focused on the investigation of water 
content (cm3/cm3), soil density and compaction (g/cm3), as 
well as soil porosity (%). 

The first customized X and -ray minitomograph scanner 
for soil science applications was built in 1987 [8]. 
Subsequently, other agricultural tomographs were developed 
to operate at millimeter scale, i.e., considering either photons 
transmission or scattering techniques [9-13].  

Based on scattering photons technique, the Compton 
effect was first presented by Compton and Hagenow 
[14][15].  

In fact, conventional transmission tomography 
techniques and conventional tomography models are based 
on the use of source and detector on opposite sides. When 
used appropriately, the benefits of a CT scan far exceed the 
risks. CT scans can provide detailed information to soil 
diagnose. Additionally, the detailed images provided by CT 
scans may decrease the need for agricultural machinery uses 
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for soil management. However, these models cannot always 
be used in agricultural applications, such as, for example, in 
extracting soil measurements directly from either an 
agricultural field or crop area. 

The Compton scattering tomograph has source and 
detector located on the same side in relation to the sample of 
interest to be sampled. In this way, there is no need to open 
trenches for soil analysis, as necessary when using the 
transmission tomographic technique. 

In such field of knowledge, Hanson and Gigante have 
developed a mathematical method to visualize the scattering 
geometry of the energy distribution and the angular variation 
of the Compton scattering [16][17]. However, these authors 
considered the absorption effects to be very small and 
obtained toroidal surfaces of constant angle and 
correspondent energies for scattering. Additionally, they 
emphasized the importance of observing energy contours 
within a scattered volume, as these determined the 
magnitude of geometric effects. They also have shown that 
this type of analysis would be useful as an analytical 
approach to measurements with X-rays using scattered 
photons. Besides, it was important to understand the 
Compton´s photopeak in order to obtain accurate 
measurements. 

In 1992, Cesareo and coauthors published an article on 
the theoretical basis and applications in techniques that used 
the interaction of photons with matter considered a broad 
keV energy range [18]. Analytical applications included 
Compton densitometry, Compton profile measurements, and 
Rayleigh scattering to Compton scattering (R/C) ratio 
measurements. Regarding Compton densitometry, the 
authors emphasized that this method of analysis can be used 
to determine the electronic density of the sample, but not its 
mass density, which can be deduced by knowing the value of 
the relation regarding the atomic number to the effective 
atomic mass of the sample, i.e., the (Z/A) ratio.  

About the Compton profile measurements, they reported 
that the technique was considered an important source of 
information about the modifications of the electron moment 
distributions in the sample. However, the technique had 
difficulties in measurements due multispectral incident beam 
energy and the multiple scattering occurrences. Regarding 
the (R/C) ratio measurement, the authors reported works that 
make such measures feasible. 

Balogun and Spyrou investigated the influence that 
materials with high and low atomic number Z exerted on 

CCT images [19]. These authors used a 662 keV (137Cs) -
ray source with a rectangular collimator, a Phantom 
consisting of a cylindrical aluminum (Al) block with 52 mm 
in diameter and 5 holes arranged in a circle. Two of these 
holes were 1.2 cm in diameter, while the others were in the 
range of 5 and 6 cm in diameter.  

The holes were made to insert rods whose chemical 
composition would be of interest to the research. They 
justified this type of arrangement based on the analysis of the 
contrast and the signal-to-noise ratio (SNR) evaluation. Such 
analysis has considered an expectation about 60% in contrast 
for reconstructed images from a Phantom having diverse 
materials. The best results for contrast, SNR and accuracy 

were obtained with the inclusion of Lead (Pb, high Z) and 
Cooper (Cu, low Z) in the Phantom, and the author’s 
hypothesis have been proved successfully. Likewise, the 
minimum detectable change in bulk density was equal to 4.2 
g/cm3. 

In 1994, Norton developed a technique for tomographic 
images reconstructing through the number of scattered 
photons as a function of energy and detector positioning 
[20]. The result obtained was an electron density image that 
could be reconstructed by measuring its line integrals over 
various paths. This result presented an analytical solution for 
the idealized Compton image reconstruction problem. 
Norton emphasized that the back-projection method had the 
advantage of being computationally efficient compared to 
methods based on numerical systems of equations. 
Additionally, the author stated that such a solution was based 
on the use of Monte Carlo method, i.e., has been found 
iteratively. 

This paper presents the use of an embedded X and -ray 
high-performance detector in a Compton scattering 
tomograph, customized for agricultural soil compaction 
evaluations on the crop’s region. After this introduction, 
there are Section II, which presents advances in the use of 
such a technique in agriculture, and Section III with material 
and methods, considering the main aspects. In addition, there 
is Section IV with results and discussions, and finally, the 
conclusions are presented in Section V. 

II. EARLY USE OF COMPTON SCATTERING TOMOGRAPH 

IN AGRICULTURE 

The scattering tomography, known as Compton 
Computed Tomography (CCT), has being used for imaging 
reconstruction from projections of agricultural soils.  

In fact, Cruvinel and Balogun have developed a dual-
energy Compton scattering tomograph for agricultural 
applications [21][22]. The experimental setup consisted of 
two radioactive sources, one of 662 keV (137Cs) for soil 
density measurements and another of 59.6 keV (231Am) for 
soil water content measurements with 2 mm spatial 
resolution. In such publications, these authors have also 
presented a deep discussion regarding the comparison with 
other methodologies, as well as advantages for soil density 
and water content measurements based on CCT. In such a 
context, they have shown a linear relationship between the 
size of soil aggregates and the Compton measurements with 
a regression coefficient (r2) better than 0.95 for bulk density 
and 0.70 for water content.  

The minimum density detected was 0.13 g/cm3, i.e., with 
an accuracy of 2%. Besides, the minimum value of the water 
content detected was about 0.10 cm3/cm3, i.e., with an 
accuracy of 5%. In 2003, these same authors have presented 
the use of a NaI(Tl) scintillation detector and the 
qualification of the use of a photopeak in the region of 250 
keV to carry out Compton measurements (Fig. 1). In such a 
research work, the Compton images obtained showed good 
resolution contrast, shape and edge definition.  

Additionally, they reported that in Compton scattering 
photon tomography the choice of scattering energy was 
dictated by the scattering angle, materials to be examined 
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and the size or depth of the sample. For soil analysis, the use 

of low energy photons (≤ 60 keV) was indicated for studies 

of surface phenomena, such as soil sealing. In situations that 
require depth information, such as soil compaction, higher 
energy photons would favor the analysis.  

In 2004, Roy and Pratt compared Klein-Nishina cross-
section measurements for the whole atom (energy range 
from 11 keV to 40 keV) with the theory and used a 
synchrotron-type X-ray source [23]. Compton scattering 
measurements were performed with a scattering angle equal 
to 90°. The results showed experimental comparison of the 
cross sections measured with conventional and synchrotron 
sources with the predicted values of the Compton scattering 
factor, that means, an Incoherent Scattering Factor (ISF). 
The measurements made with conventional sources were 
presented in a dispersed way, having a difference in the 
magnitude of the ISF in the range of 5% to 50%, while the 
measurements with the synchrotron fell in a narrow range of 
low percentage of difference. The authors highlighted the 
need for studies on Compton scattering measurements in the 
region below 10 keV in order to confirm the adequacy of the 
theoretical treatment.  

In 2009, Yao and Leszczynski presented an analytical 
approach to approximately separate the unknown 
information from the Klein-Nishina cross-section formula 
and express it through the primary intensity of X-rays in the 
detector [24]. These authors reported that the spatial 
distribution of the first order Compton scattered could be 
described by the Klein-Nishina cross section formula 
assuming that the source energy spectrum, the geometry of 
the imaging system and the volumetric information of the 
scattering medium were known, including geometry and 
radiation distribution properties. Such information was 
mixed up and generally could not be completely separated. 
The authors also considered an approximate formula in 
which characteristics were separated from the information 
from the X-ray source and the imaging system. The 
approximation obtained was compared with the exact 
solution of the Klein-Nishina cross section and with the 
simulations carried out using the Monte Carlo method. The 
result obtained showed that the approximate relationship 
between the first order scattering and the fluence of the 
primary intensity in the detector was useful in estimating the 
scattered radiation in physical projections of a specimen. 

In 2010, Pratt and co-authors reviewed the standard 
theory on Compton scattering of valence electrons and 
described findings that required modification of the usual 
understanding by looking at the consequences for the 
experiment [25]. In such a work, the authors demonstrated 
that the estimate made by Eisenberg and Platzman for the 
validity of the impulse approximation theory and its 
application to Compton scattering was incorrect, although 
the qualitative conclusion remained intact. They pointed out 
that the impulse approximation provided a good description 
of Compton scattering in the peak region, but failed when 
considering low-energy resulting photons. 

In 2011, Şahin and collaborators measured water 
retention in soils using Compton scattering. The 

experimental arrangement used a -ray source 133Ba (500 

mCi, 356 keV) and a NaI(Tl) scintillator detector [26]. The 
soil used was a Holocene or Fluvial Neosol (Entisol) 
according to the North American classification (USA). 

Additionally, the chosen spreading angle was 90° and the 
soil thickness varied from 5 to 55 mm with a 5 mm pitch. 
The mass attenuation coefficient value obtained was 0.102 
cm2/g and the relationship between the amount of water 
added and the intensity of scattered radiation showed a 
correlation coefficient (r2) equal to 0.99. The authors 
concluded that the performance of the method with Compton 
scattering based on the standard curve showed that the 
results obtained from the evaluation of the analytical 
uncertainties were satisfactory. 
 

  
 

Figure 1. Laboratory version of the Compton CT scanner for agricultural soil 
and water analyzes [21]. 

 
In 2011, Cruvinel and Scannavino Junior have published 

an instrumental evolution on Compton scattering, i.e., the 
development of a field densitometer that uses an X-ray 
source and digital signal processing to measure the soil 
density of arable soils [27]. 

In recent times, one may find progress in agriculture 
technologies, that means, in terms of the use of sensor-based 
techniques for soil analysis. In fact, either nom-ionizing or 
ionizing radiations have been used, and challenges are still 
related to decrease invasiveness of the measure probes for 
data acquisition, as well as improvements in accuracy and 
precision of the measurements.  

Furthermore, also improvements have been required in 
computational models to help decision-making directly on 
farm [28-31]. Likewise, the intelligent agriculture industry is 
expanding quickly, bringing and presenting new solutions to 
the farmers practically daily.  

III. MATERIALS AND METHODS 

Considering the CCT´s instrumentation for soil analysis 
(Fig. 2), the detector positioning is established from the 
selection of the scattering angle, which determines the Klein-
Nishina cross section and the energy of the scattered 
photons. Besides, the collimators diameters of the source and 
detector, together with their lengths, determine the aperture 
half-angles that influence the intersection volume of the field 
of view established between source and detector. 
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From a Compton process the scattered photons number 
(dS) can be observed by equation (1), which shows the 
contributions of the linear attenuation coefficients, both for 

the incidence (1) and scattering energy (2), as well as the 

Klein-Nishina differential cross section (dKN/d). Then, in 
order to account for these, we can write, for the number of 
singly scattered photons detected at the detector during a 
counting time of (t) seconds: 

 
 

 

(1) 

where exponential factors are introduced to take care of the 
attenuation of the primary and scattered photons within the 

sample, () is the detector’s photopeak counting efficiency at 
the scattered photon energy, (x1) and (x2) represent the 
photon’s path lengths in the sample, from the source to the 

scattering center and back to the detector, respectively, (0) 

is the incident photon flux of energy (E0), () the soil bulk 
density, (A) the mass number, and (NA) is the Avogadro's 
number. 

Furthermore, a commercially available Silicon-Drift-
Detector (SDD) was used in such instrumental arrangement 
[32-34]. The performance of the SDD can be observed in 
Fig. 3, i.e., efficiency versus energy. The SDD sensor used in 
this study has a discrete external Field Effect Transistor 
(FET) and it uses a dedicated feedback capacitor and a well-
proven method of pulsed charge restoration. This allows 

stability and provide more accurate X and -ray 
measurement.  

In addition, as part of the used methods, the Filtered 
Back-projection Algorithm (FBP) was also considered 
[35][36]. In fact, the tomographic image reconstruction is a 
process to estimate a slice f(x,y) image from a set of 
projections p(t,θ). In such application, each sampled point of 
each projection collected at angle (θ) is correspondent to the 
scanned scattered photons intensity for one of the 
geographical positions of the sampled region. The basis of 
the mathematical model for the Compton`s image 
reconstruction can be such a reconstruction algorithm.  The 
FBP algorithm is often referred as the convolution method 
using a one-dimensional integral equation for the 
reconstruction of a two-dimensional image. This method is 
the most common reconstruction algorithm used today for 
CT application. It uses projections and their Fourier 

Transform (FT), i.e., considering Q(w) as the filtered P(t) 
projection. To get the reconstructed image, the resulting 

projections for different angles (i) are added to estimate 
f(x,y). The reconstruction model can be presented, in its 
discrete form, as follows. 

 

𝑓 𝑥, 𝑦 =
𝜋

𝐾
 𝑄𝜃𝑖(𝑥𝑐𝑜𝑠𝜃𝑖 + 𝑦𝑠𝑒𝑛𝜃𝑖)

𝑘

𝑖=1

 

 

(2) 

where (K) represents the numbers of the interval of angles 

(i) during the scanning process.  

The interface with the user is performed by a computer 
algorithm developed for communication between the control 
system and the SDD data acquisition, and it is also able to 
reconstructed the CCT images. 

Besides, the algorithm allows to organize tasks to receive 
and collected data of soil compaction and in organizing an 
image bank for future use and analyzes, i.e., interpretation of 
spatial variability of soil compaction in A-horizon of the soil 
landscape. 

For validation, a databank of soil CCT images were 
obtained considering an experimental agricultural plot, 
located at the geographic coordinates 21°57’13.9“S and 
47°51’10.9“W, i.e., at the National Laboratory of Precision 
Agriculture (LANAPRE) in São Carlos, SP, Brazil. 
 

 
 
Figure 2. Instrumentation and probe of the customized and portable 

Compton scattering tomograph for soil compaction analysis. 
 

 

 
Figure 3. Efficiency versus energy for the SDD. 

 

The mechanical module of the CCT is composed of a 
XYZ table for the spatial localization of the measurement 
Compton`s probe for soil compaction. The XYZ table is 
sustained by fuses and linear shafts of dislocation over the 
support structure. The imaging area of the CCT allows to 
image a Region of Interest (ROI) equal to 1.0 m x 0.50 m. It 
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is sustained by three adjustable legs, with two at each frame 
extremity and one that is centralized on the opposite side to 
facilitate the entire leveling of the structure. 

IV. RESULTS AND DISCUSSION  

The used SDD is a state-of-the-art semiconductor 
detector based on the principle of side-ward depletion. When 
it was customized to be used in the CCT a comparison has 
been made with the measuring obtained with a NaI(Tl) 
scintillation detector. As an observed result, the SDD has 
presented advantages in comparison to the use of a NaI(Tl) 
detector. Such a comparison is summarized in Table I. 

TABLE I.  COMPARATIVE RESULTS FOR THE DETECTORS VARIABLES  

Detector 
Characteristics 

NaI(Tl) 
scintillation 

SDD 

Effective area (mm2) 16 100 

Thickness (mm) 76.2 0.26 

Energy resolution 
(FWHM) @ 662keV 

(keV) 
46.3 16.5 

Signal-to-Noise ratio 
(SNR) 

4 83 

 
It is observed that, the energy resolution for 662 keV 

gamma rays is a function the workable temperature of the 
SDD, when considering the shaping time constants equal to 
0.5 and 1 μ s. It was also observed that cooling reduces noise 
contribution. Nevertheless, an acceptable energy resolution is 

obtained up to SDD temperatures around 50 C, which is 
useful for agricultural field use. Figure 4 shows the CCT 
working region evaluated for the SDD. 

A calibration curve for the pixel value in (kg.m-3) was 
carried out by using a set of well-known soil samples and a 
conventional penetrometer.  

Figure 5 shows, as one example, a 100 mm x 50 mm 
Compton image from the organized databank. It was 
collected for analysis from the agricultural experimental 
field. In such a result the pixel is equal to 2.5 mm2, and the 
total amount of pixels per image is equal to 800 (20x40). The 
source energy used was equal to 662 keV (137Cs). The total 
amount of time to collect all projections and to have a final 
Compton image reconstructed was equal to 30 minutes. 

 

 
 

Figure 4. The CCT working region evaluated for the SDD  
based on 145 eV resolution. 

 
For a given collimator size, length, and, its distance from 

the scattering center, scattering volume increases with 

increasing angle in the back-scattering geometry. The best 
volume resolution was found within the 90°±5° scattering 
angle range. Though volume resolution also decreases 
towards the forward scattering angles, resolution rate loss is 
much more pronounced in the backscatter angles. 

 

 
 

Figure 5. An example of Compton image from the agricultural pilot. 
The pseudo-color scale is calibrated in (kg.m-3) and represents the soil 
compaction presented in the scanned area. From the grid used over the 

image one may have 25 pixels per block. 

 
The use of CCT has enabled non-invasive analysis of the 

interior of the agricultural soil. Therefore, it has allowed the 
evaluation in situ of the A-horizon into an experimental area, 
as well as the information about its spatial soil compaction 
variability.  

Soil compaction can have both desirable and undesirable 
effects on plant growth. A slightly compacted soil can speed 
up the rate of seed germination because it promotes good 
seed-to-soil contact. In fact, as soil compaction increases 
beyond optimum, yields begin to decline. In dry years, soil 
compaction can lead to stunted, drought-stressed plants due 
to decreased root growth. Without timely rains and well-
placed fertilizers, yields will reduce. 

In wet weather, yields decrease with any increase in 
compaction. Soil compaction in wet years decreases soil 
aeration, increasing denitrification. All these factors add 
stress to the crop and lead to yield loss, i.e., favoring food 
insecurity. 

V. CONCLUSION 

We have carried out studies related to the application of 
the SDD, and started its use in a customized Compton 
scattering tomograph for agricultural applications. The 
physics aspects of such a detector, that includes a solid-state 
based-sensor, was also evaluated for its well operation and 
functioning. Besides, result have shown advantages when 
using the SSD in comparison with a NaI(Tl) detector, since it 
presented good energy resolution, high SNR, as well as 
suppression of the Compton background. Further, an 
agricultural validation was considered using a set of 
Compton images for evaluating the spatial variability of soil 
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compaction in kg.m-3. In fact, such a result has proved to be 
possible non-invasive analysis of the compaction level of 
agricultural soil layers, directly on the field. For the future, it 
is planning to include a soil moisture sensor with the 
Compton probe, as well as to use algorithm to support 
decision making to orient agricultural machinery in precision 
soil compactness corrections.  
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Abstract—According to the advancement of information 
networks and sensing technology, the Internet of Things (IoT) 
is the new trend of future technology and information. In view 
of the increasing maturity of water quality sensor technology 
and the rapid advancement of information and communication 
technology in recent years. Previously, water quality sampling 
required a lot of labor and expensive equipment for data 
collection. This study has developed water quality sensor 
component installations in areas with potential water pollution. 
Establishing Taiwan's water quality sensing system through a 
sensor connecting network monitoring Taiwan's water 
environment and using a solution framework, and 4 strategies 
to lay the foundation for the development of smart cities. 

Keywords- Internet Of Things; Water Quality Sensing; Pollution 
Hotspots; Pollution Source Tracking; Environmental 
Governance 

I. INTRODUCTION 
In Taiwan, the water quality and environmental testing relies 

on a large amount of manpower to collect samples manually. 
The Taiwanese administration utilizes the "Sampling Unit" and 
then send them to the "Testing Unit" for testing with laboratory 
standard instruments. If it is confirmed that the pollutant 
exceeds the standard, the "remediation unit" will control the 
environment, and if it is confirmed that there was a pollution 
violation, the "environmental enforcement unit" of the 
government will inspect and punish the illegal manufacturer [1]. 

The above mentioned existing environmental testing 
industry is quite time-consuming and labor-intensive, and the 
time and spatial resolution of the monitoring data is insufficient, 
making it rather difficult to grasp the trend of water quality 
changes at any time and affecting the timeliness of back-end 
environmental governance and environmental enforcement. 

Environmental quality gradually gains awareness of 
practitioners. The usage of big data to achieve environmental 
governance, real-time monitoring, protection of water quality by 
early warning, response to abnormal situations, and to provide 
efficient solutions have become the next stage of environmental 
governance trend amongst Taiwan's smart cities [2]. 

II. COMPREHENSIVE WATER SENSING PLAN 
In recent years, online water quality analysis and sampling 

technologies have become increasingly sophisticated. With the 
advancement of data analysis, big data processing, and wireless 
transmission technologies, Environmental Protection 
Administration (EPA) Taiwan has established a set of total 
solutions for the environmental pollution monitoring ecosystem 
including the environmental survey, environmental sampling, 
environmental inspection, environmental remediation, and 
environmental enforcement. The use of smart sensing of high-
resolution water quality spatial and temporal data, low-cost 
sensing equipment, big data analysis, and automatic control 

completes the last piece of the environmental pollution 
monitoring ecosystem (See Figure 1). 

 
Figure 1.  WIoT Smart Monitoring Map 

With the widely distribution of Water Quality IoT (WIoT) 
sensors in Taiwan, it allows us to monitor the characteristics 
of water quality and background concentration of the sensing 
area all day. From environmental information disclosure to 
environmental governance, water quality monitoring and 
management applications are implemented to reduce the 
manpower required by the environmental protection bureaus 
in counties and municipalities, effectively improving 
environmental quality. 

III. METHODS AND SOLUTION 
The objective of this study was to investigate the 

establishment of the WIoT Data Analysis System and 
miniaturized water quality monitoring system device for the 
purpose of monitoring water quality in Taiwan. 

A. Miniaturized water quality monitoring system device 
Compared with the traditional water quality measurement 

equipment, the new generation of WIoT sensors are highly 
mobile and can be quickly installed for applications. There are 
two usages of fixed-point sensing and drifting downstream, 
which have the following benefits: easy to operate, low setup-
cost, and come with wireless data transmission. (See Figure 2) 

 
Figure 2.  Water Quality Monitoring System 

The measuring items include pH, EC, Temp., and 
dissolved oxygen. This method can be widely extended to 
various fields of measurement applications, such as factory 
outfalls, potentially polluted agricultural land, aquaculture, 
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rivers, sewage drains, water purification plants, etc. With 
rapid deployment and its low-cost, it can assist standard large 
monitoring stations to achieve the benefits of point and line 
sensing in water networks. 

B.  Water Quality IoT (WIoT) Data Analysis System 
In order to maximize the effects of online water quality 

monitoring, this study designed a solution framework suitable 
for an IoT water quality monitoring network (See Figure 3). 

 
Figure 3.  WIoT Monitoring And Management Framework  

The purposes of the framework are as flows: (1) Establish a 
systematic structure of water quality environmental governance. 
(2) Automate the tracking of data analysis. (3) Standardize the 
management of abnormal water quality incidents. This 
framework suggests systematic processes for obtaining data, 
streaming, and analyzing back-end decision-making and 
response measures. At the data acquisition end, appropriate IoT 
water quality monitoring devices must be selected depending on 
the purpose of monitoring. Also, a deployment strategy must be 
implemented to include suitable installation locations. Such 
mechanism ensures all acquired data can satisfy the purpose of 
monitoring [3]. 

IV. DISCUSSION 
EPA Taiwan is committed to promote the WIoT. With the 

development of component research and development, field 
deployment, data analysis, and value-added application. EPA 
Taiwan is aiming to deploy 170 self-developed water quality 
monitoring devices by 2023 to control the quality of water 
bodies and trace the source of pollution discharge. 

The comprehensive smart water quality monitoring system 
(See Figure 4) can also be expanded into the field of agricultural, 
industrial, and livelihood, such as industrial wastewater 
pollution sensing, potential pollution source sensing, smart 
aquaculture, agricultural water safety, irrigation water sensing, 
watergate switching, smart sewage treatment and control, and 
drinking water sensing, etc. In the future, with the gradual 
increase of demand, it is expected to drive the overall 
environmental IoT industry chain and create emerging markets. 

 
Figure 4.  Application Scenarios 

Water quality data analysis model could achieve the goals 
such as prediction and early warning, pollution traceability, hot 
zone analysis, etc. The establishment of WIoT environmental 
governance program enables analysis of water quality data 
characteristics, combined with cross-sector data analysis, it can 
determine the hot zone of water pollution and achieve upstream 
traceability and downstream warning. 

A. Selecting Monitoring Stations 
The source of the pollution analysis model consists of 3 

components including the decision support system (DSS) 
layer, the data layer, and other data connections. When the 
water quality sensors detect anomalies and issue early 
warnings, companies located in upstream areas of pollution 
are immediately identified to reduce the scope of the 
investigation and increase emergency response capability 
(See Figure 5). 

 
Figure 5.  Pollution Source Analysis Module 

Monitoring stations that require further analysis are 
selected based on analysis models of the automatic 
continuous monitoring and early warning system. The 
system utilizes Geographic Information System (GIS) 
analysis functionality to screen sections of the river close to 
the station. With this, users can confirm whether they would 
like to change the scope of analysis. 

B. Screening By Industry 
By default, the system filters factories with high pollution 

potentials within a 5-km radius of the monitoring station. Users 
can categorize the data by industry based on the type of 
pollution, such as Printed Circuit Board (PCB) manufacturing. 
The system will present an industry list that includes factory 
names, locations, and addresses on the GIS graphical layer that 
can be selected and added to the analysis list. 

C. Materials And Audit Data Analysis 
The system filters factories according to Step B to further 

analyze their basic data, status of material registration, and past 
results from the previous audits. Searches can be conducted on 
their latest data related to water pollution, waste, punitive 
actions, and registration status in the last 3 years. 

D. Pollution Hotspot Analysis Model 
The purpose of this model is to measure the degree of 

impact by water pollution in downstream areas to achieve the 
critical task of quickly evaluating early warnings. The purpose 
of this model is to measure the degree of impact by water 
pollution in downstream areas to achieve the critical task of 
quickly evaluating early warnings. There are 5 problems 
promptly following: (1) the time for pollution to reach sensitive 
downstream areas; (2) the amount of maximum pollution 
concentration; (3) the total area of pollution; and (4) the duration 
of pollution concentration; (5) the time that pollution would 
exceed the safety limitation. 
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V. CONCLUSIONS AND FUTURE WORK 
Varied from traditional monitoring, this study utilizes WIoT 

technology to obtain a large amount of data, which are then used 
to build new water quality application models, including an alert 
model and forecast model, through the widespread deployment 
of sensors. 

To achieve early warning according to data anomalies, 
upstream pollution source tracking, and downstream pollution 
hotspot prediction, the deployment of large-scale is essential to 
obtain spatial and temporal high-resolution monitoring data and 
integrated data from multiple regions with the help of data 
analysis models. 

This study has deployed more than 100 miniaturized water 
quality monitoring devices and successfully applied the data 
analysis model to identify cases of data anomalies in water 
quality for law enforcement. These devices were installed in 
various locations in Taiwan with potential water pollution, and 
data collected from the devices has transmitted to a centralized 
database for analysis. 

The data analysis model developed in this study was applied 
to identify cases of data anomalies in water quality for law 
enforcement. This allowed authorities to quickly identify and 
response to cases of water pollution and improve the overall 
environmental quality of the affected areas. 

The successful deployment and application of the data 
analysis model in this case study validated the recommendations 
made in this study, proving that miniaturized water quality 

monitoring equipment can be effectively utilized for early 
warning and pollution control. 

In the future, we will continue to promote the application of 
WIoT monitoring system in wastewater treatment monitoring 
(or more) through the field of industrial, medical, and the 
general public. WIoT equipment can set up early water-quality 
warning module at the monitoring stations and the adjust the 
process and treatment unit in real time by analyzing the change 
of historical data. With the cooperation between government 
policies, big data analysis models, and the usage of machine 
learning, they can provide early warnings and smart control 
functions that would continue to further perfect Taiwan's IoT 
industry chain. 
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