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The Sixteenth International Conference on Advanced Cognitive Technologies and Applications
(COGNITIVE 2024), held on April 14 – 18, 2024, targeted advanced concepts, solutions and applications
of artificial intelligence, knowledge processing, agents, as key-players, and autonomy as manifestation
of self-organized entities and systems. The advances in applying ontology and semantics concepts, web-
oriented agents, ambient intelligence, and coordination between autonomous entities led to different
solutions on knowledge discovery, learning, and social solutions.

The conference had the following tracks:

 Brain information processing and informatics

 Artificial intelligence and cognition

 Agent-based adaptive systems

 Applications

 Autonomous systems and autonomy-oriented computing

 Hot topics on cognitive science

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the COGNITIVE 2024 technical
program committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and effort to contribute to COGNITIVE 2024. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the COGNITIVE 2024 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope COGNITIVE 2024 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the area of cognitive technologies
and applications. We also hope that Venice provided a pleasant environment during the conference and
everyone saved some time to enjoy enjoy this beautiful city.
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Abstract—The main challenge in educating children with
specific needs, particularly those with Autistic Spectrum Disorder
(ASD), revolves around their adjustment to the learning environ-
ment and their cognitive functions, notably through information
processing, executive function control and emotional regulation,
which refer to Self-Regulation (SR). SR deficits address signifi-
cant hurdles, not only for children with ASD but also for teachers
who encounter difficulties trying to implement self-regulation
systems. The simplicity of robots, such as facial expressions
or monotone voice would create less stressful interactions for
children with ASD and would improve SR in educational context.
Integration models like the 4A model aim to gradually introduce
these tools into the classroom. This experimental study, conducted
in an ecological settings (which were not studied in literature),
has a dual purpose: first, to evaluate the acceptability of robotic
agents among teachers and educators; second, to explore how
these artificial agents can enhance self-regulation development
for children with ASD. This study will have both, qualitatives
and quantitatives measures. We expect that Self-Regulation of
a child with ASD using a robot depends on the functionality
of the robot. Moreover, the most effective and acceptable robot
for teachers will be easy to program, have an intuitive interface,
and possess hybrid particularities. Finally, we expect that these
robots will support children’s self-regulation by a learning effect
over the long-term. The aim of this study is to deliver a guide for
robots’ utilization for SR, and to generalize it in school context.

Keywords—Self-Regulation ; Autistic Spectrum Disorder ;
Robotic ; Children ; Teachers ; Learnings.

I. INTRODUCTION

Autistic Spectrum Disorder (ASD) is a public health issue
with 1% of the population. It is characterized by “Persistent
deficits in social communication and social interaction” and
“Restricted, repetitive patterns of behavior, interests, or activ-
ities”. Presence or absence must be specified of: “intellectual
impairment, language impairment, medical or genetic con-
dition or environmental factor, another neurodevelopmental,
mental or behavior disorder, or catatonia” [1]. However, one of
the main difficulties for children with ASD is their adaptation
to the environment and their cognitive functioning, notably
through emotional regulation, executive function control and
information processing, which refer to Self-Regulation (SR).
This concept of SR can be explained as a conscious process
by which the person orients their own thoughts, actions, and
emotions for a specific goal [2]. SR is essential in learning,

more particularly in school learning. In fact, when an individ-
ual can regulate their own learning, they can develop autonomy
and thinking skills in success of the task to fulfil. Therefore,
SR behaviors are aiming children to develop autonomy in
learning path [3]. In addition, Whitman [4] explains that
people with Intellectual Disabilities (ID) show a bigger deficit
in SR, this makes it more difficult to generalize knowledge in
unfamiliar situations. For that reason, this leads to adaptation
difficulties. Finally, Nader-Grosbois and Thomée [5] complete
this statement by explaining that other difficulties are directly
related to SR difficulties, such as planning actions, maintain
attention, choosing cognitive strategies or staying involved in
the task. All these difficulties impact teachers as well, by
complex conditions at work with lack of time or feeling of
stress. This complicates the implementation of a SR system in
a class context for all students and of a new tool’s integration
[6]. SR deficit damages children’s learning and then, has
negative impacts on the feeling of efficiency and the support
of teachers and professionals.

A. Relationships between Use, Usability and Acceptance of
Robots

To prevent professional and children’s difficulties, the use
of a robotic device, as an addition of the adult’s support
and adapted for children, could be a practical and a relevant
solution. To help teachers and professionals in their support to
children, robot would offer help in children SR development,
which simplify their learning and teacher’s practice. Many ad-
vantages of robotic use have been demonstrated in literature to
work on executive’s functions among the audiences mentioned,
which are affected by SR. In fact, Dinet and al. [7] used a
Cozmo robot in an ecologic context in Autistic Elementary
Education Unit (AEEU) among 9 years old children. Robot
allows to improve interaction between robot and children and
improve caregiver’s perceptions on their own capacity and
children’s. Cozmo’s presence also helped to increase interac-
tions peer-to-peer in role-playing task. In addition, Oesch and
al. [8] show the benefits of using the NAO robot in lexical
acquisition of children with ASD, highlighting the increase
of gaze, lexicon and response time. Finally, Azizi and al. [9]
highlighted a greater involvement of children with Learning

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-157-2
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Figure 1: A young child interacting with the Buddy robot

Disabilities (LD) when the task is performed in the presence of
the robot (QTRobot). Authors conclude that a social robot can
facilitate children’s commitment and attention in a educational
framework. Both of these capacities are affected by SR, which
supports the use of robot in our context. It also provides a way
of helping professionals in the field who support children. For
example, Figure 1 shows Buddy robot in interaction with a
young child.

Nowadays, there are many types of robots on the market
(toys, humanoids, animals, machine, etc.). In every type of
robots, there are advantages and disadvantages in their use, so
it is important to take an interest in a numeric tool integration
context for special needs children. In fact, simple robots and
animals’ ones show their advantages among ASD children, in
social skills by facilitating emotional comprehension had to
less complex facial expressions. Also, a reduction of sensorial
overload and of level of anxiety usually feel with humans
have been shown. Concerning android type of robots, they
showed no increased capacity on acquired skills over the long
term, although some communication improvements have been
shown [10]. Moreover, most of experiments were conducted
in a laboratory context, which does not allow integration
and utilization of tool in an ecological context, suitable and
efficient for students and professionals. In a laboratory context,
difficulties of teachers’ handling, use and acceptability are not
considered. Robots can work on each aspect of SR (emotional,
behavioural and cognitive) but there are not experimentation
which study the effect of robot on global SR yet, this is the
goal of this experimentation. Moreover, clinical observation

highlights the difficult acceptance and integration of robots
by professionals in the field (teachers and educators) in their
practice. This emphasize the need for a thorough study of
the factors and determinants of the acceptance of robots by
teachers in their environment and their practice. To better
understand the role of the different parameters explaining the
acceptability, and finally the use of a robotic system, the 4A
model [11] is the most relevant theoretical background.

B. The 4A Model: Acceptability, Acceptation, Approval, Ap-
propriation

As Figure 2 shows, the 4A model [11] [12] provides an
explanation of the temporal process of appropriation of a dig-
ital device, such as a robot (for a complete presentation of the
model, see [12] [11]. Several studies related to the TAM theory
[13] [14] [15] or the UTAUT theory [16] [17] [18] describe
the role of attitudes and opinions on future acceptability and
acceptance of digital devices [13] [14] [15]. But even if all
these studies related to TAM or UTAUT theories provide very
interesting results, they have four important limitations that
prevent to generalize results: (i) data are often collected by
using questionnaires and surveys, i.e., only attitudes, opinions
and verbalization are collected; (ii) data are often collected
during only one-shot setting, and thus do not investigate the
longitudinal and temporal process of appropriation across the
time; (iii) they assume that the effective use of a digital device
means that this device is accepted; (iv) context and environ-
ments (professional, physical, social ) are never considered.

The 4A model has several advantages:

• This 4A model allows to better understand the rela-
tionships between attitudes, opinions and effective be-
haviours;

• The temporal and longitudinal dimensions related to the
appropriation are included by distinguishing before and
after the implementation of the device in the context;

• If attitudes determine effective behaviours, the 4A model
proposes that behaviours can also have an impact on
attitudes by a reciprocal action (i.e., retro-feedback);

• According to the 4A model, an effective use of a device
does not necessarily mean that this device is accepted: in
some cases, the use is forced and thus, does not indicate
that the device is really accepted.

This 4A model is the only one model that considers repre-
sentations, cognitive biases, as well as the tool’s ease of use
and adaptability, offering insights into the integration process.
This model is also interesting from an ecological point of view
by its consideration of professional’s perceptions of robots and
their interaction with them. The 4A model highlights that the
acceptance of the tool impacts its adoption and incorporation.
Hence, professional’s view of the robot, its ease of use and the
associated usage-related challenges serve as perspective factors
for its practical utilization. A progressive handling of the tool
allows to facilitate teachers’ comprehension and to focus on
the use to offer an efficient support, with less workload for
professionals.

2Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-157-2
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Figure 2: The 4A Model [12] [11]

This research project is based on the premise that robots
can be beneficial in developing self-regulation in children with
autism. To this end, it emphasizes the importance of comparing
the benefits of different robots in an ecological context, and
the need to study the factors of acceptability to teachers, as
Figure 3 shows.

Following this introduction which presented concepts of
ASD and SR, the relationships between Use, Usability and
Acceptance and completed by a presentation of the 4A model,
the article is structured as follows: in section 2, methodology
will be presented, specifying firstly the problematic, secondly
hypothesis, thirdly the population and finally the material used.
In section 3, discussion and conclusion will be proposed.

II. METHOD

This study aims in one hand to evaluate a robotic agent’s
acceptability criteria among teachers and educators. In the
other hand, it purposes to the agent’s integration in educational
system to a self-regulation development of Children with
Autistic Spectrum Disorder (ASD). This study will begin by
focus groups and questionnaires with specialized profession-
als, to study needs and expectations. The aim is to create
a collaboration between both and collect the point of view
of different context on inclusion, difficulties, and intervention
with children.

The second step of this work will be to study the robots’
efficiency both on self-regulation for children and on inte-
gration for professionals (depending on the results of the
precedent step by carrying out a data analysis between step
1 and 2). For them, the goal is to determine several features,
such as: ease of use, predictability, flexibility, difficulties, and
robots’ representation. For children, the goal is to increase

self-regulation capacities, more precisely on executives’ func-
tions (inhibition, visual attention, and tasks memorization).
This stage will consist of the development of activities on
executives’ functions with robot to work on self-regulation in
a school context.

The third step will consist of passing new focus groups and
questionnaires, to study the efficiency of robots’ integration in
school context and the impact on inclusion, from profession-
als’ point of view. In those new focus groups, questions will
be raised about: representation, integration, permanence over
time, generalizing learning and perpetuation.

The fourth step of this study will be data analysis of step 2
and 3. Focus group analysis will provide qualitative measures
for children and professionals. Self-regulation analysis will
provide quantitative measures for children on cognitive and
behavioral self-regulation. There will be different statistical
models used, such as Pearson correlation and repeated mea-
sures ANOVA.

A. Research Question

All our previous thoughts lead us to study the integration
of robots into a teaching system. Therefore, we investigate
the question : to what extent can a robot be integrated into
a teaching system adapted to develop the self-regulation of a
child with an Autistic Spectrum Disorder?

B. Hypothesis

H1: SR of a child with ASD using a robot depends on the
robot’s functionalities.

H2: Robot facilitates the SR of children through a long-term
learning effect.

H3: The integration of robots depends on the user experi-
ence (the user’s acceptance of the tool).

3Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-157-2
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Figure 3: Proposition of a visual presentation of our subject

C. Population

To answer this question, our population will be composed of
50 to 70 children between 3 and 11 years old, with ASD. Data
collection will be in educational units of National Education in
the Nancy-Metz Academy perimeter and in educational units
of J.B. Thiéry Association, in collaboration with pedagogic
and educational team.

D. Material

This experiment consists of evaluating 3 dimensions: Chil-
dren’s SR, professionals’ perception, and robot’s acceptability.
Mixed evaluation method will be used to evaluate these 3
dimensions, by using qualitative and quantitative measures
(interviews, questionnaires, observation grid). Measures and
evaluation scales are under development. The days of presence
with the robot will be agreed with the structure’s professionals.
The Association J.B Thiéry owns several robots: Leka, NAO
and Buddy. These robots will be used as part of this study
and will be brought in on the agreed days. The project will be
studied by an Ethics Committee and will be the subject of a
free and informed consent addressed to the parents. Data will
be anonymized.

III. CONCLUSION AND FUTURE WORK

A fundamental issue for children with ASD is their diffi-
culties in adapting to the learning environment and managing
cognitive functions like information processing, executive con-
trol, and emotional regulation, which are part of self-regulation
(SR). Self-regulation, as the ability to establish strategies and
implement means to achieve a goal, is increasingly emerging
as a major deficit in autism, and a target for strategic sup-
port. The effectiveness of certain robots for developing self-
regulation functions in controlled environments means that
they need to be evaluated in depth in schools. However, their
acceptance by professionals has been hampered by a number
of obstacles, such as representations or high cognitive costs.
The aim of the study presented in this article is to observe the
nature of these obstacles, and to determine the best ways to
overcome them. At the moment, a guide is being produced to
facilitate robot’s utilization and to determine which capacities
of children are involved. This will be used to generalized the
use of robots in educational context.
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Abstract—The development of trustworthy and secure AI
applications is a fundamental step towards building AI systems
that can reliably operate in the real world, where they may face
malicious attempts to manipulate them. Deep neural networks,
despite their impressive image classification accuracy, are vul-
nerable to even small, imperceptible changes called adversarial
attacks, causing their performance to plummet. Existing defenses
often struggle when attackers have full knowledge of the model
(white-box attacks) and craft even stronger perturbations. To
address this, the Adversarial Invariant and Co-Variance Restric-
tion (AICR) loss function was recently proposed. The AICR loss
function forces clean and noisy images from the same class to
have similar activation patterns in convolutional neural networks,
essentially making them harder for attackers to differentiate.
Given the superior performance of Vision Transformers (ViTs)
in image classification, we adapted the AICR loss to train
ViTs and investigated its effectiveness against gradient-based
attacks. Our experiments show that ViTs trained with AICR
loss achieve a significant improvement in accuracy compared to
those trained with the standard cross-entropy loss, demonstrating
the effectiveness of AICR in enhancing ViT’s resilience against
adversarial attacks.

Index Terms—Vision transformers, adversarial training, ad-
versarial defense, image classification

I. INTRODUCTION

While Deep Neural Networks (DNNs) have achieved im-
pressive performance in various domains such as computer
vision [1]–[4], natural language processing [5]–[7], speech
recognition [8]–[10], and reinforcement learning [11]–[13],
their vulnerability to adversarial attacks remains a critical
concern. Adversarial attacks involve creating imperceptible
modifications to input data that can fool DNNs into making in-
correct predictions. This vulnerability raises serious questions
about the reliability and accountability of DNNs, particularly
in such applications as autonomous vehicles, security and
surveillance, and environmental monitoring. Designing AI
systems that are robust and generalizable against adversarial
attacks is therefore an urgent and crucial challenge, thus
requiring further research to ensure the safe and responsible
deployment of DNNs across various critical domains.

In recent years, numerous defense methods have been
proposed to combat adversarial attacks. These methods can

be broadly categorized into two types: reactive and proactive
defenses. Reactive defense methods focus on modifying or
transforming inputs to counter specific attack strategies. Ex-
amples of such methods include input smoothing, input clip-
ping, and adversarial training with specific noise distributions
[14]–[17]. However, these methods are often limited in their
effectiveness against unknown attack strategies and may not
generalize well to diverse adversarial perturbations. Proactive
defense methods, on the other hand, aim to inherently im-
prove the robustness of the model itself. This is achieved by
modifying model parameters, network architectures, training
objectives, or utilizing adversarial training with diverse noise
distributions. Proactive methods are generally more versatile
and provide wider protection against various attacks, making
them more widely adopted in practical applications.

A novel adversarial training framework using the so-called
Adversarial Invariant and Co-Variance Restriction (AICR)
loss function was proposed [18] that incorporates two objec-
tives to enhance robustness and generalization: maximizing
class separation and minimizing intra-class variance. The first
objective utilizes an attractive and repulsive mechanism at
different representation levels. This mechanism encourages
samples from the same class to cluster together (attractive)
and pushes samples from different classes apart (repulsive).
This promotes a model that naturally separates classes, making
it more resilient to noise and achieving better generalization.
The second objective aims to minimize the variation between
adversarial and clean images within the same class. This is
achieved by maximizing the correlation and minimizing the
redundancy in their intermediate representations. This ensures
that visually similar samples are projected to the same region
in the multidimensional space, making them difficult to fool
with adversarial attacks within a given budget. This approach
was shown (i) to achieve state-of-the-art robustness against
a wide range of strong adversarial attacks under the strongest
first-order attack and (ii) to maintain the highest robust perfor-
mance under black-box settings using the CNN6 net [19] and
the ResNet-110 [4] Convolutional Neural Networks (CNNs).

Vision Transformers (ViTs) [20] is a different DNN ap-
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proach towards image classification compared to CNNs. Un-
like CNNs, which process images pixel-by-pixel, ViTs first
divide an image into patches and treat these patches as
tokens. The network then learns by examining the relationships
between these tokens, similar to how it learns relationships
between words in a sentence. This allows ViTs to capture long-
range dependencies and global context within an image. CNNs
have a strong inductive bias towards local spatial relationships
due to their convolutional structure. This helps them learn
effectively even with smaller datasets. ViTs rely on attention
mechanisms, which have a weaker inductive bias towards
spatial structure. This means they are more flexible but may
require more data or specific techniques to guide them towards
learning the important features. When training on smaller
datasets, ViTs are more likely to overfit, which increases its
reliance on model regularization or data augmentation.

While the AICR loss function has demonstrated superior
adversarial defense performance on CNNs like Resnet-110, its
effectiveness on ViTs remains unexplored. ViTs have recently
gained significant traction for their impressive image classifi-
cation capabilities. However, their vulnerability to adversarial
attacks is only beginning to be addressed. Given the recent
surge in interest and potential benefits of ViTs, we propose
incorporating them into the AICR objective function to assess
their adversarial defense performance.

The rest of this paper is organized as follows. Relevant
related work is reviewed in Section II. In Section III, we
describe our proposed method and our testing plan. We present
our experimental results in Section IV. Finally, we draw our
conclusion and suggest future work in Section V.

II. RELATED WORK

Deep learning algorithms are vulnerable to adversarial per-
turbations, which are carefully crafted inputs that can cause
the model to make incorrect predictions. Several defense
algorithms have been proposed to counter such attacks, and
these can be broadly categorized into two main approaches:
input transformation and model modification.

Input transformation methods attempt to modify the input
data in a way that makes it more difficult for the adversary
to craft effective perturbations [17], [21]. For example, one
common technique is to add noise to the input data. This can
make it more difficult for the adversary to find perturbations
that have a significant impact on the model’s output.

Model modification methods attempt to make the model
itself more robust to adversarial perturbations [22]–[24]. One
common technique is adversarial training, which involves
training the model on a dataset that includes both clean and
adversarial examples. This can help the model to learn how
to better distinguish between clean and adversarial inputs.

Given the recent competitive performance of ViTs for
image classification tasks, the robustness of these methods
against adversarial attacks has received more attention. ViT
architectures can be broadly classified as vanilla and hybrid.
Vanilla ViTs are pure attention-based and are computationally
less expensive. Hybrid ViTs combine CNNs and attention

by incorporating both convolutional layers and self-attention
modules. This leverages the strengths of both approaches, viz.
CNNs for extracting local features and attention for capturing
global relationships. The robustness of vanilla and of hybrid
ViTs against adversarial attacks were found to be different
[25]. While both vanilla and hybrid ViTs are tougher against
adversarial attacks compared to regular CNNs, it was shown
that vanilla ViTs but not the hybrids resisted defenses aimed
at high-frequency features, suggesting potential differences in
how they process information.

The adversarial robustness of ViTs has been explored by
focusing on their unique building blocks [26]. It was shown
that significant improvement in their ability to resist deception
is feasible by randomly hiding information within these blocks
during training.

A different approach to achieve adversarial robustness in
ViT is to modify the training recipe [27]. Traditionally, training
ViTs relies heavily on data augmentation. While effective for
normal training, this approach was shown to hurt performance
during adversarial training. Instead, omitting data augmenta-
tion and incorporating specific techniques like ε-warmup and
bigger weight decay significantly improves the robustness of
ViTs.

Adversarial training on the ViT architecture is computa-
tionally expensive. An attention-guided adversarial training
method was introduced to trade off computational efficiency
and adversarial robustness [28]. This method identifies and re-
moves unimportant parts of an image during training, focusing
the model’s attention on crucial areas. This significantly speeds
up training while maintaining or even improving robustness.

III. METHOD

We propose to incorporate the AICR loss function [18]
into the ViT architecture and test the performance against
white-box attacks. We summarize the characteristics of the
ViT architecture next.

A. The Vision Transformer (ViT)

Transformers, originally developed for natural language
processing, excel at image classification with their ability to
capture long-range dependencies and contextual relationships
within images [20]. The image is first divided into smaller
patches, each of which is converted into a fixed-length em-
bedding vector, capturing essential information about its color,
texture, and other features. Additional information about the
relative position of each patch within the image is incorporated
into the embedding vectors.

In the transformer encoder’s self-attention mechanism, each
patch embedding attends to all other patch embeddings, al-
lowing it to learn how relevant each patch is to itself and
other parts of the image. It does so by transforming the
patch embedding into three separate vectors: a query, a key,
and a value. Each query vector is compared to all other key
vectors using a dot product operation to generate a matrix
of attention scores, where each score represents the similarity
between a pair of patches. Each attention score is normalized
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using a softmax function, turning it into a weight. This
weight indicates the relative importance of each patch to the
query patch. The values of all patches are multiplied by their
respective weights and then summed up. This results in a new
vector that represents the query patch based on the information
from all other patches, weighted by their relevance.

The multi-head attention is formed by repeating the self-
attention process multiple times in parallel, using different,
randomly initialized matrices for generating queries, keys,
and values. The attended representations from all heads are
concatenated together, which is is then transformed by a final
linear layer to produce the output of the multi-head attention
layer.

A feed-forward network further processes the information
extracted by the self-attention layers, adding non-linearity
to increase the model’s expressiveness. Residual connections
and layer normalization help stabilize the training process to
improve the overall performance of the model.

After the final transformer encoder layer, the output vector
representing the entire image is passed through a classification
head, which is typically a Multi-Layer Perceptron (MLP) that
predicts the probability of the image belonging to each class.

B. Loss Function for ViT Adversarial Training

In [18], it was shown that the AICR loss provides an
effective and robust defense against state-of-the-art white-
box attacks and black-box settings. We adapt the AICR loss
from its constituent loss functions for the ViT architecture as
follows.

Let K be the number of classes of a given data set
distribution D and N be the number of samples in the data set.
For an image classification task, we formulate a deep neural
network as Fθ(x) , where θ is the trainable parameters and x
is the input image. The DNN outputs a feature representation
hx ∈ Rd for input x which is then used for classification in a
multiclass classifier Z = [zk] ∈ Rd×K , where k = 1, · · · ,K.
To train the model we minimize an objective function to
minimize θ and Z.

By maximizing the similarity between intermediate repre-
sentations and minimizing redundancy, a so-called variance
loss function was introduced to enforce local compactness
between images and their adversarial counterparts. This ef-
fectively removes unnecessary information from the input
data by decorrelating the clean image and its adversarial
counterpart and ensuring all variables have similar variances.
Consequently, both the clean image and its adversarial counter-
part retain minimal but sufficient representations for accurate
classification.

To further enhance the local compactness of features, a
convolutional generator network GΨ is employed to map the
intermediate layer of the discriminator network into a new
feature space with reduced redundancy. The GΨ mapping is
learned in an end-to-end manner by minimizing the cross-
correlation between the clean and adversarial features while
maintaining their individual variances. A square matrix Q is

Fig. 1. The ViT architecture modified to learn jointly from LCE and Lvar .

computed between the clean and its corresponding adversarial
image in terms of GΨ:

Q =
GΨ(hx)×GΨ(h

′
x)√

GΨ(hx)
√
GΨ(h′

x)
. (1)

Here, Q ∈ Rd×d, where d is the dimension of the output of
GΨ. Intuitively, the diagonal elements of matrix Q represent
the dot-product between clean and corresponding adversarial
images while off-diagonal terms represent the covariance
between them.

Minimizing this objective correlates clean and adversary
counterparts and encourages to have non-redundant informa-
tion while being closer in intermediate layers. This allows the
centers to have contrasting representations and promotes max-
imum separation between classes. The variance loss function
is then defined as

Lvar =
∑
i

(1−Qii)
2 + λ

∑
i

∑
j ̸=i

Q2
ij (2)

where λ is the trade-off parameter of the invariant (diagonal)
and the redundancy (off-diagonal) terms of the matrix.

The overall prediction accuracy of an input-label pair (x, y)
is ensured by the commonly used softmax Cross-Entropy (CE)
loss LCE(x, y). A third loss function is the so-called attract-
repulsive loss function, which is not applicable to the ViT
architecture.

The loss function that encourages the same classes to be
mapped closer and different classes to be mapped farther from
each other by a large margin is developed as follows. The
modified AICR loss function is used in the training of a ViT
as illustrated in Figure 1. The AICR loss function is modified
for the ViT architecture by combining the cross entropy loss
function and variance loss function for an input-label pair
(x, y) and the corresponding adversarial image x′ as:

L(x, x′, y) =

n∑
i

(LCE(xi, x
′
i, yi)

+ α× Lvar(h
l
i, h

′l
i , yi)) (3)

8Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-157-2

COGNITIVE 2024 : The Sixteenth International Conference on Advanced Cognitive Technologies and Applications

                            16 / 47



where

hl = Gl
ϕ(F l

θ(x)) and h′l = Gl
ϕ(F l

θ(x
′)),

and α is the regularizing term for the contrastive centroid loss,
Gϕ is the auxiliary function that maps intermediate layers to a
lower dimension output, and n denotes the number of layers.

IV. EXPERIMENTAL RESULTS

We evaluated the variance loss [18] with the ViT [20]
architecture. We tested two different variants of ViT network
that incorporate variance loss in the final representations.
One of them incorporates Lvar in the final classification
head, identified as ViT-C; and the other variant uses Lvar on
representations of the final patches except the classification
head, and it is identified as ViT-All.

We illustrate attention shift due to adversarial attacks when
a network is trained solely by the CE loss and when a network
is trained by the AICR loss as follows. The Grad-CAM [29]
helps us understand why a model predicts a certain class by
using an attention map to highlight the areas in the image
that most influence its decision. In Figure 2, we show the
attention maps of some sample images that have been trained
using LCE , the cross entropy loss. In Figure 3, we show the
corresponding attention maps of the adversarial images. The
shifts due to the adversarial attack are evident by comparing
the two images.

The reason attention shifts are markers of suscpetibility
to adversarial attacks is as follows. Many adversarial attacks
work by subtly manipulating an image in a way that causes
the deep learning model to shift its attention to irrelevant or
misleading parts of the image. This attention shift can lead to
misclassifications. Deep learning networks that are robust to
adversarial attacks tend to exhibit smaller or less significant
shifts in their attention when presented with adversarial exam-
ples. This suggests that a model maintaining its focus on the
correct features is less likely to be fooled. If a deep learning
network keeps its attention on the right parts of the image even
when attacked, it has a higher chance of correctly identifying
the object despite the adversary’s attempts to mislead it.

In Figure 4, we show the attention maps of some sample
images that have been trained using LAICR, the loss function
that combines cross entropy and variance loss. In Figure 5,
we show the corresponding attention maps of the adversarial
images. The lack of shift due to the adversarial attack are
evident by comparing the two images.

In an adversarial setting, there are two main threat models.
In white-box attacks, the adverser has complete knowledge of
the target model including model architecture and objective
function used for training and parameters. Black-box attacks,
on the other hand, feed adversarial noise to the input images
during inference time, and it is crafted without any knowl-
edge of target model. Following the attack settings in [30],
we crafted adversarial examples in a non-targeted way with
respect to allowed perturbation ϵ for gradient based attacks,
i.e., FGSM, BIM, PGD, MIM. The number of iterations for
BIM, MIM, PGD were set to 10 with a step size of ϵ/10. We

Fig. 2. Attention maps by Grad-CAM of clean CIFAR-10 images; model
trained by CE loss.

compare the accuracy of ViT network with Lvar at different
settings of ViT on the CIFAR 10 data set for white box attacks.
Results in Table I show that using variance loss increased the
robustness of the model compared to the model that does not
use variance loss.

TABLE I
ACCURACY OF VISION TRANSFORMERS UNDER ADVERSARIAL ATTACKS

Attacks ϵ ViT ViT-C ViT-All
No-attack - 80.1 78.9 79.6

FGSM 0.1 15.2 15.8 16.2
0.2 2.7 1.8 3.6

PGD 0.1 8.5 9.9 9.2
0.2 0.15 0.33 0.16

BIM 0.1 8.4 9.9 9.1
0.2 0.15 0.33 0.16

MIM 0.1 8.8 10.3 9.6
0.2 0.17 0.37 0.22

Here ViT-C refers to the model trained with Lvar only on
the classification head and ViT-All refers to the model with
patch representations trained optimized with Lvar. All models
are trained jointly with adversarial samples and clean samples.
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Fig. 3. Illustration of attention shift using Grad-CAM on model trained by
CE loss. Adversarial images are obtained crafted with PGD (ϵ = 0.03); see
clean images in Figure 2 for comparison.

We can see that there were performance drops by ViT-C and
ViT-All when there was no attack. At all levels of attacks,
the ViT trained with the modified AICR loss performed better
than the ViT trained with only cross entropy loss. The ViT-
All network performed better under the FGSM attack while
the ViT-C network performed better the PGD, BIM, and MIM
attacks. Under the FGSM attacks, ViT-All improved by 6.57%
to 33.33% for ϵ = 0.1 and 0.2, respectively. Under the PGD,
BIM, and MIM attacks, ViT-C improved by about 17% to
120% for ϵ = 0.1 and 0.2, respectively.

V. CONCLUSION AND FUTURE WORK

The AICR loss function has previously shown a significant
improvement in the robustness of CNNs against adversarial
attacks, particularly in such tasks as image classification.
Motivated by ViT’s superior performance in such tasks, we
adapted the AICR loss and investigated its effectiveness in
training ViTs against gradient-based attacks such as PGD
and BIM. Our experiments revealed negligible changes in the
attention distribution of ViTs trained with modified AICR loss

Fig. 4. Attention maps by Grad-CAM of clean CIFAR-10 images; model
trained by AICR loss.

compared to cross-entropy, indicating stable attention patterns.
Furthermore, ViTs trained with AICR loss achieved a 33% to
120% improvement in accuracy compared to cross-entropy,
demonstrating its effectiveness in enhancing ViT’s resilience
against adversarial attacks.

A promising direction of future work might focus on ex-
ploiting attention shift as a marker of adversarial vulnerability.
Encouraging models to maintain consistent attention patterns
between clean and adversarial examples during training is a
promising defense strategy, aimed at improving robustness
against attention-based attacks. Networks can be explicitly
trained with adversarial examples that are designed to shift
attention. This helps the model learn to recognize these tricks
and maintain stability. A longer term goal is to develop
more reliable connections between attention and adversarial
robustness.
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Abstract—Pedestrian trauma represents a significant propor-
tion of all road traumas, young pedestrian being over-represented
in all these road traumas. From a cognitive point of view, road
crossing ability is a high and complex mental activity because
the individual has to process dynamic and complex information
extracted from his/her surrounding environment, to make a
decision (i.e., where and how to cross), and safe pedestrians
must possess and utilize advanced cognitive skills. More precisely,
there are two major problems for young pedestrians to make the
decision about when and where it is safe to cross the street : gap
selection and assessment of inter-vehicular gap. An experimental
study conducted with forty children aged 3-10 years and twenty-
two adults has been conducted to investigate the impact of one
individual factor (Age) and one environmental factor (Traffic
density) on decision making (i.e., “to cross” or “not to cross a
street”), time spent to make decision (in milliseconds) and on
visual exploration using eye-tracking techniques of urban scenes
displayed on a computerized screen. Main results showed that
(i) Traffic density has a significant impact on performance and
visual exploration, (ii) Age has a significant impact on time spent
to make decision and visual exploration and (iii) there is an
interaction between Age and Traffic density.

Keywords—Child; Pedestrian; Visual exploration; Risk; Hazard;
Eye-Tracking

I. INTRODUCTION

Pedestrian trauma represents a significant proportion of all
road traumas, young pedestrian being over-represented in all
these road traumas. In particular, the safety of child pedestrians
is of concern, given that a sizable proportion of pedestrians
killed and seriously injured involve children and the special
value society places on its youth [1][2].

In section 1, context related to accidents with young pedes-
trians and factors influencing children’s crossing skills are
presented. In section 2, method of the experiment conducted
with our participants are described. Finally, in section 3,
theoretical and methodological implications related to the

changes in visual strategy occurring around the age of 7-8
years are discussed.

A. Context

Around the world, the number of pedestrians killed increase.
Young pedestrians are particularly concerned by these acci-
dents: According to the official data issued from the Traffic
Safety Facts, on average, three children were killed and an
estimated 502 children were injured every day in the U.S.
in traffic crashes. In 2019 and 2020, there were respectively
181 and 177 children killed in pedestrian accidents. Most were
toddlers (between the ages of 1-3) and young children (4-7). In
fact, an estimated 1 in 5 children killed in car accidents were
pedestrians, i.e., just walking on the sidewalk or crossing a
street whatever the country [3][4].

At ages 6-10 years, children are at highest risk of pedestrian
collision, most likely due to the beginning of independent
unsupervised travel at a time when their road strategies, skills
and understanding are not yet fully developed. Whatever the
country, research suggests that children between the ages of
6 to 10 are at highest risk of death and injury, with an
estimated minimum four times the risk of collision compared
to adult pedestrians [5]. Until the age of 6-7 years, children are
under active adult supervision, i.e., parents hold their child’s
hand when crossing roads together. Even if every year many
pedestrians are injured or killed in traffic accidents in rural
parts of the country [6], pedestrian safety is being considered
as a serious traffic safety problem in urban and suburban
settings [7][8]. Thus, children more than adults, are at risk as
pedestrians, often due to their own actions and behaviors. So
the question is: “Why do young pedestrians not adopt safety
behaviors specially during street crossing?”
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B. Factors Influencing Children’s Crossing Skills and Gap
Selection

From a cognitive point of view, road crossing ability is a
high and complex mental activity because the individual has
to process dynamic and complex information from his/her
surrounding environment, to make a decision (i.e., where
and how to cross). Safe pedestrians must possess and utilize
advanced cognitive skills [9][10]. Crossing decisions include
whether or not to enter the roadway, the place to cross, the
path to take, how fast to travel, and how the driver might
react. A sound decision on whether to enter the roadway
should be based upon recall (experience) and monitoring
of the traffic detected, including the distance, speed, and
anticipated direction of vehicles and the opportunities provided
by various gaps in traffic [11]. The time that has elapsed while
making the decision also needs to be incorporated. Successful
crossing performance also requires reliable estimation of the
pedestrian’s walking speed, peak capabilities, and distance to
the other side of the road or a traffic island. Integrating all these
aspects is difficult for the child, especially one inexperienced
in traffic, and result in a longer decision making time: In fact,
a 5 year old child requires about twice as long to reach a
pedestrian decision as an adult.’and This leaves even less time
to execute an imperfectly planned crossing [9][10][12].

A vast amount of research suggests that children’s devel-
opment of cognitive skills is significantly related to increased
pedestrian safety and that relevant skills improve as children
get older [13][14][15]. Of course, it is not a single cogni-
tive skill that influences safety. Instead, it is the combined
development of a number of different cognitive processes that
are linked to safe pedestrian behavior. Those processes also
overlap with other developing skills, such as perceptual (visual
and auditory essentially) and motor abilities.

As children develop, specific pedestrian injury risks
change [12][15][16][17][18][19]. More precisely, toddlers
(ages 1–2) are most likely to be injured in driveways, where
drivers moving backward are unable to see them [20], while
adolescents are at risk due to walking at night with poor visi-
bility, walking while intoxicated or walking while distracted by
phones [21]. Our paper focuses on children between those two
phases, in ages 6 through 12. During this stage of development,
most pedestrian injuries occur in mid-block areas, where
children enter into the middle of the street and are struck by
moving vehicles, or at intersections [22]. As Schwebel and
his colleagues said, if some incidents are “dart-out” situations
where children enter the street quickly, without thought (i.e.,
to chase a person, toy, or pet, or to meet someone on the other
side of the street), the majority of the incidents/collisions are
the result of poor judgment by the child, i.e., s/he believes it
to be safe, and enters the street when in fact the situation is
not safe [19].

Several studies showed that gap selection and assessment
of inter-vehicular gap by young pedestrians are two major
problems for young pedestrians to make the decision about
when and where it is safe to cross the road [23][24][25].

Inter-vehicular gap is both temporal and spatial because these
two parameters are crucial to make the decision in relation to
available gaps in the traffic [26]. More precisely, judgement of
whether a gap in the traffic is sufficient to safely cross requires
the determination of the time gap of the nearest vehicle with
the planned crossing line and the assessment of whether this
time gap exceeds the time required to cross the road. So, chil-
dren aged below 10 years have relatively poor skills at reliably
setting safe distance gap thresholds, and thus do not consis-
tently make safe crossing decisions [27][28][29][30][31][32].

But, very few authors concentrated on visual exploration
of young pedestrians during crossing activity. For instance,
Whitebread and her colleagues examined the relationships
between pedestrian skills and visual search strategies for
young pedestrians [33]. According to their findings, major
changes in strategy occurred around the age of 7-8 years. This
change expressed in the frequency and pattern of looking at
different directions, having a sophisticated ‘last-minute’ check-
ing approach, exhaustive visual search strategy, and the speed
of making the crossing decision. In the same way, Tapiro and
her colleagues examined children’s visual search strategies in
hazardous road-crossing situations [29]. A sample of 33 young
participants (ages 7-13) and 21 adults observed 18 different
road-crossing scenarios in a 180 degrees dome shaped mixed
reality simulator. Gaze data was collected while participants
made the crossing decisions. Their results showed that age
group, limited field of view, and the presence of moving
vehicles affect significantly the way pedestrians allocate their
attention in the scene. Therefore, the authors deduce that adults
tend to spend relatively more time in further peripheral areas of
interest than younger pedestrians do. It was also found that the
oldest child age group (11-13 years old) demonstrated more
resemblance to the adults in their visual scanning strategy,
which can indicate a learning process that originates from
gaining experience and maturation. Nevertheless, all partic-
ipants in these previous studies are 7 years old and above.
In this experiment, we collect data with eye-tracking from
younger pedestrians (3 to 10 years old) to better understand
the visual exploration of urban scenes.

II. METHOD

This experimental study conducted with forty children aged
3-10 years and twenty-two adults is aiming to investigate the
impact of one individual factor (Age) and one environmental
factor (Traffic density) on decision making (i.e., “to cross”
or “not to cross a street”), time spent to make decision
(in milliseconds) and on visual exploration of urban scenes
displayed on a computerized screen. Eye-tracking technique
is used to collect precise data about gaze exploration of each
participant.

A. Participants

Sixty-two French participants were recruited to participate
in this study. Children are issued from four different age
groups: Seven pupils are from Grade 1 (boys, 100 percent;
mean age = 3.86 years; SD = 0.37 years), nineteen pupils
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are recruited from Grade 3 (boys, 56.8 percent; mean age
= 6.89 years; SD = 0.31 years), fifteen pupils are recruited
from Grade 5 (boys, 60 percent; mean age = 9.87 years; SD
= 0.51 years), and twenty-one participants are adults (men,
47.6 percent; mean age = 26.71 years; SD = 8.22 years). All
children are issued in the same elementary school located in
the mid-town.

All participants are French native speakers and the majority
(82.1 percents) lives in urban area. Moreover, even if the
majority of adult participants (81 percents) have their driving
license, they admit to go to work essentially by using public
transportation (61.9 percents) or by walk (38.1 percents). All
the children are recruited in the same primary school located in
the mid-town. All parents agreed to their children participate.
No participant has severe visual impairment and no cognitive
impairment. There is no difference between groups according
to the visual memory and attention capacities (Table 1).

B. Independent and Dependent Variables

In our study, we investigated the impact of one individual
factor (Age) and one environmental factor (Traffic density) on
three behavioural indicators:

• The decision (i.e., “to cross” versus “not to cross the
street”);

• The time spent in milliseconds to make this decision;
• The visual exploration of specific Areas of Interest (AoI)

of urban scenes displayed on pictures (Figure 1);
Thus, two independent factors were manipulated, the first
one being intra-subject (“Age”, with four modalities: Grade
1, Grade 3, Grade 5, and adults) and the second one being
inter-subject (“Traffic density”, with three modalities: Low,
Moderate, and High). In other words, our experimental plan
was: Participant < Age 4 > * Traffic density 3

C. Material

Assessment of Cognitive Abilities. Each participant was
asked to complete several sub-scales extracted from the Wech-
sler scales to assess their cognitive abilities. For the youngest
participants (Grade 1), “Coding scale” and “Digit span scale”
extracted from the WPPSI-V have been used. For the two other
groups of children (Grade 3 and Grade 5), they are the same
sub-tests used but extracted from the WISC-V. For adults, four
sub-scales extracted from the WAIS-V have been used: “Digit
span scale”, “Arithmetic scale”, “Coding scale”, and “Symbol
scale”. All these sub-scales were chosen because they are very
sensitive to the visual memory and attention capacities.

Urban Scenes. Each participant was individually asked to
examine different urban scenes displayed on a computerized
screen before to make a decision for each urban scene, i.e., “to
cross” or “not to cross the street”. Three traffic densities have
been used to investigate the impact of this factor on decision-
making and visual exploration: Low, Moderate, and High. Fig-
ure 1 shows an example for each of these modalities. For each
of the traffic density (Low, Moderate, and High), four different
urban scenes. These urban scenes were chosen by four judges
after they evaluated and categorized a lot of pictures in these

three traffic conditions: Low traffic density (“Low”; e.g., one
other pedestrian and two vehicles far), moderate traffic density
(“Moderate”; e.g., several other pedestrians and different kinds
of vehicles), and high traffic density (“High”; e.g., a lot of
vehicles near and far).

Each participant was asked to examine 12 different static
pictures of urban scenes, the order of presentation being
counterbalanced to avoid order effect on responses (i.e., “to
cross” or “not to cross the street”). On-line eye-tracking
data for each participant were collected during participants
examined urban scenes, by using the eye-tracking techniques.
The Tobii T120, with a 17 inch monitor integrated, was used to
collect visual exploration of urban scenes by our participants.

D. Procedure

The procedure has four distinct and successive steps:
• Training session. First, each participant was invited to

seat in front of a computer (Tobii T120, with a 17 inch
monitor integrated) and the same instructions are given:
(a) different images will appear on the screen, one by
one; (b) s/he must to analyse the urban scenes carefully
because s/he was asked to decide if s/he crosses or not the
street; (c) when s/he made the decision, s/he was asked
to say “stop” and s/he can give his/her decision orally.
Different pictures (not used in the following experiment)
are used during a training session;

• Experimental session for visual exploration and decision-
making. If the participant has no problem with the
procedure and has no question, the experiment can begin
with the urban scenes related to the three conditions (Low,
Moderate, High);

• Assessment of cognitive abilities. Just after the end of
the experimental session, each participant was asked to
complete sub-scales extracted from the Wechsler scales
to assess their visual memory and attention capacities;

• Length of time the subject is expected to participate
• Researchers ensured that those participating in research

will not be caused distress;
• End of the experiment. Finally, each participant was asked

to complete a survey to provide some several demo-
graphic information, is thanked and each child receives a
packet of sweets.

Note that for children, the experiment was always conducted
in the same quiet room located in the school, dedicated to the
experiment. The experimenter was always the same.

E. Design and Data Analysis

First, we examined the impact of our two independent
variables (“Group age” and “Traffic condition”) on the one
hand, decision (i.e., “I am crossing” or “I am not crossing”),
and on the other hand, time spent to make this decision (in
milliseconds). So the design of this first part of analyses is the
following factorial design: Group age (4) (Grade 1, Grade 3,
Grade 5, Adult) X Traffic density (3) (Low, Moderate, High),
with “Age group” as between-subjects factor and “Traffic
density” as within-subjects factor.
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TABLE I
MEAN (AND STANDARD DEVIATION) OF FIXATION DURATION FOR EACH AGE GROUP, TRAFFIC CONDITION FOR EACH AREAS OF INTERESTS (AOI)

Mean of Memory Span (SD) Mean of Processing Speed (SD)

Grade 1 (n = 7) 8.5 (2.7) 9.5 (3.4)

Grade 3 (n = 19) 10.5 (4.5) 12.8 (5.1)

Grade 5 (n = 15) 10.9 (2.9) 10.2 (3.9)

Adult (n = 21) 9.1 (1.9) 10.6 (2.8)

Figure 1. The different Areas of Interest (AoI) in the three Traffic density conditions
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Second, we examined the visual exploration on specific
Areas of Interest (AoI) predefined for urban scenes (i.e.,
“Pedestrians”, “Sidewalk”, “Car”, “Car way”, Bus”, “Bus
way”, and “Crossing”). Figure 1 shows these six different AoI.
The design of this second part of analyses is the following
factorial design: Age group (4) (Grade 1, Grade 3, Grade 5,
Adult) X Traffic density (3) (Low, Moderate, High) X AoI
(6) (Pedestrians, Sidewalk, Car, Car way, Bus”, Bus way,
Crossing) with “Age group” as between-subjects factor and
“Traffic density” and “AoI” as within-subjects factors.

F. Ethics

All adults’ participants provided written informed consent
for their participation in this study, and all legal parents of
children provided the same informed consent. Moreover, the
responsible of the school provided also her consent. Before
providing the written consent, all adults’ participants, legal
parents of children and the director of the school where the
research has been conducted received the same information
relating to the following points:

• A statement that participation is voluntary and that refusal
to participate will not result in any consequences or any
loss of benefits that the person is otherwise entitled to
receive;

• The precise purpose of the research;
• The procedure and material involved in the research;
• Benefits of the research to society and possibly to the

individual human subject;
• Length of time the subject is expected to participate
• Researchers ensured that those participating in research

will not be caused distress;
• Subjects’ right to confidentiality and the right to withdraw

from the study at any time without any consequences;
• After the research is over, each participant (adults or chil-

dren) are able to discuss the procedure and the findings
with the psychologist.

III. RESULTS

The experiment based on eye-tracking techniques aimed
to investigate the impact of one individual factor (Age) and
one environmental factor (Traffic density) on three behavioural
indicators related to competencies of very young pedestrians
(aged 3-10 years). Several interesting results have been ob-
tained.

A. Impact of Age group and Traffic Density on Decision-
Making

The decision made by each participant (“I cross” versus “I
do not cross”) in front of each urban scene has been collected
(Table 2). For each if the three Traffic density conditions
(Low, Moderate, High), statistical analyses revealed only one
significant impact of Age group in high traffic condition (F(3-
58) = 2,858, p = .045).

B. Impact of Age group and Traffic Density on Decision-
Making Time

As Table 3 shows, the time spent to make decision decreased
with age. Statistical analyses confirmed that Age group had a
significant impact on this time spent to make decision (F(3-
58) = 8,75, p < .001). Time spent to make decision for the
youngest participants (Grade 1, Mean = 8829,68) was superior
than time spent by all the other participants (Grade 3, M =
5240,98, F(3-58) = 2,934, p = .005; Grade 5, Mean = 4694,68,
F(3-58) = 3,265, p < .005; Adults, Mean = 2797,82, F(3-58)
= 4,996, p < .001). In the same way, time spent to make
decision for participants aged to 6-7 years (Grade 3, Mean
= 5240,98) was superior than time spent for adults (Mean =
2797,82), the difference being significant (F(3-58) = 2,789, p
= .007). Finally, time spent to make decision for participants in
grade 5 (Mean = 4694,68) was superior than time spent adults
(Mean = 2797,82), the difference being significant (F(3-58) =
2,028, p = .047) Traffic condition had also a significant impact
on time spent to make decision (F(2-116) = 7,67, p = .001).
As Table 2 shows, time spent to make decision in low traffic
condition (Mean = 4311,31) was inferior than time spent in
high traffic condition (Mean = 5278,16), the difference being
significant (F(2-116) = 7,67, p = .002). Finally, there was a
interaction between Age group and Traffic condition (F(6-116)
= 2,73, p = .016) on the time spent to make a decision.

C. Impact of Age Group and Traffic Density on Global Visual
Exploration

There was a global impact of Age group on total fixation
duration (Table 4; F(3-58) = 8,475, p < .001). Specifically,
Age group had a significant impact for Low traffic density
(F(3-56) = 2,980, p = .039) and Moderate traffic density (F(3-
56) = 9,422, p = .001) but had no impact on High traffic
density (F(3-50) = 2,695, p < .056):

• For Low traffic density condition, mean fixation duration
for children recruited in Grade 1 was higher compared to
Adults (respectively, Mean = 0.3614 and Mean = 0.2665;
t(56) = 2,183, p = .033). In the same way, children
recruited in Grade 3 have more longer fixation duration
compared to Adults (respectively, Mean = 0.3514 and
Mean = 0.2665; t(56) = 2,639, p = .011). Adults had
the fastest fixings but that was significant only that in
comparison with Grade 1 and Grade 3;

• For Moderate traffic density condition, adults (M = 0.29)
had shorter fixation duration compared to Grade 1 (re-
spectively, Mean = 0.29 and Mean = 0.3692; t(56) =
2,293, p = .026) and compared to Grade 3 (Mean =
0.3579; t(56) = 2,656, p = .01). Children issued from
Grade 5 spent significantly less time to make decision
than Grade 1 (Mean = 0.3692; t(56) = 3,950, p = .000),
compared to Grade 3 (Mean = 0.3579) (t(56) = 4,76, p
= .000) and compared to adults (Mean = 0.29) (t(56) =
-2,345, p = .023);

• For High traffic density condition, only one Age group
was concerned by significant differences: Children issued
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TABLE II
NUMBER (AND PERCENTAGE) OF PEDESTRIANS CROSSING THE STREET FOR EACH AGE GROUP AND THE THREE TRAFFIC DENSITY CONDITIONS (LOW,

MODERATE, HIGH)

Low Moderate High

Grade 1 (n = 7) 3 (42.8) 2 (28.5) 1 (14.9)

Grade 2 (n = 19) 12 (63.6) 2 (10.5) 0 (-)

Grade 2 (n = 15) 10 (66.6) 3 (20) 3 (20)

Adult (n = 21) 9 (42.8) 3 (14.2) 5 (23.8)

TABLE III
MEAN (AND STANDARD DEVIATION) OF TIME SPENT TO MAKE DECISION (I.E., “TO CROSS” versus “NOT TO CROSS”) FOR EACH AGE GROUP AND EACH

TRAFFIC DENSITY CONDITION (LOW, MODERATE, HIGH)

Low Moderate High Mean (SD)

Grade 1 (n = 7) 7854 (6399) 7183 (5081) 11450 (10673) 8829 (6812)

Grade 3 (n = 19) 4921 (2292) 5337 (1803) 5464 (3140) 5240 (2030)

Grade 5 (n = 15) 3804 (1616) 4454 (2175) 5825 (3902) 4694 (1981)

Adult (n = 21) 2940 (1708) 2791 (1245) 2661 (1592) 2797 (1345)

Total mean (SD) (N = 62) 4311 (3066) 4469 (2672) 5278 (5025) -

TABLE IV
MEAN (AND STANDARD DEVIATION) OF TOTAL FIXATION DURATION FOR EACH AGE GROUP AND THE THREE TRAFFIC DENSITY CONDITIONS (LOW,

MODERATE, HIGH)

Low Moderate High Mean (SD)

Grade 1 (n = 7) 0.316 (0.08) 0.362 (0.06) 0.408 (0.124) 0.379 (0.09)

Grade 2 (n = 19) 0.351 (0.145) 0.357 (0.10) 0.321 (0.14) 0.343 (0.13)

Grade 5 (n = 15) 0.303 (0.07) 0.266 (0.06) 0.267 (0.12) 0.265 (0.08)

Adult (n = 21) 0.266 (0.05) 0.290 (0.04) 0.278 (0.04) 0.297 (0.06)

Total mean (SD) (N = 62) 0.320 (0.09) 0.311 (0.07) 0.318 (0.11) -

from Grade 1 spent significantly more time to make
decision compared to Grade 5, compared to Grade 1
(respectively, Mean = 0.4081 and Mean = 0.2673; t(50)
= 2,521, p = .015) and compared to Adults (Mean =
0.05893; t (50) = 2,54, p = .014). In other words, in the
high traffic density condition, children issued from Grade
1 were the slowest.

D. Impact of Age and Traffic Density on Examination for Each
Area of Interest (AoI)

As Figure 2 shows, visual fixation duration time was sig-
nificantly superior for two of the different Areas of Interest
(AoI) predefined: the car way (F(3-43) = 4,191, p = .011) and
the crossing (F(3-55) = 3,891, p = .014).

Moreover, Age group had a significant impact on distri-
bution of fixation time only for these two of the different
Ares of Interest (AoI) predefined. Fixation duration time on
the car way was superior for Grade 1 compared to Grade 5
(respectively, Mean = 0,3625 and Mean = 0,2444; t(43) =
2,426, p = .02) and compared to Adults (Mean = 0,2311; t(43)
= 2,626, p = .012). And fixation duration time on the car way
was superior for Grade 3 compared to Grade 5 (respectively,

Mean = 0,3291 and Mean = 0,2444; t(43) = 2,329, p = .025)
and compared to Adults (Mean = 0,2311; t(43) = 2,569, p
= .014). The pattern of results was identical for the crossing.
Fixation duration time on the car way was superior for Grade 1
compared to Grade 5 (respectively, Mean = 0,3729 and Mean
= 0,2713; t(55) = 2,3, p = .025) and compared to Adults (Mean
= 0,2478; t(55) = 2,932, p = .005). And fixation duration time
on the car way was superior for Grade 3 compared to Adults
5 (respectively, Mean = 0,3248 and Mean = 0,2444; t(55) =
2,425, p = .019).

Even if there were the only significant differences, some
interesting tendencies can be remarked in the Figure 2 for
other AoI such as “Pedestrians”, “Cars” and “Bus way”. For
these three other AoI, fixation duration time for Adults group
is always inferior.

There exist some significant interactions between Age group
and Traffic density condition on these fixation duration means
for the two main AoI (“Car way” and “Crossing”):

• For Low traffic density condition, fixation duration for
younger participants (recruited in Grade 1) was sig-
nificantly superior than fixation duration for children
recruited in Grade 3 specially for “Car way” (respectively,
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Figure 2. Mean of visual fixation duration for each Age Group (Grade 1, Grade 3, Grade 5, Adult), Traffic Condition (LOW / MODERATE / HIGH) for
each Areas of Interests (AOI : Pedestrian / Car / Bus way / Crossing)
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Mean = 0,45 and Mean = 0,263; t(54) = 2,023, p = .048);
• In the same way, for Moderate traffic density condition,

fixation duration for younger participants (recruited in
Grade 1) was also significantly superior than fixation
duration for children recruited in Grade 3 (respectively,
Mean = 0,768 and Mean = 0,438; t(55) = 3,218, p =
.002);

• Finally, for High density traffic condition, fixation dura-
tion for children issued from Grade 1 was also superior
than fixation duration specially for “cars” (respectively,
Mean = 0,430 and Mean = 0,290; t(56) = 2,019, p =
.048). The crossing site was extensively explored by the
youngest participants (Grade 1, Mean = 0,442) compared
to Adults (Mean = 0,229; (t(50) = 2,413, p = .020) and
compared to children recruited in Grade 5 (Mean = 0,374;
(t(50) = 2,857, p = .006).

IV. DISCUSSION

Several interesting results have been obtained in this exper-
iment. First, the Traffic density has a significant impact on
decision made by all the participants. When there is much
information in the urban scene (High traffic condition), less
participants decide to cross the street, whatever the Age.
Second, the Age has a significant impact on time spent to make
decision. The decision-making time decreases when the age
increases. This result confirms the fact that the age has a strong
impact on decision making in pedestrians’ skills a process
which develops and becomes increasingly effective with the
age [34][35][36]. Third, there is an interaction between Age
and Traffic density: The decision-making time decreases when
the age increases specially when there is much information in
the urban scene (i.e., High traffic density condition).

From a theoretical point of view, our results show how the
pedestrian’s skills would be dependent on the development
of at least two simultaneous capabilities: visual exploration
strategy and cognitive processing abilities. First, the visual
sampling strategies tend to be systematic in younger, not
focusing on specific areas or strategic areas and, with age,
the visual exploration strategy is specified and is interested in
the peripheral areas of the visual field [29]. This development
led to a more accurate and relevant information extraction
from visual environment in urban areas [23][24][25]. Second,
cognitive development allows greater information processing
capacity [13][14][15][15], thus taking a more rapid and effec-
tive decision. From a theoretical point of view the use of poor
visual strategy combined with a cognitive inability to process
so many information that explains more time decision-making
among young pedestrians in a dense traffic environment.

Several methodological limits prevent us to generalize the
results obtained. First, the experiment was conducted inside
the school, which resulted in to cause a feeling of observation.
The pupils often sought to provide “the good answer” whereas
we are interested in their own answer. If the experiment were
led in the school, it was a question above all of preserving
a medium familiar and reassuring for the pupils. Second,
stimuli used in our experiment were only visual and the

information in peripheral vision necessarily decreased by the
size of the screen. But, for ethical and technical reasons, it
was not possible to carry out the experiment in real outdoor
environment. Third, stimuli used in our experiment were static
(i.e., pictures): So, in our actual new studies, dynamic stimuli
(i.e., videos) will be used to introduce dynamic factors, such
as motion of vehicles and motion of other pedestrians in
the scene. Moreover, even if visual information are crucial,
we will add sounds in the experimental material to place
participants in a more naturalistic setting. Our study tends
to demonstrate on the one hand, that the development of
pedestrian skills is essentially based on visual exploration
of surrounding environment and on the other hand, these
skills increase with the development of more general cognitive
abilities

V. CONCLUSION AND FUTURE WORKS

By using an experimental approach and eye-tracking tech-
niques, our study aimed to investigate the impact of one
individual factor (Age) and one environmental factor (Traffic
density) on three behavioural indicators related to compe-
tencies of very young pedestrians (aged 3-10 years): (i) the
decision (i.e., “to cross” versus “not to cross the street”),
(ii) the time spent in milliseconds to make this decision
and (iii) the visual exploration of urban scenes displayed on
pictures.

This study is the first one to our knowledge which in-
vestigates visual exploration of urban scenes for very young
children (under 4 years old). Using eye-tracking technique
is interesting for several reasons. Visual exploration is a
irrepressible behavior. Specifically, for young children with
limited language capacity, the use of eye-tracking allows
comparison with older children and adults. As we reported
previously, To our knowledge, no study has looked at the
visual exploration of such young pedestrians (under 4 years).
Young audiences are more difficult to approach ethically.
Younger cannot be put in a situation in real conditions,
accompanied due to their motor skills development.
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Abstract— Research into instrumental music performance has
garnered significant attention, particularly regarding the intricate
interplay of perceptual-cognitive-motor interactions, knowledge
application, and the cognitive representation of musical structure.
Understanding these dynamics holds promise for enhancing in-
struction and aiding learners in their journey towards mastering
instrumental performance and practice. However, grasping the
learning process necessitates more than just comprehending the
individual cognitive mechanisms at play; it requires a holistic
approach that considers the cognitive architecture enabling the
integration of these processes. In this paper, based on the
MHP/RT framework proposed by Kitajima and CCE research
method which based on the MHP/RT principles, we attempt
to understand the process of proficiency in music performance
by proficient piano players as a brain model based on the
coordination of perception, cognition, and movement, and the
concept of Two Mind. Initially, we modeled the cognitive process
of piano performance proficiency, and ethnographically described
the process of proficiency in music performance for selected
elite monitors. The descriptions are analyzed and compared
with the model of cognitive processes and actual behaviors in
performance proficiency. The description of which perspectives
can/cannot be interpreted by the model based on the MHP/RT
were considered. Finally, a series of piano playing exercises
and lessons are analyzed from the perspectives of the Two
Minds process, and the knowledge system (implicit/explicit)
utilized. Through the analysis, the relationship between acquired
knowledge and cognitive ability and Two Minds is considered.
The findings suggest that the proficiency process of instrumental
music performance exhibits a kind of phase transition. It involves
not only a gradual shift from prolonged, System 2-driven mechan-
ical training towards an intuitive, System 1-driven unconscious
expression but also deviations from this pattern. Therefore, it is
imperative for players to thoroughly comprehend their perception
of the entire piece (System 2) while also fostering a sense of ease
and naturalness in performance akin to unconscious expression
(System 1) for the listener.

Keywords: Proficient Piano Player; Cognitive Process; Two
Minds; MHP/RT; Ethnological Study;

I. INTRODUCTION

Instrumental performance has attracted attention as a result
of the interaction of perceptual/cognitive and motor abilities.
Numerous studies focus on the process of instrumental perfor-
mance proficiency. The goal of this study is to understand the
proficiency process of instrumental performance, which has
the possibility of providing better instruction to a performance
learner.

Palmer [1] summarizes empirical research on instrumental
performance in terms of conceptual interpretation formation,
control over motor actions, interpretive transfer as perception,
and structural disambiguation. Lehmann and Ericsson [2]
focus on the development of instrumental performance skills
at the level reached by high school students and amateurs. In
their study, they posit that the method of practice is particularly
important in improving the level of instrumental performance.
A study that focused on the subjectivity factor of instrumental
performance practice itself, shares a different perspective;
Araújo [3] conducted an online questionnaire survey of self-
regulated practice behaviors pertaining to advanced musicians,
from which, he indicates that practice organization, personal
resources, and external resources are important factors. For
understanding proficiency in instrumental performance, Chaf-
fin et al. [4][5] applied the protocol analysis method, investi-
gating the characteristics of a concert pianist’s performance of
a piece of music, in addition to the characteristics of the music.
They categorized elements of the instrumental performance in
three basic dimensions (fingering, high difficulty, and familiar-
ity with the note form), four interpretive dimensions (phrasing,
dynamics, tempo, pedal), and three expressive dimensions
(basic, interpretative, expressive). Through the categorization
process, a possibility of the existence of image for desired
representation of the music from the beginning, so-called a
“big picture” was found.

Focusing on how to practice instrumental music perfor-
mance, as Palmer [1] mentioned, an individual’s cognitive
representation of musical structure is important in terms of
specific errors and knowledge utilization in instrumental music
performance. To understand this, it is not only sufficient to
understand the cognitive mechanisms for individual percep-
tual, cognitive, and motor processes, but also research from
the perspective of cognitive architecture, which enables these
processes to be handled in an integrated manner.

There are several cognitive architectures concerning the
interaction between perceptual/cognitive and motor abilities,
however, we apply the Model Human Processor with Realtime
Constraints (MHP/RT) proposed by Kitajima et al. [6][7][8]
for this study. MHP/RT is a cognitive architecture, which is
constructed by extending the concept of Two Minds (Kah-
neman [9][10]) to reproduce the perceptual, cognitive, and
motor processes as well as memory processes at work in
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everyday action selection. The MHP/RT has been applied to
the comprehension of language utilization and the process of
creating ceramic artworks [11][12]．For the latter study, the
MHP/RT is applied with a companion field study methodology
called Cognitive Chrono-Ethnography (CCE) [8][13]. CCE is
a research methodology utilized to clarify the process of devel-
opment concerning how a specific individual has acquired the
behavior selection characteristics at the present time, and the
development process of the behavior selection characteristics
at the site where the behavior is executed based on the behavior
selection mechanism on a time axis, which is specified by the
MHP/RT. The implementation of CCE requires appropriate
subjects – elite monitors – who are ideal subjects for the
purpose of the particular research.

In this article, we attempt to understand the process of pro-
ficiency in music performance by applying CCE, underpinned
by the MHP/RT’s underlying concept of the Two Minds, such
as the interplay between the unconscious process of System
1 and conscious process of System 2. In Section II, the
cognitive process in piano performance proficiency based on
the MHP/RT is modeled, which provides the basis of the CCE.
In Section III, the process of proficiency in music performance
for selected elite monitors is described. In Section IV, the
cognitive process model and actual behavior in performance
proficiency is compared, and the points that can be interpreted
by the model, the points that cannot be interpreted by the
model, and the implications from the MHP/RT perspective are
thoroughly discussed.

II. COGNITIVE PROCESSES LEADING TO PROFICIENCY IN
PIANO PERFORMANCE

Playing piano involves processes such as reading the score
and creating its mental representations and retrieving knowl-
edge from long-term memory related to the representation,
which comprise a variety of information necessary to establish
links between the representation of visual information on the
score and the concrete hand/finger movements to be conducted
on the instrument. Long-term memory consists of chunks for
establishing these links, which develop with practice from an
initial configuration with inefficient linkage to an advanced
one with effective linkage, corresponding to the state of
proficiency. This section provides a theoretical description for
the development process of the chunk structure.

A. Initial State: Initial Chunks in Long-Term Memory

The chunk structure, within long-term memory at the be-
ginning of reading a score, is a set of chunks that have been
acquired as knowledge and stored in long-term memory. Let
Cmus be the chunk set that must be stored, the chunk set CLM

that exists in long-term memory at a certain time t is a subset
of Cmus. Cmus is composed of the following, based on the
smallest element ci (1 ≤ i ≤ nc(t)):

• Chunks composed of the minimum element nc(t) only,
• Larger chunks composed of ne(t) (1 < ne ≤ nc)

minimum elements, without duplication, and

perception/output unit of 
search

chunk evolution 
within 

long-term memory

time 
duration

different
phrase provision

learning

strengthen

…
…
…
…
…
…

…
…
…
…
…
…

(a)

(b)

(c)

(d)

Figure 1. The relation between perception/ourput and chunk evolution
within long-term memory

• Still larger chunks consisting of ne′(t) (1 < n′
e ≤ nc)

minimum elements, with duplication allowed.
In addition, CLM consists of the relation:

CLM = {c | ci ∈ Cmus, 1 ≤ i ≤ nLM (t)}

The internal structure of CLM evolves as a learning and
strengthening process as the number of chunks it contains
increases with practice.

B. State (a): Recognition of Individual Notes or Short Phrases

When reading a new score of music, the perceived sequence
of notes is divided into known notes or short phrases. When
the learner encounters an unknown phrase, it is stored as a
new chunk. The layer (a) in Figure 1 exhibits this state. A
sequence of notes S(t) perceived at t consists of np elements.
When S(t) is initially read, S(t) is separated by np individual
chunks cj , and the score reading process commences. When an
unknown element cj′ appears, cj′ is newly stored in long-term
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memory (black dashed line in the figure). As the score reading
proceeds in this manner, the reading of each np element
proceeds smoothly, and the newly stored cj′ is additionally
stored and fixed in memory. In this state, the learner plays
these phrases with a pause – each cj plays with intermittent,
so that it can only be played with an awareness of partial
cohesion.

C. State (b) and (c): Recognizing Multiple Chunks Simulta-
neously

When a sequence of notes can be recognized as individual
notes or short phrases, the same S(t) is perceived, but several
cj are lumped together and recognized as a novel chunk
(phrase) in order to play the music significantly smoother.
The layer (b) in Figure 1 exhibits this state. When the learner
perceives this unknown combination of cj’s as a set, it is
stored as a new chunk (black dashed line in the figure). At
this time, the size of the chunk is larger than that of the
state (a), enabling the learner to perform with an awareness
of longer chunks. In order to be aware of the large phrases,
training is also conducted to recognize S(t) more reliably by
separating the elements of S(t), and cj’s, in various ways.
When the learner perceives an unknown cj combination, the
combination is newly stored in the long-term memory (black
dashed figure in Figure 1). Through repeated training, the
number of chunks (phrases) formed by the combination of
cj that existed prior to the training increases in long-term
memory, and the learner’s chunk set structure incrementally
approaches Cmus. Finally, the learner’s chunk set structure in
long-term memory is reached at the state (c), and the presented
sequence of notes can be recognized as a single chunk. If
the learner’s condition reaches the state (c), the learner’s skill
is regarded as “acquiring the ability to perform S(t) with
proficiency.”

D. State (d): Efforts toward more Reliable Chunking

When the structure of CLM is saturated, even if a sequence
of notes is novel to the user, it can be perceived as a known
sequence of notes by devising alternative segmentations for
cj . Assuming that a new sequence of notes S(t′) consisting
only of chunk groups in CLM is perceived, in this regard, the
recognition of S(t′) is divided by utilizing the chunk elements
in long-term memory. Since all the chunks are known, reading
will commence without much effort being required. The layer
(d) in Figure 1 exhibits this state. In this case, the chunks in
long-term memory are simply strengthened.

E. Summary

As the above state is repeated, more CLM is accumulated
in long-term memory, and even when it is presented with
a complex piece of music, the user can be confident that
“this musical piece can be performed”. Therefore, as CLM

increases in the fasion described above, the more musical
pieces the learner practices, the more proficient the learner
becomes, and the more musical pieces the learner is able
to perform. However, in actual performance, there are two

types of practice: one is to perform without making mistakes
even if it takes a longer time, i.e., a phase of musical score
reading, and the other is to perform without stopping to have
the audience experience a smooth performance. A performance
aimed at continuously avoiding mistakes involves different
cognitive processes in terms of System 1 and System 2. System
1 is controlled by the feed-forward process and is compatible
with the latter; while System 2 is controlled by the feed-
back process, i.e., the conscious process that monitors the
outcome of System 1’s performance to correct any errors,
and is compatible with the former. The process of utilizing
chunks should be different in these cases. The next section
describes an example of how the cognitive processes, leading
to performance proficiency described above, appears in actual
performance proficiency.

III. AN EXAMPLE OF PROFICIENCY PROCESS OF MUSIC
PERFORMANCE BY A PROFICIENT PIANO PLAYER

In this section, we describe a CCE study focusing on a
single elite monitor, following the study conducted by Kitajima
et al. [12] to understand the skill of a traditional craft artist and
how the skill is passed down from generation to generation,
as well as how the process by which a proficient piano
player reaches the expected performance level through practice
of a given piece of music. We call the elite monitor, i.e.,
the proficient amateur piano performer, P3, and consider the
situation where P3 tries to achieve a high level of performance
perfection through practice. The characteristics of the score
that P3 is aiming for, i.e., the target score abbreviated as TS,
with reference to P3’s performance skill level is elucidated.
Subsequently, the study enumerates the elements included in
the practice to be conducted to achieve TS, and elucidate the
development of the practice over time and the content of the
practice elements associated with it.

Here, the role of P3 is taken by the first author. The core of
the CCE analysis – describing P3’s experience – has operated
as stated below. In order to avoid a biased analysis, when
P3 made an ethnographic analysis, P3 asked the instructor
the meaning of musical suggestion or cognitive meaning with
regard to playing piano training method given by instructor.
For representation of the CCE analysis, P3 wrote down the
experience series and the initial proposed model. Subsequently,
the other two authors, who are professionals with the CCE,
meticulously investigated the proposed model which P3 pro-
posed. Finally, the authors adopt the representation which all
authors judged to be acceptable.

A. Main Objectives of a Skilled Piano Learner

In general, there are two main objectives when an adult
learner attempts to acquire proficiency in musical performance.

1) Internal factor, such as genuinely wishing to become
proficient for strong motives, e.g., favorite piece of
music, wanting to perform it, and select a piece for a
competition, etc.

2) External factor, i.e., a piece assigned for a competition
or given for practice
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It depends on which objective the learner set, but here we
target the “to be made best performance at the competition”
in 1). In this instance, P3 can select a piece of his/her own
will, but the target performance achievement is to pass at least
the regional qualifying round of the piano competition (with a
required score is 70/80 or higher), and preferably the regional
finals (with a required score is 80/86 or higher).

B. Flow of Music Proficiency to Reach Competition Stage

Figure 2 represents the general proficiency process of a
musical performance. Given that it takes a long time, anywhere
from six months to one year, to become proficient in a music
performance, the most important process is the selection of
the music to be performed. Basically, there are two important
perspectives of selection with regards to music and perform-
ing: whether or not the piece is appropriate for the player’s
performance skill level, and whether or not the player prefers
the piece. However, in the case of P3 who can participate
in competitions, there is a lot of freedom in music selection,
which means the performance skill level is not a constraint.
Hence, P3 asked her instructor for several candidate pieces
that would be suitable for her own timbre and expressive
characteristics. On top of that, P3 herself selected the music
to be performed through the following process：

• Give the score a once-over,
• Try out playing the initial few pages (where most of the

music motifs are available), and confirming whether or
not they can play the piece to the end, and

• Listen to a professional performance and determine if you
can grasp the image of the piece.

After the piece for competition is selected, the learner
practices playing it to the end so that the framework of the
piece can be imagined. Then, the learner makes Analise with
the outcome of practice. Post-completing the Analise, she fixes
the image that expresses fluent performance, and additional
interpretation as well as the necessary skills for performance
expression. Subsequently, she will go to the competition
performance. Details of each process are described in the
subsections to follow.

C. Details of the Processes and Mapping on Two Minds

1) Score Selection toward Practice: There are various
ways to select a music piece for competition. In a competition
which is not given a set piece of music and in which the
goal is to perform well in the competition qualifying round
and the finals, there are a number of points to consider in the
selection of the music piece. In addition to selecting pieces
and considering the level of difficulty, there are some other
selection points. In the case of P3, the following procedure
was utilized to select pieces at an appropriate level.

1) Ask her instructor to list some candidate pieces:
There are two reasons for this. One is to avoid selecting
pieces of an inappropriate level for the competition.
The other is to have an outsider recommend a piece
that is suitable for the color of P3 from a third party’s
perspective.

2) Read the scores giving a once-over to the end to get
an image of the music, and narrow down the candidate
pieces to 2∼3:
In the case of P3, the key points in narrowing down the
candidate pieces are basically two points : whether the
feeling of the music fits, and whether the image of the
music can be grasped by reading the scores once-over.

3) Read and perform the initial few pages of the piece
(up to the point where the initial and subsequent motifs
appear):
The mechanics utilized in the actual performance are
quite different from the image, and even if the instructor
thinks “She can perform this,” it is rare for P3 to
find with the mechanics that “her cognitive or motor
reaction rejects”.This process is designed to prevent such
mismatches.

4) Select a piece of music that she is convinced she could
perform well.
In the case of P3, the selection is made focusing on the
music that immediately comes to mind concerning “what
she wants to express” when the motifs are performed.

Thus, the selection of music, which is the initial step in
music practice, is often determined to a large extent from
a System 1 perspective. However, in order for System 1 to
function, the skills that the body has acquired are as a result
of long-term System 2 training. This is because it is necessary
to determine which of the chunk configurations (a)∼(d) in
Figure 1 are utilized in the piece, and to start from the point
where she checks the degree of practice required to become
proficient at the piece. If the majority of the motifs are in the
state exhibited in Figure 1(a), it will take a considerable period
of time to become proficient in the piece, and depending on
the situation, the player may have to give up. It is also difficult
to receive assurance that “I can perform the piece”. Figure 1(b)
and (c) are more likely to be able to perform with the music
with proficiency, as it is easy to obtain the confidence that
“I can perform the piece”. Therefore, it is expected to be the
target of music selection.

2) Transition of Instructional Contents: The process re-
quired to complete a musical performance can be divided
into two main categories: musical score reading and compo-
sitional expression. The musical score reading is a practice
stage in which mechanics – motor system – play a major
role. Compositional expression practice is the stage, where
musical interpretation, i.e., the player’s expression tailored to
his/her sensitivity, and technique for the expression, plays a
major role. There are significant disparities between the two
practices.

In the case of mechanically trained music reading, the focus
is on accurate keystroke execution. Therefore, the main task
of practice is to reproduce the exact note value, pitch, and
interval for each note head. In simple words, the primary focus
of practice is to count the lengths accurately, to check the
details of pitches, and pitches described in the score, and to
check accidentals, articulation marks, ornaments, pedal marks,
etc. The utilization of knowledge in this process is basically
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score reading(read, perform, listen) the first few pages of musical score: 
judge a degree of his/her favorite to the piece

When he/she decide on a piece to performe, perform it to the end first (practice)

Analise(1): grasp the overall image of the piece and consider finding and emphasizing motifs

effot for fluent performance

Analise(2): Skill fixation/additional interpretation and development for performance expression

intuition（system 1）

Influenced by the amount of past reading, performance, and viewing

Influenced by performance history (own skill) / system 2

Motifs that are recognizable (basic system 2)
Accidental discovery of motifs (system 1)
Decide where he/she wants to emphasize (system 1 at the beginning, system 2 

when correction is needed by pointing out the motifs)

mechanical training (system 2)
determine expression and the image of the music(system 1)

expression and music image determination (system 1)
from mechanics to technique (system 2)
new discoveries as performance deepens (system 2/system 1)

Figure 2. Flow to proficiency in music performance

centered on (a) and (b) in Figure 1, and is mainly a System 2
process in terms of practicing to play the sequence of notes
exactly as described in the score.

Conversely, in the case of the musical score reading, which
trains techniques for compositional expression, a variety of
control with regards to the fingers and cognition is required,
such as how far to play a note sequence as a whole, how to
add dynamics, and which notes to insist on. Simply put, it
is a prerequisite that the player has already finished Analise
the piece and that the player’s image of the entire piece has
been established. The two elements are not independent, which
means the existence of accurate mechanics enables the player
to confidently express music utilizing this technique.

It is also necessary to learn the mechanics required to
make the technique more precise, for example, the dynamic
technique and the techniques required to change timbre. In
this sense, it is a cooperative activity between cognitive and
motor processes. When teaching these cooperative activities,
the instructor decides on the contents of instruction in the
following manner with regards to listening to the player’s
performance.

• Understand what the player wants to emphasize and what
kind of expression he/she wants to express from the
performance.

• Imagine what the player wants to do but does not seem
to be able to do.

• Point out obvious deviations from the interpretation of the
performance as described in the score, and give a more
natural interpretation.

Of course, if a player has sufficient ability, he/she can improve
these items by self-regulation post-recording his/her own per-
formance. However, different from students who are beginners

when it comes to performing, there is a limit to self-regulation
improvement in the field where advanced performance is
required. For this reason, suggestions from the instructor play
an important role for a player’s proficiency.

The instructor suggests more exercises that would contribute
to the formation of chunks as opposed to the movement.
For instance, changing the playing speed between stressed
and unstressed parts (contributes to the formation of chunks),
practicing rhythm (contributes to the formation of fingering
chunks), and giving more accent than necessary to notes
that should be emphasized (contributes to the formation of
chunks in the imagery of the music). The primary utilization
of knowledge in such exercises is exhibited in Figure 1 (c),
and primarily consists of combining the smallest elements cj
that may appear in a piece of music in as long a phrase as
possible, in order to be aware of the motifs of the music piece.

Given that this is an expression of how the player feels
about the music, it is not necessarily a System 2 process,
but is gradually shifted to a System 1 process. Repeat the
performance expression in the System 1 process as trial and
error until the player’s intention is well conveyed. The player
repeats the pattern that successfully shares the expression
he/she wants to share in the System 2 process to fix the
expression. In addition, although System 2 and System 1
repeatedly appear during practice, there will be situations
where “System 2 < System 1.” This is a time when uncon-
scious performances increase and dramatic improvements in
performance expressions occur.

As player’s technique improves, he/she gradually discovers
new discoveries and desires for additional expression in the
piece. As player’s techniques improve, he/she can make new
discoveries for motifs/notes significance, and grow his/her
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appetite regarding compositional expression. Some of these
improvements can be made solely by P3, while others can
only be made with the advice of the instructor. In any case,
the final regulation for the competition will be made by
repeating such improvements. At this time, the utilization
of knowledge increases in the System 1 process in order to
challenge a variety of expressions. In addition, even without
the System 2 process, the approach to the state known as
“the body remembers” and enables various expressions to be
challenged.

IV. DISCUSSION BASED ON TWO MINDS

A. Overview of Annual Lessons

The following is a summary of the practice sessions de-
scribed in Section III, contrasted with the duration of the
lessons. In order to take lessons, the learner makes practices
about one hour per practice. The number of practice sessions
is generally two to three times per week, depending on
the situation at the time. One to two weeks prior to the
competition, practice sessions occurred almost every day.

• 11 months prior to the qualifiers of the competition (CP ):
Selection of pieces
Play a few pages of several music pieces and select the
pieces that suit the player’s favorite

• Six months prior to CP post-selection of music pieces:
score reading (TC1).
Basically, the students practice developing techniques in
some parts while focusing on the mechanics. It takes
about three months to reach the level of playing through
the whole piece, and the playing speed is two to four
times slower than the specified speed.

• Six to three months prior to CP : Transition to the
expression of musical ideas (TC2).
** By this time, the mechanics are 80% complete, so
the main focus is on practicing to develop the techniques
necessary for compositional expression.

• Three months prior to CP , completion of the composi-
tional expression:
Completion of the musical compositional expres-
sion · constructing the music image (TC3).

• 1 month prior to CP ∼ CP : final adjustment for the
regional qualifying round. (TC4).

• Post CP to the primary line of the competition: if you
pass the qualifying round, practice for the regional finals
(TC5).

A total of 25 lessons were given. Each lesson lasted approxi-
mately 1.5 hours.

B. The Relation Between the Flow of Playing Perfection and
Two Minds

Once a series of experiences had been performed, the second
trial for attending the competition may be able to utilize the
prior experience to finish the piece at a faster pace. The
items from stage 2 (practice) analise(1) to the effort for fluent
performance in Figure 2, or TC1 ∼ TC2 in terms of the lesson
schedule, are basically affected by the experience. It is possible

to reach the stage of mechanical performance as reproducing
with midi, through an expreience such as earlier through
participating in competitions repeatedly, taking lessons for
many years, and so on. These changes are continuous, i.e., the
degree of improvement increases monotonically as a function
of the number of performances.

However, additional interpretation and deepening of the per-
formance beyond that point may not be successfully achieved
by simply repeating the process. In P3’s participation in the
competition, the performance around two to one month prior to
the competition qualifier (TC3) undergoes a large change every
year, which cannot be explained by the passage of time alone.
By this time, the mechanical performance is almost complete
in a form that is approximately 1.5 times less than the speed
at which it is played on the day of the competition, but it is
far from sufficient completion, and the so-called “composition
expression and understanding.” Around the transition from
TC2 to TC3, there is a significant change in the recognition of
musical motifs and a shift to the recognition of larger motifs
and the expression of Dynamik including expression marks.
Other changes in timbre, for instance, from soft to hard sounds,
are also observed.

This situation is further analyzed from the perspective of the
disparities between the characteristic times of System 2 and
System 1. The period of TC1 is a practice process in which
the System 2 process is dominant. The time scale for practice
per phrase is primarily the cognitive band in Newell’s Time
Scale of Human Action [14], since the phrase itself is not very
long. The time span of the cognitive band is about ∼10[s].
Given that information is exchanged between the working
memory and long-term memory in about 10 seconds of very
short chunks, all knowledge is likely to be recognized only
as fragments. Therefore, even if one were to predict the next
chunk that will appear during the performance of a piece of
music, only a few chunks exist which is able to collation, and
even if many chunks can make connected collation, only a few
percent of the entire piece can be predicted, making it difficult
to see the entire piece.

By repeatedly practicing a very short chunk, the body
remembers new chunks in the order of ease with regards
to memorizing. If a similar chunk had been utilized in the
past, it is recognized as a “meme” and the chunk becomes
an active meme [15]. At this stage, the chunk is considered
an action-level meme. Conversely, even if a chunk exists in
long-term memory, if it is never invoked again, the chunk is
no longer imitated and becomes an extinct meme, therefore
making it inactive. From the above, for a learner like P3 who
cannot engage in constant piano practice, score reading at the
competition level will require an enormous amount of time.

However, by the time the TC1 period had elapsed, the
information per chunk is considerably larger. Therefore, during
TC2, chunks of the larger size are available for the cognitive
processes in the cognitive band. The number of chunks avail-
able for cognitive process, invoked chunks, is getting longer
and longer, and their coverage is getting longer. As a result,
the number of operations utilizing the working memory and
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TABLE I. PHASE CLASSIFICATION OF KNOWLEDGE/COGNITIVE PROCESSES AND DEGREE OF INFLUENCE

process knowledge environment

Phase Subphase System 1 System 2 tacit explicit outsider 
intervention

decide
piece

score
reading

analise(1)

expression

analise(2)

final stage

offer candidate
once-over
playing trial
listning
select piece

fingering
score reading

recognize motif
set enphasis
find motif of serendipity

mechanic
construct image
transfer expression

confirm expression
confirm image
Technic
performance deepening/serendipity

fragmentation and reintegration

*
*
**
***
***

***

*
***
**

**
**

***

**

*
**
*
*
*

***
***

***
***
*

***
**
**

***
***
***
***

**

*
**
**
***

*

**
**
*

**
***

*

**

*
**
**
*
*

***
***

***
***
***

***
**
***

***
**
***
***

***

**
**

*
*

*
*

***

**

***
***
***

long-term memory for a unit time will be gradually increased,
and the addition of information to the chunks in long-term
memory will be accelerated. In simple words, it is thought
that the easily accessible active meme will change to behavior-
level meme [15]. In this process, the time when a knowledge
group is composed of only an appropriate chunk size may be
approximately the time toward TC3.

By the time TC3 is entered, the number of movements to
call chunks from long-term memory is considered to be con-
siderably reduced. As a result, cognitive-motor coordination
is conducted more unconsciously. If all the chunk invocation
patterns are optimized, almost all the performances will be
performed unconsciously by System 1, and an abrupt phase
transition from the TC2 state will occur. As a result, one should
feel at least a dramatic improvement in their ability for good
finger movement.

In the case of P3, the pieces learned in the last three years,
including the time of writing this article, were as follows:

• 2 years ago :
Partita BWV 826, composed by J. S. Bach (score A)

• 1 years ago :
Allegro Appassionate op.70, composed by Charles
Camille Saint-Saëns (score B), Allemande in French
Suites BWV 812, composed by J. S. Bach

• now :
piano sonata op. 14 first movement, composed by Sergei
Sergeyevich Prokofiev (score C), Allegro in Italian con-
cert BWV 971, composed by J. S. Bach

Each of them spent about a year memorizing the scores prior
to the competition. Despite the difference in the compositional
age, compositional structure, and knowledge required, score
A received 76 points and score B received 79 points in the
final piano competition. This indicates that the learners’ per-
formance skills themselves were well-developed, even though
they performed different types of music. In simple words, the
examples of the experience in Section III can be considered
to have a certain universality.

C. The Relation between Knowledge/Cognition Process and
Two Minds

Finally, we discuss the relationship between the Two Minds
and the knowledge as well as cognitive abilities acquired
through a series of piano practice and lessons. Table I exhibits
the results of subjective evaluation for each flow subphase in
Figure 2. The items are: the process of the Two Minds, the
knowledge system utilized (implicit/explicit), and the subjec-
tive evaluation of the degree of intervention by others. The
higher the number of ∗, the stronger the effect on the item.

At initial glance, one might think that instrumental music
performance is a continuous shift from long time-consuming
mechanical training by System 2 (inference) to unconscious-
ness of musical expression including System 1 (intuition).
However, in fact, this is not true.

For instance, in the case of the music selection phase, many
factors are involved in the decision-making process, including
player: 1) preference (System 1), 2) matching with perfor-
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mance ability (System 1/2), and 3) matching with the ability
to read music (System 2), etc. It depends on the situation
at that time which of these factors should be prioritized. In
simple terms, if motivation is a given priority, preference is
given priority, and if ability is given priority, a little more
weight is given to the performance ability or reading ability.
This indicates that the process of proficiency in instrumental
performance is not determined solely by preference or ability.
Conversely, song selection, although often neglected at the
initial glance, is the most important phase as it is deeply
related to the motivation of the student when he or she begins
to practice. In the case of the piano beginner, the instructor
often selects pieces at an appropriate level, but in the case
of a proficient amateur learner, the selection requirements for
the score selection are reduced to some extent. Therefore, the
degree of freedom of parameters is high, and the decision-
making process involves a mixture of perceptual processes to
trigger preference by listening to the sound source, perceptual-
cognitive processes to compare with the reading ability by
score reading, cognitive-motor processes to consider the per-
formance ability, and processes to coordinate all of these.
Therefore, the ability to select appropriate music can be
regarded as an important ability.

This also applies to the score selection process. It is easy to
assume that a System 2 process takes precedence in Analise as
well, since it requires a precise analysis of the music. However,
various cognitive processes are intricately related as follows:
Recognizing the motive and searching for methods to empha-
size it (System 2), determination of the expression method
that is perceived as effective (System 2/1), new expressions
discovered by chance (System 1), and so on. Therefore, not
only an orderly musical interpretation but also a balance with
the impression is important. In particular, when representing
a piece of music, it is necessary to “see the big picture”, i.e.,
the following items must be fulfilled at the same time.

• The player must have a complete understanding of how
to perceive the entire piece (System 2).

• The player’s natural behavior as if he/she were perform-
ing it unconsciously, which should be comfortable for the
listener (System 1).

Therefore, it is necessary to understand the process of coor-
dination between System 2 and System 1.

V. CONCLUSION AND FUTURE WORKS

In this study, based on the MHP/RT cognitive architec-
ture and its companion field study methodology, CCE, we
attempted to understand the process of proficiency in music
performance by proficient piano players as a brain model based
on the coordination of perception, cognition, and movement,
as well as the Two Minds.

In Section II, we theoretically explained the development
process of the chunk structure that exists in the long-term
memory, which is the most important part of the piano playing
process – score reading and piano playing mechanics/technics.
There is a structure, which consists of many small units
of chunks in the long-term memory, and links are attached

between chunks through practice. As a result, larger chunks
are formed. The study argues that the proficient state refers to
this state.

In Section III, we ethnographically described the piano
practice and proficiency process with P3 as an example, aiming
at participation in the competition. We exhibited that there are
four major components: selecting score (System 1), practice
(System 2), Analise(System 1/ 2), and the effort for fluent
performance (System 1/2).

In Section IV, a series of piano playing exercises and
lessons were analyzed from the perspectives of the Two
Minds, the knowledge system utilized (implicit/explicit), and
the intervention of others. Post the analysis, the relationship
between the acquired knowledge and cognitive abilities as well
as the Two Minds was examined by incorporating the idea of
the active meme. The results suggest that instrumental music
performance requires both a complete understanding of how
the player perceives the entire piece (System 2) and natural
behavior that is comfortable for the listener (System 1), as if
the player were playing unconsciously.

As an application, we can consider various educational sup-
port measures for performance proficiency by understanding
the actual growth process of chunks and the player’s profi-
ciency process in more detail based on cognitive architecture.
In recent years, there have been increasing opportunities for
adults who are not professions of instrumental music perfor-
mance to enjoy music as a hobby as amateurs. While he/she is
not a professional with regards to instrumental performance,
one of the elements necessary for proficiency, “motivation to
practice” and “support for its maintenance”, is left solely to
the desire of the learner to play this piece, not to the instructor.
In this situation, if learners cannot overcome the difficulties
they encounter when practicing instrumental music, they may
give up the hobby of instrumental music itself. However,
if the instructor can appropriately understand the difficulties
that the learner cannot overcome, and can demonstrate to
the learner how to increase the possibility of overcoming the
difficulties, the withdrawal rate of the learner may be reduced.
We believe that this study will contribute to the research from
this perspective.

The majority of prior research on the process of proficiency
in musical performance has focused on the understanding of
cognitive mechanisms for individual perceptual, cognitive, and
motor processes. Research on the cognitive mechanisms of
individual processes is primarily suitable for understanding
proficiency or the process of developing literacy, in terms
of how beginners can play music. This study’s findings can
apply to constructing efficient training methods for the novice
learner.

However, learner’s playing skill shifts slowly with time, so
that it is necessary to improve teaching content and methods
based on the learner’s proficiency. In case the learner’s goal
level with regards to attending the competition, is not only the
improvement of literacy but also the process of proficiency in
the “big picture” of a piece of music. In order to establish such
a sophisticated instructional method for individual cases, we
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need a method for analyzing successful/failed cases based on
the empirical rules of instruction, and the resulting cognitive
model of the learner. In this case, it is necessary to go into the
resonance with past performance and appreciation activities,
and there are many areas that cannot be elucidated only by
the prior cognitive architecture. As one of the solutions to
this problem, understanding performance proficiency utilizing
a brain model based on the Two Minds is considered to be
effective. As a future issue, we believe that further research
based on this study will enable, for instance, remote perfor-
mance instruction of musical pieces at a higher level.
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Abstract—The availability of precise and comprehensive experi-
mental data in science and technology is crucial for the usability of
Artificial Intelligence (AI) models. A digitally analysable, system-
independent representation of datasets is essential for enabling the
deployment of data-driven applications across different platforms.
We propose a metadata model based on domain-specific languages
and terminologies, that allows researchers to focus on data
provision by reducing routine activities rather than attempting
to align with other research groups. Furthermore, it enables
fast and efficient integration of new partners from different
laboratories and disciplines. To conclude, our approach supports
a paradigm shift away from more or less subjectively designed
individualistic conceptions in handling research data towards
objectively established harmonised solutions. The approach is
illustrated for an Interdisciplinary Research Training Group, in
which researchers from more than 10 different departments are
involved with the main research profiles, such as textile and
polymer technology and material sciences.

Index Terms—Metadata Model; FAIR Principles; Research
Data Management; Ontology; Machine Learning; Domain-Specific
Technical Languages.

I. INTRODUCTION

Metadata is data about data [1], i.e., metadata provides
information about one or more aspects of the data. This
layered structure enhances the ability to capture subtle data
relationships, thereby improving data management and analysis.
To work effectively with metadata, organisations can use several
key tools and technologies, including taxonomies, ontologies
and semantics.

Ontologies and taxonomies are key tools used by researchers
to understand and retrieve large quantities of scientific and
engineering data. However, the management and application
of ontologies themselves can prove to be a daunting task.
Although similar in function, ontologies and taxonomies
differ in complexity. Taxonomies have a hierarchical structure
and use only parent-child relationships, while ontologies are
considerably more complicated [2] [3]. In simple terms, an
ontology represents the structured and formal knowledge related
to a specific domain. The semantic system uses clear and
understandable representations of concepts, relationships, and

rules to develop knowledge. It is not possible to rely entirely on
database programmers or data engineers to build a system, that
considers target applications, such as materials or production
technologies. They lack domain-specific knowledge, which
is fundamental for characterising the associations between
concepts. Therefore, to acquire domain knowledge, it is
necessary to seek guidance from various domain experts [4].

Over the past decade, Machine Learning (ML) has gained
significance in the fields of materials engineering. ML is a
subset of the broader category of Artificial Intelligence (AI)
that involves the development of algorithms and models that
enable systems to learn and improve from data without explicit
programming. AI encompasses a wider range of technologies
integrated into a system that aims to facilitate reasoning,
learning, and problem solving to address complex problems.

ML algorithms analyse vast amounts of data, extract insights,
and use them to inform decision-making [5] to detect and
extrapolate patterns. ML is becoming increasingly popular
worldwide owing to the growing demand for data analysis
solutions [6]. However, they also require large amounts of
data, which may not be meaningful in many areas, partly due
to the need for elaborate large-scale laboratory tests. There
has been an increase in the utilisation of ML methodologies
in materials science research [7]. Research suggests that the
limited practicality of AI in certain domain-specific contexts,
partially because of the need for elaborate laboratory tests on
a large scale, is a significant obstacle to its application.

Focusing on industrial requirements, we developed a novel
approach for the applicability of AI techniques, termed Us-
able Artificial Intelligence (UAI) [8]. At present, data-driven,
machine learning, and artificial intelligence methods are not
fully utilised to solve the associated technical challenges, espe-
cially in industrial applications, despite versatile development
progress. This is mainly due to the limited practicability of
AI solutions. Technical practitioners frequently depend on
interdisciplinary collaboration with data science specialists
to fully exploit the capabilities of AI methods [9]. In our
work, a flexible, tractable, scalable, and adaptable technique
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for constructing anticipatory models has been introduced [8]
and it is demonstrated on a use-cases [9].

Multi-Task Learning (MTL) methodology, which is novel
in materials informatics, can be utilised for example to learn
and forecast various polymer characteristics simultaneously,
efficiently and effectively [10]. MTL is a machine learning
approach, in which multiple tasks are trained simultaneously,
optimising multiple loss functions simultaneously. Rather than
training independent models for each task, we allow a single
model to learn to complete all tasks at once. In this process,
the model uses all available data across different tasks to learn
generalised representations of data that are useful in multiple
contexts [11]. For example, multitask models can be utilised to
overcome the data scarcity in polymer datasets. This approach
is expected to become the preferred technique for training
materials data [10].

Additionally, in other fields, existing predictive models
struggle to capture the complex relationships between mechan-
ical characteristics and behaviour. These studies used ML to
predict the mechanical properties of carbon nanotube-reinforced
cement composites [12]. Successful training, validation, and
testing of ML and Deep Learning (DL) models require
significant amounts of relevant data [13].

According to a survey, data scientists spend most of their
time cleaning and organising data (60 %), collecting datasets
(19 %), and mining data for patterns (9 %). Messy data are by
far the most time-consuming aspect of typical data scientist’s
workflow [14].

There is an urgent need to enhance the infrastructure that
facilitates the reuse of educational data [15]. In addition, it is
necessary to consider that data governance is fundamental for
other activities besides data within any Information Technology
(IT) establishment.

Through analysis, it can be concluded that the difficulty
of identifying, collecting, retaining, and granting access to
all relevant data for organisations at an acceptable cost is
significant. Data integration is a long-standing issue in data
management, and the above observations attest to its continuing
importance [16]. It is important to tap into the full potential
of data to create added value. This provides new insights and
justifies the costly initially data collection.

A. Motivation

In recent years, data-driven methods have significantly
improved various engineering tasks by providing valuable
insights, pattern recognition, and identification of the underlying
relationships in complex datasets. This has led to remarkable
progress and numerous potential data-driven applications, in-
cluding production engineering [17] and materials science [18].
However, the availability and usability of underlying data are
fundamental to the application of these methods.

In engineering, proper documentation of research data is
highly significant as experiments are often complex, intricate
and elaborate. Inadequate data documentation can lead to
the misinterpretation of experiments by other researchers
and/or unnecessary repetition of already completed experiments,

with data that are publicly accessible in repositories. High-
quality data documentation is crucial for researchers seeking
to understand the relationships among the processes, structures,
and properties of manufactured components. This is sought
and increasingly demanded by public project sponsors, such
as the German Research Foundation (DFG).

Multi-stage manufacturing in the process chains is common
for many products. Cross-process data analysis can be used
to identify relationships in process chains. A prerequisite for
this is that an evaluable, comprehensive and well-documented
global dataset is available [19]–[23]. Nevertheless, acquiring
such a dataset across process boundaries presents a formidable
obstacle, owing to the distinct handling of individual process
steps by different partners.

To facilitate cross-platform implementation of AI models, a
digitally analysable, system-independent dataset representation
is necessary. These datasets can be combined to form a unique
dataset that represents different system properties, ultimately
enabling holistic data-driven modelling, for example, through
MTL or transfer learning. This will enable the harmonisation
of workflows across diverse domains, thereby facilitating
communication between areas of expertise or specialists
themselves. An overarching strategy is key to aligning different
approaches ensuring tha the experimental data are reusable
without modification.

We propose a strategy that allows specialists to focus on data
provision by reducing routine activities rather than aligning
with similar groups. This strategy enables researchers to focus
on their experiments and research questions. The objective
was to document research data across process boundaries,
thereby enabling researchers to maintain their perspectives
during data preparation and documentation. Metadata schemas
with synonyms grounded on ontologies or taxonomies guarantee
that research data that is understandable, usable for further
analyses, interoperable across laboratory boundaries, replicable
at a qualitative level, complete, and of superior quality.

In conclusion, the main motive of our research is to support
data-driven analysis and modelling, including comparisons
across laboratory boundaries. Datasets from different labora-
tories are to be merged, for example, for round robin-tests,
etc. For multi-stage process chains this reveals overarching
correlations in the overall dataset. Taking into account the
FAIR principles [15], i.e., Findability (F), Accessibility (A),
Interoperability (I), and Reusability (R), third party researchers
will be able to understand and analyse datasets from disciplines
that are unfamiliar to them for their own research questions.

B. Challenges

Effectively documenting data across processes and laboratory
boundaries presents a key challenge. At the heart of these
challenges is the need for data to comply with the guidelines of
good scientific practice and the FAIR principles. Each domain
possesses its own technical language and unique working
culture that needs to be integrated, while allowing researchers
to retain their languages. A clear and concise example of
the objective can be illustrated by the symbols and units of
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measurement used for the tensile strength in tensile tests. The
standards differ in the symbols for the tensile strength, which
are used for different materials. The ISO 1920-4 standard for
the tensile strength of concrete specifies fct as a symbol for
tensile strength, ISO 6892-1 for metals specifies Rm, ISO
527-1 for plastics specifies σm, and the RILEM TC 232-TDT
[24] technical guideline for textile-reinforced plastics specifies
σcu as a symbol for tensile strength. In addition, the frequently
used units of measurement differ, which are MPa (Megapascal)
and GPa (Gigapascal).

A common technical language that allows researchers from
different domains to communicate effectively is relevant, with-
out the necessity for a uniform overarching technical language
across all laboratories. Local technical terminology should
be compatible without the need for a uniform overarching
technical language across all laboratories. This can improve
recognition and reduce expenses, furthermore, it is necessary
for interoperability. We are not aware of any other method
for integrating data records. The completeness of reporting is
also critical. Researchers from various disciplines consider –
due to their specific research questions – different quantities
to be significant, leading to incomplete and inconsistent
data documentation across process and laboratory boundaries.
Therefore, complete data documentation is relevant for the
subsequent use of data by third parties and adherence to the
principles of good scientific practice is indispensable to ensure
accuracy. Sometimes, if experiments were carried out a long
time ago, it is not always possible to remember the details,
especially because staff turnover in the research sector is very
high.

C. Aim

The main objective of this paper is to provide a workable
approach towards synchronised documentation of research
data within the engineering sector across various phases while
meeting all the requirements regarding the FAIR principles.
It is specifically geared towards enabling researchers to
maintain their domain-specific perspective during the data
preparation and documentation phases. The goal is to develop
a methodology that is achievable, extensible, and effective for
promoting cross-platform functionality. The deployment of AI
models is facilitated through a digitally analysable, system-
independent presentation of training datasets that enable cross-
process data analysis.

D. Contribution

We present a solution concept in which research data can
be documented based on a subject-specific ontology. The
feasibility of the concept is illustrated using an example of
the documentation of compression tests as part of the joint
GRK2250 project [25]. The concept is largely independent of
the above project and can therefore be easily transferred to
other collaborative projects. Subsequent data-driven modelling
is outside the scope of this study.

To conclude, our strategy supports a paradigm shift from
more or less subjectively designed individualistic conceptions

to the handling of research data towards objectively established
harmonised solutions. The motivation for this work is the
importance of harmonised data preparation and subsequent
documentation in the engineering field. The impetus for this
work comes from recognising the fundamental significance of
standardising data preparation and subsequent documentation
in the engineering domain.

E. Paper organisation

The remainder of the paper is structured as follows: Sec-
tion II provides an overview of existing work related to the
described problem. A description of our strategy is presented
in Section III. In Section IV, the strategy is illustrated for an
Interdisciplinary Research Training Group, in which researchers
from more than 10 different departments are investigating
mineral-bonded composites for improved structural impact
safety.

The presentation of the main results and discussions based
on these results constitute the content of Section V. Section VI
summarises our contributions and draws perspectives for future
work.

II. RELATED WORK

This section offers an overview of the existing approaches
to metadata schemes for research software. Whereas some
publications focus specifically on metadata, others introduce
software ontologies that can serve as a vocabulary for research
software. A recent summary [26] of existing approaches to
metadata schemes for research software includes DataCite [27],
CodeMeta [28], and EngMeta [29], etc. The international
consortium DataCite was founded in late 2009, to address the
ever-increasing amount of digital research data. The objectives
of the consortium include promoting the acceptance of research
data to facilitate data archiving and enabling future studies to
verify and repurpose the results.

CodeMeta is a community driven metadata standard for
research software based on the schema.org. Various crosswalks
to other metadata schemes already exist. CodeMeta contains
multiple elements, some focusing on technical details, such as
file size or supported operating systems and others including
administrative information, such as licenses. The metadata
standard does not have mandatory elements. It supports the
use of uniform research identifiers for authors and contributors
as well as licenses. Content-specific metadata are limited to
the application categories and keywords.

EngMeta is an XML-based formal definition of the informa-
tion required to find, understand, reproduce, and reuse data from
engineering disciplines [29]. It uses a metadata schema for the
description of engineering research data and the documentation
of the entire research process, including the people, software,
instruments and computing environment involved, as well as
the methods used and their parameters [30] [31].

In general, the more precise the data documentation that can
model a specialist area, the more suitable it is. This means
that general ontologies, on which knowledge databases, such
as WikiData [32] or DBpedia [33] are based, are only suitable

32Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-157-2

COGNITIVE 2024 : The Sixteenth International Conference on Advanced Cognitive Technologies and Applications

                            40 / 47



to a limited extent for use in highly specialised fields of
application, such as additive manufacturing. The European
Materials Modelling Ontology (EMMO) [34] is an approach for
standardising technical terms in applied sciences, particularly
in materials science. It can be used to model experiments and
simulations.

OntoSoft [35] captured scientific software metadata, and
expanded them using machine-readable descriptions of the
expected content of the inputs and outputs of the software. The
EDAM ontology contributes to open science by enabling the
semantic annotation of processed data, thus making the data
more understandable, findable, and comparable [36]. Software
Ontology (SWO) [37] has been developed to extend the
EDAM ontology to describe software in this research area [38].
SWO includes licences, programming languages, and data
formats as taxonomies. In contrast to OntoSoft, the use of
taxonomies improves the usability of semantic web applications
and links [39].

Several universal metadata standards are available in the
literature, and metadata schemes have been used in online
retail for over a decade. More than 100 metadata standards
were visualised in [40]. Additionally, metadata standards related
to engineering domains are available, such as EngMeta [31].
However, metadata templates for specific experiments are
lacking. Even in experiments standardised according to the
German industry standard (DIN), there is no guidance on
what metadata should be stored. The standards focus on the
execution of experiments rather than on managing the data
collected during the experiments.

There are already a number of different Research Data
Infrastructures (RDIs) for collaborative projects in the fields
of engineering sciences, such as the Karlsruhe Digital Infras-
tructure for Materials Science (Kadi4Mat) [41]. The software
includes many features for data management and collaborative
work in joint projects (including web-based access, fine-grained
role management, creation of reproducible workflows, and
publication of research data). This basic functionality can
be easily extended using plug-ins. Metadata schemas with
key-value pairs are commonly used to document data in a
machine-readable form [42], usually stored in XML or JSON
format.

III. STRATEGY

We begin by examining some basic concepts. There is a
continuous need to enhance infrastructure that supports the
reuse of research data. To this end, a concise and measurable
set of principles has been developed to govern the reusability
of research data, known as FAIR Data Principles [15]. These
foundational principles, namely Findability (F), Accessibility
(A), Interoperability (I), and Reusability (R) are guidelines for
those wishing to improve the quality of their data. However,
they also have wider applicability, as researchers who wish to
share and reuse their data can benefit from them. They can also
be used by professional data publishers, who offer services
and expertise in this area.

It is important to note that these values did not end. Data
sharing and collaboration are important elements of scientific
research. Researchers must share and collaborate in order to
broaden their knowledge and perspectives. They must rely on
each other’s data and interpretations without bias. However,
researchers must always maintain objectivity and balance when
using technical terminology and adhering to conventional
academic structures. It should be applied not only to data
in the traditional sense, but also to the algorithms, tools and
workflows that produce it. The emphasis on fairness, which
applies to both human and machine activities is the focus of
the FAIR Guiding Principles. Good data management is not
an end in itself, but rather the key to knowledge discovery and
innovation, and to the subsequent integration and reuse of data
and knowledge by the community after data publication [15].

An ontology describes the structure of data, including classes,
properties, and relationships within a particular field of knowl-
edge, ensuring consistency and understanding of the data model.
Description Logics (DLs) provides fundamental concepts and
information about this family of logic, which has become
increasingly important in recent years as the formal basis for
most contemporary applications. The Web Ontology Language
(OWL) family includes expressive ontology languages [43] [44]
An ontology is expressed using OWL 2 QL (query logic). A
query is expressed using SPARQL, a mapping is expressed
using R2RML, whilst SPARQL is the standard query language
for RDF data. Ontologies offer several advantages over the
relational and object models. They allow a strict definition
of conceptual schemas and enable systems to understand the
semantics of the data [45].

The proposed approach is based on an information structure
that includes keys (term classes) and values (concrete expres-
sions of terms). The keys are derived from ontology, whereas
the values reflect the potential forms of metadata, such as
the value ranges for numerical properties, etc. Examples of
process-specific metadata include characteristics such as the
ultimate tensile strength in tensile tests.

• Schema Structure: Metadata schemas are created for all
investigations, which serve as a template for recording
the metadata. These schemas are divided into chapters,
whereby some chapters are the same for all investiga-
tions and other chapters are adapted to the respective
investigation.

• Ontologies: Key names are generated based on domain-
specific ontology. Key names are used in process-specific
metadata schemas to document the research data. Keys and
values are filled with specific terms from the taxonomy
and ontology to obtain concrete values. Specific ontologies
and taxonomies exist for each domain or process.

• Thesaurus: The creation of a common language that
encompasses all processes of the involved domains is
necessary. A thesaurus is a domain-specific dictionary
of synonyms that lists technical terms that have the
same meaning or are similar to the technical terms. This
helps ensure that an individual researcher can maintain
his familiar terminology, even in an interdisciplinary
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environment. Constant readjustment of new partners is
unnecessary. Nevertheless, it is ensured that the data
remain comprehensible and, therefore, usable for other
researchers, both internally and externally. The researcher’s
own language is linked to the master language through
synonyms.

The metadata schema has a clearly defined structure. The
static metadata chapters have the same keys for all investiga-
tions and are mandatory. Dynamic metadata chapters must be
redefined for each investigation along with domain experts to
ensure the reproducibility of the investigation.

Key names are created using a domain-specific ontology
and then used in metadata schemas that are specific to the
research process. To ensure specific, concrete values, specific
terms obtained from the ontology are used to populate the
keys and values of metadata schemas. A universal language
that covers all relevant domains is essential. Each domain
has its own specific ontologies that must be merged into a
global ontology. Domain-specific dictionaries of synonyms
(thesauri) enable researchers to use familiar terminology even
in interdisciplinary settings, as they list technical terms that
have the same or similar meanings. This eliminates the need
to constantly adapt to new partners.

The resulting data can easily be shared with other researchers.
Thesauri were included to allow the laboratories to retain
their preferred terminology. In addition, researchers complete
metadata schemas in their native languages. Nevertheless, the in-
formation is presented objectively to facilitate understanding by
researchers inside and outside the laboratory. The researcher’s
own language is linked to the master language using synonyms.

IV. USE CASES: AN EXCERPT

In order to exemplify our concept as outlined in Section III,
we present a research case, i.e., the Interdisciplinary Research
Training Group “Graduiertenkolleg 2250” (GRK 2250) [9],
[25], which is dedicated to the investigation of mineral-bonded
composites for improved structural impact safety [8]. This
project provides an overview of common procedures, such as
experiments, tests, numerical simulations, and manufacturing.
Another special feature of the project is that three cohorts are
planned to be established, with each cohort being worked on
by a different team. This makes data transfer very important.

The proposed solution is based on an objective information
structure known as metadata schema. This schema comprises
keys representing term classes and values that express the
meaning of the term more concretely.

GRK 2250 was established in 2017 and is currently funded
by the German Research Foundation (DFG). Researchers from
nine different departments and four faculties at TU Dresden and
the Leibniz Institute of Polymer Research, IPF Dresden, were
involved in the program organised in three consecutive three-
year periods. Each cohort comprised 12 researchers representing
the main research profiles, such as textile technology, polymer
and material sciences, construction materials, structural engi-
neering, continuum mechanics, numerical modelling, 3D optical
monitoring techniques, sustainability, resilience, and machine

learning. The scope of research ranges from the microscale
to the structural scale and includes experimental, numerical
and data-based investigations. Examples of investigations at
the microscale include fibre pull-out tests and corresponding
simulations. At the structural level, for example, drop tower
tests are carried out in a 10-metre drop tower with plates
measuring 1.5 metres by 1.5 metres by 30 centimetres and
accompanied by corresponding simulations.

The current status of research data management within GRK
2250 shows considerable variation in the amount of data,
ranging from a few megabytes to several hundred megabytes
per experiment. The cumulative data volume of 3 terabytes
was stored from 15 test systems in six different laboratories.
Each test system was conducted for 20 to 300 experiments.
To support this diverse dataset, the research data infrastructure
consisted of a shared drive that could be accessed by all project
partners and Excel spreadsheets dedicated to the documentation
of the research data. The data documentation workflow involves
manually storing the research data in appropriate folders within
the group drive. Researchers manually entered the metadata
into an Excel spreadsheet, which was automatically named
according to a specific scheme. The completed Excel file was
then saved to the corresponding research data folder on a shared
drive.

The availability of appropriate data in materials science
has a major impact on the performance of the applied AI
models [6] [7]. Therefore, data management is particularly
important to the usability of AI models. To consider and analyse
cross-process relationships, a global view of the dataset in an
analysable form is required. This requires well-documented
data, which can be combined into a global dataset.

Interdisciplinary research networks bring researchers together
with different specialised ontologies. To work together effec-
tively in this case, i.e., in order to be able to understand the data
of the research partners, a common ontology is required. For
example, a measure for the amount of textile per unit for textile
reinforcement of concrete is typical weight per unit area (unit:
g/m2) in textile engineering, whereas, in civil engineering, it
is the cross-sectional area per linear metre (unit: m2/m).

The current solution envisages a top-down approach, i.e.,
there is a group/person responsible for metadata management
within the research network. This defined the standard ontology
used in the research network. Enforcing the use of a specified
standard ontology may lead to poor overall acceptance by
participants. This is because the ontology may overwrite terms
that have been established in their domain for years. It is
important to consider the difficulty of pushing changes through.

The participants/working groups may be involved in other
projects or networks in addition to the specific research
network. These projects/networks may have agreed upon a
different standard ontology. Therefore, conflicts may arise, since
researchers must constantly switch between those ontologies.

As already mentioned, the acceptance of specialists of new
ontologies is poor, as acceptance decreases the risk of errors
increases. Our response to this wrong-headed development are
summarised in Figure 1. This example illustrates the basic
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Figure 1. Symbolic representation of the metadata management workflow
accessing a mapping thesaurus.

difficulty to overcome the different representation of metadata.
As depicted, researchers from different institutes use different
terminology for “Author” and different units (MPa/GPa) to
record the compression strength, hence the values are also
different. The basic idea is to introduce an intermediate layer
(thesaurus) as the translation layer. This allows each researcher
to use his own “laboratory ontology” or “researcher ontology”.
This is then used for the overall project, and translated into
the “standard ontology” of the research network.
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Figure 2. Extended symbolic representation of the metadata management
workflow

The data model illustrated in Figure 2 as the general structure
of a Metadata Schema (MDS) is divided into several chapters.
These chapters contain metadata-key/metadata-value pairs that
represent the metadata itself, a method that can generally be
used To investigate specific chapters, the keys must be redefined
for each investigation. As exemplified, MDS is divided into
administrative and technical metadata.

The technical metadata schema (investigation specific) has to
be adapted to the specific use case of data generation, whereas
the administrative metadata (investigation-independent) has
general validity.

There should be a standard ontology agreed upon in the
research network. Accordingly, this ontology is also used
when data are made publicly available. Standards already in
use should be used to facilitate communication with external
parties, for example, EngMeta [31] or the European Materials
Modelling Ontology (EMMO) [46].

The Metadata Schema is a general structure that is then
applied to the specific experiments/data. It can be partitioned
into “static” and “dynamic” metadata, the static metadata
is similar for all data (i.e., general data, e.g., author, date,
etc.), whereas, the dynamic metadata is experiment-specific
(i.e., specifically adapted to the experiment, e.g., temperature,
test speed, etc.). Adjustment of dynamic metadata should be
performed together with domain experts. The MDS is linked
to the standard ontology via a translation layer. This allows the
researcher to view the schema in their usual domain-specific
language. To share the data, the metadata are translated back
into a standard ontology and can therefore be understood by
everyone.

An initial solution proposal and translation of the ontology
has already been published [9]. Furthermore, it explains in
more detail what data and metadata management must be able
to do in order to support data-driven applications. Figure 3
presents an overview of the FAIR Data Principles proposed
by Wilkinson. These principles were expanded to include the
principle of “usability” to ensure their practical implementation.

For the extension of the FAIR principles of Wilkinson et
al. [15] to “usable FAIR” as depicted in Figure 3, the GRK is
working with the company Symate [47] to extend their software
Detact. Detact is a cloud-based software for collecting data
from various sources along the process chains for subsequent
automated data analysis. As stated on the home page from
Detact: “Now we are able to merge the material data across
disciplines and from different data sources. This leads us to
completely new industrial planning and control systems in
the sense of the Fourth Industrial Revolution (‘Industry 4.0’)”
(Leibniz IPF) [48]. A major aspect of this study was the
development of a process modeller.

Findable

Interoperable

Accessible

Reusable

Usable

• (Meta)data are assigned a globally unique and persistent identifier
• Data are described with rich metadata (defined by R1 below)
• Metadata clearly and explicitly include the identifier 

of the data they describe
• (Meta)data are registered or indexed in a 

searchable resource

• (Meta)data use a formal, accessible, shared, 
and broadly applicable language for knowledge 
representation.

• (Meta)data use vocabularies that follow FAIR principles
• (Meta)data include qualified references to other 

(meta)data

• (Meta)data are richly described with a plurality of 
accurate and relevant attributes

• (Meta)data are released with a clear and accessible 
data usage license

• (Meta)data are associated with detailed provenance
• (Meta)data meet domain-relevant community 

standards

• (Meta)data are retrievable by their identifier using a 
standardized communications protocol

• The protocol is open, free, and universally 
implementable

• The protocol allows for an authentication and 
authorization procedure, where necessary

• Metadata are accessible, even when the data are no 
longer availableThe data management system:

• Can be efficiently adapted by the 
data curators to the needs of the 
research network

• Ensures that users can store, edit 
and use (meta-)data that complies 
with FAIR principles with minimal 
effort. 

Figure 3. Extension of the FAIR principles of Wilkinson et al. [15] to “usable
FAIR”.

Figure 4 shows the planned process modeller used to generate
the metadata. In addition to conducting the experiments,
the researcher created a process data model for the entire
experimental process chain. This model consists of four blocks
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Figure 4. Schematic representation of the process modeller diagram for the
use case “uniaxial tensile test of a textile-reinforced concrete test specimen”.

(Material, Processes, Devices, and Experiment). The metadata
associated with each block can be recorded within that block.
All the blocks had the same metadata structure, as depicted in
our example, and both administrative and technical metadata
were included.

In this particular instance (depicted in Figure 4), the
compression test of a concrete test specimen was modelled. The
material used is precisely defined in the first block “material
concrete”, in which the exact composition is recorded. This is
followed by the casting of the material defined in the block
“process casting” block and the subsequent drying of the
material defined in the block “process drying”. These steps
lead to the final test specimen. The test is then carried out
in a testing machine represented by block “device uniaxial
tester". The test procedure can then be recorded in the block
“experiment compression test”.

Figure 4 shows only the metadata of the Block ’Experiment
- compressive test’ for the purpose of simplification. However,
all other blocks also have metadata in the same structure.
The corresponding metadata keys can be added to the blocks
from a predefined library, known as the metadata library. The
experimental process chain for the concrete compression tests,
as shown in Figure 4, is relatively simple and short. In this
case, the metadata could be included in a single scheme for
the concrete compression test experiment, without the process
data model.

In real-life applications, the process chains are often much
longer and more complex, as shown, for example, by the work
in the research network Research Training Group GRK 2250
“Mineral-bonded composites for enhanced structural impact
safety” [25], where the process chain begins with mixing the
concrete and fibre production and extends to the reinforcement
of an existing component with textile-reinforced concrete.
Another example is the Collaborative Research Centre SFB
639 “Textile-reinforced composite components for function-
integrating multi-material design in complex lightweight appli-
cations” [49], where the process chain ranges from the fibre
and plastic to the complex function-integrated component. In

addition, as shown in the example, the complexity increases
very quickly if we use a composite material, such as textile-
reinforced concrete (TRC). The block “material concrete”
would be accompanied by the block “material - textile”, which
together would then form the block “material - TRC”. The
block “material textile” itself can also have upstream blocks,
like “process textile manufacturing”, “process fibre formation”,
etc.

This information is required to manage trial data according
to FAIR principles. Attempting to fit all of these metadata into
a single schema without a process data model will most likely
result in important parameters being omitted, hence the need
for the process data model. According to the example shown in
Figure 4, the drying time of concrete has a significant influence
on its strength. If the drying time was not recorded, the data
would be essentially unusable for further analysis as a major
influence is not recorded.

All individual blocks and overall process data models can
be collected and shared in a library, to unify the workflows of
the cooperating researchers. Using the process data model, the
workflows of other researchers can be easily understood and
adopted. Here, the process data model makes communication
between the researchers easier. The process data model provides
the instruction on how the experiment/entire workflow is to
be carried out. Standardisation of workflows is a fundamen-
tal step towards sustainable data management and research.
Standardised workflows are significant for the comparability
of experiments and, thus, for the reusability of the series of
experiments. Currently, researchers create their own workflows
during their research. Many experiments have not yet been
standardised because they require a new type of experimental
setup or a new type of material, the production of which is not
yet standardised. Even small variations in the manufacturing
process can significantly impact the target properties. This
makes it difficult to compare/reuse the data. The standardisation
of workflows also reduces unnecessary duplicate developments
in common process steps.

With the implementation of the process data model in Detact,
researchers do not have to scroll through “metadata lists”, but
can use the graphical version of the process model. Access
to Detact can occur via a web browser and metadata can be
recorded directly in the laboratory. The comment function
can be used to mark deviations that would otherwise not be
recorded (e.g., “Concrete stickier than usual today”). Using the
process model, metadata can be captured quickly and easily and
subsequently recorded. A new test can be initialised with default
values and can be easily adapted. Experience has shown that
metadata are currently insufficiently (not completely) captured.
The perceived costs for a complete recording are too high (see
point “Usability”) and can be significantly reduced with the
“process model”.

Based on this approach, it is possible to merge different
experiments with the corresponding data sets into a global
data set. The merging of the three different experiments into
one dataset is sketched in Figure 5. The example above was
adapted from the research project GRK 2250 [25]. The purpose
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Figure 5. Schematic illustration of a section of the overall dataset of the
research network.

of creating a combined dataset is to gain a comprehensive
understanding of the material from a data perspective, such
that in order to map the material behaviour, data-driven models
can be trained on the basis of this broad dataset. To achieve
this, the data from various material tests and, thus, properties
are to be combined. If the same material is analysed in different
tests, a corresponding dataset can be created, as outlined in
Figure 5.

The benefit of using such a dataset is the wider range of
information available for modelling, and the ability to determine
the interactions between multiple influencing parameters. This
allows the creation of models that can simultaneously map
several material properties.

The importance of the metadata management methods
outlined in this section is obvious, as experiments in research
networks are frequently conducted by various researchers in
different laboratories. Therefore, merging experimental data
into a single dataset is feasible using a collaborative data
management approach. The following three experiments were
conducted:

1) Determination of compressive strength of textile reinforced
concrete.

2) Determination of compressive strength of unreinforced
concrete.

3) Determination of the tensile strength of textile reinforced
concrete.

Each test had its own data space, which sometimes overlapped.
The data available for each experiment are indicated by the
coloured boxes. The absence of colour markings indicates
the absence of the specific data. For example, unreinforced
concrete does not have data on textile reinforcement, as this is
not present and is outside the scope of the investigation. In this
context, features refer to descriptive elements of the experiment,
whereas labels denote the outcome of the experiment. Terms
features and labels were chosen because they are typical terms
in the field of machine learning. In detail, the representation
for the experiments is as follows:

• Experiments 1 and 3 share the same features to describe
textile-reinforced concrete, but have different features to
describe the experiment itself, as there are different tests to
determine the compressive and shear strength. In addition,
different properties were determined, which are labelled
here.

• Experiments 1 and 2 have the same features to describe the
experiment and also have the same label (the same material

property that is determined). However, in experiment 2
the features that are related to textile reinforcement are
missing, since they do not apply to the experiment.

• Experiments 2 and 3 shared the same features for de-
scribing the concrete matrix. They have different features
to describe different tests and, accordingly, different
labels. In experiment 2, the features related to the textile
reinforcement were missing.

V. OUTLINE OF THE RESULTS

The proposed strategy helps bridge different domain-specific
languages and working cultures by providing a common
language that all researchers and engineers from different
domains can understand. This is achieved by using metadata.
In particular, the metadata model helps unify physical units
and terms. Data are stored and documented such that data
from different processes along a process chain can be merged,
resulting in a single overall dataset. Therefore, cross-process
data analysis methods can be applied. The solution approach
allows merging of research data in the following ways:

• Merging data from similar processes provided by different
institutions or fields.

• Merging data from different processes along a process
chain.

A multi-level metadata model connects different domain-
specific languages by defining a common set of concepts and
relationships that can be used in different domains. The model
provides a method to manage metadata by defining a set of
rules on how metadata should be structured and stored.

The drawbacks of the metadata model are as follows:
• The creation of a metadata template relies on the assistance

of metadata experts, whereas the goal should be for re-
searchers or domain experts to use/create it independently.

• The outcome depends on the domain experts. In the
end, the solution approach allows for the creation of
global datasets in an analysable manner. In this way, the
interoperability and collaboration among different research
groups in the engineering domain will be improved.

• The common language was created by surveying data
providers to establish a shared technical vocabulary.

The proposed model can be used as a framework for
managing digital objects in other research domains, such as
the social sciences and natural sciences. Additionally, further
research can be conducted to explore how this metamodel
can be integrated into existing research data management
systems or how it can be improved to better meet the needs
of different users. Overall, the model provides a promising
approach for addressing the challenges of research data
management and improving collaboration among researchers
and engineers from different domains. This solution ensures
that the data are captured in a comprehensible manner through
clear documentation, thus, it can be understood by other
researchers too. The interoperability of data across laboratory
boundaries is ensured by the proper identity management of
components, processes, and machines across these boundaries.
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This makes the data available for subsequent data-driven
analysis across the laboratory and process boundaries. The
analysis results based on the documented research data can be
reproduced at a qualitatively high level owing to the detailed
data documentation.

VI. CONCLUSION AND FUTURE RESEARCH PERSPECTIVE

The proposed strategy helps bypass different working cul-
tures by providing a harmonised approach that all researchers
and engineers from different domains can understand. This is
achieved by using metadata enhanced by the development of
adequate ontologies. In particular, the metadata model helps to
store and document data, such that data from different processes
along a process chain can be merged, enabling cross-process
data analysis methods.

As a use case approach, this article also summarises the exist-
ing requirements of the GRK 2250 joint project for practicable
research data management and presents a solution concept for
the investigation of mineral-bonded composites within the GRK
2250 project. The concept is largely independent of GRK 2250
and can therefore be easily transferred to other collaborative
projects.

Experience has shown that researchers need support in setting
up a structured process data model. It is difficult for them to
identify all the metadata that needs to be recorded so that
the experiment is documented in a repeatable manner. As a
result, it can happen that important influencing factors in the
experiments were not recorded and the generated data is hardly
reusable. The structured process data model (as exemplified in
Figure 4) is intended to help identify all necessary steps and
influences.

To consider and analyse cross-process relationships, a global
view of the dataset in an analysable form is required. This
requires well documented data that can be combined into global
datasets [6] [7], as subsequent data-driven modelling is not
part of this study.

The aspect of “usability” is not fully covered in this paper.
It is still an open question as to whether and how it can be
satisfactorily solved, since setting up a metadata management
system that covers the FAIR principles is one thing, but in the
end it only works if all participants are on the board. According
to the experience gained through the use cases presented, it
often fails in the end because there is an overhead due to the
metadata management system for the individual researcher.

The aim of the Industrial Ontologies Foundry (IOF) initia-
tive [50], is similar to that proposed for the OBO Foundry
(for biomedicine) [51]. In both cases, commitment to a
standard upper-level ontology plays a key role in supporting
harmonisation. This upper-level ontology is termed Basic
Formal Ontology (BFO) [52]. Consideration of how the current
effort relates to this wider effort to curate and facilitate access
to industrial ontologies might be a useful focus area for future
research.
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