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Foreword

The Sixth International Conference on Communication Theory, Reliability, and Quality of Service
(CTRQ 2013), held between April 21st-26th, 2013 in Venice, Italy, continued a series of events focusing on
the achievements on communication theory with respect to reliability and quality of service. The
conference also brought onto the stage the most recent results in theory and practice on improving
network and system reliability, as well as new mechanisms related to quality of service tuned to user
profiles.

The processing and transmission speed and increasing memory capacity might be a satisfactory
solution on the resources needed to deliver ubiquitous services, under guaranteed reliability and
satisfying the desired quality of service. Successful deployment of communication mechanisms
guarantees a decent network stability and offers a reasonable control on the quality of service expected
by the end users. Recent advances on communication speed, hybrid wired/wireless, network resiliency,
delay-tolerant networks and protocols, signal processing and so forth asked for revisiting some aspects
of the fundamentals in communication theory. Mainly network and system reliability and quality of
service are those that affect the maintenance procedures, on the one hand, and the user satisfaction on
service delivery, on the other hand. Reliability assurance and guaranteed quality of services require
particular mechanisms that deal with dynamics of system and network changes, as well as with changes
in user profiles. The advent of content distribution, IPTV, video-on-demand and other similar services
accelerate the demand for reliability and quality of service.

We take here the opportunity to warmly thank all the members of the CTRQ 2013 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to CTRQ 2013. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the CTRQ 2013 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that CTRQ 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of communication
theory, reliability and quality of service.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the charm of Venice, Italy.
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Pascal Lorenz, University of Haute Alsace, France
Raj Jain, Washington University in St. Louis, USA
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Mean Waiting Time of an End-user in the Multiple Web Access Environment 

Yong-Jin Lee 
Department of Technology Education 

Korea National University of Education 
Cheongwon, Korea 

e-mail: lyj@knue.ac.kr 
 

 
Abstract— Mean response time for single user and mean waiting 
time for multiple users are important measures of Quality of 
Service (QoS) in accessing a web server. This paper presents 
analytical models to find the mean response time and the mean 
waiting time for web service using Hyper Text Transfer protocol 
(HTTP) over Stream Control Transmission Protocol (SCTP). The 
proposed response and waiting time model assumes the multiple 
packet losses and a narrowband network, where fast 
retransmission is not possible due to small window. Our  
experiments validate the accuracy of the proposed model. It is 
shown that the differences between the results from the model 
and those from the experiments are very small on average. We 
also find that the mean waiting time for HTTP over SCTP is less 
than that for HTTP over TCP. The model can be used for 
dimensioning of the network link bandwidth to satisfy the QoS of 
end users. 

Keywords-mean waiting time; multiple web access; QoS 

I.  INTRODUCTION 

TCP [1] provides a single streamed and strictly ordered 
delivery of data, which increases the users' perceived latency. 
SCTP [2,3] was proposed as a new transport layer protocol 
which has multi-streaming capability to transmit several 
independent streams of chunks (or messages) in parallel. 
When a packet loss occurs in a stream, it affects the relevant 
stream only.  

Typically, response time is affected by data size and 
transmission time according to transmission rate of link as 
well as by congestion control mechanism. The congestion 
control mechanism of SCTP is similar with window-based one 
of TCP. Their common functions are slow-start, congestion 
avoidance, timeout, and fast retransmission.  

Previous related works on analytical models of data 
transmission delay over TCP are as following: Padhye [4] 
considered large amount of data transmission on steady state 
over TCP. Most of TCP connections for HTTP data 
transmission, however, are short for small amount of data 
instead of large one in current internet environment. 
Connection setup or slow-start time dominates the 
performance of web in this environment. Noticing this 
phenomenon, Cardwell [5] extended the above steady state 
model but he did not consider delay of TCP after time-out. 
Jiong [6] enhanced the Cardwell’s model by considering slow-
start time after timeout of retransmission. However, since the 
above models assumed wideband network, they cannot be 
applied to the narrowband network environment, which this 
paper considers. That is because the narrowband network 

environment does not allow fast retransmission of data due to 
the very small size of window [7]. Furthermore, the previous 
studies are limited to single user cases, where the response 
time is a good measure of the end-to-end delay experienced by 
a user. 

Chang et al. [8] studied the performance of File Transfer 
Protocol (FTP) over SCTP, and Lu [9] analyzed the 
performance of Session Initiated Protocol (SIP) over SCTP. 
Fei Ge [10] presents a simple closed-form formula to estimate 
the HTTP latency over FAST TCP, taking into account the 
network parameters such as packet size, link capacity, and 
propagation delay. Eklund et al. [11] developed a model that 
predicts the transfer times of SCTP messages during slow start. 
However, mean waiting time model for HTTP over SCTP in 
multiple users’ environment has not yet been presented. 

The motivation of this paper is to study the case of 
multiple users accessing a server, where the waiting and 
turnaround times depend on the server load. In such a case, the 
response time may not be a good measure of end-to-end delay.  

The results reported in this paper can be used by network 
engineers to dimension a network in terms of bandwidth 
requirement and to develop scheme distributing the load 
among a number of web servers, in order to improve the 
waiting delay perceived by end users. The objective of this 
study is to find the theoretical upper bound of the actual 
waiting and turnaround times of users in a real environment 
when they download web objects using HTTP over SCTP in 
the narrowband network, which does not allow fast 
retransmission. 

We achieve our objectives by developing an analytical 
model to compute the mean waiting and turnaround time of an 
end user when multiple users simultaneously access the web 
server. In contrast to previous work [12,13,14], which only 
considered the response time of an object for single user, we 
first consider the response time for single user and then find 
waiting delay for multiple users. The results of this paper will 
allow us to compute more realistic end-to-end delay 
experienced by a user in the real environment.  

Since the estimated mean waiting time in this paper can be 
considered as QoS of end-users, it can be used as a benchmark 
to pre-estimate waiting time by considering size of objects, 
bandwidth, and round trip time. To validate the proposed 
mean waiting time model, we experimented in a simple test-
bed and compared the results with estimated value. In addition, 
we compared the values with the mean waiting time of HTTP 
over TCP.  

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-263-9

CTRQ 2013 : The Sixth International Conference on Communication Theory, Reliability, and Quality of Service

                             7 / 81



Sections 2 and 3 describe the estimation model and 
algorithm of mean response and waiting time for HTTP over 
SCTP, respectively. Section 4 discusses performance 
evaluation and analysis. We conclude this paper in section 5.  

II. MEAN RESPONSE TIME MODEL FOR SINGLE USER 

In this section, we first describe the mean response time 
model, when single user retrieves a web object in the 
narrowband network [14].  

Fig. 1 shows the congestion control mechanism of SCTP in 
the narrowband network. In Fig.1, th(1), th(2), and th(3) are 
the slow start thresholds and initially th(1)=¥. y coordinate is 
the congestion window(cwnd) and its initial value is 2×mtu. 
Here, mtu represents the maximum transfer unit of the link. 
Thus SCTP executes the slow-start period by increasing cwnd 
exponentially such as 2, 4, 8, ... and detects the packet loss 
when timeout occurs at ①. SCTP responds to this as following.  

th(2) = max(cwnd/2, 2 ´ mtu ) 

cwnd = 1 ´ mtu                                       (1) 

That is, the threshold of next stage is reduced to half size 
of the window in which packet loss occurred and slow-start 
period is repeated with congestion windows exponentially 
increased from 1 to 2, 4, 8, etc. When the congestion window 
exceeds threshold th(2), congestion avoidance period is started. 
Since this period needs an acknowledgement every packet, it 
is called linearly increasing period. If a packet loss occurs as 
Fig. 1, ② in this period, there are two choices according to 
timeout. First of all, using (1) new threshold (th(3)) is obtained. 
If three duplicate acknowledgements are obtained before 
timeout, then fast retransmission (Fig. 1, ③) is started. 

Otherwise slow-start (Fig. 1, ④) is executed. In this paper, we 
assume the narrowband network which is not able to receive 
three duplicate acknowledgements during timeout. Thus the 
slow-start is executed.  

In order to simplify the model we assume that sizes of web 
objects are identical and received packets are transmitted in an 
upper layer in terms of window unit. Let the size of an object 
to transfer be θ bits and maximum transfer unit mtu bits, then 
the number of packets to transfer for an object is n =éθ/mtuù.  

C
on

ge
st

io
n

w
in

do
w

Time

① packet loss (RTO)

th (2) 

th (3)

th(1) = ∞

② packet loss (RTO)

x(1)

Ath(1)

Ath(2)

x(2)
③ fast retransmit

 
Figure 1. Congestion control of SCTP in the narrowband network 

When the probability of a packet loss is p, the expected 
number of total packet loss is α= énpù in terms of binomial 
distribution. At this moment, a certain packet loss occurs 
during either slow-start phase or congestion avoidance phase.  

From the above, we can identify the packet loss phase by 
comparing, for kth packet loss, the possible number of packets 
(Ath(k)) to transmit until the threshold (th(k), k=1,2,..,a) at 
which congestion avoidance starts, with the expected number 
of packets (x(k): k=1,2,..,a) transmitted before the packet loss.  
At this time, x(k) is calculated as a function of  remained 
packets N(k) and packet loss rate p.  

We can determine that an arbitrary kth packet loss occurs 
either during slow-start phase or congestion avoidance phase, 
when either x(k)<Ath(k) or x(k)³Ath(k), respectively. For example, 
in Fig. 1, the total number of packets transmitted is x(1) until 
the first loss ① and the possible number of packets to transmit 
is  Ath(1) until  th(1). And since x(1)<Ath(1), it is considered that 
the packet loss occurs during slow-start phase. Similarly, since 
the number of packets sent before the loss ② is x(2)>Ath(2), it 
is determined that the packet loss occurs during congestion 
avoidance.  

Mean response time for HTTP over SCTP is given as (2).  

[ ]å
=

+-+=
a

bb
1

)()1()()(
k

k
cong

k
slowsctp RTETETE

               

(2) 

Since the first packet loss (k=1) of SCTP in (2) occurs 

always during slow-start phase as shown in Fig. 1, )( 1
slowTE  

needs to be added. Packet losses after second one occur during 

either slow-start phase or congestion avoidance phase. )( k
slowTE  

and )( k
congTE  represent mean response time, when the kth packet 

loss (k=2,3,...a) occurs during slow-start phase and congestion 
avoidance phase, respectively. Detailed computation 

procedures of )( k
slowTE  and )( k

congTE  are presented in [14]. Since 

an arbitrary packet loss cannot occurs simultaneously during 
slow-start phase and congestion avoidance phase, ß is either 0 
or 1 for the given kth packet loss. That is, if kth packet loss 
occurs during slow-start phase and ß=1, then E(Tsctp) is 
accumulated by adding )( k

slowTE . Similarly, if kth packet loss 

occurs during congestion avoidance phase and ß=0, then 
E(Tsctp) is accumulated by adding )( k

congTE . Therefore the total 

mean response time of an object needs to add either )( k
slowTE  

or )( k
congTE  (k=1,2,...,a) as the expected value of lost packet 

number (a). R, which is the time to transfer the remained data, 
N(a+1) after the last packet loss occurred, can be calculated 
without considering additional packet losses since the 
expected value of packet losses is already equal to a. That is, if 
N(a+1) is less than the possible amount of data to transfer until 
the last threshold th(a+1), the transmission is completed 
during slow-start phase. Therefore R is sum of slow-start time 
(ST(N(a+1))) and transmission time (N(a+1)×mtu/µ) until then. 
µ represents the bandwidth of the link. Otherwise the 
transmission is completed during congestion avoidance phase. 
Thus R is sum of slow-start time (ST(Ath(a+1))) and transmission 

2Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-263-9
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time (N(a+1)×mtu/µ) until the threshold adding the extra time 
((N(a+1)-Ath(a+1))×rtt) in congestion avoidance phase.  

III. MEAN WAITING TIME MODEL FOR MULTIPLE USERS 

The mean response time of HTTP over SCTP (E(Tsctp)) 
found in the previous section is total time for a user to connect 
to a web server and download an object. Mean waiting and 
turnaround time are defined as the performance measure when 
multiple users access the web server simultaneously. 

We assume the asynchronous TDM (time division 
multiplexing) based on packet for web service. A web object 
consists of n packets, thus, packet response time (t) is equal to 
E(Tsctp)/n when everyt is the same. Also, n is given by éθ/mtuù. 
Now, if we assume that four clients (m=4) request the same 
file, each user's expected response time (E(Tsctp)) will be the 
same. For example, we consider the case where n=3 with the 
asynchronous TDM. When a client requests an object from the 
server, three packets are included in the object. E(Tsctp) means 
total response time that each client expects. 

Now, we develop analytical models for the mean waiting 
and turnaround times for two cases depending on whether the 
packet response times are same or not. 

When the web servers are connected to the external users 
through only one link, the total waiting time, the mean waiting 

time( same
sctpW ), total turnaround time, and mean turnaround 

time( same
sctpT ) are given by the following equations: 

å
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When the web servers are connected to the external users 
through several links of different bandwidths, the mean 
waiting and turnaround time are given by (7) and (8) 
respectively. First, we consider the mean waiting time. To find 
the waiting time of ith user, we divide the total time into two 
intervals: the first interval represents the time when all the 
packets except the last packet of each user has been received; 
the second interval represents the time when the last packet of 
each user has been received. Total waiting time of ith user until 
the first interval is (the number of packets–1)×[(the number of 
users for group including ith user–1)×ti+(total packet response 
time excluding ith group)]. The waiting time of ith user is the 
sum of response times of other users prior to him. By 
generalizing and adding this all, we obtain the following 
equation for the mean waiting time. Both m0 and t0 are zeros 
in the equation. 

m

τjτmmτmτmmn
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Now, we consider the mean turnaround time. If we use the 
same procedure as the waiting time, total turnaround time of ith 
user until the second interval is (the number of packets–1)× 
[the number of users (mi)×the sum of packet response time 
(ti)]. The turnaround time of any user in the second interval is 
the sum of response times of other users prior to him and his 
own packet response time. Thus, by generalizing and adding 
this all, we obtain the following equation. Both m0 and t0 are 
zeros in the equation. 
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IV. PERFORMANCE EVALUATION 

Based on the model discussed in section 2 and 3, we can 
construct an algorithm for the whole procedure as in 
Algorithm 1 (Fig. 2). When the number of packets for an 
object is n, the complexity of the algorithm is O(n). 

We consider a simulation of web server for TCP and SCTP, 
and an environment to emulate HTTP. Desktop computers are 
used as client-server to send data. In order to simulate real 
network, we use a laptop computer with NIST emulator [15] 
between a client and a server, and adjust various network 
conditions such as packet loss (p), bandwidth (µ), and RTT 
(rtt).  

 

Algorithm 1.  mean waiting and turnaround time for multiple users 

01: Begin 
02: Compute the total number of packets in object  

(n = éθ/mtuù)      
03: Compute the expected number of packet loss (α =  énpù) 
04: Set N(1) = n and th(1) = ∞ 
05: Set E(Tsctp) = 0 
06: for all k such that k=1,2…, α do 
07:         Find  )( k

slowTE  and )( k
congTE

 

 

08: end for 
09: Find the mean response time, E(Tsctp)= E(Tsctp) + R 
10: Find the packet response time, t = E(Tsctp) / n 
11:  If  t  is same for all bandwidth type i,      
12:     Find mean waiting ( diff

sctpW  ) and turnaround time using 

(4) and (6) respectively. 
13:  else 
14:     Find mean waiting and turnaround time using (7) and 

(8), respectively. 
15:  endif 
16:  End 

 
Figure 2. mean waiting and turnaround time for multiple users 
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Figure 3. Mean waiting times for p, µ, rtt 

Except the number of initial windows, HTTP over TCP 
model is basically same as HTTP over SCTP. That is, except 
that mean response time (E(T1

slow)) for the case of first packet 
loss occurred in slow-start phase of Algorithm 1 is computed 
differently, the procedures are same.  Mean object size (θ) is 
13.5KB and maximum transmission unit (mtu) is 536B. A 
HTML file contains five web objects.  

Our experiments were performed as follows: Firstly, we 
changed p from 0.4 to 2% after fixing rtt=256ms and 
µ=40Kbps. Secondly, we changed µ from 400Kbps to 3Mbps 
after fixing p=1% and rtt=256ms. Finally, we changed rtt from 
55ms to 256ms after fixing p=1% and µ=40Kbps.  

Fig. 3 depicts the summary of mean waiting times (sec) for 
each p, µ, rtt. In the figure, MODEL_SCTP and EXPE_SCTP 
represent  diff

sctpW

 

and Tsctp, respectively. MODEL_TCP and 

EXPE_TCP also represent  diff
tcpW

 

and Ttcp, respectively. Fig. 3 

shows that both models for HTTP over SCTP and HTTP over 
TCP overestimate mean waiting times for p and µ, 
respectively, but, models underestimate them for rtt. 

Now, we define the mean difference ratio between models 
and experiments by (9). 
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The computed DIFFmean is 4.17%. This value is small; 
however, more experiments and model adjustments are 
necessary to describe the real environment exactly. 
Additionally, we find that the mean waiting time of HTTP 
over SCTP is less than HTTP over TCP on both the model and 
experiment. 

V. CONCLUSIONS 

This paper presents an analytical model to estimate mean 
waiting time of web service using HTTP over SCTP in the 

narrowband network when multiple users access web server 
simultaneously. We first describe the mean response time 
model for single user, which is one of QoS offered to web 
users and one of essential parameters to evaluate web 
performance. We then extend the mean response time model 
to the mean waiting and turnaround time models for multiple 
users. Simple test-bed simulation results show that the mean 
difference ratio, between the analytical model and experiment, 
is small. Further extension of this work includes model with 
higher accuracy for the real environment.  
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Abstract—Multicast technologies supporting various media 

services are increasingly seen in the current Internet and are 

expected to be used also in future Internet deployments. While 

traditional IP level multicast and overlay multicast are well 

known solutions, multi-domain multicast with quality of 

services (QoS) guarantees is still a research topic. This paper 

proposes a management driven hybrid multicast system and 

protocol, QoS enabled and spanning multiple IP domains. 

Starting from a previously defined architecture, the 

management system is developed and then, the protocol design, 

implementation and some performance evaluation are 

presented. 

Keywords-hybrid multicast; overlay, quality of services; 

virtualization; multiple domains; service level specification.   

I.  INTRODUCTION 

Increasing demand for multimedia content distribution, 

while satisfying different levels of quality of services (and 

quality of experience for users), reinforced the interest for 

multicast technologies,. While IP level multicast is highly 

efficient it has not been largely deployed in multi-domain 

environments. On the other hand, the overlay (application 

layer) multicast is easier to be deployed, but is less efficient 

and does not exploit the IP native multicast capabilities 

where they exist [1]. For  multi-domain multicast , one has 

also to consider that each domain is managed by an 

independent Network Provider (NP), or operator. Therefore, 

a management driven multicast hybrid solution seems to be 

attractive. This is true especially if QoS and flow 

distribution process supervision are wanted to be performed 

by the management, in order to fulfill requirements of 

Service Level Agreements (SLA) negotiated and agreed 

between the NPs and the multicast services users/clients. 

The work [2] proposed an architecture of such a hybrid 

multicast framework which is QoS capable, where IP level 

intra-domain multicast is combined with inter-domain 

overlay multicast. This paper has started from the 

architecture in [2] and here the multicast management 

system is further developed. Then, the main contribution of 

this work is the Management Driven Multicast Protocol 

(MDMP), based on a powerful algorithm performing jointly 

a constrained QoS routing, resource reservation, and 

multicast tree mapping onto multi-domain network 

topologies, under control of a distributed management 

system. The specification, design and implementation of the 

protocol and also some performance evaluation have been 

accomplished and presented in the paper. The protocol 

offers a solution for real-time multimedia applications like 

IPTV, VoD in a multi-domain multi-provider scenario.  
The multicast system discussed in this paper is currently 

under development in the European FP7 ICT research 
project, “Media Ecosystem Deployment Through Ubiquitous  
Content-Aware Network Environments”, ALICANTE,[2][3].  

The paper is organized as follows. Section II presents 
samples of related work. Section III introduces the MDMP, 
showing a high-level view and its main rationale. Section IV 
is focused on the most important design and implementation 
issues, including the protocol itself but also the algorithm 
used for multicast tree construction.  Section V contains 
conclusions and outline of future work. 
 

II. RELATED WORK 

Several multicast solutions and protocols are already 

specified in IETF RFC documents and part of them are 

implemented and produced by equipment manufacturers. A 

comprehensive overview of multicast solutions is presented 

in [4].  

However, in this study we are focus on adapting the 

chosen solution to the general multi-domain architecture 

defined in [2], [3]. There, virtual content aware networks 

with guaranteed QoS and unicast/multicast enabled - have 

to be constructed on top of multi-domain IP infrastructure, 

under management of several virtual network managers and 

network managers - the latter being aware of actual network 

topology and resources. Basically three solutions can be 

analyzed: IP level, overlay level and application level 

multicast (ALM). The latter is excluded from our scope 

given that it is performed in the end-host machines, while 

we need the network support. Additionally it is shown in [4] 

that IP multicast and overlay multicast (based on special 

nodes in the network) have better trade-offs between 

multicast tree cost and end-to-end delay than ALM.  

The PAM protocol (“Adaptive Hybrid Multicast with 

Partial Network Support”) defined in [5] combines the 

advantages of IP multicast with the ones of ALM and 

reiterates the idea of connecting native IP multicast islands 

with the use of IP-in-IP tunnels. Just as in the case of AMT 
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[6] this approach considers the IP multicast tree already 

constructed and does not offer any QoS support on the 

tunnels used between m-routers. The HOME (Host group 

based Overly Multicast Environment) approach defined in 

[7] takes the idea of ALM to move the multicasting towards 

the end nodes but relocates the terminations of the tree into 

the Designated Routers (DR) leaving the communication 

between DR and end-nodes as native IP multicast. The 

ALM is than created with the DR playing the roles of end 

nodes. 

In [8], several QoS multicast solutions are analyzed. 

However, QoS constrained routing is not sufficient in our 

case, given that QoS guaranteed multicast connectivity 

services are needed. Therefore, some resource reservation is 

necessary. A QoS extension for OSPF (QOSPF) has been 

proposed in [9] and completed in [10] with multicast 

extensions. The solution is not appropriate, given the 

necessity of resource reservation. 

In the unidirectional core-based trees the existence of a 

central node, which might not be on a QoS path between 

source and receiver, raises even more challenges than in 

Shortest Path Tree (SPT) cases. The best thing that can be 

done in this case is to try to assure local QoS and not end-

to-end [8]. The major core-based protocol, PIM-SM [11] has 

no QoS extensions.. However, the fact that it depends on the 

underlying unicast routing protocol, makes it good 

candidate to support QoS constraints. PIM-SM is the main 

multicast protocol in [12] which proposes a hybrid multicast 

architecture where IP multicast is used only in the last 

domain where the receivers are. More, the solution offers 

QoS guarantees only if the unicast routing protocol used by 

PIM-SM can offer any. A hybrid multicast system is also 

proposed in [13] to create an E-Cast tree composed of 

unicast QoS pipes for inter-domain and use of PIM-SM 

inside the domains as opposed to MDMP which creates two 

combined multicast trees with QoS. 

 The work [14] proposes a QoS framework for a multi-

domain multicast service. The QoS control is performed by 

choosing the best available inter-domain multicast route in 

order to respect end-to-end connection requirements. A 

Multicast Inter-Domain Entity is introduced in each network 

domain to search and test multiple paths from domains 

already in the multicast group (tree-domains) towards a new 

joining-domain. The difference of our solution is that we 

take benefit from existence of Virtual Network Manager and 

also  Network Manager in each domain and the multicast 

tree computation is performed there so no other entity is 

needed.  

 The paper [15] presents a system called Multi-servIce 

Resource Allocation (MIRA), where a multicast-aware 

resource reservation protocol for class-based networks that 

consider routing asymmetries is proposed. MIRA agents are 

distributed in the network. The difference of our solution is 

that we do not need MIRA agents inside the network and the 

trees are not per session based but the multicast tree life is 

that of a virtual network to which it is associated. 

III. MANAGEMENT DRIVEN MULTICAST PROTOCOL 

This section will present additional motivations to define the 

MDMP framework. Then the principal architectural features 

of the MDMP are described. Its name comes from the fact 

that there is a central manager that computes the tree, based 

on input data, and programs each router along the tree with 

the computed information.  

An important MDMP usage is in virtualization based on 

overlays, which is seen today as a major method to make the 

Internet (and also Future Internet) more flexible, [16],[17], 

[18] by slicing it in parallel isolated planes. Towards this 

aim, Network Infrastructure Providers (NIP) can offer their 

sliced resources to some Virtual Network Provider (VNP) 

which constructs Virtual Networks (VNet) by merging 

several network infrastructure resources. Each NIP, while 

cooperating to the VNet, still manages independently its 

resources and maintains knowledge on their availability. A 

multicast capable VNet needs a multi-domain tree, where 

each domain has to construct its own part of the tree.  

General virtual networks mapping [16],[17],[18] is 

needed,  abstracting the subset of network resources (links, 

nodes). An overlay multicast VNet seems to be the first 

approach. However it is better to benefit in some domains 

by native IP multicast capabilities, therefore a hybrid 

solution is more appropriate and so is adopted in this work.  

The VNets are created on demand, by some generalised 

“VNet Users” or Requestors” using a VNP management 

framework.  The VNP management will perform the 

multicast VNet planning, advertising, offering, negotiation, 

provisioning, and commands their operation (installation, 

modification, manipulation, monitoring, and termination), 

while cooperating with NIPs. A VNP might be seen as 

containing one or several VNet Managers (VNetMgr) which 

at their turn can be associated in one to one relationship with 

each Net Manager (NetMgr) of the NIP. This approach 

satisfies the requirement of having distributed management 

and control by avoiding a single central manager. Creation 

of multicast VNets fulfilling QoS requirements needs 

vertical and horizontal negotiations and SLA concluded 

between entities while preserving each domain’s resource 

management independence. 

VNets optimized mapping [19], is necessary onto multi-

domain substrate. This is supported by the MDMP which 

combines several functions: constrained routing, admission 

control for resource reservation, and final tree mapping 

combined with inter-domain QoS-enabled routing and 

resource reservation [19]. An appropriate metric should be 

defined for tree construction to be used in the selection of 

tree paths and then a reservation action is performed at the 

level of VNetMgr and respectively NetMgr. An additive 

metric incorporating QoS needs has been defined. 

Scalability of the solutions is also necessary.  

The result of the above considerations is the 

architectural solution shown in Fig. 1, where MDMP 

constructs the multicast VNets. The actors involved are: 

Multicast VNet requester – (e.g., a high level Service 
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Provider); Multicast VNet Manager (MVNetMgr) –the block 

actually computing and controlling the tree installation. For 

each tree there is a MVNet Manager, which is the initiator 

of the process and this is seen as a central management node 

with enough information (topology, capacities, etc.) and 

political rights to take all the construction of the tree in its 

responsibility; Network Manger that manages a single 

domain resources and in particular has the responsibility to 

map its part of the multicast tree on its real topology.. Also 

at the request of MVNet Manager, it commands the routers 

to install the tree. Assuming that VMnetMgr knows the 

topology of the network, a modified Dijkstra algorithm is 

used to compute parts of the tree. The existence of a source-

based tree means that Source Specific Multicast (SSM), [20] 

should be used as addressing scheme. This solves any issues 

with group address management.  

The major steps of MDM algorithm are: 1.Get request and 

topology; 2. Compute SPT on the graph after removing the 

link that do not meet the QoS constraint; 3. Enforce the 

decision of the algorithm (config. multicast routing tables 

and do the actual reservation of resources in the routers). 

IV. DESIGN AND IMPLEMENTATION 

The MDMP system has been implemented as part of 

Alicante work and installed on a pilot testbeds (Fig. 2). It 

consists in three fully meshed domains, with all nodes as 

Linux routers with IP multicast and QoS support enabled. In 

this example, the managers are located in the same physical 

machine as the routers (see C12 in domain1) but the 

communication between different entities is made over TCP 

connections allowing physical separation.  

MDMP can deal with any topology provided that there is 

some entity able to find and disclose it (discovery 

mechanism is out of this paper’s scope). For the ease of 

portability, an xml format has been defined to represent the 

topology: 

<ip>141.85.43.124</ip> 

<intf>eth1</intf> 

<nip>141.85.43.130</nip> 

<bwd>3</bwd> 

The implementation is made in C under Linux, hence the 

name of the interfaces have the Linux format. The topology 

should be read like this: Node .124 has a neighbor node .130 

reachable through interface eth1 with available bandwidth 

of 3 Mb/s. 

Only bandwidth is used in this implementation as being 

the easiest case, but in a form of any additive metric [19] 

(cost of a link is 1/bandwidth). This representation of 

topology can be used for both inter-domain and intra-

domain, even though in inter-domain case the <ip> 

represents the MVNetMgr IP while in intra-domain the 

<ip> represents the router IP.   

An open-source library called libxml2 [23] is used to read 

and parse the xml file describing the topology. Each node is 

given a unique ID. As this is a multithreading environment 

mutex-es are used to ensure the uniqueness of the IDs. The 

extracted data is kept in simple linked lists: one that keeps , 

all the nodes and each node has a linked list with its 

neighbors (reduced structures are presented): 
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Figure 1. A MDMP typical architecture

/*Linked list holding ALL nodes in topology*/ 

struct mcast_node { 

    int   node_id; //The ID of the node.  

    char  node_ip[IP_MAX_SIZE]; // Node’s IP 

    struct neighbor   *neigh_head; // Head of neighbors 

linked list 

    ... //some other internal variables 

    struct mcast_node *next; //next node.}; 

 /* intf struct: A linked list holding ALL neighbors*/ 

struct neighbor { 
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    char intf_name[INTF_NAME_SIZE]; //  

    char    intf_id; // intf id : eth0->0 

    int     bwd; // Bandwidth to neighbor 

    char    neigh_ip[IP_MAX_SIZE]; 

     … //some other internal variables 

    struct neighbor *next; // next neigh}; 

 

This is just a proof of concept on a small size testbed, hence 

the performance is not very stringent. However, in a real life 

implementation, advanced data structures can be used to 

speed up things. For instance, now if we need to lookup a 

node, a O(n) complexity will be achieved, but if, in an 

advanced implementation, a hash table is used and the 

hashing function is  correctly chosen, a complexity of O(1) 

can be obtained. 

A. Inter-domain MDMP  

Message Sequence Chart (MSC) is presented in Fig. 3 

showing the MDMP signaling to build the multicast tree 

spanning multiple domains. The trigger to MDMP is a 

request for a QoS assured multicast tree and it must contain 

the source IP of the tree (Src_IP), the desired QoS (only 

bandwidth in our implementation) and the receivers (routers 

M13, M22, M23 and C32 in Fig. 2). We consider a request 

for 3 MB/s in this example.  Several requests can be handled 

because we have a separate thread for each new tree 

requested and semaphores to protect the data.   

The MVNetMgr receiving this requests will be called 

the Initiator and it will execute some preliminary checks to 

determine if the tree can be accepted or some negotiations 

are needed (Neg_req() and Neg_rsp()). The next step is to 

build the Overlay Tree which must start with determination 

of the domains with receivers: in our implementation, where 

the domain is represented by the MVNetMgr IP, this kind of 

mapping is stored in a database. It is outside the MDMP 

scope how this mapping is obtained. 

In Fig. 2 the mapping will mean that for M13 the IP of 

MVNetMgr1 will be found, for M22 and M23 the IP of 

MVNetMgr2 will be found and so on (action 1 at 

MVNetMgr1). The second action is to pick a Group IP 

address. Note that we have also the source of traffic so the 

pair (Src_IP, Grp_IP) is unique and will be referred to as 

(S,G). At this point we have a graph with domains as nodes, 

we have the receiving domains and we have the 3Mb/s 

constraint. First of all, the non-compliant links are

 
 

Figure 2. The testbed topology 

 
eliminated (i.e., link between M12 and M32) and based on 

the new graph and using Dijkstra algorithm the Shortest 

Path Tree (SPT) is computed (action 3). Details of the 

algorithm itself are presented in section C. But SPT is 

covering all nodes in a graph so we have a special API that 

traverses the graph and prunes the nodes that have no 

receivers or are not on the path to any receiver. At this point 

we have the Overlay Tree, so the Initiator will now try to 

contact each domain, including own domain, and request the 

IP multicast tree.  As there might be many domains we 

developed a multithreading environment using Linux 

pthreads. For each domain belonging to the Overlay Tree 

we create a pthread to handle the negotiation. After all the 

signaling is done all threads are terminated to save CPU 

resources.As shown in Fig. 3, a Req_tree() is sent to 

MVNetMgr2 and MVNetMgr3. The request sent to other 

MVNetMgr are similar to the one received from the SP. 

However the receivers are different: the request sent from 

MVNetMgr1 to MVNetMgr2 has as source the IP of 

MVNetMgr1 and one of the receivers is now MVNetMgr3. 
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Using the mapping database, MVNetMgr1 will determine 

that the source of the IP multicast tree is M21 and that M21 

is also a receiver as it is the route towards MVNetMgr3 

which is a receiver. But this is normal as different interfaces 

of M21 are used as source and receiver. Apart from the 

Initiator all the other MVNetMgr have fewer actions to 

perform: get the mappings from database and just relay the 

request to own NM. The Req_tree() message from 

MVNetMgr2 to NM2 is very similar to the one from 

MVNetMgr 1 to MVNetMgr2. The main difference is that 

now the MVNetMgr IP is replaced with the needed router 

IP. The order of actions is presented sequential in the MSC 

to make it easier to understand, but in reality it is hard to 

know the exact order due to the multithreading behavior of 

our solution. All the above communication is realized over a 

TCP socket in order to make it reliable. The socket is 

created using the IPs involved and predefined TCP ports: 

#define ROUTER_PORT 39393 // to enforce on the routers 

#define INTRANRM_PORT 19191 // to request from own 

domain 

#define CANMGR_PORT 29292 // to negotiate with other 

domains 

 
 

Figure 3. Control messages for inter and intra domain 

 

B. Intra-domain MDMP 

Switching focus to NMx will duplicate most of the actions 

presented in inter-domain scenario at intra-domain level. 

From the protocol point of view, a request is received and 

the same algorithm from section C is used. We reiterate the 

discussion about the difference between SPT and the 

multicast tree in order to emphasize in Fig. 2 a case where a 

node (C21) is part of the SPT (thin red line) but, as it has no 

receivers nor is on the path to any receiver, is pruned from 

the actual multicast tree (thick red lines). The NM will have 

to enforce the result on the routers. We present the three 

most relevant moments to install the tree: right after the tree 

is computed; at a later time triggered by an Invocation 

message from the requester; at a later time specified from 

the beginning by the requester. We’ve implemented the first 

case as it offers the most testing possibilities.  

For each router that needs instructions a separate thread 

is opened. In an intra-domain topology this might became a 

problem as there might be many routers and the CPU might 

get over-loaded. However, the processing needed in each 

thread is not very big, so the CPU overloading issue might 

not be a top priority issue. Details on router configuration 

are presented in SectionIV-D. 
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C. MDMP algorithm 

Because the different approaches between unicast and 

multicast situations, for this last case we propose an 

enhanced version of the algorithm, more detailed presented 

in [19], but focused for this time on multicast. The new 

improvements here assume, apart from specific adaptations 

of multicast the concept of prioritizing requests..In order to 

alleviate the impact of the unsolved requests, a better 

situation will be if these requests will be the least important 

ones. All requests form the received set are grouped based 

on the source node and group priority is defined (lower 

value means higher priority). In the case of several groups 

with the same priority, the algorithm will permute the 

processing order obtaining the best cost. Based on our 

simulations results just after a few permutations the total 

cost is not decreasing significantly, so it is not need to run 

the n! permutations, where n is the number of different 

group with the same priority. To offer a maximum 

flexibility solution w.r.t. Requester interests, one should 

admit that the Requester can specify a priority for each 

individual request. The group priority has precedence over 

the individual request priority. 

The used algorithm for unicast is a little bit more extensive 

that the current one for multicast in terms of requested 

bandwidth. For the multicast case, we should have the same 

bandwidth values for different requests even if they are part 

of the same group. Even if the requested bandwidth is the 

same for each request, the order of solving requests inside 

each group becomes important: honoring one request before 

the other can exhaust the available bandwidth for a segment. 

Other specific adaptation for the multicast case, compared 

with the unicast situation presented in [19] is the non using 

of the blind search (when constraints are applied on the STP 

found by the modified Djikstra algorithm, the path can take 

other way, through other nodes, different from the ones 

indicated by Djikstra). Leaving the STP found by the 

modificd Djikstra algorithm, takes us away from the 

multicast context. In order to obtain more accurate results 

we simulated a two-level hierarchical network with 31 

ASes, each AS containing a maximum of 8 routers, totaling 

a number of 186 nodes using a dedicated tool for topology 

generation from Scilab [21].  

 

 
Figure 4. Two levels hierarchical network topology 

The obtained topology is the one from Fig. 4 where the 

circles with larger diameter and their associated segments 

represents the inter-domain topology and the smaller 

diameter circles with their associated links are the intra-

domains. Each segment for both inter and intra-domain 

areas has an associated bandwidth generated in respect to 

a Gaussian distribution centered in 100.  

Because the NARVAL_T_HierWaxmanConD function 

from NARVAL [22] was created to generate a network 

graph with much more layers, we modified it for only 

two. 

Each segment for both inter and intra-domain areas 

has an associated bandwidth generated in respect to a 

Gaussian distribution centered in 100. Because the 

NARVAL_T_HierWaxmanConD function from 

NARVAL [22] was created to generate a network graph 

with much more layers, we modified it for only two. The 

network backbone of size n (31 in our case) and thereafter 

the second layer added were created based on the 

Waxman model.  The topology was generated using the 

following parameters values (more details about the 

significance of each parameter can be found at the 

NARVAL help): 

a=0.4;//first parameter of the Waxman model 

b=0.5;//second parameter of the Waxman model 

n=31;//network backbone size 

l=1000;//network squared area side 

nl=8;//maximal quantity of nodes per subnetwork 

db=25;//original diameter of nodes 
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dd=15;//diameter difference between successive network 

layers 

cv=[2 5];//color of each network layer 

[g,d,v]=NARVAL_T_2layers(a,b,n,l,nl,db,dd,cv);//applica

tion of NARVAL_T_HierWaxmanCon 

And centered using the following script : 

Lxmin=100;  Lxmax=900; Lymin=100;  Lymax=900; 

nodex=g.node_x;  nodey=g.node_y; 

xmin=min(nodex); xmax=max(nodex); 

ymin=min(nodey); ymax=max(nodey); 

nodex=(Lxmax-Lxmin)/(xmax-xmin)*(nodex-

xmin)+Lxmin; 

nodey=(Lymax-Lymin)/(ymax-ymin)*(nodey-

ymin)+Lymin; 

g.node_x=nodex;  g.node_y=nodey; 

ind=1;//window index 

f=NARVAL_G_ShowGraph(g,ind);//graph visualization 

After this step we successfully extracted the adjacency 

matrix containing at this moment zeros (no link) and ones 

(presence of a link) and we created other scripts in order 

to insert in this matrix the generated bandwidth values 

attached at each link. 

 
Simulation results 
We created a set of 10 requests divided into 5 different 

groups with different priorities as in Fig. 5, this 

representing the Traffic Distribution Matrix. 
 

 
Figure 5. Set of requests 

Each line of the matrix specifies an individual request as 

{source node, destination node, requested capacity, group 

priority, individual request priority}. 

Because of the multicast context each request from a 

group must have the same requested bandwidth value. 

Using the adjacency matrix of the above topology and this 

set of requests as the input data of our algorithm it 

produces the following results (it was introduced only 2 

permutations in case of groups with the same priorities): 

============================== 

Input file  multicast.in: 

Request 1->115, carry 31: 1 14 15 4 22 16 115  

Request 1->75, carry 31: 1 14 18 8 75  

Request 1->19, carry 31 unsatisfied. Node unreachable  

Request 7->142, carry 31: 7 17 15 24 23 142  

Request 7->100, carry 31: 7 17 14 13 100  

….. 

Cost: 19.360294.  Satisfied requests: 9 / 10 

------------------------------------------- 

Request 7->142, carry 31: 7 17 15 4 23 142  

Request 7->100, carry 31: 7 17 14 13 100  

Request 1->115, carry 31: 1 14 6 23 4 22 16 115  

Request 1->75, carry 31: 1 14 18 8 75  

Request 1->19, carry 31 unsatisfied on 0->19. Node 

unreachable  

…… 

Cost: 20.120386 . Satisfied requests: 9 / 10 

------------------------------------------- 

Best cost: 19.360294  

Satisfied Requests: 9 / 10 

Total time: 0.004000 

The total processing time displayed here includes the time 

for printing functions which is quite significantly and it 

was obtained using a personal PC equipped with Intel 

Core 2 CPU, T5600@ 1.83 GHz, 2,00 GB RAM and a 

32-bit OS. Removing these printing functions, for the 

current input data, the processing time is too small for 

this six zeros granularity (0.000000) 

As it can be observed for both permutations only 9/10 

requests were solved with a better cost associated for the 

first order. The request remained unsolved in this case is 

due to the situation of an unreachable node. Even if the 

network graph is constructed as a connex one, because of 

some optimization techniques used during the 

implementation (remove from graph all segments which 

do not respect the condition: avail_bwdb >= 

min_req_bwd value from the group) some nodes could 

become unreachable.  

All requests were solved in respect with their group 

priorities and in respect with their individual priorities 

inside the group also. 

It can be observed that we have 2 groups with the same 

priority (group 1 and 7) and because of this the algorithm 

performs 2 permutations, thus obtaining the best cost. 

D. MDMP routers 

There are two types of routers involved in MDMP: the 

core routers (any router with IP multicast and QoS 

capabilities), and the special edge routers, [2]. An ingress 

router receives unicast traffic and will send it as multicast; 

egress router receives either unicast or multicast, and will 

send unicast. An ingress router should determine the 

(S,G) tree the given packet belongs to. The incoming 

packet has as IP destination the IP of the egress router. So 

other type of information needs to be used, several of 

which have been proposed in Alicante [2]: the (SIP, DIP, 

proto, SrcPort ,DstPort) tuple configured by control plane; 

some special information inserted in the packet such as 

Content Aware Transport Information (CATI); NAL unit 

inside SVC header; deep packet inspection. The egress 

router has to change the IP destination of the packet to the 

IP of the directly connected edge router of the 

neighboring domain. This can be done by UDP tunneling 

the packet or by rewriting the destination address.     

In Fig. 3 an Install message containing information about 

(S,G) and QoS is sent. For the edge routers the sequence 

of action is more complicated and has been described 
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above. But for the core routers, a simple system call to 

smcroute is made to install the routes into the kernel: 

    sprintf(cmd,"smcroute -a eth%d %s %s %s", 

r_cfg.in_intf, r_cfg.src_ip, r_cfg.grp_ip, oif); 

system(cmd); 

In our implementation we have used Linux and the traffic 
control tool (TC) for QoS, based on  Hierarchical Token 

Bucket (HTB),.To apply the QoS requirements using 

TC’s HTB there are two steps: create the class of traffic 

based on the requested QoS (with the option of borrowing 

bandwidth if unused by other flows) and create the filter 

(based on (S,G) or the tuple above or any field in the 

packet) for the traffic to be classified inside the class. All 

traffic matching the filter should be guaranteed the traffic 

class. Using the same programming method as for adding 

the multicast routes, we create the strings needed for 

classes and filters based on received Install command 

parameters, and we make a system call to instruct the 

Linux kernel of our needs. Our implementation just tries 

to demonstrate that MDMP works. Of course that if the 

routers support more sophisticated QoS rules they can be 

applied with ease, as the protocol poses no restrictions. 

V. CONCLUSION AND FUTURE WORK 

The paper addresses the problem of building multicast 
QoS enabled trees spanning multiple domains.  Some 
implementation details have been shown to prove that the 
concept. Scalability and performance aspects have been 
discussed. The MDMP trees are built under management 
actions that are supposed to be rare, so the response time 
of the protocol is not a constraint. These challenges 
towards a more scalable and performing software are in 
the front list of our future work plans related to MDMP. 
Further research is needed to solve in a timely manner any 
possible updates (prunes or grafts) to already installed 
trees. 
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Abstract—There is recent interest in using traffic-engineered,
QoS-controlled paths for large-sized, high-rate dataset transfers
in the scientific community. We refer to TCP flows created
by such transfers as α flows. Research-and-education network
providers are interested in intra-domain traffic engineering
systems for identifying α flows at ingress routers within their
networks, and redirecting them to traffic-engineered paths. This
is primarily because of the adverse effects these α flows have
on delay-sensitive multimedia flows. The focus of this work is
to determine what QoS mechanisms are suitable to achieve the
dual goals of preventing α flows from adversely affecting delay-
sensitive flows, while simultaneously allowing them to enjoy high
throughput. The interaction between policing schemes on the
ingress interfaces and scheduling schemes on the egress interfaces
was studied through a set of experiments on a high-speed router
testbed. Our conclusions are that a scheduling-only mechanism,
with no policing, is well suited to achieve these dual goals if the
level of fairness offered by today’s IP-routed service is sufficient
for simultaneous α flows.

Keywords—policing; scheduling; high-speed networks; traffic-
engineering; virtual-circuit networks

I. INTRODUCTION

For large-sized scientific dataset transfers, scientists typi-
cally invest in high-end computing systems that can source
and sink data to/from their disk systems at high speeds. These
transfers are referred to as α flows as they dominate other
flows [1]. They also cause increased burstiness, which in
turn impacts delay-sensitive real-time audio/video flows. In
prior work [2], we proposed an overall architecture for an
intra-domain traffic engineering system called Hybrid Network
Traffic Engineering System (HNTES) that performs two tasks:
(i) analyzes NetFlow reports offline to identify α flows, and
(ii) configures the ingress routers for future α-flow redirection
to traffic-engineered QoS-controlled paths. The prior paper [2]
then focused on the first aspect, and analyzed NetFlow data
obtained from live ESnet routers for the period May to Nov.
2011. The analysis showed that since α flows require high-
end computing systems to source/sink data at high speeds,
these systems are typically assigned static global public IP
addresses, and repeated flows are observed between the same
pairs of hosts. Therefore source and destination address pre-
fixes of observed α flows can be used to configure firewall
filter rules at ingress routers for future α-flow redirection. The
effectiveness of such an offline α-flow identification scheme

was evaluated with the collected NetFlow data and found to be
94%, i.e., a majority of bytes sent in bursts by α flows would
have been successfully isolated had such a traffic engineering
system been deployed [2].

The work presented here focuses on the second aspect of
the HNTES by addressing the question of how to achieve
α-flow redirection and isolation to traffic-engineered paths.
Specifically, service providers such as ESnet [3] are interested
in actively selecting traffic-engineered paths for α-flows, and
using Quality-of-Service (QoS) mechanisms for policing and
scheduling these flows. With virtual-circuit technologies, such
as MultiProtocol Label Switching (MPLS), ESnet and other
research and education network providers, such as Internet2,
GEANT2, and JGN-X, offer a dynamic circuit service. An
On-Demand Secure Circuits and Advance Reservation Sys-
tem (OSCARS) Inter-Domain Controller (IDC) [4] is used
for circuit scheduling and provisioning. To support inter-
domain (virtual) circuits, an IDC Protocol (IDCP) [5] is being
standardized. The vircuit circuit (VC) setup phase offers an
opportunity for path selection, and hence HNTES identifies
the ingress/egress routers corresponding to the source and
destination addresses of α flows, and requests intradomain
circuits between these routers.

The basic interface to the IDC requires an application to
specify the circuit rate, duration, start time, and the endpoints
in its advance-reservation request. The specified rate is used
both for (i) path computation in the call-admission/circuit-
scheduling phase and (ii) policing traffic in the data plane.
If the application requests a high rate for the circuit, the
request could be rejected by the OSCARS IDC due to a
lack of resources. On the other hand, if the request is for
a relatively low rate (such as 1 Gbps), then the policing
mechanism could become a limiting factor to the throughput
of α flows, preventing TCP from increasing its sending rate.

The purpose of this paper is to evaluate the effects of
different scheduling and policing mechanisms to achieve two
goals: (i) reduction in delay and jitter of real-time sensitive
flows that share the same interfaces as α flows, and (ii) support
for high-throughput α-flow transfers.

Our key findings are as follows: (i) With the current widely
deployed best-effort IP-routed service, which uses first-come-
first-serve (FCFS) scheduling on egress interfaces of routers,
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the presence of an α flow can increase the delay and jitter
experienced by audio/video flows. (ii) This influence can be
eliminated by configuring two virtual queues at the contending
interface and redirecting identified α flows to one queue (an
α queue), while all other flows are directed to a second
queue (a β queue). (iii) If α flows use the dynamic circuit
service offered by providers such as ESnet and Internet2, the
currently configured policing mechanism will direct in-profile
packets to a higher priority queue, and out-of-profile packets
to a lower priority queue, which in turn, may have adverse
effects on throughput. The reason of this degraded α-flow
throughput is that the separation of in-profile and out-of-profile
packets to different queues can cause out-of-sequence arrivals
at the TCP receiver, which triggers TCP’s fast retransmit/fast
recovery congestion algorithm. (iv) An alternative approach
to dealing with out-of-profile packets is to probabilistically
drop a few packets using Weighted Random Early Detection
(WRED), and to buffer the remaining out-of-profile packets
in the same queue as the in-profile packets. This prevents
the out-of-sequence problem and results in a smaller drop
in α-flow throughput when compared to the separate-queues
approach. Nevertheless, even with this WRED approach α-
flow throughput is reduced when compared to the no-policing,
scheduling-only solution. The WRED approach has a fairness
advantage when multiple α flows are directed to the same α
queue. However, preliminary NetFlow analysis indicates that
the likelihood of two simultaneous α flows sharing a single
link is fairly low if the α-flow threshold is relatively high
(and it needs to be high in order to have adverse effects on
other flows requiring its isolation). In summary, it may not be
worth sacrificing α-flow throughput with policing if multiple
simultaneous α flows occur rarely.

Section II provides background and reviews related work.
Section III describes the experiments we conducted on a
high-speed testbed to evaluate different combinations of QoS
mechanisms and parameter values to achieve our dual goals
of reduced delay/jitter for real-time flows and high throughput
for α flows. Our conclusions are presented in Section IV.

II. BACKGROUND AND RELATED WORK

The first three topics, historical perspective, a hybrid net-
work traffic engineering system, and QoS support in state-of-
the-art routers, provide the reader with relevant background
information. The last topic, QoS mechanisms applied to TCP
flows, covers related work.

Historical perspective: In the nineties, when Asynchronous
Mode Transfer (ATM) [6] and Integrated Services (IntServ)
[7] technologies were developed, virtual circuit (VC) ser-
vices were considered for delay-sensitive multimedia flows.
However, these solutions were not scalable to large numbers
of flows because of the challenges in implementing QoS
mechanisms such as policing and scheduling on a per-flow
basis. Instead, a solution of overprovisioning connectionless IP
networks to prevent buildups in router buffers was sufficient to
meet delay requirements of real-time audio/video flows. While

this solution works well most of the time, there are occasional
periods when a single large dataset transfer is able to ramp
up to a very high rate and adversely affect other traffic [8].
Such transfers, which are referred to as α flows, occur when
the amount of data being moved is large, and the end-to-end
sustained rate is high.

In the last ten years, there has been an emergent interest in
using VCs but for α flow transfers not multimedia flows. As
noted in Section I, service providers are interested in routing
these α flows to traffic-engineered, QoS-controlled paths. The
scalability issue is less of a problem here since the number of
α flows is much smaller than of that of real-time audio-video
flows. Based on the threshold chosen for α flows, this number
could be as small as 1. It is interesting to observe this “flip”
in the type of applications being considered for virtual-circuit
services, i.e., from real-time multimedia flows to file-transfer
flows.

Hybrid Network Traffic Engineering System (HNTES):
Ideally if end-user applications such as GridFTP [9] alerted
the provider networks en route between the source and
destination before starting a high-rate, large-sized dataset
transfer, these networks could perform path-selection and
direct the resulting TCP flow(s) to traffic-engineered, QoS-
controlled paths. However, most end-user applications do not
have this capability, and furthermore inter-domain signaling
to establish such paths requires significant standardization
efforts. Meanwhile, providers have recognized that intra-
domain traffic-engineering is sufficient if α flows can be
automatically identified at the ingress routers. Deployment
of such a traffic-engineering system lies within the control
of individual provider networks, making it a more attractive
solution. Therefore, the first step in our work was to determine
whether such automatic α flow identification is feasible or not.

In our prior work [2], we started with hypothesis that
computers capable of sourcing/sinking data at high rates are
typically allocated static IP addresses, which means that the
source-destination IP address prefixes can be used to identify
α flows. If a NetFlow report for a flow showed that more than
H bytes (set to 1 GB) were sent within a fixed time interval
(set to 1 min), we classified the flow as an α flow, and stored
the source and destination address prefixes (/24 and /32). This
NetFlow data analysis is envisioned to be carried out offline
on say a nightly basis for all ingress routers. If no flows are
observed from a particular source-destination address prefix
within an aging-out time period (set to 30 days), then the entry
is removed. The effectiveness of this scheme was evaluated
through an analysis of 7 months of NetFlow data obtained
from an ESnet router. For this data set, 94% (82%) of bytes
generated by α flows in bursts would have been identified
correctly had /24 (/32) based prefix IDs been used. The results
are consistent with findings from NetFlow data collected over
7 months from three other ESnet routers.

Given the effectiveness of this offline α-flow identifica-
tion scheme, HNTES can provision firewall filters based on
source/destination IP address prefixes to automatically detect

14Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-263-9

CTRQ 2013 : The Sixth International Conference on Communication Theory, Reliability, and Quality of Service

                            20 / 81



packets from α flows at a provider’s ingress routers and
redirect them to traffic-engineered, QoS-controlled paths.

QoS support in state-of-the-art routers: Multiple polic-
ing, scheduling and traffic shaping mechanisms have been
implemented in today’s routers. We review the particular
mechanisms used in ESnet, and hence in our experiments.
For scheduling, two mechanisms are used: Weighted Fair
Queueing (WFQ) and Priority Queueing (PQ) [10]. With
WFQ, multiple traffic classes are defined, and corresponding
virtual queues are created on egress interfaces. Bandwidth and
buffer space can be strictly partitioned or shared among the
virtual queues. WFQ can be combined with PQ as explained
later. On the ingress-side, policing is used to ensure that a
flow does not exceed its assigned rate (used by the IDC during
call admission). For example, in a single-rate two-color (token
bucket) scheme, the average rate (which is the rate specified
to the IDC in the circuit request) is set to equal the generation
rate of tokens, and a maximum burst-size is used to limit the
number of tokens in the bucket. The policer marks packets
as in-profile or out-of-profile. Three different actions can be
configured: (i) discard out-of-profile packets immediately, (ii)
classify out-of-profile packets as belonging to a Scavenger
Service (SS) class, and direct these packets to an SS
virtual queue, or (iii) drop out-of-profile according to a WRED
profile, but store remaining out-of-profile packets in the same
queue as in-profile packets. For example, the drop rate for
out-of-profile packets can increase linearly from 0 to 100 for
corresponding levels of queue occupancy.

QoS mechanisms applied to TCP flows: Many QoS pro-
visioning algorithms that involve some form of active queue
management (AQM) have been studied [11]–[15]. Some of
the simpler algorithms have been implemented in today’s
routers, such as RED [11] and WRED [13], while other
algorithms, such as Approximate Fair Dropping (AFD) [15],
have been shown to provide better fairness. An analysis of the
configuration scripts used in core and edge routers of ESnet
and Internet2 shows that these AQM related algorithms are not
enabled. This is likely due to the commonly adopted policy of
overprovisioning (a 2008 Internet2 memorandum [16] states
a policy of operating links at 20% occupancy). Nevertheless,
providers have recognized that in spite of the headroom, an
occasional α flow can spike to a significant fraction of link
capacity (e.g., our GridFTP log analysis showed transfers
occurring at over 4 Gbps across paths of 10 Gbps links [8]),
and that such spikes can adversely affect other flows. This
explains the providers’ interest in controlling the path taken
by these flows, i.e., directing them to traffic-engineered QoS-
controlled paths.

III. EXPERIMENTS

A set of experiments are designed and executed to determine
the best combination of QoS mechanisms with corresponding
parameter settings in order to achieve our dual goals of reduced
delay/jitter for real-time traffic and high throughput for α
flows. For the first goal, we formulate a hypothesis as follows:

a simple scheduling-only (no policing) scheme that isolates
packets from α flows into a separate virtual queue on the
egress interface from all other packets is sufficient to keep
non-α flow delay/jitter low. Experiment 1 tests this hypothesis.

In the current OSCARS IDC implementation, four
classes-of-service (CoS) with corresponding virtual
queues are used on the egress interfaces of routers:
network-control, best-effort, science-data,
and scavenger-service. The transmission rate and
buffer allocation assigned to each of these queues is for
example, 5%, 20%, 70%, and 5%, respectively. On the
ingress side, policing is configured to check conformance of
flows that requested circuits to their specified rates. In-profile
packets are directed to the science-data queue, while out-of-
profile packets are sent to the scavenger-service queue. We
planned experiment 2 to determine if this configuration of
QoS mechanisms was suited to meeting our second goal of
high-throughput for α flows. The expectation is that most
circuit requests for file transfers will be for around 1 Gbps (on
10 Gbps links, this represents a significant fraction for just a
single request), but as our prior work [8] showed scientific
computing centers have hosts capable of sourcing/sinking
data at over 4 Gbps. Policing such flows down to 1 Gbps will
thus impact file-transfer throughput.

In experiment 2, out-of-profile packets resulting from
ingress-side policing are directed to the scavenger-service (SS)
queue, while in experiment 3, out-of-profile packets are subject
to WRED as explained in Section II.

Section III-A describes the experimental setup, the experi-
mental methodology, and certain router configurations that are
common to all the experiments. Sections III-B, III-C, and III-D
describe the three experiments, respectively.

A. Experimental Setup

The experimental network setup is shown in Fig. 1. The
high-performance hosts, W1 (West 1), W2 (West 2), and E1
(East 1), are Intel Xeon Nehalem E5530 models (2.4GHz
CPU, 24GB memory) and run Linux version 2.6.33. The
application hosts, WA (West App-host) and EA (East App-host),
are Intel Dual 2.5GHz Xeon model and run Linux 2.6.18. The
routers, WR (West Router) and ER (East Router), are Juniper
MX80’s running JunOS version 10.2. The link rates are 10
Gbps from the high-performance hosts to the routers, and 1
Gbps from the application hosts to the routers, and 10 Gbps
between the routers.

This testbed is referred to as the Long Island MAN (LI-
MAN), and is supported by ESnet as a DOE-funded testbed
for networking research. The West-side hosts and routers are
physically located in the Avenue-of-Americas (AoA) location
in New York City, while the East-side hosts and routers are
physically located in the Brookhaven National Laboratory
(BNL) in Long Island, New York.

Each experiment consists of executing four steps: (i) plan
the applications required to test a particular QoS mechanism,
(ii) configure routers to execute the selected QoS mechanisms
with corresponding parameter settings based on the planned
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Figure 1. Experiment setup

application flows, (iii) execute applications on end hosts to
create different types of flows through the routers, and (iv)
obtain measurements for various characteristics, e.g., through-
put, packet loss, and delay, from the end-host applications as
well as from various counters in the routers.

A preliminary set of experiments were conducted to deter-
mine the specific manner in which the egress-side transmitter
and buffer space were shared among multiple virtual queues.
Theoretically both these resources can be strictly partitioned
or shared in a work-conserving manner. If strictly partitioned,
then even if there are no packets waiting in one virtual queue,
the transmitter will not serve packets waiting in another queue.
In this mode, each queue is served at the exact fractional rate
assigned to it. In contrast, in the work-conserving mode the
transmitter will serve additional packets from a virtual queue
that is experiencing a higher arrival rate than its assigned rate
if there are no packets to serve in the other virtual queues.
Buffer space can similarly be shared in both modes. In all the
experiments described below, the transmitter is shared among
multiple virtual queues in work-conserving mode, while the
buffer is shared in strictly partitioned mode.

Fig. 2 illustrates how a combination of QoS mechanisms
was used in our experiments. First, incoming packets are
classified into multiple classes based on pre-configured firewall
filters, e.g., α-flow packets are identified by the source-
destination IP address prefixes and classified into the α class.
Second, packets in some of these classes are directly sent to
corresponding egress-side virtual queues, while flows corre-
sponding to other classes are subject to policing. A single-
rate token bucket scheme is applied. If an arriving packet
finds a token in the bucket, it is marked as being in-profile;
otherwise it is marked as being out-of-profile. Third, for some
policed flows, in-profile and out-of-profile packets are sent to
separate egress-side virtual queues, while packets from other
policed flows are subject to WRED before being buffered in
a single virtual queue. On the egress-side, each virtual queue
is assigned a priority level, a transmit rate (fraction of egress
link capacity), and a buffer size. As noted in the previous
paragraph the buffer allocation is strictly partitioned while
the transmitter is shared in work-conserving mode. Fourth,
the WFQ scheduler decides whether a virtual “queue is in-

profile or not,” by comparing the rate allocated to the queue
and the rate at which packets have been served out of the
queue. Finally, the PQ scheduler selects the queue from which
to serve packets using their assigned priorities, but to avoid
starvation of low-priority queues, as soon as a large enough
number of packets are served from a high-priority queue to
cause the status of the queue to transition to out-of-profile,
the PQ scheduler switches to the next queue in the priority
ordering. When all queues become out-of-profile, it starts
serving packets again in priority order. It is interesting that
while the policer is marking packets as in-profile or out-of-
profile on a per-flow basis, the WFQ scheduler is marking
queues as being in-profile or out-of-profile.

B. Experiment 1

1) Purpose and execution: The purpose of this experiment
is to determine whether the simple scheduling-only solution
of α-flow isolation to a separate virtual queue is sufficient to
meet the first goal of keeping non-α flow delay/jitter low.

As per our execution methodology, the first step was to
plan a set of applications. We decided to use three flows: a
UDP flow, a high-speed TCP flow, and a “ping” flow. The
application, nuttcp, is used to create both UDP and TCP
flows. The UDP flow carries data from host W2 toward host
W1, while the TCP flow is from E1 to W1. The TCP version
used is H-TCP [17] because it is the best option to create
high-speed (α) flows. The ping application sends repeated
ICMP ECHO-REQUEST messages, one per second, from
application host EA to high-performance host W1. Therefore, in
this experiment, contention for buffer and transmitter resources
occurs on the link from router WR to host W1. Although the
high-performance host W1 is the common receiver for all three
flows, there is no CPU/memory resource contention at W1
because the operating system automatically schedules the three
receiving processes to three different cores.

The second step was to configure the routers. For compar-
ison purposes, this experiment required two configurations:
(i) 1-queue: a single virtual queue is defined on the egress
interface from WR to W1, and all three flows are directed to this
queue, and (ii) 2-queues: two virtual queues (α queue and
β queue) are configured on the egress interface from WR to W1,
and WFQ scheduling is enabled with the assigned transmitter
rate (and buffer) percentages as follows: 60% for α queue and
40% for β queue. The priority of the α and β virtual queues
was set to medium-high and medium-low, respectively. In the
2-queues configuration, two additional steps are required. A
firewall filter is created in router WR to identify the TCP flow
packets using its source and destination IP addresses (E1 and
W1, respectively). A class-of-service configuration command
is used to classify these packets as belonging to the α class
and to direct packets from this flow to the α queue on the
egress interface from WR to W1. By default, all other packets
are directed to the β queue, which means that packets from
the UDP flow and ping flow will be directed to the β queue.

In the third step, the applications were executed as follows.
Both the nuttcp UDP and ping flow were run for 200
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Figure 2. Illustration of QoS mechanisms in a router

Figure 3. The x-axis is time measured in seconds; the top graph shows that
the UDP rate is 3 Gbps in both the 1-queue and 2-queues configurations; the
middle graph shows the TCP flow throughput; the bottom graph shows the
delays experienced in the ping application.

seconds (from time 1 to time 200), while the nuttcp TCP
flow was started at time 53 and run for 100 seconds. The rate
of the UDP flow was set to 3 Gbps.

Finally, the UDP flow rate and TCP flow throughput re-
ported in the next sub-section were obtained from measure-
ments reported by the nuttcp application, and the ping
delays were reported by the ping application.

2) Results and discussion: Fig. 3 illustrates that the simple
scheduling-only solution of configuring two virtual queues
on the shared egress interface and separating out the α flow
packets into its own virtual queue leads to reduced packet
delay/jitter for the β flows. In the 1-queue configuration, the
mean ping delay across the 100 ping packets transmitted while

the TCP flow was inactive was 2.28 ms and the standard
deviation was 0.08 ms, while the mean and standard deviation
of the 100 ping packets sent when the TCP flow was active
were 60.6 ms and 1.64 ms, respectively. The ping delay
increase is because the TCP (α) flow and the ping flow share
the same single queue. In the 2-queues configuration, the mean
and jitter of the ping delay were almost the same in the TCP-
flow active and inactive periods. A small surge in ping delay to
4.5 ms occurred at time 91, which we ascertained was caused
by network control packets exchanged between the routers.

Since the UDP flow rate at 3 Gbps was lower than the 40%
assigned rate for the β queue, the latter was in-profile and
hence the ping-application packets were served immediately,
and not held up α-flow packets even though the α queue was
sometimes out-of-profile. As explained in Section III-A, the
PQ scheduler only honors priority if a queue is in-profile. It is
interesting to note however that if the aggregate traffic directed
to the β queue exceeds the β queue rate allocation when one
or more α flows are present, then real-time flows could suffer
from increased delay. Accurate estimation of the per-queue
rate allocations is required.

C. Experiment 2

1) Purpose and execution: This experiment compares a 2-
queues configuration (scheduling-only, no policing) with a 3-
queues configuration (scheduling and policing), and further-
more compares multiple 3-queues configurations with different
parameter settings.

As per our execution methodology, the first step was to plan
applications. To study the behavior of the QoS mechanisms,
the rate of the background traffic (an nuttcp UDP flow)
was varied. Specifically, the same three application flows as in
experiment 1 were planned, except that the rate of the nuttcp
UDP flow was varied from 0 Gbps to 3 Gbps, and the nuttcp
TCP flow was executed for the whole 200 sec.

In the second step, the router WR was configured with the
following QoS mechanisms. The 2-queues configuration was
the same as in experiment 1 (no policing), except that both
queues were given equal weight in sharing the transmitter rate
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Figure 4. The x-axis is time measured in seconds; the top graph shows the
on-off mode in which the UDP rate was varied; the lower graph shows the
TCP flow throughput under the four configurations.

TABLE I. α-FLOW THROUGHPUT UNDER DIFFERENT BACKGROUND
LOADS (UDP RATE) AND QOS CONFIGURATIONS

UDP
rate

α-flow throughput (Gbps)

(Gbps) Percentages for 2-queues (α, β) and
3-queues (α, β, SS) configurations

(50,50) (49,50,1) (30,50,20) (10,30,60)
0 9.12 9.09 9.07 9.12
0.5 8.92 6.62 6.06 6.83
1 8.43 5.22 5 2.12
1.5 7.94 3.78 3.67 2.82
2 7.44 2.7 1.93 0.92
2.5 6.95 0.33 1.38 0.69
3 6.46 0.34 0.38 0.61

and buffer space (50% each). For the 3-queues configurations,
the percentages for the three queues (α, β, and SS) to which
in-profile TCP-flow packets, UDP and ping packets, and out-
of-profile TCP-flow packets, were directed, respectively, are
shown in Table I. The priority of these three virtual queues is
medium-high, medium-low, and low respectively. The policer
is configured to direct in-profile TCP flow packets (≤ 1 Gbps
and burst-size ≤ 31 KB) to the α queue, and out-of-profile
packets to the SS queue.

In the third step, experiment execution, the UDP flow
rate was varied in a particular on-off pattern as seen in the
top graph of Fig. 4. Finally, the performance metrics were
collected as described for experiment 1.

2) Results and discussion: Fig. 4 shows the TCP through-
put under the four configurations (one 2-queues and three
3-queues) for different rates of the background UDP flow.
When the UDP flow rate is non-zero, since some of the plots
overlap, we have summarized the mean TCP-flow throughput
in Table I. When there is no background UDP traffic, the
throughput of the TCP flow is around 9.1 Gbps for all four
configurations as seen in the first row of Table I. As the
background traffic load increases, the throughput of the TCP
flow in all the 3-queues configurations drops more rapidly
than in the 2-queues configuration, e.g., when the background
UDP-flow rate is 3 Gbps, the TCP throughput is around 300-
610 Mbps for the 3-queues configurations, while the TCP
throughput is 6.5 Gbps for the 2-queues scenario (see last
row of Table I).

In addition to explaining the first and last rows of Table I, we
provide an explanation for the drop in TCP-flow throughput
in the last column of the row corresponding to UDP rate of 1
Gbps, which highlights the importance of choosing the WFQ
allocations carefully.

Explanation for the first row of Table I: The explanation for
the TCP-flow throughput when there is no background traffic
is straightforward in the 2-queues configuration. As there are
no packets to be served from the β queue and the transmitter
is operating in a working-conserving manner, the β queue’s
50% allocation is used instead to serve the α queue, and
correspondingly the TCP flow enjoys the full link capacity.

The explanation for the TCP-flow throughput values ob-
served in the 3-queues configurations requires an understand-
ing of the packet pattern incoming to the policer (see Fig. 2)
and the rate at which packets leave the policer. When TCP-
flow throughput is almost the line rate (over 9 Gbps), then
the rate at which in-profile packets leave the policer will be
almost constant at 1 Gbps. This is because the token generation
rate is 1 Gbps and packet inter-arrival times are too short for
a significant collection of tokens in the bucket. Therefore, it
appears that in an almost periodic manner, every tenth packet
of the TCP flow is marked as being in-profile and sent to the
α queue and the remaining 9 packets are classified as out-
of-profile and sent to the SS queue. Given that in all three
3-queues configurations, the WFQ scheduler will consider the
α queue as being in profile (since even with the smallest
allocation, this queue is assigned 10%), the PQ scheduler will
systematically serve 1 packet from the α queue followed by
9 packets from the SS queue thus preserving the sequence of
the TCP-flow packets. In the (49,50,1) configuration, 9 packets
will be served out of the SS queue in sequence even though the
queue would be regarded as out-of-profile after the first packet
is served. This is because there are no packets in the β queue
and none in the α queue given the policer’s almost-periodic
direction of 1-in-10 packets to this queue. Since no packets
are out-of-sequence or lost, the TCP-flow throughput remains
high at above 9 Gbps in all three 3-queues configurations.

Explanation for the last row of Table I: When there is
background nuttcp UDP traffic at 3 Gbps, in the 2-queues
configuration, it is easy to understand that the nuttcp TCP
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flow is able to use up most of the remaining bandwidth, which
is the line rate minus the rate of background nuttcp UDP
flow, and hence the TCP-flow throughput is about 6.5 Gbps.

The explanation for the low nuttcp TCP throughput in the
3-queues configurations is that the opposite of the systematic
behavior explained above for the first row occurs here. When
the incoming packet rate to the policer is lower than the line
rate, the token bucket has an opportunity to collect a few
tokens. Therefore, when TCP-flow packets arrive at the policer,
a burst of them will be classifed as in-profile (since for every
token present in the bucket, one packet is regarded as being
in-profile), and sent to the α queue. These will be served in
sequence, but because the transmitter has to serve the β queue
(for the UDP flow), the pattern in which the policer sends
packets to the α queue and SS queue is more unpredictable
and involves bursts. This results in TCP segments arriving out-
of-sequence at the receiver (as confirmed with tcpdump and
tcptrace analyses presented in the next section). Out-of-
sequence arrivals triggers TCP’s Fast retransmit/Fast recovery
algorithm, which causes the sender’s congestion window to
halve resulting in lower throughput.

Explanation for the last-column entry in the row corre-
sponding to 1 Gbps in Table I: The TCP-flow throughput
drops much faster from 6+ Gbps to 2.12 Gbps when UDP
rate increases from 0.5 to 1 Gbps in the (10,30,60) 3-queues
configuration than in the other two 3-queues configurations.
This is explained using the above-stated reasoning that when
the TCP-flow packets do not arrive at close to the line rate,
the inter-packet arrival gaps allow the token bucket to collect a
few tokens, making the policer send bursts of packets to the α
queue. In this (10,30,60) configuration, after serving only one
packet from each burst, the WFQ scheduler will declare the
α queue to be out-of-profile since its allocation is only 10%
or equivalently 1 Gbps. This will lead to a greater number of
out-of-sequence arrivals at the TCP receiver than in the other
two 3-queues configurations, and hence lower throughput.

In summary, the higher the background traffic load, the
lower the nuttcp TCP-flow packet arrival rate to the policer,
the larger the inter-arrival gaps, the higher the number of
collected tokens in the bucket, and the larger the number of in-
profile packets directed to the α queue. If the WFQ allocation
to the α queue is insufficient to serve these in-profile bursts,
packets from the α queue and SS queue will be intermingled
resulting in out-of-sequence packets at the receiver. This fine
point notwithstanding, the option of directing out-of-profile
packets from the policer to a separate queue appears to
be detrimental to α-flow throughput. We conclude that the
second goal of high α-flow throughput cannot be met with
this policing approach. In the next experiment, a different
mechanism of dealing with out-of-profile packets is tested.

D. Experiment 3

1) Purpose and execution: This experiment compares the
approach of applying WRED to out-of-profile packets rather
than redirecting these packets to a scavenger-service queue
as in experiment 2. As per our execution methodology, the

TABLE II. QOS CONFIGURATIONS FOR EXPERIMENT 3

WFQ allocation
Configuration Policing 2-queues:(α,β) WRED

3-queues:(α,β,SS)

2-queues None (60,40) NA
3-queues + OOP to
policing1 SS queue (59,40,1) NA
3-queues + OOP to
policing2 SS queue (20,40,40) NA
2-queues +
policing + Drop prob. =
WRED WRED (60,40) queue occ.

planned applications are the same as in experiment 1. The
UDP-flow rate is maintained at 3 Gbps throughout the 200
sec time interval.

The next step is router configuration. Four configurations
are compared as shown in Table II. OOP stands for Out-of-
Profile packets. In the fourth option, OOP packets are dropped
probabilistically at the same rate as the fraction of α-queue
occupancy. In other words, if the α queue has 50% occupancy,
then 50% of the OOP packets are dropped on average.

The applications were executed to generate one nuttcp
TCP flow and one nuttcp UDP flow. Finally, in addition to
the previously used methods of obtaining throughput reports
from nuttcp, two packet analysis tools, tcpdump and
tcptrace, were used to determine the number of out-of-
sequence packets at the receiver. Additionally, to find the
number of lost packets, a counter was read at router WR for
the WR-to-W1 link before and after each application run.

2) Results and discussion: The lower graph in Fig. 5 and
Table III show that the TCP-flow throughput is highest in the
2-queues (no policing) scenario, with the WRED option close
behind. The policing with WRED option performs much better
than the options in which out-of-profile (OOP) packets are
directed to an SS queue. In the WRED-enabled configuration,
the TCP flow experiences a small rate of random packet
loss, as shown in Table III, while in redirect-OOP-packets-
to-SS-queue configurations, there are much higher numbers of
out-of-sequence packets. The out-of-sequence packets in the
WRED-enabled configuration result from the 15 lost packets,
and are not independent events.

Surprisingly, even though the number of out-of-sequence
packets is larger for the 3-queues + policing1 config-
uration, the throughput is higher in that configuration. This
implies that a fewer number of the out-of-sequence packets
caused triple-duplicate ACKs in the first case. But this pattern
is likely to change for repeated executions of the experiment.

Finally, Fig. 5 shows that in the 2-queues (no policing)
configuration, there is degradation of throughput soon after
the flow starts. Also, Table III shows a loss of 5050 packets
(the 4076 out-of-sequence packets were related to these losses)
from tcptrace, we found that these losses occur at the start
of the transfer. This is explained by the aggressive growth
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TABLE III. NUMBER OF OUT-OF-SEQUENCE PACKETS AND LOST PACKETS FOR DIFFERENT QOS SETTINGS

Measure 2queues 3queues+ 3queues+ 2queues+
policing1 policing2 policing+wred

Average throughput 6 Gbps 0.92 Gbps 0.47 Gbps 5.6 Gbps
Num. of out-of-sequence
packets at the receiver 4076 8812 7199 15
Num. of lost packets at
the WR-to-W1 router link 5050 0 0 15

Figure 5. The x-axis is time measured in seconds; the top graph shows the
on-off mode in which the UDP rate was varied; the lower graph shows the
TCP flow throughput under the four configurations.

of the congestion window (cwnd) in H-TCP, which uses a
short throughput probing phase at the start. During the 1st
second, the throughput of the nuttcp TCP flow averaged
5.7 Gbps. The 5050 lost packets occurred in the 2nd second.
These losses occurred in the WR router buffer on its egress
link from WR to W1. If H-TCP increased its cwnd to a large
enough value to send packets at an instantaneous rate higher
than 7 Gbps, then given the presence of the UDP flow at 3
Gbps, the α queue would fill up. Through experimentation,
we determined that the particular router used as WR has a
125 MB buffer. Since the buffer is shared between the α
and β queues in a strictly partitioned mode with the 60-40
allocation, the α queue has 75 MB, which means that if the
H-TCP sender exceeds the 7 Gbps rate by even 600 Mbps,
the α queue will fill up within a second. Inspite of this initial
packet loss, the 2-queues no-policing configuration achieves
the highest throughput. The 2-queues+policing+WRED
configuration will likely be more fair if multiple α flows are

directed to the same α queue. For example, the AFD approach
[15] offers a dropping mechanism to achieve fairness between
TCP flows. In the 2-queues no-policing configuration, α
flows will experience the same fairness level as in today’s best-
effort network, achieve high-throughput while simultaneously
not impacting the delay/jitter of real-time flows. A preliminary
analysis of ESnet NetFlow data shows that when the defining
threshold for α flows is relatively high, it is only on rare
occasions that multiple α flows from different transfers share
the same link (some transfers use multiple parallel TCP flows
as observed in our GridFTP log analysis [8]).

IV. CONCLUSIONS

This paper presented an approach to QoS provisioning for
α flows (high-rate, large-sized file transfers) for two purposes:
(i) to reduce the adverse effects they can cause on delay-
sensitive flows, and (ii) to maximize the throughput of α flows.
Several experiments were conducted to compare different QoS
mechanisms on state-of-the-art routers. We showed that a
simple 2-queue scheme in which α flows are isolated to
their own queue is sufficient to achieve the first goal. As for
the second goal, we investigated the effects of two policing
schemes. A scheme that is commonly deployed in research-
and-education networks (REN) separates out in-profile and
out-of-profile packets from an α flow into two different virtual
queues. The policed rate is determined by the rate requested
during circuit setup (REN providers offer a dynamic circuit
service that is used by α flows). However, it is difficult
to accurately gauge the rate at which a file transfer can
be executed, and sometimes α flows exceed their requested
rates. When this happens, the solution of using two queues
causes a significant number of out-of-sequence packets at
the receiver, and TCP’s fast retransmit/fast recovery method
reduces throughput. An alternative approach is to use Weighted
Random Early Detection (WRED) and drop out-of-profile
packets probabilistically, but keep the remaining out-of-profile
and in-profile packets in the same queue. This mechanism
results in higher throughput than the deployed approach, but
it nevertheless reduces α-flow throughput. Therefore, to meet
our dual goals, we recommend a scheduling-only, no-policing
approach.
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Abstract—Time Division Multiplexing over Internet Protocol
(TDMoIP) is a transport technology that extends the voice, video
and data traffic transparently over IP. When TDM traffic is
packetized and injected into a packet switched network (PSN)
for transportation, packets arrive at the destination with different
inter-arrival times, due to variable delay (jitter) introduced by
PSN. This network induced jitter should be minimized, because
TDM devices operate at constant bit rate. Problem of jitter from
theoretical (competitive and statistical analysis) to more practical
view point had been well studied. In this paper, we have proposed
two on-line algorithms, algorithm-A and algorithm-B to minimize
rate-jitter. We have shown both analytically and by simulation
that the rate-jitter achieved by algorithm-A is strictly less than
the rate-jitter of an on-line algorithm proposed in a previous
work. The simulation results shows that algorithm-B also achieves
less rate-jitter than the reference algorithm. We also undertake
the statistical analysis of above algorithms, in particular, we
have modeled jitter buffer as an MMPP/D̃/1/Bon queue by
making two assumptions on Markov modulated Poisson process
(MMPP) and steady state queue length distribution is calculated.
The correctness of the analytical results corresponding to our
proposed algorithms is verified with simulation results. From the
simulation results, it is also shown that the mean waiting time
of a packet in the buffer is less for both proposed algorithms
compared with the reference algorithm.

Keywords-TDMoIP; MMPP; rate-jitter; PSN; state depen-
dent service

I. INTRODUCTION

TDM [19] has been the most promising technology over the
decades to transmit voice. In the recent years, it is being used
to transport video and data also. In TDM, there is a dedicated
channel for each user. This channel is used only when the
user is making a call or when some data is transmitting.
Therefore, the bandwidth is not used effectively in TDM, since
the channel is idle most of the time and TDM services are also
expensive. On the other hand, PSN [20, 21] uses bandwidth
efficiently and is cheap. So, emulating the TDM traffic over a
PSN is an effective solution.

TDMoIP is a mechanism to connect two TDM islands
through IP network. On the transmitter side, fixed number of
TDM frames are packetized and sent across an IP network. So,
all the packets with TDM payload are of equal size. At the
receiver, the TDM payload is retrieved along with timing and
the TDM stream is regenerated before sending downstream.
If the TDM payload is sent over connectionless service in IP,
reordering is done. When these IP packets with TDM payload

traverse through the network, each packet may be routed in
different path, so, they encounter different nodes and variable
queueing delays. This queueing delay is the dominant part
in end-to-end delay of a packet. Finally, they arrive at the
receiver with variable inter-arrival times (IATs) as compared
with almost constant IAT at the transmitter. This variation in
the arrivals (packet delay variation) is called as jitter. At the
receiver, this jitter causes serious problems for audio playback.
To overcome jitter, all the received packets are stored in a
buffer called as jitter-buffer and associated an algorithm which
decides the dequeueing instant of next packet to be transmitted
(or service initiation time of each packet). The above algorithm
minimizes the output jitter, given the arrival times and/or the
number of packets in the queue. This process is called as
jitter regulation. The output of jitter regulator is fed to a link
scheduler to send the packets on to an outgoing link. Jitter
control is the sequence of the two operations: jitter regulation
and link scheduling. This work is related to jitter regulation.

There are two main ways to quantify jitter [1]: one measure,
called delay-jitter is the maximum difference between arrival
times of different packets and the ideal time difference in a
perfectly periodic sequence (where packets are spaced exactly
Xa time units apart, Xa is the IAT of the packet arrival
sequence). The second measure is rate-jitter; it bounds the
difference in packet delivery rates at various times. More
precisely, it measures the difference between the maximal and
minimal IATs. Rate-jitter is a useful measure for many real-
time applications such as voice and video broadcast over the
Internet.

The rest of the paper is organized as follows: In Section
II, we discuss the literature related to jitter control techniques
in PSNs and queueing models with state dependent service.
In Section III, we briefly discuss about MMPP, the 4-state
MMPP model used in this work and two main assumptions
about MMPP which makes the analysis of queueing model
easier. Section IV discusses the proposed rate-jitter control
algorithms and the analytical bound of rate-jitter for algorithm-
A. In Section V, we discuss the MMPP/D̃/1/Bon queue
modeling and we give analytical expression for the steady state
queue length distribution. In Section VI, we give simulation
results and finally, we conclude by summarizing the results
and discussing future work in Section VII.
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II. RELATED WORK

Mansour et al. [1] used competitive analysis in order to
compare an on-line algorithm with off-line algorithm. An off-
line algorithm schedules a packet by using future arrivals
also. Though off-line algorithm is impractical, it does deliver
departure/dequeueing sequence with minimum possible jitter
and forms the lower bound. Hence, off-line algorithm is used
to compare the performance of any on-line algorithm proposed
(for the same packet arrival sequence). An on-line algorithm
schedules a packet based on the packet arrival times on or
before the service initiation instant of the packet in question.
Mansour et al. proposed an on-line algorithm for rate-jitter
control (we call it as Mansour algorithm in rest of the paper),
which achieves a rate-jitter bounded by the rate-jitter of an
off-line algorithm. Mansour algorithm requires a buffer size
of Bon = 2B + h, where B is the buffer size of the off-
line algorithm and h is a space parameter. Mansour algorithm
tightly schedules the packets within the given bounds Imax
and Imin and achieves a rate-jitter not more than Imax−Imin,
where Imax and Imin are the maximum and minimum bounds
on the inter-departure times (IDTs) of the off-line algorithm,
respectively. ElBatt et al. [2] proposed a traffic recovery
mechanism to control the jitter. A detailed survey of rate-
control algorithms can be found in [3]. Hay et al. [4] extended
[1] to multiple streams and derived tight lower bounds for jitter
regulation, both in off-line and on-line cases. An analysis of
delay jitter control algorithms can be found in [5].

A new queueing model G/D̃/1/K is proposed in [6] to
analyze the performance of the proposed adaptive timing
method with state dependent service rates. A packet voice
multiplexer is modeled as an M/D̃/1/K queue in [7], where
the least significant bits of a voice packet are dropped during
congestion period of multiplexer to reduce the queueing delay.
The service time of a packet is determined depending on the
buffer occupancy.

The main characteristic of Internet traffic is that its parame-
ters (packet IAT, data transmission rate, etc.) are Long Range
Dependent (LRD), i.e., a non-zero correlation exists in long-
term time-scales. MMPP is a widely used arrival process in
communication networks for modeling traffic whose arrival
rate varies with respect to time. It can capture the correlation
between IATs in the arrival process. Andersen et al. [10]
illustrated that the superposition of four two-state MMPP’s are
sufficient to model the second-order self-similar behavior over
large time-scales. The authors also proposed a fitting procedure
for matching second-order properties of counts to that of
a second-order self-similar process. Muscariello et al. [16]
proposed a new MMPP traffic model that accurately models
the LRD Internet traffic over time-scales. Yoshihara et al. [17]
also proposed a fitting method for self-similar traffic based
on the superposition of two-state MMPP’s that matches the
variance function over several time-scales. Nogueira et al. [18]
extended [17] to accurately produce the self-similar traffic.
The authors proposed a new fitting procedure that matches the
complete distribution (besides variance) at each time scale.

Fischer et al. [10] did a detailed survey on MMPP and
presented all the results about MMPP and queues with MMPP
as input. A 4-state MMPP model is developed in [11] to
characterize the behavior of aggregate input traffic in an ATM
multiplexer. The performance of an ATM multiplexer with
MMPP (using the model in [11]) as input is studied in [12]
by making two assumptions on MMPP. The authors modeled
the buffer as an MMPP/D/1/K queue and calculated the
queue length distribution, mean waiting time and cell loss
probabilities. Choi et al. [13] analyzed a queueing system
MMPP/G1, G2/1/B with queue length dependent service
times and then applied the results to cell discarding scheme
in ATM networks. The authors have defined two service times
depending on whether the buffer level is above or below a
threshold.

The performance metrics studied in this paper are rate-
jitter and mean waiting time of a packet in the queue (jitter-
buffer). Our contribution is two-fold: (a) proposed algorithm-A
and algorithm-B (both uses the same buffer size as Mansour
algorithm) for rate-jitter control, shown that both of them
achieves less rate-jitter compared with Mansour algorithm
(Mansour work [1] has a lot of practical implication, this is
the main reason for comparing our proposed algorithms with
Mansour algorithm) and (b) statistical modeling of jitter-buffer
as MMPP/D̃/1/Bon queue for the performance analysis
of proposed algorithms. In the literature, queues with MMPP
input and state dependent service are not studied thoroughly.
To the best of our knowledge, this queueing model is not
considered so far. We have defined a service time corre-
sponding to each level of buffer occupancy and state of the
MMPP, so, all the service times are distinct. Steady state
queue length distribution at departure epochs is calculated
from the queueing model. Simulation results are in congruent
with the derived analytical results. Even though the algorithms
are proposed for TDMoIP application, we believe that they
will work for any application in PSN.

III. 4-STATE MMPP MODEL

The MMPP is a doubly stochastic Poisson process whose ar-
rival rate varies according to an M -state irreducible continuous
time Markov chain (CTMC) [10]. MMPP can be viewed as a
super-position of ’M ’ independent Poisson processes, where
switching among the processes is governed by an M -state
CTMC, i.e. when the MMPP is in state i, arrival process is
Poisson with rate λi.

The analysis presented here is based on two assumptions,
like in [12]: (i) MMPP changes its state at departure epochs
and (ii) probability of two or more state changes between two
successive departures is essentially zero (here state change
means switching from one Poisson process to other). If the
MMPP is in state j after a departure, then the arrival rate is
λj until the next departure (i.e. until the next state change).

The states of a 4-state MMPP are labeled from 0 to 3, as
shown in Fig. 1, taken from [11]. State transitions occur only
between adjacent states with the rates specified in Fig. 1. The
duration of state j is exponentially distributed with parameter
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Figure 1: State transition diagram of a 4-state MMPP

µj and the arrivals in state j follow Poisson process with
parameter λj .

Let the MMPP has M states, denoted by j (0 ≤ j ≤M−1),
and let λj and 1/µj be the arrival rate and mean state duration
of state j respectively and Sj,l be the service time of a packet
when the buffer level is l and the MMPP is in state j. To satisfy
the two assumptions, we need the mean time between arrivals
and time between two successive departures (i.e. service time)
should be much smaller than the mean state duration of the
MMPP (this condition will be useful when the buffer is non-
empty). Since the service times are multiple and distinct and
number of states are M (so, mean state durations are also
multiple), for the service time to be smaller than mean state
duration, maximum of the service times should be smaller
than the minimum of mean state durations, i.e. max{Sj,l}
should be smaller than min(1/µj) = 1/µmax, where j ∈
{0, 1, ..M − 1} and l ∈ {1, 2, ..Bon − 1}. Similarly, 1/λj
(mean time between arrivals), ∀j should be smaller than 1/µi,
∀i where i, j ∈ {0, 1, ..M − 1}, i.e. 1/λmin should be much
smaller than 1/µmax (this condition will be useful when the
buffer is empty).

IV. RATE JITTER CONTROL

For a given times sequence, the rate-jitter can be calculated
from Equation (1) as follows:

Rate− jitter = max
0≤i,j≤n

{|(ti+1 − ti)− (tj+1 − tj)|} (1)

where tj is the arrival/departure instant of jth packet. When
packets arrive at the destination, they are stored in the jitter-
buffer and released some time later as discussed earlier. The
release time (departure time) of a packet is determined by
the rate-jitter control algorithm. Both the proposed algorithms
starts with a buffer loading stage, the first packet is released
only after the arrival of the (B + 1)th packet and from there
onwards packets are scheduled according to the algorithms.

A. Assumptions

• Packets are of equal size, which is true in TDMoIP as
mentioned previously.

• Buffer can hold integral number of packets.
• Packets arrive at destination in the order in which they

are injected into PSN.
• Packets are processed in the FIFO discipline.

B. Parameters, Notations and Definition

B buffer size of an off-line algorithm
1 ≤ h < B space parameter for the on-line algorithm,

such that Bon = 2B + h
Imax, Imin maximum and minimum bounds on the IDT

of an off-line algorithm
Xa average IAT in the input (and also the output)

sequence and Imin << Xa << Imax
Lk buffer level at the kth packet service initiation

instant
D̃ set of Bon−1 state (queue length) dependent

service times
dk inter-departure time between kth packet and

(k − 1)th packet
S(k) service time of kth packet
Define,

δk
4
=

(
Bon + 1− Lk

2B

)
Xa (2)

C. Algorithm-A

This algorithm requires a buffer size of Bon, for each value
of buffer occupancy Lk, it computes an IDT dk, as given in
the definition.

Algorithm 1 Algorithm-A

1) Calculate δk using Equation (2)
2) if 0 ≤ Lk ≤ h then

dk ← Imax
3) else if δk > Imin + Xa

B and Lk > h then
dk ← δk

4) else if δk < Imin + Xa
B and Lk > h then

dk ← δk + Imin
5) end if

Xa, Imax and Imin are requirements for this algorithm.
Assuming that Xa is known in advance (like in ATM standard)
is reasonable for real-time connections. Similarly Imax and
Imin are the worst-case rate-jitter bounds, can be set based on
the jitter bounds of the TDM traffic.

The following theorem calculates the rate-jitter bound of
algorithm-A and proves that it is strictly less than that of [1].

Theorem 1: The rate-jitter of algorithm-A is bounded by
Imax − Imin − Xa

B , which is strictly less than the rate-jitter
bound Imax − Imin of Mansour algorithm.

Proof: From the definition of δk, we can observe that it
is a discrete valued function, whose value decreases linearly
(with slope −Xa2B ) with an increase in buffer level. The
maximum and minimum values of δk are Bon

2B Xa and 1
2BXa,

they occur at Lk = 1 and Lk = Bon − 1 respectively.
We can observe from algorithm-A that the IDT in the output

is Imax when the number of packets Lk are less than or equal
to h at the service initiation epoch of kth packet.

For any Lk > h, the IDT is less than Imax, this can be seen
observed by substituting Lk = h+ 1.
So, the maximum IDT in the output sequence is Imax.
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Now consider Lk = Bon − 1, then

δk = 2B+h+1−(2B+h−1)
2B Xa = Xa

B < Imin + Xa
B

So, the IDT is Imin + Xa
B from the definition.

For any Lk < Bon− 1, IDT is greater than Imin+ Xa
B , so,

this is the minimum IDT in the output sequence.
As mentioned previously, rate-jitter is calculated as the

difference between maximum and minimum IDTs, as given
in Equation (1). Therefore, the bound on the rate-jitter is,
Imax − (Imin + Xa

B ) = Imax − Imin − Xa
B , which is less

than the rate-jitter of Mansour algorithm.

D. Algorithm-B

This algorithm also requires a buffer size of Bon. The
service time of a packet k at the head of the buffer is a function
of the number of packets Lk at its service initiation instant.
The service time S(k) of kth packet is calculated as given in
the definition.

Algorithm 2 Algorithm-B

1) Calculate δk using Equation (2)
2) if δk > Imin + Xa

B and Lk ≤ B − h then
S(k)← δk +

hXa
B

3) else if δk > Imin + Xa
B and Lk > B − h then

S(k)← δk
4) else if δk < Imin + Xa

B and Lk > B − h then
S(k)← δk + Imin

5) end if

The service times of algorithm-B (or IDTs of algorithm-A)
are state (queue length) dependent. If the number of packets
(Lk) in the queue increases, δk increases, so, the the service
time (or IDT) decreases i.e. service rate increases. Service time
(or IDT) is maximum when there are fewer number of packets
in the buffer and minimum when the buffer is full/nearly full.

V. MMPP/D̃/1/Bon QUEUE MODEL

We now model the jitter buffer with limited capacity Bon
as a queueing model with MMPP input and queue length
dependent service times. When a packet departs from the
queue, queue length can take any one of the values from 0 to
Bon−1. If the length of the queue is zero, then the algorithm
has to wait for the next arrival and start serving it. So, buffer
level Lk cannot take zero while calculating service times. If
the length of the queue is non-zero, the service time for the
next packet is calculated from the queue length and present
state of the MMPP at that instant. So, buffer level Lk at the
kth packet service initiation epoch takes any one of the values
from 1 to Bon − 1.

Let us re-define,

δk,j =

(
Bon + 1− Lk

2B

)
XMj

(3)

where XMj
is the average inter-arrival time when the

MMPP is in state j, so, XMj
= 1/λj .

At the service initiation instant of kth packet, δk,j is calculated

from Equation (3). Depending on the value of δk,j , the service
time of kth packet is calculated according to the algorithm
we use. So, (Bon−1) deterministic service times are possible
for each state of the MMPP. Therefore, M(Bon − 1) service
times: {Sj,l : 0 ≤ j ≤ M − 1, 1 ≤ l ≤ Bon − 1}
are possible. This allows us to model the jitter buffer as
an MMPP/D̃/1/Bon queue, where D̃ represents a set of
M(Bon − 1) state dependent service times.

We observe the state of the MMPP and the number of
packets in the queue at departure epochs. Let Jk and Lk be the
state of the MMPP and the number of packets in the queue
at (i) (k − 1)th packet departure or (ii) kth packet service
initiation instant, both are same except if the (k− 1)th packet
leaves the system empty. Let Lk+1 be the same for (k+ 1)th

packet and let Ak be the number of arrivals during the service
time of kth packet. Then the following recursive relation holds
good:

ˆLk+1 =

{
Lk +Ak − 1, if Lk > 0

Ak , if Lk = 0
(4)

Now,
Lk+1 = min(Bon − 1, ˆLk+1) (5)

From Equations (4) and (5), it is clear that Lk+1 de-
pends only on Lk and Ak. Since arrivals in each state of
the MMPP follows Poisson process, Ak is i.i.d and the
state transitions of the MMPP are governed by a CTMC
as mentioned previously. Therefore, {Jk, Lk, k ≥ 0} forms
an embedded Markov chain (EMC) with the finite state
space {0, 1, 2, ...,M − 1}X{0, 1, 2, ..., Bon − 1}. At any ar-
bitrary time instant the state of the system is represented
by the pair (j, l). The 1-D representation of this state space
is {(0, 0), (0, 1), ..., (0, Bon − 1), (1, 0), (1, 1), ..., (1, Bon −
1), .....(M−1, 0), (M−1, 1), ..., (M−1, Bon−1)}. So, we can
model the state (j, l) as an an EMC, the transition probability
matrix P of the EMC is given in Equation (6),
P = [Pij ] = P (present state = i, next state = j)

P =


P0,0 P0,1 · · · · · · P0,M−1
P1,0 P1,1 · · · · · · P1,M−1

...
...

...
...

...
...

...
...

...
...

PM−1,0 PM−1,1 · · · · · · PM−1,M−1

 (6)

where the elements Pij are sub-matrices of size BonXBon
[12] and P is of size MXM .

Since we have assumed that multiple state transitions cannot
occur between two successive departures, Pi,j = 0, for |i −
j| > 1. So, P matrix will have elements in main diagonal
and in its two co-diagonals (one above and one below the
main diagonal). Elements of the sub-matrix Pi,j are denoted
as Pi,j(m, l) given by,

Pi,j(m, l) = P (Jk+1 = j, Lk+1 = l | Jk = i, Lk = m) (7)

which is the probability of l packets in the queue when the
MMPP is in state j after a departure given that there were m
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Pi,j =



α(0;Sj,1, λj)β(i, j;Sj,1) α(1;Sj,1, λj)β(i, j;Sj,1) α(2;Sj,1, λj)β(i, j;Sj,1) · · · α(Bon − 2;Sj,1, λj)β(i, j;Sj,1) 1−
Bon−2∑
k=0

α(k;Sj,1, λj)β(i, j;Sj,1)

α(0;Sj,1, λj)β(i, j;Sj,1) α(1;Sj,1, λj)β(i, j;Sj,1) α(2;Sj,1, λj)β(i, j;Sj,1) · · · α(Bon − 2;Sj,1, λj)β(i, j;Sj,1) 1−
Bon−2∑
k=0

α(k;Sj,1, λj)β(i, j;Sj,1)

0 α(0;Sj,2, λj)β(i, j;Sj,2) α(1;Sj,2, λj)β(i, j;Sj,2) · · · α(Bon − 3;Sj,2, λj)β(i, j;Sj,2) 1−
Bon−2∑
k=1

α(k;Sj,2, λj)β(i, j;Sj,2)

...
...

...
...

...
...

...
...

...
...

...
...

0 0 0 · · · α(0;Sj,Bon−1, λj)β(i, j;Sj,Bon−1) 1− α(0;Sj,Bon−1, λj)β(i, j;Sj,Bon−1)


(8)

packets in the queue and the MMPP was in state i after the
previous departure.

Because of the assumptions we made, Pi,j(m, l) can be
calculated as the product of P (Lk+1 = l | Jk = i, Lk = m;
in the service time Sj,l) and P (Jk+1 = j | Jk = i; in the
service time Sj,l), where Sj,l is the service time of a packet
when the buffer level is l and MMPP is in state j. The sub-
matrix Pi,j is given in Equation (8), where α(k;Sj,l, λj) is
given below:

α(k;Sj,l, λj) =
e−λjSj,l(λjSj,l)

k

k !
, k ≥ 0 (9)

which is the probability of k arrivals in the service time Sj,l
when the arrival rate is λj ; and β(i, j;Sj,l) is the probability
of the MMPP to change its state from i to j in the service
time Sj,l. If MMPP changes its state from i to j, this is
equivalent to |(i− j)| arrivals (equal to one arrival, according
to the assumptions) in the service time Sj,l. As mentioned
previously, the duration of state j is exponentially distributed
with parameter µj , so, we can write β(i, j;Sj,l) as follows:

β(i, j;Sj,l)=


P(MMPP will not change its state
in service time Sj,l), if i = j

P(MMPP will change its state
from i to j in service time Sj,l), otherwise

=

{
e
−µjSj,l (µjSj,l)

0

0 !
, if i = j

e
−λjSj,l (λjSj,l)

1

1 !
, otherwise

Let π = {πj,l : 0 ≤ j ≤M − 1, 0 ≤ l ≤ Bon − 1} be steady
state probability vector of the states at departure epochs, where
πj,l denotes the steady state probability of the state (j, l). By
solving π = πP [8], we get the steady state probability vector
of state. Now, the steady state probability of buffer occupancy
(πl, 0 ≤ l ≤ Bon − 1) is calculated as,

πl =

M−1∑
j=0

πj,l. (10)

Now, from [12], we can calculate queue length distribution
at arrival epochs, from which mean waiting time and packet
loss probability calculation is straightforward.

VI. SIMULATION RESULTS AND DISCUSSION

Simulation parameters are taken in such a way that
the two assumptions gets satisfied always. We have taken,
the average arrival rates in each state of the MMPP as
λ0 = 0.6 pptu (packets per time unit), λ1 = 0.7 pptu, λ2 =
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Figure 2: Comparison of rate-jitter for different algorithms in both
cases

0.8 pptu, λ3 = 0.9 pptu, where one time unit depends on
the line speed and packet size. Mean state durations are
exponentially distributed and are set as µ0 = 0.02, µ1 =
0.05, µ2 = 0.015, µ3 = 0.001 and, Xa is taken as
1/mean(λ0, λ1, λ2, λ3) in the simulation. In Fig. 2, buffer
size B varied from 4 to 30, and set h = 2, so, Bon ranges
from 10 to 62.

Choice of Imax and Imin: One trivial choice for Imax
and Imin is Xmax and Xmin [1], where Xmax and Xmin

are the maximum and minimum IATs in the input sequence,
respectively. But by using tighter Imax and Imin, we may get
a stronger rate-jitter guarantee, i.e., we may achieve an Imax
less than Xmax and an Imin greater than Xmin using off-line
algorithm. It is not possible to give an exact lower bound of
Imax, since we do not have control over input arrival process.
In this paper, we have simulated two cases: (i) Imax = Xmax,
Imin = Xmin and (ii) Imax = 0.5Xmax, Imin = 2Xmin.
When we reduce Imax value further beyond 0.5Xmax, we
have arrived at a situation where a packet is scheduled before
its arrival. The reason for this is the maximum IDT Imax is
smaller than the IATs of packets arrived in that situation.

From Fig. 2, it is evident that the rate-jitter of algorithms
A and B is less compared with Mansour algorithm in both
cases. Among the three algorithms, algorithm-B achieves less
rate-jitter. Since Imax in case (i) is larger than that of case
(ii), rate-jitter is more in case (i) compared with case (ii). For
one realization of input, the maximum and minimum IDTs
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Figure 3: Comparison of mean waiting time of a packet for
different algorithms in both cases

in the output sequence of Mansour algorithm are Imax and
Imin, respectively, for all buffer sizes. Hence, the rate-jitter is
constant.
The maximum IDT is constant in algorithm-A for all buffer
sizes, but minimum IDT decreases with an increase in buffer
size B up-to some value and from then onwards it is almost
constant. Because at fewer values of buffer size, it becomes
full and the minimum IDT takes the minimum of the possible
values it can take, but at high buffer values it may not happen.
Therefore, rate-jitter for algorithm-A decreases up-to some
buffer size and almost constant from there in both cases. For
algorithm-B, both the maximum and minimum IDTs decreases
with an increase in the buffer size. Therefore, rater-jitter keep
on decreasing for increasing buffer size in both cases.

The mean waiting time of a packet for different algorithms
is calculated from simulation. From Fig. 3, it is observed
that in Mansour algorithm, the waiting time increases like
an exponential as a function of buffer size B, which is large
compared with algorithms A and B in both cases. Mean
waiting time of algorithm-A (algorithm-B) is almost equal in
both cases.

To simulate the queue length distribution, we have taken
B = 6, h = 2, so, Bon = 14 for both cases. For algorithm-
A, IDTs are taken as service times to find the queue length
distribution, this is true as long as the buffer is not empty.
Buffer becomes empty rarely because of the following: (a)
when the buffer level decreases, algorithm-A schedules the
packets in such a way that the IDT is Imax, so, the probability
of an arrival before the buffer becomes empty is high. (b) since
arrivals follow Poisson process in each state of the MMPP,
there is a high probability for the IATs (follows Exponential
distribution) to take small values. So, most of the time there
will be a packet in the buffer. This is true from TDMoIP
perspective also because the incoming rate has to be equal
to the outgoing rate (utilization, ρ = 1).

From Fig. 4 and Fig. 5, we can observe that the ana-
lytical queue length distribution curves for algorithm-A and
algorithm-B, respectively, match with the simulation results
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Figure 4: Queue length distribution analytical vs. simulation for
both cases when algorithm-A is applied
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Figure 5: Queue length distribution analytical vs. simulation for
both cases when algorithm-B is applied

for both cases. Since algorithm-B doesn’t depend on Imax, the
queue length distribution curves (analytical or simulated) are
almost same irrespective of the case, which can be observed
from Fig. 5. Even though algorithm-B depends on Imin, its
value is so small that cannot influence the curves.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed two rate-jitter control algo-
rithms for TDMoIP application. For algorithm-A, the bound on
rate-jitter is calculated analytically and is shown that is smaller
as compared with Mansour algorithm. The simulation results
show that the performance of algorithm-A and algorithm-B is
better than Mansour algorithm with respect to mean waiting
time and rate-jitter. Therefore, algorithm-B is superior to both
algorithm-A and Mansour algorithm, but the analytical bound
of algorithm-B is yet to be proved. We have modeled the jitter-
buffer as an MMPP/D̃/1/Bon queue, derived an expression
for the queue length distribution. The simulation results for
both algorithms match the analytical queue length distribution.
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The future work is directed towards the study of perfor-
mance of proposed algorithms in multiple streams environ-
ment. The statistical analysis of algorithm-B is under study.
We also aim to calculate an analytical expression for variance
of the departure process of the proposed queueing model. As
a future work, we are extending this work with different self-
similar processes as input, because the real-time traffic in IP
can be best modeled using these arrival processes. We also
aim to determine the waiting time distribution.
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Abstract—The use of power lines for communication is a
topic of great practical interest as well as active research and
standardization activities. The introduction of communications
signals onto an energized power line can cause significant
distortion of the signal, especially at low frequencies. This
paper describes a form of coherent pre-distortion for such com-
munication signals which reduces the destructive interference.
The approach can be optimized in several ways to mitigate
distortion and achieve more efficient data transfer, and may
be important in cases where low-frequency, low-rate carriers
are used.

Keywords-Power line communications; PLC; pre-distortion;

I. INTRODUCTION

Transmission of data via an active power line is a difficult
task, particularly at carrier frequencies below 2kHz [1]. As
a result, the majority of activity in Power Line Communica-
tions (PLC) for Smart Grid applications has been in higher
frequency bands [2]. At Very Low Frequencies (VLF), the
pre-existing power signal on the line (the 50Hz or 60Hz
“fundamental”) causes a number of problems in the system,
including pseudo-stationary interference from harmonics of
the fundamental and a form of “blowback” into the data
transmitter. However, data communications at low frequen-
cies can be very useful in a number of applications, such
as Automatic Meter Reading (AMR), Advanced Metering
Infrastructure (AMI) and similar command/control and data
retrieval scenarios [1], [3].

Curiously, the structure of the power line network seems
to interact in a specific fashion with low-frequency commu-
nication signals. This interaction can appear as a form of am-
plitude modulation of the communication signal, where the
modulation envelope is phase-coherent or time-synchronous
with the fundamental. An example of this phenomenon is
shown in the top plot of Fig. 3. When present, this distortion
envelope seems to be imposed on any/all secondary, low-
frequency signals in the channel. We have not found any
reference to this phenomenon in the literature. This type of
channel-induced distortion is problematic for data communi-
cations because amplitude modulation creates harmonically-
related images of the carrier frequency. As image signals
proliferate, the availability of idle or useable spectrum for

additional subcarriers is reduced, and the dynamic placement
of subcarriers becomes difficult.

An approach to counteracting such effects is to pre-distort
the communication signal prior to introducing it to into the
channel. In this fashion, the distortion and pre-distortion
effectively cancel each other out. The concept of pre-
distortion not new. For example, pre-distortion is often used
to counteract nonlinearities in power amplifiers for wireless
communications [4]–[6]. However, in the case of VLF PLC,
nonlinearities seem to be introduced by the channel itself,
which is a multi-port, multi-user network with time-varying
characteristics, and so is very difficult to characterize com-
pletely. Pre-distortion techniques are also particularly impor-
tant in channels with several subcarriers, or in systems using
dynamic spectral allocation [7]–[10]. In the case of VLF
PLC without effective pre-distortion, a multi-carrier PLC
transmitter may be prevented from introducing additional
subcarriers because the image signals from each subcarrier
interfere very significantly with neighboring spectral bands.
Furthermore, VLF PLC transmissions are very bursty and
have very low data rates, making conventional equalization
or filter-based pre-distortion difficult. Thus, we require a pre-
distortion system which has a relatively simple formulation,
is instantaneously applicable (no convergence delays), and
effectively mediates spectral imaging due to channel effects.

This paper describes a specific approach to pre-distortion
of a communication signal prior to introducing it onto
an active power line in a VLF PLC system. The specific
structure of the pre-distorted signal is important because
it must be estimated very quickly from some functions of
the signals on the channel. In our experimentation with
VLF PLC on a live testbed, we have observed that for
particular types of signals, the channel-induced distortion is
synchronous with the fundamental. Refer to the top plot in
Fig. 3 for an example of this phenomenon. Thus, we derive
the form of the pre-distortion envelope from a model which
is a linear combination of powers of the fundamental. Using
this approach, the pre-distortion function can be computed
instantaneously from observed samples of the fundamental.
Thus, the method observes the extant voltage on the power
network and, using the model of the distortion envelope,
computes a pre-distortion function which can be imposed
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on the communication signal just prior to introduction to
the power network. In this fashion, we achieve a pre-
distortion envelope which is a very close approximation
to the amplitude distortion envelope imposed by the power
network, and synchronous distortion is significantly reduced.

The remainder of this paper presents the approach to
pre-distortion, including some motivating factors as well as
well as experimental results exploring optimization of model
parameters. Section II presents the mathematical formulation
of the proposed channel model and pre-distortion function.
The structure of the model is motivated using important
considerations such as simplicity of form, ease of optimiza-
tion, and synchronization with the fundamental. Section III
presents experimental results using various configurations of
the model to suppress channel-induced distortion. The effect
of model order is explored using unit-valued coefficients,
and the effect of coefficient optimization is discussed. Sec-
tion IV concludes the paper by proposing extensions of the
work to algorithmic optimization and implementation in a
real-time system. The data used to develop this predistortion
technique was gathered from an experimental powerline
communication system which is being implemented on a
production distribution grid. Simulations were developed to
model the channel effects based on the acquired data, and
were tested on a non-real-time PLC system. Implementation
and optimization of the pre-distortion technique in a real-
time, multi-carrier PLC system is ongoing.

II. MATHEMATICAL FORMULATION

The mathematical formulation of the pre-distorted signal
and the method by which it is derived from observations
of the fundamental are important factors in understanding
the technique. In effect, the process creates a set of basis
functions from an observation of the fundamental. These
basis functions are combined and used to calculate the pre-
distortion envelope, which is then applied to the communica-
tion signal. If the set of basis functions and their combination
are a reasonable model of the unknown process creating
amplitude distortion in the channel, then the two effects will
counteract each other, leaving the communication signal in
the channel undistorted. So, we propose a model based on a
linear combination of functions of the power signal, and we
show via simulation and deployment on a live testbed that
this model effectively suppresses particular types of channel-
induced distortion in VLF PLC.

Let p(t), or simply p, be a power signal in the time domain
with Fourier Transform P (ξ) = F(p). In a perfect channel,
p would be simply a sinusoidal power signal with frequency
50Hz or 60Hz (the fundamental). In a realistic channel, p
is the entire signal observed, which is largely sinusoidal but
may contain some harmonic content, noise, etc. Much of the
nonsinusoidal content is due to the electrical structure of the
channel and the fundamental excitation.

Let x(t), or x, be a communication signal in the time
domain with Fourier Transform X(ξ) = F(x). In the
simplest case, x might be a sinusoid at some frequency
other than 50Hz or 60Hz. In other cases, x might be a more
complex passband carrier, modulated via analog or digital
means to carry a message signal or data bits.

The objective is to transmit communication signal x
through the power line system so that the resulting signal can
be recovered by the receiver without error. Unfortunately,
during transmission the power line system distorts x via an
unknown transfer function Hp(x). Due to the nature of the
system, the transfer function does not affect the power signal
p. In fact, the transfer function Hp seems to depend on p in
some fashion, and although Hp cannot be observed directly,
the structure of Hp can be partially estimated via observation
of p. Since the effect of Hp is similar to conventional
amplitude modulation, appropriate pre-distortion of x via
an inverse-function H−1p will approximately account for
the channel’s envelope distortion, thereby suppressing any
unwanted noise or spectral artifacts which are related to the
interaction of x, p, and Hp. Mathematically,

Hp(H
−1
p (x)) = x. (1)

Computing H−1p precisely is impossible. Fortunately, we can
estimate the structure of Hp using powers of the fundamental
p. This produces the approximation Ĥ−1p and the pre-
distorted signal y = Ĥ−1p (x) so that (1) becomes

Hp(y) = x̂ ≈ x. (2)

By choosing the structure of Ĥ−1p carefully (the model),
any errors in the approximation of Hp can be reduced
significantly via one of several well-known methods [11]–
[13].

A. Modeling Hp

Although Hp is difficult to model, we have observed that
the channel produces a coherent amplitude modulation of
secondary signals such as x. Refer to the top plot of Fig.
3 for an example of this phenomenon. By analyzing data
acquired from an experimental PLC system which evidences
this behavior, the authors have discovered that the channel-
induced modulation can be partially modeled using a linear
combination of powers of p, or

q(t,α) =

N∑
j=1

αj [p(t)]
j
, (3)

where coefficients α = (α1, . . . , αN )> are initially un-
known and must be optimized for each instance of the chan-
nel or re-optimized over time. A representative p and q are
shown in Fig. 1 where the coefficients α have been estimated
manually, p and q are normalized to unit amplitude, and q
is formulated using only odd powers of p (i.e. αj = 0 for j
even).
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Figure 1. p (dashed line) and q (solid line).

Using terms familiar to communications systems, the
channel constructs a “false message” which is imposed on
communication signal x as it transits the channel. Here, we
use the unknown transfer function Hp to represent the false
message signal. Estimating Hp via q provides an easily-
constructed relationship given by:

Ĥp(t,α) = − |q(t)|+ δ. (4)

In (4), the false message Hp is estimated by Ĥp, which
depends on q through coefficients α. The false message can
be counteracted by pre-distorting x with Ĥ−1p . As in typical
modulation practices, all envelope functions are normalized
to unit amplitude prior to use. In (4), δ is a constant related to
the modulation depth, as is customary for amplitude modu-
lation envelopes [14]. A representative modulation envelope
Hp recovered from an actual power signal is shown in Fig.
2, along with the estimated inverse envelope Ĥ−1p . In the
figure, the signals are shown normalized to unit amplitude,
and have not been scaled for correct modulation depth, i.e.
δ = 0.

A representative distorted signal Hp(x) is shown in the
top plot of Fig. 3. In this case, x is a sinusoid with frequency
of roughly 900Hz. Note the subtle amplitude modulation
effects of Hp on x. The amplitude envelope of the modulated
signal has periodic notches which are synchronized with
the peaks of p. These time-domain attributes are implicitly
modeled very accurately and simply by q and hence Ĥp.
Thus, the envelope can easily be translated to an optimized
pre-distortion implementation Ĥ−1p which does not require
complex feedback loops or phase discrimination/locking
techniques.

B. Coherent pre-distortion

To achieve effective communication, the modulation im-
posed by the channel via Hp must be pre-distorted by
an inverse function. The pre-distortion approach involves
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Figure 2. Estimated channel modulation envelope Hp (dashed line) and
corresponding pre-distortion envelope Ĥ−1

p (solid line). Both signals are
normalized to unit amplitude, and are shown prior to scaling for appropriate
modulation depth.

estimating and optimizing the coefficients of q and then
formulating an estimated false message signal Ĥp which can
be applied to x prior to introduction to the channel via Ĥ−1p .
Upon introduction to the channel, the channel transfer func-
tion re-imposes the false message Hp onto the pre-distorted
signal. In this fashion, the distortion due to the channel can
be modeled as in (2), subject to the fidelity of α, q, and
hence Ĥp. The outcome of this process is shown in Fig. 3,
which displays plots of the channel signal Hp(x), the pre-
distorted signal y, and the resulting suppressed signal x̂ ≈ x.
For the figure, the communication signal x (not shown) was
a low-rate BPSK-modulated carrier at approximately 900Hz,
and the resultant signals are shown offset for clarity and
normalized to approximately unit amplitude.

The optimization of the pre-distortion envelope Ĥ−1p and
the coefficients α so that x̂ ≈ x is an extremely complex
problem, and the subject of further study. Clearly, when Ĥp

equals Hp exactly, the communication signal x will transit
the channel undistorted by coherent amplitude modulation.
Unfortunately, as mentioned previously, the form of Hp is
unknown, and must be modeled via q, so that determining
an envelope function Ĥp ≈ Hp is not trivial.

The pre-distortion envelope Ĥ−1p will be used in a con-
ventional double-sideband amplitude modulation (DSB-AM)
[14], and so must be normalized to unit amplitude before
use. Thus, a formulaic representation of Ĥ−1p is:

Ĥ−1p (t,α) =
|q(t)|+ ε

c
, (5)

where α = (α1, . . . , αN )>, ε > 0, and c = max{|q(t)|+ε}
to ensure unit amplitude. A representative envelope is shown
in Fig. 2 (solid line), and the effect of applying the envelope
to a communication signal x is shown in Fig. 3 (middle plot).
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Figure 3. Top: distorted signal Hp(x) and power signal p(t) (dotted
line); Middle: pre-distorted signal y; Bottom: resulting signal x̂, which
approximates x. All signals are normalized to unit amplitude, and have
been offset for clear display.

In Fig. 3 the coefficients α have been estimated manually.
However even with non-optimal coefficients, the fidelity of
the pre-distortion process leads to accurate reconstruction of
the signal x, as can be seen from the bottom plot in Fig. 3
(x̂) and the spectral plot in Fig. 5.

Estimation and inversion of the false message reduces
to an optimization problem which depends on a linear
combination of basis functions and the set of coefficients
α. A number of well-known methods exist for optimizing
coefficients of this form, such as Least Mean Squares (LMS),
Recursive Least Squares (RLS), etc. [15], [16]. However,
optimization of the coefficients α leads to a non-smooth
optimization problem which needs to be targeted either by
direct search methods [11] or by gradient-based optimization
methods after a smoothing process. Note that the signal
p is changing slowly over time, so the introduction of a
windowed or framed approach is likely optimal, but forward-
adaptive or backward-adaptive methods for re-optimizing α
are subjects of further study.

III. RESULTS USING NON-OPTIMIZED PARAMETERS

The optimal form of the pre-distortion problem is impor-
tant, but is also very difficult and the subject of considerable
research effort by the authors using both simulations and
testing on an experimental PLC system. However, even in
the absence of complete optimization we can demonstrate
the utility of the proposed model using manually optimized
parameters. In the case of manual optimization, there are
two primary dimensions in (3) that must be considered:
(a) the values of α, and (b) the order of the model, N .
Following subsections describe evaluation of the parameters
of (3) and the overall predistortion process via model order
and coefficient selection.

A. Effect of Model Order

Important optimizations for the pre-distortion system are
the selection of “best” model order (N ) and resulting coef-
ficient structure. We have noticed via both simulation and
experimentation in a live PLC system that the effect of odd-
powers and even-powers of p in (3) and the pre-distortion
envelope in (5) is pronounced and important. Thus, we
briefly examine the effects of model order and coefficient
structure in the formulation of q. To evaluate the noted
effects, we simulate the pre-distortion system using model
configurations with unit-valued coefficients and odd-only or
even-only powers of p and model orders N < 100. Using
this simulation, we compute the usual zero-mean signal-to-
noise ratio (SNR) between the compensated signal x̂ and the
original signal x according to (6), where x[n] denotes the
discrete-time (sampled) signal x.

SNR (dB) = 10 log10

( ∑
x[n]2∑

(x[n]− x̂[n])2

)
(6)

Fig. 4 summarizes the simulation results for distortion versus
model structure using (3) and the resultant pre-distortion
process. In the figure, the curve labeled “all coefficients” has
αj = 1 ∀ j, whereas the curve labeled “even coefficients”
has αj = 1 for j even, and αj = 0 otherwise (similarly
for “odd coefficients”). Note from the figure that although
the combined odd/even model seems to result in reasonable
distortion for lower model orders (N < 10), the effect of
model order is very pronounced. So, for lower model orders
and combined odd/even model construction, the system is
extremely sensitive to variations in model order and input
data. Conversely, for moderate model orders (10 < N <
50) both the odd-only and even-only model constructions
perform better than the combined construction, and exhibit
very little sensitivity to model order. Notably, for moderate
model orders, the odd-only construction ((3) with αj = 1,
j odd) reaches a higher maximum SNR, and evidences a
smoother ascent. As a result, the process of optimizing
odd-only coefficient vectors α may be less prone to local
extrema. Additionally, for large model orders (N > 50),
the differential distortion between odd-only, even-only, and
odd-even model constructions is insignificant. From this
result, we conclude that the use of odd-only powers of p in
(3) produces harmonic suppression which is more effective
for subbands which are more prevalent in the distortion
characteristic of the channel.

B. Manual Optimization

Illustrative results for manually optimized coefficients α
are shown in Fig. 3, where an approximately sinusoidal
signal x with frequency around 900Hz is introduced to the
channel. The figure uses data acquired from our VLF PLC
testbed. In the figure, the effect of the coherent, channel
induced distortion Hp(x) is evident in the top plot, and the
pre-distorted signal y in the middle plot is fed to the channel,
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resulting in the bottom plot where x̂ ≈ x and the distortion
is suppressed.

In the top plot of Fig. 3, note the subtle modulation of
the amplitude of x due to Hp. The periodic notches in the
amplitude of Hp(x) are synchronous with the peaks of p,
which is shown overlaid on the top plot of Fig. 3 with unit
amplitude. In the middle plot, note the corresponding inverse
amplitude modulation of x due to Ĥ−1p . The periodic peaks
in the amplitude of y are aligned with the peaks of p, and
hence are also aligned with the periodic notches in Hp(x).
These time-domain attributes are accurately modeled by q
and hence y, which results in a straightforward pre-distortion
approach. Thus, when the pre-distorted signal y is introduced
to the channel, Hp(y) = x̂ ≈ x as in (2), and as shown in
the bottom plot of Fig. 3.

The effect of this process becomes particularly clear in
Fig. 5 which overlays spectra of the idle channel, the channel
with distorted input, and the compensated signal x̂, and the
inset, which overlays spectra of the distortion before and
after the pre-distortion process. In the figures, a low-rate
BPSK signal x is introduced to the channel with a carrier
frequency near 900Hz. When the pre-distortion scheme is
not used, the images or sidelobes of the introduced signal
are clearly evident in both figures at 120Hz harmonic offsets
from the carrier (i.e. 900Hz± (n× 120Hz). However, when
the pre-distortion scheme is used, the images of x are
suppressed significantly. Also note the roughly 20dB sup-
pression of the image signals nearest the 900Hz carrier (cf.
400-800Hz and 1000-1400Hz). In this case, the differential
distortion between the original communication signal x and
the pre-distorted signal x̂ is less than 0.5dB. Note also that
imperfections due to non-optimal coefficients α results in
two areas which need additional optimization: (a) spurious
peaks at distant 120Hz harmonic offsets from the 900Hz
carrier (cf. 1600-1800 and 100-200Hz), and (b) a slowly

varying spectral envelope. In these tests, we do not compare
end-to-end performance metrics such as bit-error rate (BER)
because the effect of the channel-induced distortion can
easily be mitigated for single-carrier systems via the use of
a high-quality receive filter. Instead, our VLF PLC system is
targeted for multi-carrier architecture using dynamic channel
selection, and the suppression of coherent images is a critical
first-step in the implementation of that architecture.

IV. CONCLUSION

The suppression of image signals in low-frequency, nar-
rowband PLC systems can be important. When optimized
and deployed in a system which continuously re-optimizes
the coefficients α, the near-field suppression approach de-
scribed here may yield significant benefits for transmission
schemes which rely on large numbers of low-rate carriers,
such as frequency-division modulation (FDM) or computa-
tionally efficient equivalent approaches based on transforms,
such as orthogonal FDM (OFDM).

The pre-distortion model proposed here has been shown
to be efficiently realized and capable of instantaneous imple-
mentation with no requirements for phase-locking or delay
due to convergence of an adaptive filter. These implementa-
tion details are extremely important in a VLF PLC system
with bursty, low-rate transmissions. In initial testing of the
approach using non-adaptive, hand-optimized coefficients,
we have achieved greater than 20dB suppression of channel-
induced distortion in critical subbands, making these areas
of the spectrum available for dynamic allocation by the
transmitter.

The authors are actively pursuing algorithmic optimiza-
tions of critical model parameters, including model order,
coefficient selection, and adaptation rate for implementation
in a real-time, low-frequency PLC communication system
being implemented on a local distribution grid.
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Abstract— Turbo coded 64-QAM systems have been adopted 

by standards such as CDMA-2000 and Long Term Evolution 

(LTE) to achieve high data rates. Although several techniques 

have been developed to improve the performance of Turbo 

coded QAM systems, combinations of these techniques to 

produce hybrids with better performances, have not been fully 

exploited.  This paper proposes a combination of Joint Source 

Channel Decoding (JSCD), adaptive Sign Division Ratio (SDR) 

based scaling and prioritised constellation mapping, to 

improve the performance of Turbo coded 64-QAM. JSCD 

exploits a-priori source statistics at the decoder side and SDR 

based scaling provides a scale factor for the extrinsic 

information as well as a stopping criterion. Additionally, 

prioritised constellation mapping exploits the inherent 

Unequal Error Protection (UEP) characteristic of the 64-QAM 

constellation and provides greater protection to the systematic 

bits of the Turbo encoder. Simulation results show that at Bit 

Error Rates (BERs) above 10-1, the combination of these three 

techniques achieves an average gain of 2.5 dB over a 

conventional Turbo coded 64-QAM system. However, at BERs 

below 10-1, the combination of only JSCD and SDR scaling 

provides an average gain of 1 dB.  

Keywords- Turbo Code; QAM; JSCD; SDR; Priortised Mapping. 

I.  INTRODUCTION  

    Since the inspection of Turbo codes by Berrou et.al in 
1993 [1], several communication standards have adopted this 
powerful near Shannon limit error correcting code. For 
example, Turbo coded 64-QAM systems have been widely 
exploited to achieve reliable transmission at high data rates 
in several standards such as Long Term Evolution (LTE) 
[2],[3], CDMA 2000 [4] and HomePlug Green PHY [5]. 
These systems have also been reported to be promising for 
IEEE 802.11a [6]. The major impact of Turbo codes has led 
to the emergence of several techniques such as Joint Source 
Channel Decoding (JSCD) [7], [8], [9], [10], extrinsic 
information scaling and iterative detection [11], [12], [13], 
[14], to improve its error performance and lower its decoding 
complexity. Moreover, certain characteristics of the 64-
QAM constellation have also been exploited to improve the 
performance of Turbo coded QAM [15]. An overview of 
these techniques is given below.       

JSCD essentially involves the use of a-priori source 
statistics and the exploitation of residual redundancy to 
enhance the channel decoding process. For example, Murad 
and Fuja [7] proposed a composite trellis, made up of a 

Markov source, a Variable Length Code (VLC), and a 
channel decoder’s state transitions, to exploit a priori source 
statistics. A low complexity version of the technique in [7] 
was developed by Jeanne et.al [8] and more recently Xiang 
and Lu [9] proposed a JSCD scheme for Huffman encoded 
multiple sources, which could exploit the a-priori bit 
probabilities in multiple sources. Also, Fowdur and 
Soyjaudah [10] proposed a JSCD scheme with iterative bit 
combining, which incorporated two types of a-priori 
information, leading to significant performance gains. On the 
other hand, extrinsic information scaling aims at improving 
the Turbo decoder’s performance by scaling its extrinsic 
information with a scale factor. For example, Vogt and 
Finger [11] used a fixed scale factor to improve the Max-
Log-MAP Turbo decoding algorithm, while Gnanasekaran 
and Duraiswamy [12] proposed a modified MAP algorithm 
using a fixed scale factor. Interestingly though Lin et.al [13] 
proposed a scaling scheme that extended the Sign Division 
Ratio (SDR) technique of Wu et.al [14] to adaptively 
determine a scaling factor for each data block at every 
iteration.  Finally, the Turbo decoding process can be further 
enhanced by exploiting the UEP characteristic of the 64-
QAM constellation to give more protection to the systematic 
bits of the Turbo encoder. This technique has been applied to 
LTE Turbo codes by Lüders et.al [15].  

In contrast with previous works, which have mostly 
considered the schemes developed to improve the 
performance of Turbo codes independently, this paper 
analyses the performance of a Turbo coded 64-QAM 
scheme, which integrates three different techniques. Firstly, 
at the encoder side, prioritized constellation mapping [15] is 
performed so that the systematic bits output by the Turbo 
encoder are given the highest protection when they are 
mapped onto the 64-QAM constellation. The second 
technique employed is JSCD [7], [10], which exploits a-
priori source statistics during Turbo decoding. The final 
technique used is adaptive extrinsic scaling based on the 
SDR criterion [13].  Significant performance gains are 
obtained for both iterative and non-iterative decoding with 
the combination of these three techniques.   

The organization of this paper is as follows. Section II 
describes the complete system model.  Section III presents 
the simulation results and analysis. Section IV concludes the 
paper and lists some possible future works.  
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II. SYSTEM MODEL 

The complete transmission system is shown in Fig
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 Fig. 1 Transmitter with prioritised constellation mapping.

 
A random alphabet source is first generated with a non

uniform probability distribution and then encoded
with the Reversible Variable Length Code (RVLC)
The coded bits are fed to a Turbo encoder, which
a parallel concatenation of two Recursive Systematic 
Convolutional (RSC) encoders, RSC1 and RSC2
by an interleaver, ∏. The Turbo encoder 
systematic stream, S0 and two parity streams P
achieve prioritized constellation mapping, such that the 
systematic bits, S0, are placed at the most strongly protected 
points on the 64-QAM constellation, bit reordering [
be performed after the multiplexing process. The bit 
reordering is performed on a group of six bits at a time since 
six bits are mapped onto one complex 64-QAM symbol.

From Fig. 1, it is observed that after bit re
parity bits S0 occupy the first two positions of the six bit
that are mapped on one symbol of the 64-QAM constellation 
shown in Fig. 2. In this constellation, the bits found in the 
first two positions are most protected, while the bits found in 
the last two positions receive the lowest protection. 

 

Fig. 2 64-QAM constellation with major and minor quadrants
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This can be explained by considering the four major and 
16 minor quadrants of this constellation. The major 
quadrants are distinguished by the first two bits of the 
constellation point, for example, in the upper right major 
quadrant, the first two bits are 00. Hence, if the de
only distinguishes between the four quadrants
first two bits are correctly de-mapped. Each major quadrant 
is divided into four minor quadrants
using the 3

rd
 and 4

th
 bits of the constellation points.  

Therefore, with bit ordering [15], the systematic bits
receive the highest protection while the second parity bits, 
P2, receive the lowest. Since the systematic bits of a Turbo 
encoder have the greatest impact on its performance
ordering scheme improves the performance of the Turbo 
decoder. The modulated 64-QAM symbols are then 
transmitted over a complex Additive White Gaussian Noise
(AWGN) channel and the corresponding received sequence 
is denoted by Rt.  

The complete system model for
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QAM de-mapper to produce soft bits. These soft bits are then 
de-multiplexed and sent for Turbo decoding. The first Turbo 
decoder is modified so that it can incorporate a
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the trellis of the RVLC decoder as described in [7] and [10]. 
This results into a composite trellis structure with which 
JSCD can be performed. With JSCD the computation of the 
branch transition probability is modified.
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Assuming that the Max-Log-MAP algorithm [17] is used, 
the branch metric probability for the joint decoder is 
computed as follows: 
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where, 

),'(
)(1

ll
i

tγ is the branch transition probability from state l’ to 

l of bit i ( i = 0 or 1) at time instant t, 

)(1
ipt is the a-priori probability of bit i derived from the 

channel extrinsic information and input to the joint (first) 
decoder, 
Pr{Ci}is the a-priori probability of bit i obtained from source 

statistics,  

tr0  and tr1 are the de-mapped soft bits corresponding to the 

bipolar equivalent of the transmitted systematic bits, x0t and 

first parity bits, x1t . σ
2
 is the noise variance [10]. 

    With the joint decoder, the a-priori statistics, Pr{Ci} can  

be incorporated into the Turbo decoding process. The 

derivation of the a-priori source statistics for the RVLC 

source given in Table I is now explained. The RVLC 

decoder’s bit-level trellis is shown in Fig. 4 [10]. 

    From the bit level trellis, the probability of the transition 

from state Mt-1 = l’ to Mt = l where l’, l Є 

(F,IA,IB,IC,ID,IE,IF), given an input bit i at time instant t, 

can be derived for all possible state transitions. For example, 

the probability of the transition from the final state F to the 

intermediate state IA, is given by [10]: 
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   For simplicity, the state transition probability for any state 

corresponding to bit i is denoted as Pr{Ci} and the joint 

decoder exploits this probability in computing the branch 

metric probability as per equation (1) [10]. The forward 

recursive variable, )(
1

ltα , at time t and state l is computed 

as follows for a joint decoder with Mj states: 
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TABLE I.         RVLC CODEWORDS 

Symbol Probabilty RVLC [16] 

A 0.33  (PA) 00 

B 0.30  (PB) 01 

C 0.18  (PC) 11 

D 0.10  (PD) 1010 

E 0.09  (PE) 10010 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 4.  Bit level trellis of RVLC decoder [10]. 

 

    The number of states of the joint decoder, Mj is greater 

than the number of states, Ms of the second decoder 

(DEC2), because the joint decoder is obtained by merging 

the states of the RVLC decoder with the states of the Turbo 

decoder as described in [10]. The backward recursive 

variable, )(
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ltβ , is computed as follows: 
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The extrinsic information )(
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eΛ  at iteration r and time t 

for the joint decoder is computed as follows: 
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    When S1r takes its maximum value of 1.0, the switch T1 

is opened, the iterative decoding process is stopped and a 

hard decision is made on )(
)(

1 t
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Λ . However, when S1r is 

less than one, T1 remains closed and the extrinsic 

information )(
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eΛ . Hence, the SDR scaling mechanism acts 
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The branch metric probability for the second decoder is 

computed as follows: 
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    where, tr2 is the de-mapped soft bits corresponding to 

the bipolar version of the transmitted second parity bits x2t 

and tr0  is the interleaved counterpart of  tr0  .  

     The forward and backward recursive variable, )(
2

ltα  

and )(
2

ltβ  at time t and state l are computed as follows: 
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The LLR, )(
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Λ and extrinsic information, )(
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eΛ   at 

iteration r and time t are computed as follows: 
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The scale factor S2r is computed as follows: 
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where, ( ))(),(
)(

2
)(

2 ttf
rr

e ΛΛ =1 if )(
)(

2 t
r
eΛ  and )(

)(
2 t
r

Λ have the 

same sign.  Finally, the a-priori probability, )(1
ipt , is 

computed as per equation (7) but using )(
)(

2 t
r

eΛ .  If             

S2r = 1.0, T2 is opened to stop the iterative decoding process 

and a hard decision, (HD) is made on )(
)(

2 t
r

Λ . 

    The combination of prioritized constellation mapping, 

JSCD and adaptive scaling certainly lead to an enhanced 

Turbo coded 64-QAM system, but at the cost of greater 

computational complexity and delay. The complexity 

increase due to the bit re-ordering scheme is negligible and 

may even be integrated with the multiplexer. JSCD on the 

other hand leads to the greatest increase in complexity and 

delay because as mentioned previously the joint decoder is 

obtained by merging the states of the RVLC decoder with 

the states of the Turbo decoder. The number of 

computations involved in computing S1r and S2r to perform 

adaptive scaling also increase the delay. However, this is 

compensated by the faster convergence achieved with the 

use of the scale factor and the possibility of stopping the 

iterative decoding process once convergence is achieved. 

This prevents the decoder from performing unnecessary 

iterations. 

                         

III. SIMULATION RESULTS AND ANALYSIS 

The performances of the following four Turbo coded 64-
QAM schemes are compared:  

Scheme 1 – The Turbo coded 64-QAM system with 
JSCD, adaptive scaling and prioritised constellation 
mapping. The encoding and decoding frameworks are given 
in Fig. 1 and Fig. 3, respectively. 

Scheme 2 - This scheme only uses prioritised 
constellation mapping. The encoding is as per Fig. 1, but the 
decoding does not include JSCD or adaptive scaling.  

Scheme 3 – This scheme uses JSCD and adaptive scaling 
and its decoder is similar to Scheme 1. However, prioritised 
constellation mapping is not performed, as such, the bit re-
ordering block of the encoder shown in Fig. 1 is omitted.  
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Scheme 4 – This scheme is a conventional Turbo coded 
64-QAM system without prioritised constellation mapping, 
JSCD and SDR scaling.  

In all simulations, a random alphabet source with the 
probability distribution given in Table I has been used. After 
generating the alphabets, they are grouped into packets of 
size P = 64 symbols. The packets are then Reversible 
Variable Length Coded to obtain an RVLC bit-stream as 
shown in Fig. 1. Normally, the length in bits, L, of each 
packet is transmitted as side-information because L is 
different for each packet. The packetization is important to 
prevent error propagation. The RVLC bit-streams of all 
packets are grouped into blocks of 4056 bits since an 
interleaver size of 4056 bits has been used in the simulations. 
The parameters for the Turbo code used are as follows: 
 
Generator: G = [1, g1/g2], where g0 = 7 and g1 = 5 in Octal. 
Interleaver size, N  = 4056 bits.   
Maximum number of iterations, I = 12. 
Code-rate = 1/3 and channel model: Complex AWGN.  
 

The graphs of Bit Error Rate (BER) as a function of 
Eb/No have been plotted separately over a low Eb/No range: 
0 dB ≤ Eb/No ≤ 3 dB   and a high Eb/No range: 3.5 dB 0 ≤ 
Eb/No ≤ 6.5 dB in steps of 0.5 dB. Eb/No is the ratio of the 
bit energy, Eb to the noise power spectral density, No. It is to 
be noted that the transition from the low Eb/No range to the 
high Eb/No range is essentially a  continuity from 3 dB to 
3.5 dB and up to 6.5 dB. The performance analysis has also 
been made for both iterative and non-iterative decoding. 

Fig. 5 shows the graph of BER against Eb/No for 
iterative decoding over the low Eb/No range. It is observed 
that the Turbo coded 64-QAM system with JSCD, adaptive 
scaling and prioritised constellation mapping (Scheme 1) 
provides the best performance with an average gain of 2.5 
dB for BER > 10

-1
 over the conventional Turbo coded 

system (Scheme 4). At an Eb/No of 1 dB, Scheme 1 also 
provides a gain of about 1.5 dB over Scheme 3, which does 
not employ prioritised constellation mapping.  

 

 
Fig. 5. Iterative low Eb/No performance with N = 4056. 

Moreover, Scheme 2, which uses only prioritised 
constellation mapping outperforms Scheme 3 by 1dB at an 
Eb/No = 1 dB.  It is to be noted from a theoretical point of 
view the performance of the system for a BER > 10

-1
 is 

important because it is revealing a new characteristic of the 
system whereby it is seen that significant gains can be 
obtained in this BER region using the proposed technique. 
However, from a practical point of view the performance of 
the system for BER > 10

-1
 is not really relevant. 

Fig. 6 shows the graph of BER against Eb/No for  
iterative decoding over the high Eb/No range. In this range it 
is observed that prioritised constellation mapping is not 
beneficial. For example, Scheme 2 provides the worst 
performance while the performance of Scheme 1 is 
comparable to that of Scheme 4. A possible explanation is 
that with iterative decoding, in the high Eb/No range, 
convergence takes place. As such, giving more protection to 
the systematic bits does not provide further gains. Also, since 
lower protection has been given to the parity bits, this can 
lead to performance degradation. Over this Eb/No range, 
Scheme 3 which uses only JSCD and adaptive scaling 
provides the best performance with an average gain of 1 dB 
in Eb/No over Scheme 1 and Scheme 4. It is to be noted that 
Scheme 3 outperforms Scheme 1 over this high Eb/No range 
because Scheme 1 suffers from a performance loss, which 
results from the use of  prioritised constellation mapping 
after convergence. 

Fig. 7 shows the graph of average number of iterations 
versus Eb/No over the range 3 dB ≤ Eb/No ≤  6.5 dB. 
Scheme 1 and Scheme 3, which employ SDR based scaling 
with a stopping criterion, show a progressive decrease in the 
number of iterations required as the Eb/No increases. For 
example at an Eb/No of 5.5 dB, Scheme 3 consumes six 
iterations less than Scheme 2 and Scheme 4. However, 
Scheme 1 consumes on average 1.5 iterations more than 
Scheme 3 due to performance loss as a result of using 
prioritised mapping after convergence. The number of 
iterations required by Schemes 2 and 4 remains fixed at 12. 

 
 

 
        Fig. 6. Iterative high Eb/No performance with N = 4056. 
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Fig. 7. Average number of iterations vs Eb/No for N = 4056 . 

 

Fig. 8 shows the graph of BER against Eb/No for non-
iterative decoding over the low Eb/No range. It is observed 
that Scheme 1 outperforms all the other schemes with an 
average gain of 2.5 dB over Scheme 4 and  2 dB over 
Scheme 3. However, with non-iterative decoding, 
convergence does not take place and the use of prioritized 
constellation mapping does not lead to degradation at BERs 
below 10

-1
. This is observed in Fig. 9 whereby Scheme 1 

outperforms Scheme 3 by 0.5 dB on average and Scheme 4 
by almost 1.5 dB. It is to be noted that in [15], whereby only 
bit-reordering was used, it was also observed that with non-
iterative decoding a performance gain is obtained throughout 
the Eb/No range whereas with iterative decoding 
convergence takes place at a certain point. Hence when 
prioritized constellation mapping is used the iterative scheme 
does not present a similar relation as the non-iterative.  

 

 
Fig. 8. Non-Iterative low Eb/No performance with N = 4056. 

 
   

 
Fig. 9. Non-Iterative high Eb/No performance with N = 4056. 

 

IV.   CONCLUSION AND FUTURE WORK  

   This paper proposed an efficient Turbo coded 64-QAM 

scheme with JSCD, adaptive scaling and prioritised 

constellation mapping.  At the encoder side a re-ordering 

mechanism is used to map the systematic bits of the Turbo 

encoder on the most strongly protected points of the 64-

QAM constellation. To enhance the decoding process, 

JSCD is used to incorporate a-priori source statistics and 

adaptive SDR based scaling is also performed. At BERs 

above 10
-1

, the proposed scheme provides a significant 

performance gain of 2.5 dB with iterative decoding over a 

conventional Turbo coded scheme. For BERs below 10
-1

, 

the use of prioritised constellation mapping degrades 

performance as a result of convergence. Hence, for BERs 

below 10
-1

, it is preferable to use only JSCD and SDR 

scaling, which achieves a gain of 1 dB on average over a 

conventional Turbo coded scheme. However, with non-

iterative decoding, the proposed scheme, outperforms a 

conventional Turbo coded scheme at all BERs because there 

is no performance degradation due to prioritised 

constellation mapping. Overall, the combination of 

prioritised constellation mapping with JSCD and SDR based 

scaling appears promising for Turbo coded 64-QAM 

systems.  

     Several interesting future works can be envisaged from 

the scheme proposed in this work. A straightforward 

extension would be to assess its suitability for 

communication systems such as LTE. A more challenging 

future work would be to use JSCD schemes, which are less 

complex and hence do not incur significant delays while still 

allowing the exploitation of source statistics. The prioritised 

constellation mapping scheme could also be optimised so 

that performance gains could be obtained in the high Eb/No 

range also. Finally, investigations could be made on how to 

extend the scheme to block Turbo codes and also on the 

possibility of using bit interleaved coded modulation.  
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Abstract— We propose a vehicle ad-hoc network for traffic 

information service. It allows collecting and analyzing traffic 

status of large areas without any infrastructure, e.g., probe 

cars, road side unit, and server. The proposed scheme uses 

multi-channel and broadcasting technique. Vehicle terminal 

simply needs the existing navigation systems in vehicles and 

wireless communication devices for vehicle-to-vehicle 

communication. Communication and networking algorithm is 

given and experimented on the testbed. It effectively collects 

accurate traffic information, and is able to provide real-time 

traffic information propagation by using only vehicle-to-

vehicle(V2V) communications without infrastructure. 

Keywords-VANET; Traffic Information Service; Driver 

Assistance; Navigation. 

I.  INTRODUCTION 

Recently, many researchers have been studying on the 
active vehicle-safety services based on inter-vehicle 
communication to improve drivers’ safety [1]. This safety 
service aims at collision warning, collision avoidance, 
providing traffic information, etc. For instance, G. Held [1] 
discussed the traffic information service that assists drivers 
with the information of driving paths detouring accident 
zones or traffic jams in real-time manner.  

The traffic information service roughly divides into 
Intelligent Road and Vehicle Ad-hoc Network (VANET) in 
terms of inter-vehicle communication [2-4]. In Intelligent  
Road, the traffic information is wirelessly collected from 
vehicles to access points which are deployed along the roads, 
sent to the information center, processed, and then 
broadcasted to drivers on the roads. An example of this 
scheme is Traffic and Travel Information via Transport 
Protocol Expert Group (TPEG) service. However, it has 
several disadvantages, e.g., it costs a lot to incorporate 
facilities for the service along the roads. In addition, even 
though a number of information providers including taxis 
and buses participate in TPEG, real-time service is not easy 
to offer due to the time delay of more than 5 minutes for 
updating the information. Moreover, the traffic information 
provided by the agencies is not free of charge. In VANET, 
on the other hand, the traffic information is delivered directly 
from vehicle to vehicle. It can be delivered to the vehicle 
following in the same lane or to the vehicles, so called 
messengers, running in the opposite lane. However, VANET 

typically relies on broadcasting which may cause the channel 
collision that degrades communication efficiency or generate 
too many messages overloading the systems.  

In this paper, we propose a traffic information service 
based on vehicle ad-hoc network. The proposed scheme 
collects, processes, and distributes traffic information 
without establishing a specific infrastructure, e.g., server or 
separated monitoring systems. We design communication 
and networking algorithm. It utilizes three wireless channels. 
It only allows the last vehicle in a traffic jam to communicate 
with the vehicles in the opposite lane. This multichannel 
communication scheme minimizes the probability of 
message collision and simultaneously enables accurate and 
reliable data delivery. 

In Section II, a concept of traffic information service for 
traffic congestion avoidance is proposed. In Section III, 
method of channel operation for efficient use of resources is 
presented and Finally, in Section IV, conclusion of this study 
and description of future work are provided.  

II. TRAFFIC INFORMATION SERVICE CONCEPT 

 

Vehicle C exchanges the traffic 
information with vehicle A and B.
Vehicle C can select an alternate 
route(          )

Vehicle A gets the traffic 
information. (Location, 
Speed, Time) Destination 

of Vehicle C

Direction for vehicle B

Alternate route for vehicle C

BA

C

Direction for vehicle A

Direction for vehicle C
Traffic Jam

Information
Collecting

Device

 
Figure 1. Traffic Information Service Concept 

 

Figure 1 shows how the vehicle C avoids the traffic jam 

and arrives to the destination. Vehicle A, B, and C generate 

the traffic information based on location data supported by 

Global Positioning System (GPS). The collecting devices 

transfer and retrieve various information including vehicle 

speeds, traffic environment, etc. through the wireless 

network. The destination is where the vehicle C goes toward 

and the traffic jam is where the heavy traffic occurs. 
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The service scenario is as follows: (1) Vehicle C is on the 

way to the destination; (2) Vehicle A has been moving in 

“the direction of vehicle A” as shown in Figure 1. Since 

vehicle A went through the jammed area, it has obtained the 

traffic information, e.g., speed change of vehicles over the 

passed locations including the jammed area; (3) Vehicle B 

has been moving in “the direction of vehicle B” as shown in 

Figure 1.  The traffic information that vehicle B has 

obtained is likely to be normal since it did not pass through 

the jammed area; (4) Vehicle A, B, and C regularly transmit 

the traffic information on their respective paths; (5) If 

information collecting devices are incorporated on the road, 

they can serve to retrieve, process, and regularly transmit 

the traffic information to users; (6) Based on the delivered 

information from vehicle A and B, vehicle C can be aware 

of the traffic jam on the path of vehicle A in advance; and 

thus, (7) Vehicle C can choose the right path avoiding the 

heavy traffic.  
In summary, when vehicle C does not have a priori 

knowledge on the traffic ahead, it has possibility to meet the 
jammed area before it arrives to the destination. On the 
opposite lane, vehicle A has come from the jammed area and 
vehicle B has come without suffering any traffic jam. Since 
vehicle C receives traffic information from vehicle A and B 
on two possible paths in advance, it can choose its preferred 
path to the destination avoiding traffic jam. 

III. SERVICE METHODS 

A. Channel Operation Scheme 

 

Direction

DirectionTraffic
Jam

First Car

Traffic
Jam

Last Car

S1-Ch(N or E) S2-Ch(S or W)D-Ch

Figure 2. An Example of Wireless Communication Channels  
 
Figure 2 shows the wireless communication channels of 

vehicles running on roads near traffic jammed areas. The 
vehicle’s terminal operates with three wireless 
communication chanels. The first channel (S1-Ch) is for 
communicating with the vehicles driving in north or east 
directions. The second channel (S2-Ch) is for 
communicating with vehicles driving in south or west 
directions. The third channel, called D-Ch, is for 
communicating with the vehicles driving in the opposite 
direction. 

B. Message Format 

The header and trailer are determined by the adopted 
PHY/MAC protocol. Note that all messages are broadcasted 
without any join and association procedure between vehicles. 

We define four types of messages that are classified by the 
value in Msg_Type field as follows.  

○1  Info_Req indicates that the message is a request for the 

vehicle ahead to send the traffic information through S-Ch. 

○2  Info_Resp indicates that the message contains traffic 

information and is sent to the rear car through S-Ch. 

○3  Jamming _Data indicates that the message contains 

traffic information about jammed area and is sent to the cars 

on the other lane through D-Ch. 

○4 Chg_CH_Cmd indicates that the message is a request 

for the last car to change the communication channel from 

D-Ch to S-Ch. This message is issued by a newly joining car 

to collect traffic information when it overhears the messages 

about jammed areas that the last car is sending through D-Ch.  

These messages assist driving vehicles with 
spatiotemporal traffic information contained in various 
message fields. For example, Start_Coordinate, Time_Stamp, 
Cause fields contain starting points, starting time, cause of 
traffic jam, respectively.  The length and route of traffic jam 
can be derived from Start_Coordinate with End_Coordinate 
and Area_Code with Road_NUM, respectively. 

 

Header TrailerMAC Payload

Msg_

Type
Road NUMDirection

Area

Code

PHY/MAC frame format

(a) Info_Req

Msg_

Type

Time_

Stamp

Start_

Coordinate

(b) Info_Resp

My_

Coordinate
Road NUMDirection

Area

Code
Cause

Msg_

Type

Time_

Stamp

Start_

Coordinate

(c) Jamming_Data

End_

Coordinate
Road NUMDirection

Area

Code
Cause

Msg_

Type
Road NUMDirection

Area

Code

(d) Chg_CH_Cmd

Msg_Type (1byte): message type 

Time_Stamp (2bytes): current time(ddhhmmss) 

Start_Coordinate (8bytes): latitude/longitude coordinate of the first car 

End_Coordinate (8bytes): latitude/longitude coordinate of the last car  

Direction (1byte): East->0, West->1, South->2, North->3 

Area_Code (2bytes): area code managed by nation  

Road_NUM (2bytes): road number managed by nation  

Cause (1byte): cause of the traffic jam 

 

Figure 3. Frame and Message Format 

 

C. Communication & Networking Algorithm 

Figure 4 shows the vehicle states, channel operations, 
communication algorithm in several situations. The five 
states of vehicles are defined as follows. 

- NOR is the state of the normal car that drives faster than 
its predetermined speed. 

- FST is the state of the first car at the starting point of 
jammed area, which generates the traffic information 
including location, time, and cause of the traffic jam.  

- LST is the state of the last car at the last point of 
jammed area, which delivers traffic information to the 
vehicles on the opposite lane.  
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- FWD is the state of the vehicles in the middle of 
jammed area, which forwards information in Broadcast 
Mitigation Technique(BSMT) procedure for a multi-hop 
broadcast-based communication.  Since FWD is temporary, 
it eventually switches into LST or MDL.  

- MDL is the state of the vehicles in the middle of 
jammed area. In BSMT procedure, the vehicles that are not 
selected to be on FWD become MDL.  

In Figure 4, if a vehicle on NOR drives slower than the 
predetermined speed owing to traffic jam, it checks on a 
Jamming_data message reception to see whether there has 
already been a vehicle on LST.  

 

If slower than pre-

determined speed?

If recv

(Jamming_data) from D_Ch?

Change D-Ch to S(x)-Ch

Send(Info_Req) to the carahead

If recv (Info_Resp)

From the carahead?

FWD chosen by BSMT

MDL
FWD

If recv (Info_Req)

from the rear?

Send traffic Info. (Info_Resp)

- Become the middle car

- Change S(x)-Ch to D-Ch

If faster than

Pre-determined speed?

MDL

- Become the last car

- Change S(x)-Ch to D-Ch

Send Jamming_data to cars 

on other side

If recv (Chg_CH_Cmd)?

- Stop sending Jamming_data

- Change D-Ch to S-Ch FWD

LST

Become the first car

Generate the traffic info. of 

the first car
FWD

FST

NOR

Communication in D-Ch

N

Y

N

Y

N

Y

N

Y

N

Y

N

Y

Send message 

(Chg_CH_Cmd) to last car

 
Figure 4. The Channel-Operating and Networking Algorithm 

 
If it receives Jamming_Data through D-Ch, it sends 

Chg_CH_Cmd message to the car ahead on LST for 
requesting channel change from D-Ch to S(x)-Ch, where x is 
1 or 2. Then, it also changes its own channel to S(x)-Ch and 
transmits Info_Req message requesting traffic information 
ahead, and waits for Info_Resp. 

On the other hand, if it receives no Jamming_data 
message, it changes its channel to S(x)-Ch and transmits 
Info_Req message requesting traffic information ahead, and 
waits for Info_Resp.  

If it does not receive Info_Resp for the time interval, Td, 
defined by (3), it goes into FST and starts generating traffic 
information including its GPS location, cause of  the traffic 
jam. And then it starts operating as the car on FWD. If it 

does receive Info_Resp, BSMT procedure determines 
whether it goes into MDL or FWD.  

If it is determined to be on MDL, it changes its channel 
to D-Ch. On the other hand, if it is determined to be on FWD, 
it checks whether it receives Info_Req. If it does, it sends 
Info_Resp containing traffic information coming from the 
vehicle on FST to the vehicle in the rear and it changes its 
state into MDL 

However, if it does not receive Info_Req, it goes into 
LST, changes its channel to D-Ch, and start to periodically 
send Jamming_Data built with traffic information from itself 
and the vehicle on FST to the car on the opposite lane. The 
transmission period is given by (10) below. 

When the car on LST receives Chg_CH_Cmd while 
periodically sending Jamming_data, it stops sending 
Jamming_data, changes its channel to S(x)-Ch, and starts 
operating as the car on FWD.   

And if all vehicles drive faster than the predetermined 
speed, they go into NOR. 
 

D. Broadcasting by Broadcast Storm Mitigation 

Technique 

The multi-channels as with S(x)-Ch and D-Ch in this 
paper, generally show higher performance than the single-
channel since it can mitigate collision and interference. In 
our scheme, the traffic information from the first car should 
be broadcasted to the cars in the rear through S(x)-Ch or 
sometimes it should be propagated to the cars in the middle 
of traffic jam through multi-hop communication. Note that 
the broadcast-based scheme may cause serious problems, 
e.g., broadcast storm, which results in severe performance 
degradation. To address this problem, we utilize Slotted 1-
Persistence Broadcasting Rule [5]. We briefly introduce the 
rule for understanding. 

Upon receiving a packet, a node checks the packet ID 
and rebroadcasts with the pre-determined probability 1 at the 
assigned time slot TSij, as expressed by Eq. 1, if it receives 
the packet for the first time and has not received any 
duplicates before its assigned time slot. Given the relative 
distance between nodes i and j, Dij, the average radio range 
of a wireless link, R, and the predetermined number of slots 
NS, TSij can be calculated as 

 ijij STS     (1) 

where is the estimated one-hop delay, which includes 
the medium access delay and propagation delay, and Sij is the 
assigned slot number, which can be expressed as 























R

,R)min(D
1NS

ij
sij

   (2) 

In BSTM procedure, each car becomes on MDL if it 
receives Info_Resp within its own waiting time derived from 
(1). Otherwise, it becomes on FWD and retransmits 
Info_Resp. After retransmitting, if it receives Info_Resp 
from the rear within Td, it goes into MDL since it is a 
forwarder in the middle of the multi-hop message path. 
Otherwise, it goes into FWD since it is the last forwarder in 
the multi-hop message path.  
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Here, the waiting time for which the car should wait to 
determine if it is the last on FWD after sending Info_Resp is 
as follows. 

 sd NT   

E. Broadcast  Rate Control based on  the car speed  

In this section, we consider the broadcast rate (BR) of 
traffic information through D-Ch. If the broadcast rate 
increases, the probability of message collision increases due 
to increasing interference and traffic load within radio range. 
However, if the broadcast rate decreases, it becomes 
increasingly possible that the cars driving fast may have no 
chance to communicate each other. Thus, the broadcast rate 
should be carefully determined by vehicle speed, radio range, 
message length, transmission speed of media.  

For example, if the vehicle speed is high, the broadcast 
rate, BR, of each vehicle should be high because the vehicle 
density in coverage range probabilistically decreases. On the 
other hand, if the vehicle speed is low, the broadcast rate of 
each vehicle should be low because the vehicle density in 
coverage range probabilistically increases. In other words, it 
is desirable to keep the network within a stable range of the 
total network load by adjusting the broadcast rate. 
Additionally, when the vehicle speed becomes lower, the 
cars stay longer in communication range and thus have the 
increasing communication success rate even with low 
broadcast rate. On the other hand, if the vehicle speed is 
higher, the cars stay shorter in communication range and the 
high broadcast rate is desirable to increase the 
communication success rate.  

Therefore, BR of D-Ch is determined by (10) under 
assumption that the maximum (maxSv) and minimum of the 
vehicle speed is 200km/h and 0km/h, respectively.  

S denotes the transmission speed of a wireless link. Lf 
means the length of frame. The transmission time of one 
frame, Tp, is as follows. 

S

L
T

f
p       (4) 

The time interval, time measure of two cars on the 
opposite lanes staying in the successful communication 
range, is given as follows. 

v
h

S

R
T




2
      (5) 

The maximum number of transmittable packets during Th 

is determined as (6). 

 

p

h
B

T

T
N       (6) 

The maximum transmission rate, λmax, is the maximum 
number of transmittable packets per second as (7). 

h

B

fp T

N

L

S

T


1
max     (7) 

Given λ as the sum of all broadcast rates within a 

communication range, the offered load, ρ, is as follows. 

     
pT       (8) 

     
pT maxmax      (9) 

In A. Tanenbaum [6], CSMA-based wireless networks 

show high performance under low offered load, where ρ< 

0.1 ρmax. Thus, BR of D-Ch is given as (10). 

maxmax 01.0
max

09.0  
v

v
R

S

S
B   (10) 

F. Experimental System and Test 

Figure 5 shows our experimental setup comprised of a 

main module and a communication module for vehicle-to-

vehicle communication. The main module adopts S5PX100 

with ARM Cortex-A8 Core. The peripheral includes a TFT 

LCD, a General Camera Interface, and a GPS. It also 

includes USB host/client, IEEE802.11a/b/g, UART for 

interfacing with external devices. 

Android is used as the operating systems for the main 

module. Several functions are established on the main 

module including user interface, navigation/GPS showing 

the jammed area by the proposed algorithm, message 

transmitting and receiving blocks.  

We use ATmega1281 MCU and CC2520 supporting 

IEEE802.15.4 for the communication module. It also 

supports UART communication to cooperate with the main 

module.  The proposed vehicle-to-vehicle communication is 

based on IEEE802.15.4 but modified to rely on broadcast 

while excluding Join and Association procedures. 

 

Wireless Communication Unit

 
Figure 5. Experimental Setup 

 

We conducted experiments where S and Lf are set to 

250kbps and 54bytes, respectively. R is approximately 

200m. Considering GPS accuracy, Ns is set to 5. The car 

speed, Sv, was selected randomly from 30 to 70 km/h at the 

start coordinate of latitude 36.385216 and longitude 

127.359576. We monitored communication messages by 

using cc2420EB packet sniffer. 
Our monitoring results showed that the vehicle speed of 

50km/h causes no packet error and no packet loss although it 
slightly affects Link Quality Indicator calculated by 
RSS(LQI). As the vehicle speed becomes higher, the packet 
error and the packet loss occur more frequently because of 
wireless signal fading, which is a unique feature of 
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IEEE802.15.4. Therefore, IEEE802.11p is considerable for 
communication between vehicles driving at high speed. 

IV. CONCLUSIONS 

We proposed a traffic information service simply relying 
on the existing Navigation/GPS systems in vehicles and 
wireless communication devices for vehicle-to-vehicle 
communication, rather than on a separately established 
server. The proposed scheme collects traffic information 
over inter-vehicle networks, processes it to minimize the size, 
and transmits it to the destinations. This scheme uses three 
wireless communication channels and only a single selected 
last-vehicle is allowed to transmit the traffic information to 
the opposite lanes, which reduces the probability of wireless 
communication collision and mitigates the broadcast storm. 
Compared to the existing TPEG service, it has more 
advantages that it provides traffic information in timely 
manner and it can offer no charge service as well. We tested 
using IEEE802.15.4 based Wireless Sensor Network (WSN) 
platform. For future work, we will apply the algorithm to 
IEEE802.11p based Wireless Access in Vehicular 
Environment(WAVE) platform. 
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DEEC-FCTUC, INESC-Coimbra
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Abstract—A multiobjective routing model for Multiprotocol
Label Switching networks with multiple service classes and
considering traffic splitting is presented. The routing problem
is formulated as a multiobjective mixed-integer program, and an
exact resolution method based on the classical constraint method
is outlined. Some experimental results on network performance
measures, resulting from the application of the routing method
in a reference test network, are presented. These results confirm
the potential advantages of using a multiobjective optimization
model in this routing problem, as we get a compromise solution
that tries to balance the two considered objectives.

Keywords—Routing models; Multiobjective optimization;
Telecommunication networks; Network flow approach; Traffic
splitting.

I. INTRODUCTION

The routing calculation and optimization problems in mod-
ern multiservice networks are quite challenging, as the per-
formance and cost metrics in these networks are multi-
dimensional and often conflicting. There are potential ad-
vantages in formulating routing problems in these types of
networks as multiple objective optimization problems, because
the trade-offs among distinct performance metrics and other
network cost function(s) (potentially conflicting) can be ana-
lyzed in a consistent manner. In multiobjective optimization
problems, see e.g. [1], one seeks to find non-dominated
solutions (or Pareto solutions), i.e., feasible solutions such
that it is not possible to improve the value of an objective
function without worsening the value of at least one of the
other objective functions.

In a Multiprotocol Label Switching (MPLS) network, pack-
ets are forwarded through Label Switched Paths (LSP). An
important problem in traffic engineering is to distribute the
traffic trunks, i.e., the aggregation of traffic flows of the same
Forwarding Equivalence Class (FEC) on the network by the
possible LSPs. This procedure is known as traffic splitting [2],
as the traffic trunks are split and mapped onto different paths
in the network, satisfying the constraints of the bandwidth
required by the traffic trunk of a given service class. This
procedure is useful to obtain a balanced distribution of the
load in the network and/or a reduction in the routing costs,
but it entails the establishment of more LSPs and an increase
in the complexity of the network management.

We can mention other works concerned with load balancing.
A multiobjective problem formulated in the context of off-line
routing in telecommunication networks is presented in [3].

In [4], it is shown that when multimedia traffic flows char-
acterized as batch Markovian arrival processes, are split, the
network performance (measured in terms of end-to-end delay,
delay variance and cell loss probability) tends to improve. A
survey on several multipath routing techniques in the Internet
is presented in [5]. According to A. Dixit et al. [6], a fine
grained traffic splitting technique used in data center networks
leads to a better load-balanced network, when compared to
techniques using equal-cost multipath routing.

In our work, a global routing problem i.e. involving the si-
multaneous calculation of the LSPs for all node-to-node traffic
flows is considered. In this type of network-wide optimization
approach, the objective functions of the route optimization
model depend explicitly on all traffic flows in the network,
see [7], [8]. Earlier works focused on routing optimization
with traffic splitting are [7], [9]. A bi-objective lexicographic
routing problem is formulated in [7]. The objectives are the
maximization of the Quality of Service (QoS) traffic revenue
and of the Best Effort (BE) traffic revenue. The resolution
method is a lexicographic optimization method. At first, only
the QoS traffic is considered; afterwards, the BE flows are
taken into account, considering only the remaining available
bandwidth. A model with three objectives (including the
minimization of traffic splitting) is proposed in [9]. The bi-
objective routing problem includes a constraint on the total
number of paths used in the network. The resolution method is
based on a lexicographic weighted Chebyshev metric method.
A review on multiobjective routing models can be seen in [10].

This short paper presents an overview on current work on a
multiobjective routing model for MPLS with traffic splitting.
We consider a mixed-integer programming (MIP) formulation
of the routing optimization model considering two objective
functions (global routing cost and load cost) and a constraint
on the maximal number of LSPs per flow, as suggested in
[9]. The major contribution of the research work concerns:
the extension of the aforementioned model to a multiservice
case; the development of an exact resolution method for the
calculation of non-dominated solutions, with special features
related to the nature of the model; an experimental study for
evaluation of the results of the method in terms of network
performance measures, using a reference test network.

In this paper we describe the addressed model and its MIP
formulation in Section II, and outline an exact resolution
method (MCC) based on the classical constraint method [11]
in Section III. In Section IV, some results with a reference test
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network are analyzed. Finally, some conclusions are drawn.

II. MODEL DESCRIPTION

A network (N ,A) with unidirectional arcs (or links) is
considered, where N is the set of nodes in the network and
A is the set of links in the network. The capacity of each
network link k is given by uk [Mbit/s], k ∈ A.

Let S be the set of services of the network. Considering
that the point-to-point offered bandwidth matrix Tij [Mbit/s],
i, j ∈ N , and the percentage of bandwidth associated with
each service (qs, s ∈ S, with

∑
s∈S qs = 1.0) are given,

the value of the bandwidth offered by each flow t ≡ (i, j, s)
(corresponding to the traffic from service s ∈ S originating in
node i and destined to node j) is dt = qsTij . The set of all
network flows is T . Let Pt = {p0t , p1t , · · · , p

Lt−1
t } be the set

of Lt feasible paths for flow t.
For each link k ∈ A, an additive cost per unit of bandwidth,

ck, is considered; Cl
t is the cost of using path plt, the l-th

feasible path for flow t; the decision variable xl
t is the part of

the bandwidth offered by flow t which will be carried in the
l-th path, hence specifying the traffic splitting solution.

The first objective function is the minimization of the total
cost of carrying the bandwidth of all the flows offered to all
the feasible paths:

minF1 =
∑
t∈T

Lt−1∑
l=0

Cl
tx

l
t (1)

with

Cl
t =

∑
k∈pl

t

ck, ∀l = 0, · · · , Lt − 1, t ∈ T (2)

Lt−1∑
l=0

xl
t = dt, ∀t ∈ T (3)

xl
t ≥ 0, ∀l = 0, · · · , Lt − 1, t ∈ T (4)

where the constraint (3) guarantees that the total bandwidth
required by flow t is carried by the assigned LSPs.

The second objective function is the minimization of the
load cost in all the network links. In this way, a more balanced
distribution of load in the network may be accomplished, so
as to maximize the possibility of the network accepting more
traffic requests in the future [12]. A piece-wise linear cost
function ϕk is defined for each link k ∈ A (see (6)-(11)) as
in [13], based on its utilization rate fk

uk
, where fk is the total

load carried in the link. Hence, the second objective function
is:

minF2 =
∑
k∈A

ϕk (5)

with

ϕk ≥ fk, ∀k ∈ A (6)
ϕk ≥ 2fk − 0.5uk, ∀k ∈ A (7)
ϕk ≥ 5fk − 2.3uk, ∀k ∈ A (8)
ϕk ≥ 15fk − 9.3uk, ∀k ∈ A (9)
ϕk ≥ 60fk − 45.3uk, ∀k ∈ A (10)

ϕk ≥ 300fk − 261.3uk, ∀k ∈ A (11)
fk ≤ uk, ∀k ∈ A (12)

fk =
∑
t∈T

Lt−1∑
l=0

akt,lx
l
t, ∀k ∈ A (13)

where (12) guarantees that the link capacity is not exceeded.
The parameter akt,l is binary and specifies whether a link k

belongs to path plt, i.e., akt,l = 1 iff k ∈ plt, k ∈ A, l =

0, · · · , Lt − 1, t ∈ T and akt,l = 0 otherwise.
A third objective function minimizing the number of used

paths for each flow can also be considered. If the number
of used paths per flow increases, then the network routing
control and management may become increasingly costly and
complex because the signaling and processing tasks increase.
Let ylt be the binary variable representing whether the path plt
is used, i.e., ylt = 1 iff the l-th path plt, l = 0, · · · , Lt − 1 is
used by flow t ∈ T and ylt = 0 otherwise. Therefore, the third
objective function is

minF3 = max
t∈T

{
Lt−1∑
l=0

ylt

}
(14)

with

xl
t ≤ dty

l
t, ∀l = 0, · · · , Lt − 1, t ∈ T (15)

ylt ∈ {0; 1}, ∀l = 0, · · · , Lt − 1, t ∈ T (16)

A constraint on the maximal number of links Ds for the
paths associated with a service s ∈ S is also considered: for
flows with QoS requirements in real-time, e.g., voice and video
services, Ds is the network diameter (maximal number of links
of the shortest paths for all the network pairs of nodes); for
flows of QoS services without real-time requirements, e.g.,
Premium data services, Ds is the network diameter + 1; for
BE service flows, e.g., plain data services, no technical limits
on the maximal number of links are imposed, so Ds = |N |−1.

The multiobjective routing problem may be formulated as

min{F1, F2, F3} (17)

subject to: (3)-(4), (6)-(13), (15)-(16) (18)
constraint on Ds, ∀s ∈ S (19)

An important change to this main problem is that the third
objective function F3 will no longer be an objective and will
rather be included in the constraints. The number of used paths
per flow should be limited in practice for technical reasons to
prevent excessive overheads related to control and signaling
costs. Let NL ∈ IN be the maximal value allowed for the total
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number of paths used by any traffic flow. The new problem
P0 to be addressed will be

min{F1, F2} (20)

subject to:
Lt−1∑
l=0

ylt ≤ NL,∀t ∈ T (21)

(18)-(19) (22)

The total number Lt of feasible paths for each flow t can
now be written as Lt = min{NL, Nt}. The maximal number
of paths in the network for flow t, Nt, satisfies a constraint
on the maximal number of links Ds, s ∈ S . This constraint is
usually defined for technical reasons, associated with transmis-
sion or traffic engineering and signaling requirements related
to service type. For the generation of the set Pt for each flow
t, the K-shortest path MPS algorithm [14] was used.

In [9], ck = 1, ∀k ∈ A. We have chosen to consider ck =
α
uk

+ βlk with α, β > 0 and lk [km] representing the length
of the link. The first term reflects the economy of scale and
the decrease in transmission times associated with increased
capacity. The second term is related to propagation delays,
which increase with the physical length of the link.

III. RESOLUTION METHOD

For solving P0 we developed an algorithm based on the
constraint method [11], where a feature for the exploration of
a specific part of the Pareto front was added, allowing for the
choice of an adequate non-dominated solution to the problem.

With the classical constraint method [11], only one objective
is optimized, while all the other objectives are constrained
to some value. The obtained single objective problem can be
solved by conventional methods. The optimal solution to this
problem is a non-dominated solution to the original multi-
objective problem (see [11]). The bounds that are imposed
on the constrained objectives have to be carefully chosen, so
that a single optimal solution to the obtained single objective
problem exists and so as to guarantee that different non-
dominated solutions may be obtained.

In Fig. 1, an example of the application of the MCC
method is presented. We consider a single objective problem of
minimization of the objective function F2, whereas a constraint
is formulated for the other objective function, i.e., F1 ≤ F1lim.
This constraint establishes a new feasible region where we
seek to optimize F2. In this figure the extreme solutions of
the Pareto front are shown, where X ≡ (Fmin

1 , Fmax
2 ) and

Y ≡ (Fmax
1 , Fmin

2 ).
In the resolution method proposed here, problem P0 is

initially solved by the classical constraint method, where we
consider a total of ∆ different constraints. The ∆ solutions
obtained when solving this problem are non-dominated and
constitute an approximation to the Pareto front. In Fig. 2 an
example of the result after the initial resolution of the routing
problem is presented. Note that the proposed algorithm enables
that unsupported non-dominated solutions, i.e., non-dominated

Figure 1. Example of the application of the classical constraint method

Figure 2. Example of the definition of priority regions in the bidimensional
objective function space

solutions located in the interior of the convex hull of the
feasible solution set, may be found.

Afterwards, an area of the Pareto front that deserves to be
more thoroughly analyzed is chosen, by considering preference
regions in the bidimensional objective function space obtained
from aspiration and reservation levels (preference thresholds)
defined for the two objective functions (see Fig. 2): F req

ϱ =
Fmin

ϱ +F av
ϱ

2 and F ac
ϱ =

Fmax
ϱ +F av

ϱ

2 , with F av
ϱ =

Fmin
ϱ +Fmax

ϱ

2 , ϱ =
1, 2.

The ideal optimum is obtained when both objective func-
tions are optimized separately. In the 1st priority region A, the
requested (req) levels are satisfied for both objective functions;
in the 2nd priority regions B1 and B2, only one of the
requested values is satisfied and an acceptable (ac) value is
guaranteed for the other objective function; in the 3rd priority
region C, only acceptable values are guaranteed for both
objective functions. The least priority region is D. Considering
these priority regions, an area of the Pareto front that will be
looked into with more detail can be chosen. Firstly, region A
will be considered; if there is no possible solution in region
A, then region B1 will be considered; and so on, exploring in
succession, regions B2 and C, if necessary.

After exploring the chosen area of the Pareto front in
more detail (again using the constraint method), a few more
non-dominated solutions will have been obtained. Finally, the
algorithm will proceed to the choice of the most satisfactory
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Figure 3. Network in [9, Fig.2]

non-dominated solution in the Pareto front. For this purpose,
a Chebyshev weighted metric will be used in the context
of priority regions: the approach chosen to select the “best”
solution in the Pareto front relies on the minimization of a
weighted Chebyshev distance to a reference point, following
a method as in [15]. Therefore, this approach will allow us to
choose the non-dominated solution whose maximum weighted
distance to the reference point is minimum. Notice that the
Chebyshev weighted metric will only be applied to the non-
dominated solutions found in the best possible priority region.
With this approach, we are considering that in the best possible
priority region both objective functions F1 and F2 have equal
importance.

IV. EXPERIMENTAL RESULTS

Experimental results for the network in Fig. 3 (given in
[9, Fig.2]), with 10 nodes and 32 unidirectional links, are
presented. The capacities of the links and the offered traffic be-
tween the different nodes are in [9]. We have superimposed the
network on a rectangular grid with 400*240 points where the
mesh space unit corresponds to 10 km, as in [15]. Therefore,
the maximal horizontal distance in the grid is lmax = 4000
km. With this value as reference, we have obtained values for
lk, k ∈ A.

In [9], the link capacity is the same for all the links, so we
have decided not to include it in the link cost ck, as it affects
all the links in the same way. We assumed that c′k = α+βl′k,

with a normalized value of lk: l′k =
lk −minκ∈A lκ

maxκ∈A lκ −minκ∈A lκ
.

The values of network performance measures, relevant from
a teletraffic engineering point of view, for the routing solutions
obtained with the algorithms were calculated. Some of these
performance parameters are ‘standard’ measures of network
performance often used in the evaluation of routing models,
such as the one in [16]: total fraction of used capacity, FUC =∑

k∈A fk∑
k∈A uk

; sum of the link utilizations, SLU =
∑

k∈A
fk
uk

;

maximal link utilization, MLU = maxk∈A

{
fk
uk

}
. Other

performance measures allow for a comparison of the final
solutions with the ideal solutions that would be obtained if
a single objective problem was considered: relative variation,

TABLE I. NETWORK PERFORMANCE MEASURE VALUES, FOR THE
NETWORK IN [9]

Method F1 F2 RV1 RV2 FUC SLU MLU
S1 368.73 5913.53 446.54% 0.5928 18.9710 0.9960
S2 415.51 1082.00 12.69% 0.5391 17.2500 0.7000
SMCC 378.08 2017.48 2.54% 86.46% 0.5752 18.4073 0.8000

RVϱ =

∣∣∣∣F sol
ϱ −F

opt
ϱ

F
opt
ϱ

∣∣∣∣ (with ϱ = 1, 2) and where F sol
ϱ is the

value of Fϱ calculated for a specific multiobjective solution
and F opt

ϱ is the optimal value of Fϱ for the same problem.
Different solutions are obtained: S1, the solution obtained
when only F1 is minimized; S2, the solution obtained when
only F2 is minimized; SMCC , the solution obtained when the
algorithm based on the constraint method is used to solve the
multiobjective problem.

A total of |S| = 4 services were considered: s = 0, a
QoS video service with q0 = 0.1; s = 1, a QoS Premium
data service with q1 = 0.25; s = 2, a QoS voice service
with q2 = 0.4; s = 3, a BE data service with q3 = 0.25.
In the expression for c′k, we have considered α = 0.1 and
β = 1−α = 0.9. In these experiments, NL = 4 and ∆ = 10.

The results for the considered network are in Table I. The
execution time of the algorithm was 2.08 s using CPLEX 12.3
in a laptop computer with i7 processor, 2.2 GHz clock and 1
GB of RAM, running on a Linux VM over Windows.

These results confirm that F1 and F2 are indeed conflicting,
as the minimization of one of them entails an increase in
the value of the other objective function. This confirms the
potential advantages of using a multiobjective optimization
model, rather than a single objective one, in this routing
problem as we get a compromise solution that tries to balance
the cost of carrying the bandwidth and the global effect of the
utilization of the links. When we optimize only F1 (results
identified by S1) the total cost of carrying the bandwidth of
all the flows is indeed lower, but that is accompanied by
a noticeable increase in the utilization of the links, as the
values of FUC, SLU and MLU tend to be higher than
when only F2 is optimized (results identified by S2) or when
the multiobjective problem is considered (results identified by
SMCC). When we optimize only F2, the utilization of the
links is lower, which makes sense as the minimization of the
function F2 tends to minimize the total utilization of the links.
The decrease in the utilization of the links can be confirmed
not only by the lower value of F2 but also by the lower
values of the performance measures FUC, SLU and MLU .
However, the cost of carrying the bandwidth of all the flows
greatly increases, as can be seen by analyzing the value of F1.

When we solve the bi-objective problem, we realize that
the obtained solution has compromise values for functions F1

and F2 and also for the performance measures, as one would
expect. A balance between the two objective functions can be
achieved, so as to guarantee that neither the routing cost is
too high (which would happen if only F2 was optimized) nor
the load is unbalanced (which would happen if only F1 was
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optimized).

V. CONCLUSIONS AND FURTHER WORK

In this paper, we presented a multiobjective routing model
for MPLS networks with different service types. The routing
problem is formulated as a multiobjective MIP, where the
objectives were the minimization of the bandwidth cost and the
minimization of the load cost in the network links. A constraint
related to the splitting of traffic trunks was considered. An ex-
act method was developed for solving the formulated problem,
the MCC algorithm. Some experiments have allowed us to
obtain results on relevant network performance measures.

The obtained results show that F1 and F2 are conflicting
and confirm the potential advantages of using this multiob-
jective routing model, rather than solving a single objective
formulation. In this way, the trade-offs between F1 and F2

can be analyzed and explored.
The proposed routing method can only be applied in a

centralized manner. This type of routing method can be
implemented at a network management level (for example in
a dynamic routing method with a large update routing period),
assuming that the information on the available link capacities
is provided.

Further work includes the development of an alternative
exact method based on the modified constraint method [17]
and an extensive experimental study using other reference
networks and randomly generated networks.
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Abstract—In Long Term Evolution-Advanced (LTE-A), many 
techniques for improving the throughput of the system have 
been suggested. One among these techniques is the deployment 
of device-to-device (D2D) communication as an underlay to the 
International Mobile Telecommunications-Advanced (IMT-A) 
cellular network. However, deploying D2D technology in 
overlay macro cellular network may generate high interference 
to macro users (mUEs) as the D2D devices shares the same 
spectrum resource with mUEs. In this paper, we propose a 
partial co-channel based overlap resource power control 
(PC.OVER) scheme by mitigation of co-channel interference 
between mUE and D2D receiver (D2DR). In the proposed 
scheme, when more than one D2DR competes for the same 
resource with mUE, the power for those D2DRs which compete 
for the resource with mUE is reduced to low power. The 
simulation results show that the proposed scheme outperforms 
D2D with partial co-channel scheme in terms of the system 
throughput and outage probability for mUEs and D2DRs.  
 

Keywords-LTE-Advanced; Device-to-Device Communication; 

Interference avoidance;  Resource allocation. 

I.  INTRODUCTION  

Recently, there has been an enormous increase in the 
amount of data traffics treated by cellular networks, due to 
the increase in mobile multimedia services. The cellular 
network needs to adopt these fast growing changes which 
bring about high demands of data rate services. To achieve 
this purpose, major efforts have been spent on the 
development of Third Generation Partnership Project (3GPP) 
LTE for high data rate and system capacity. Different studies 
showed that the macro base station (mBS) handles more 
traffics than in the past years. Installing new base station(s) 
is expensive and the radio resources in cellular networks are 
limited. In [1], it has been proposed to handle the local peer-
to-peer traffic in a reliable, scalable, and cost-efficient 
manner by enabling direct Device-to-Device (D2D) 
communication as an underlay to the International Mobile 
Telecommunications-Advanced (IMT-A) cellular network. 

In D2D communication, users communicate directly with 
each other or via multi-hop without the intervention of the 
mBS. The spectrum utilization is improved in D2D 
communication as the D2DRs share the same resource with 
macro UEs (mUEs). However, when sharing spectrum with 
mUEs for data transmission, D2D links may generate high  

mBS

D2DR
D2DS

D2DR

D2DS

mUE
mUE

Interference

Signal

(D2DR)

D2D Receiver
(D2DS)

D2D Sender

 
Figure 1.  Conceptual diagram of D2D Communication 

interference to mUEs located in their communication areas 
[2][3]. 

Interference management in LTE-Advance network with 
D2D communication is a critical issue. This kind of 
interference may become even more complex when having 
great number of D2D pairs across different cells networks 
[4]. Fig. 1 provides an example of such an interference 
scenario. For example, there exists an interference from the 
D2D sender (D2DS) to the mUE (known as inter-tier 
interference) as indicated by the dashed red arrow.  

In this paper, we propose a partial co-channel based 
overlap resource power control (PC.OVER) scheme aiming 
to mitigate the co-channel interference between mUEs and 
D2DR. In low D2DR density, the mUE use any of the 
available resource block (RB) while the D2DR is restricted 
to use a portion of the available resources depending on 
resource allocation ratio (RAR) and use high power for its 
transmission. In high D2DR density, where more than one 
D2DRs compete for the same resource with mUE, the power 
for those D2DRs which compete for the RB with mUE is 
reduced to low power,   . We also consider the spectrum 
sharing strategies. The simulation results show that there is a 
significant increase in overall system throughput and the 
system outage was reduced.  

The remainder of this paper is organized as follows: 
Section II describes the system model. Section III studies the 
interference scenarios and proposed scheme. In Section IV, 
three performance measurement indicators have been 
evaluated as the measurement for our system performance.  
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Figure 2.  System topology 

Section V presents the performance evaluation and Section 

VI concludes the paper. 

II. SYSTEM MODEL 

A. System Topology 

 As shown in Fig. 2, we consider a system topology 

with 7 hexagonal macrocells where the inter-site distance is 

𝐷𝑖𝑛𝑡𝑒𝑟 designated in meters (m). We assume that each mBS 

is located at the center of each macrocell and has cell 

identification (ID).  mBS denotes an mBS with cell ID = i is 

described as 𝑚𝐵𝑆𝑖 . mUEs and D2DSs are randomly 

deployed in the macrocell coverage and are stationary. Then, 

D2DRs are separated from their corresponding D2DSs with 

distance q, where q is uniform random variable in [1, 20] m. 

The target cell is the center macrocell, 𝑚𝐵𝑆1 , and 

interfering neighbor mBSs to mUEs and D2DSs in each cell 

site of 𝑚𝐵𝑆1. 
The physical frame structures in our D2D network is the 

OFDMA frequency division duplex (FDD). The length of 
each frame is 10ms and a frame consists of 10 sub-frames. 
Also, each sub-frame has two slots (a slot is 0.5ms) and each 
sub channel per slot is the unit of RB [5]. However, in this 
paper we named it as a sub-channel per symbol RB. The 
numbers of sub-channels and symbols are S and Z, 
respectively. 

We define RAR, α, between the mBS and D2DSs as 
 
 
 
 
Full frequency bandwidth of the total system bandwidth 

is allocated to mUE, while D2DS bandwidth depends on the 
RAR (RAR=0.2). 

B.  Signal power model 

The signal power received, Pr, at mUE and D2DR from 
mBS and D2DS can be expressed as 
 

*10^ ( /10)* ,r tP P PL L 
 

where Pt is the transmit power of mBS and D2DS, PL is 

path loss, L is the shadowing effect, with log-normal 

distribution with zero-mean and a standard deviation of σ. 
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Figure 3.  Interference scenarios for D2D networks 

We consider a path loss model in the link between mUE 
and D2DR [4], where         

 is the link between the       

and the m-th mUE,       , in the coverage of      and 

           
 is the link between the j-th D2DS and the h-th 

D2DR,          , in the j-th D2DS coverage of     , as 

shown in (3) and (4).  
The path-loss is modeled according to the micro-urban 

models ITU-R report [6]. We apply different path-loss 

models to D2DRs and mUEs as given in (3) and (4) [7]. The 

path-losses of the micro-urban models for D2DRs 

( 𝐿𝐷 𝐷𝑅𝑖 𝑗 ℎ
) and mUEs ( 𝐿𝑚𝑈𝐸𝑖 𝑚

) are expressed as 

 

, ,2 10 1040log [ ] 30log [ ] 49
i j hD DR cPL d km f MHz   , (3) 

, 10 1036.7log [ ] 40.9 26log ( [ ] / 5)
i mmUE cPL d m f GHz   , (4) 

 

where d represents distance between a sender and a receiver, 

and 𝑓𝑐 means carrier frequency of the system. 

III. INTERFERENCE SCENARIOS AND PROPOSED SCHEME 

A. Interference Scenarios for D2D Networks 

As shown in Fig. 3, we consider two types of interference 
that occur in a two-tier (Inter-tier and Intra-tier) D2D 
network architecture. Inter-tier type of interference occurs 
among network elements that belong to the same tier in the 
network. In the case of a D2D network, Inter-tier 
interference occurs between neighboring D2D links. Intra-

2  
 ,

  

D D bandwidth

Total system bandwidth
                (1) 

(2) 
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Figure 4.  Proposed Resource Allocation Schemes (RAR=0.2) 

tier type of interference occurs among network elements that 
belong to the different tiers of the network, i.e., interference 
between D2D links and macrocells. 

D2D links are deployed over the existing macrocell 
network and share the same frequency spectrum with 
macrocells. Due to spectral scarcity, the D2D links and 
macrocells have to reuse the total allocated frequency band 
partially or totally, which leads to inter-tier or co-channel 
interference. At the same time, in order to guarantee the 
required QoS to the mUEs, D2DRs should occupy as little 
bandwidth as possible that leads to intra-tier interference. As 
a result, the throughput of the network would decrease 
substantially due to such inter-tier and intra-tier interference.  

Fig. 3 illustrates all possible interference scenarios in an 
orthogonal frequency division multiple access (OFDMA) 
based D2D network. If an effective interference management 
scheme can be adopted, then the inter-tier interference can be 
mitigated and the intra-tier interference can be reduced 
which would enhance the throughput of the overall network. 

B. Proposed Resource Allocation Schemes 

The primary goal of this paper is to enhance throughput 
for both mUE and D2DRs. One way to achieve this is to 
mitigate interference. In partial co-channel scheme called PC 
scheme, the mUE transmits in any of the available RB from 
any of the 50 RBs as showed in Fig. 4(a). The D2DR is 
restricted to transmit data in the RB depending on the 
RAR[8]. 

  The PC scheme can be applied to the mitigation of co-
channel interference when D2DRs are deployed in a 
systematic way with low density. However, when multiple 
mUEs and D2DRs are densely deployed, i.e., having more 
than one user need to access of the same RB, PC scheme will  
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Figure 5.  Resource allocation procedure for D2DS 

create serious co-channel interference. To solve this problem 
PC.OVER scheme is proposed to mitigate the interference. 
In this scheme, the mUE transmits in any of the available RB 
from those 50 RBs as in PC scheme. The difference is only 
for the D2D case when we have more than one D2DRs 
compete for the same RB with the mUE as shown in Fig. 4 
(b). The co-channel interference in such kind of situation is 
severe. Allowing D2DRs to transmit data with their high 
power will even worsen the interference. To avoid this and 
further mitigate the interference, for those RBs where more 
than one D2DRs compete for the same resource with mUE, 
the power for the competing D2DRs is reduced to low power 
   ) (Fig. 4 (b)). Note that where there is no D2DR 
competition, we have normal collision as indicated in the red 
colored RBs. Fig. 5 shows the procedure of how mBSs 
allocate the RB to D2DRs in the proposed scheme.  
  

 

IV.  PERFORMANCE MEASUREMENT 

In this section, the system performance is measured. The 
detailed explanations of the performance measures used to 
evaluate the system are described as follows:  

A.  SINR  Model 

The SINR model is defined as the ratio of a signal power 
to the interference power for the b-th RB in the a-th sub-
channel,      . We assume that X mBSs are placed in a 

given area and Y D2DSs are deployed in each macrocell’s 
coverage. Also, L mUEs are serviced by each mBS and F 
D2DRs are serviced by each D2DS.  
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 Under these assumptions, let 𝑅𝑚𝐵𝑆𝑖 𝑚

𝑅𝐵𝑎 𝑏
and 𝑅𝐷 𝐷𝑆𝑖 𝑗 ℎ

𝑅𝐵𝑎 𝑏
be 

the power of a received signal for the b-th RB  1 ≤ 𝑏 ≤ 𝑍) 
in the a-th sub-channel  1 ≤ 𝑎 ≤ 𝑆)  from the i-th mBS 

 1 ≤ 𝑖 ≤ 𝑋)  to the m-th mUE  1 ≤  ≤  )  in the i-th 

macrocell coverage and from the j-th D2DS  1 ≤ 𝑗 ≤ 𝑌) to 

the h-th D2DR  1 ≤ ℎ ≤ 𝐹) in the j-th D2DS coverage in 

the i-th macrocell coverage, respectively.  

 The SINR of the 𝑚𝑈𝐸𝑖 𝑚 for the 𝑅𝐵𝑎 𝑏, 𝛾𝑚𝑈𝐸𝑖 𝑚

𝑅𝐵𝑎 𝑏
, can be 

expressed as (5). 𝑁0 is the white noise power. 𝐼𝑚𝐵𝑆𝑥 𝑚

𝑅𝐵𝑎 𝑏
 and 

𝐼𝐷 𝐷𝑆𝑥 𝑦 𝑚

𝑅𝐵𝑎 𝑏
 are the power of the interfering signal from the x-

th mBS and from the y-th D2DS in the x-th macrocell 

coverage to the 𝑚𝑈𝐸𝑖 𝑚for the 𝑅𝐵𝑎 𝑏 . 𝜔𝑥 𝑚 and ψ𝑎 𝑏  which 

are binary values are 1 or 0 if 𝑚𝐵𝑆𝑥  is in the group of 

interfering neighbor mBSs for the m-th mUE and the 𝑅𝐵𝑎 𝑏 

is used by the neighbor mBSs or D2DSs, respectively. 

 

The SINR of the 𝐷 𝐷𝑅𝑖 𝑗 ℎ  for the 𝑅𝐵𝑎 𝑏 , 𝛾𝐷 𝐷𝑅𝑖 𝑗 ℎ

𝑅𝐵𝑎 𝑏
, can 

be expressed as (5). 
,
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B.  System Throughput   

We analyze the throughputs for 𝑚𝑈𝐸𝑖 𝑚  and 𝐷 𝐷𝑅𝑖 𝑗 ℎ , 

𝑇𝑚𝑈𝐸𝑖 𝑚
and 𝑇𝐷 𝐷𝑅𝑖 𝑗 ℎ

, using the Shannon theorem as 

expressed in (6). 
 

    
,

, ,, , 2

1 1

( ) log (1 )s z

i m i m
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mUE s z s z mUE

s z
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where, 𝜉𝑠 𝑧 is a binary value and 𝜉𝑠 𝑧 = 1 else 𝜉𝑠 𝑧 = 0 if the 

𝑅𝐵𝑠 𝑧 is used by the 𝑚𝑈𝐸𝑖 𝑚 and 𝐷 𝐷𝑅𝑖 𝑗 ℎ. 

 

The system throughputs for mBS and all D2DS, 𝑇𝑚𝐵𝑆 𝑖 and 

𝑇𝐷 𝐷𝑆 𝑖, in the i-th macrocell are calculated by (7). 
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1
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L
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i y f

Y F
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C. Outage Probability 

 We also analyze the outage probabilities, 𝑂𝑚𝐵𝑆 𝑖  and 

𝑂𝐷 𝐷𝑆 𝑖 , for mUEs and D2DRs in the i-th macrocell 

coverage and those are calculated by (8). 
 

, 2 ,

, 2 ,,

out out

mUE i D DR i

mBS i D DS i

N N
O O

L Y
   ,     (8) 

 

where, 𝑁𝑚𝑈𝐸 𝑖
𝑜𝑢𝑡  and 𝑁𝐷 𝐷𝑅 𝑖

𝑜𝑢𝑡  are the numbers of SINR values 

less than -6dB considering a bit error rate less than 10−6 [4] 

for mUEs and D2DRs, respectively. 

V. PERFORMANCE EVALUATION 

We investigate the DL performance of the proposed 
resource allocation scheme using a Monte Carlo simulation. 
We performed 10,000 independent simulations and evaluated 
system performance according to the number of mUEs in the 
analysis. The values of X, S, Z, Y, L, and F are 7, 5, 10, 10~ 
200, 30, and 1, respectively. We assume that the mBS and 
D2DSs allocate only one RB for each mUE and D2DR, 
respectively. The mBS does not allocate the same RBs to 
mUEs in the same cell but D2DSs allocate randomly one RB 
in allocated channel groups for each D2DR. Log-normal 
shadow fading is considered with zero mean and standard 
deviations of 8dB for the link between the mBS and mUEs, 
and 9dB for the link between the D2DS and D2DRs but 
multi-path fading is not considered. Table 1 gives the key 
parameters. 

 

TABLE I.  SYSTEM PARAMETERS. 

Parameter Value 

Carrier Frequency 2GHz 

Bandwidth for DL 10MHz 

Bandwidth of sub-channel 180KHz 

mBS/D2D radius 866m / 20m 

mBS Tx power ( 𝑚𝐵𝑆 ) 41.7 dBm(15W) 

D2DS Tx power ( 𝐷 𝐷𝑆) 
PL = 8dBm(6.3mW) 

PH= 24dBm(251mW) 

Noise power density  𝑁0) -174dBm/Hz 

 

We compare the performance of proposed scheme to the 
network without D2D links and a scheme which allocates 
radio resource randomly selected from entire frequency band 
to D2D links. We show the system performance of proposed 
scheme. The system was evaluated and compared with the 
conventional scheme where radio resources are randomly 
selected. 200 D2D pairs were deployed in the region of 30 
mUEs. Four cases are considered: consider having only 
mUEs (w/oD2D), mUEs and D2DRs are randomly allocate 
 
 
 
 
 
 
 
 

, 

. (5) 

, 

, 
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Figure 6.  System throughput for mUEs (The number of D2DRs increase) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.  System throughput for D2DRss (The number of D2DRs 

increase) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.  Outage probability for mUEs (The number of D2DRs increase) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.  Outage probability for D2DRs (The number of D2DRs increase) 

 
(wD2D conventional), the PC scheme with D2DRs (wD2D 
PC), and wD2D PC.OVER presenting our proposed scheme. 

Fig. 6 shows the system throughput of mUEs for the 
increasing number of D2DRs per 30 mUEs. Only the DL 
was simulated. There are several factors that contribute to the 
throughput variations between the schemes. Since the 
resources are randomly selected, the throughput for the 
conventional scheme decreases as the number of D2DR 
increases. For wD2D PC, there is improvement in system 
throughput. Though there exist interference between mUE 
and D2DR for those resources shared by mUE and D2DRs 
(collision areas), the system throughput is improved because 
the D2DR transmits only in RBs allocated by RAR. The 
throughput is further improved in our proposed scheme. This 
is due to the fact that our scheme avoided further generation 
of interference by reducing the power of D2DRs competing 
for the resources with either another D2DR or mUE. 
Proposed scheme shows better performance than other 
scheme by mitigating interference between D2DRs and mBS 
relaying mUE. 

 Fig. 7 shows the results of D2DRs system throughput 
that increases linearly, as the number of D2Ds increases. Due 
to RB exclusion, D2Ds’s available RB is less than that of PC 
scheme and Conventional Scheme; thus, there is a decrease 
of D2DRs system throughput.  

Figs. 8 and 9 show the outage probability for the mUEs 
and D2DRs respectively. In Fig. 8, comparing with 
conventional scheme, there is a slight decrease in outage in 
wD2D PC. Unlike in conventional scheme, the users in 
wD2D are uniformly distributed which in turn reduces the 
outage. The outage is further reduced in the wD2D PC. 
OVER scheme as the users are uniformly distributed and that 
the D2DRs use low power for data transmission when more 
than one D2DRs compete for the same RB with mUE. PC. 
OVER scheme are largely mitigates the interference from 
D2DRs. The resources also are well utilized in PC.OVER 
scheme. 
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In Fig. 9, the outage probability of PC.OVER scheme is 
generally higher than conventional and PC schemes. The 
high outage is due to the decrease of the power of the D2DSs 
which may cause some of the D2DRs to be denied of the 
services. There is a tradeoff between the system throughput 
and the outage. Since the system shows significant 
throughput improvement in mUEs, we still have a strong 
believe that our proposed scheme performs better than the 
conventional scheme and PC scheme. 
  

VI. CONCLUSION AND FUTURE WORK 

We have studied interference mitigation using partial co-

channel based overlap resource power control scheme in 

LTE-Advance D2D networks. The impact of D2D 

interference on capacity was investigated. In this paper, we 

presented a PC.OVER Scheme for D2D outage and 

throughput. Simulation results showed that the proposed 

schemes outperform D2D networks in terms of system 

throughput and outage probability for mUEs and D2DRs. 

Inter-cell interference is one of the key problems for D2D 

networks. Thus, in future, we plan to study the improved 

resource allocation scheme considering Tx power 

management and the efficiency frequency planning of 

D2DSs to enhance system performance in future works. 
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Abstract – The maximum a posteriori probability (MAP) algo-
rithm has recently been implemented in Boolean logic circuits 
(MAP in LC) and presented as an additional method for soft-
decision decoding of maximum-transition-run (MTR) codes. 
Substantial benefits were noticed when the MAP in LC method 
was used for decoding in an MTR encoded one-track one-head 
E2PR4 magnetic recording channel. Those benefits reveal the 
great potential of possible employment of MTR codes in itera-
tive decoding schemes. Having in mind that MTR codes are 
able to reduce the overall complexity of trellis channel detec-
tion, their utilization in magnetic recording systems with mul-
tiple-tracks multiple-heads could be valuable. In this paper, 
the performance of the MAP in LC decoding was considered in 
the in-track MTR encoded two-track two-head E2PR4 channel. 
The subversion named as max-log MAP in LC is presented and 
compared with min-max in LC and max-log MAP approach for 
MTR decoding. In case of the low-level inter-track interference 
over the recording channel, the max-log MAP in LC subver-
sion shows nearly 1 dB of decoding gain, for BER = 10-5, when 
rate 4/5 (2, 8) MTR was used. 

Keywords-constrained coding; MTR codes; soft-decision de-
coding; multiple-head recording. 

I.  INTRODUCTION  

Utilization of maximum transition run (MTR) codes [1] 
as a constrained code for magnetic recording channels, espe-
cially in the case of the extended class four partial response 
channel (E2PR4) [2], has shown to be quite beneficial [3]. 
The MTR codes increases the minimum squared Euclidean 
distance by preventing the ±[+1 –1 +1] error-event, which is 
dominant at some densities [4]. Consequently, in the case of 
the two-track two-head E2PR4 channel model, the MTR em-
ployment resulted in 23% of reduction in the number of de-
tection trellis states, and nearly 42% of reduction in the over-
all channel detection complexity [3]. 

Even though MTR codes appear to be valuable as con-
strained codes, it should be emphasized that they possess just 
a modest error correcting ability. Thus, they have to be used 
in combination with some proven and powerful error correct-
ing codes, such as the low-density parity-check (LDPC) [5]. 

Several different approaches had been presented, ranging 
from the enforcement of MTR constraint into LDPC encod-
ing [6], to the straightforward serial concatenation of LDPC 
and MTR codes [7], [8]. In all of these instances, the MTR 
decoding has to be based on a soft-decision approach, so that 

the corresponding decoder is able to handle soft-values [9], 
and to produce decision confidence.  

In order for them to be implemented in a modern frame-
work of iterative decoding, MTR codes require soft-decision 
decoding techniques. As a result, this fact encouraged devel-
opment of several different techniques, such as min-max in 
LC method [7], [8], and the MAP approach [10], [11].  

Recently, an additional approach was presented, entitled 
MAP in LC method, which implements the MAP algorithm 
into Boolean logic circuits [12], [13]. Utilization of the MAP 
in LC method offers considerable decoding gain and overall 
decoding complexity reduction, in case of the MTR encoding 
over a one-track E2PR4 magnetic recording channel [7], [8].  

In this paper, an extension was made with MAP in LC 
utilization in magnetic recording systems that use the multi-
ple-track multiple-head approach for data storage [3], [14].  

This paper is organized in such a manner that Section II 
presents an overview of min-max in LC and max-log MAP 
algorithm for soft-decision decoding of MTR codes. Section 
III demonstrates complexity analyses of the MAP decoder, 
while Section IV explains the MTR encoding over the E2PR4 
two-track channel. Section V offers results of the simulations 
and performance comparisons, while Section VI gives the 
conclusion to this paper. 

II. MTR SOFT-DECISION DECODING METHODS 

This section presents a brief and simple overview of two 
previously presented methods, the min-max in LC [7], [8], 
and max-log MAP approach [10], [11]. In addition, this sec-
tion is intended to reintroduce notation that will be used in 
further analyses and explanation of the MAP in LC. 

A. Soft-values and Soft-decision Concept 

The soft-value of binary variable x is defined as 
  ,)0(/)1(log)(  xPxPxL  (1) 
where log() function is a natural logarithm. The sign of L(x) 
is the binary decision, the so called hard-decision, while the 
magnitude of represents the confidence of this decision [9]. 

The MTR decoder should be able to handle input soft-
values and to produce subsequent soft-values on its outputs. 

B. min-max in LC Approach 

MTR codes can be easily realized using integrated circuit 
technology and Boolean logic circuits, as it was originally 
presented by Moon and Brickner [1]. 
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Straightforward and low-cost implementation of the sim-
ple and well know rate 4/5 (2, 8) MTR code can be realized, 
as shown in Fig. 1 [1], [7], [8]. 

 
Figure 1.  Rate 4/5 (2, 8) MTR decoder. 

The idea with the min-max in LC method was to use re-
designed Boolean logic circuits, which can produce output 
soft-values according to the following expressions [7], [8] 
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where min() and max() functions return minimal and maxi-
mal soft-values, of the input variables. 

By implementing such an approach, simple propagation 
of input soft-values can be realized through the newly cre-
ated circuits, enabling the min-max in LC soft-decision MTR 
decoding [7], [8]. 

The min-max in LC approach demonstrated excellent per-
formance, when it was used for soft-decision decoding of the 
MTR code that is combined with LDPC code, over a one-
track one-head [7], [8], as well as a multiple-track multiple-
head E2PR4 magnetic recording channel [3]. 

The min-max in LC decoding approach is primarily in-
tended for hardware realization of the MTR decoder, using 
integrated circuits technology.  

C. The MAP Approach 

MTR codes are simple block codes that basically perform 
mapping between two sets of sequences. With the defining 
set 
 )},1,0(|)({ 2110   i

N
Nset nZnnnnN   (3) 

i  {1, 2,… N – 1}, containing MTR codewords, and set 
 )},1,0(|)({ 2110   k

M
Mset mZmmmmM   (4) 

k  {1, 2,… M – 1}, representing output sequences of the 
MTR decoder, the process of the MTR decoding can be de-
scribed as “1–1” mapping 
 ,:1

setset MmNnMTR   (5) 
transforming one sequence from Nset to corresponding se-
quence from Mset. 

The MAP algorithm is based on subsets 

 },)(|{ 1 bmnMTRmNnN ksetsubsetbk    (6) 

containing those codewords for which MTR-1 mapping pro-
duces that in a decoder output, at a particular position k, the 
bit mk is equal to b, where b  (0, 1).  

These subsets are shown in Table I, for 4/5 (2, 8) MTR 
code, and for output bit at position k = 2 [10], [11], [15],[16]. 

TABLE I.  THE MAP SUBSETS FOR MTR DECODING  

N1 (k = 2)  subset N0 (k = 2)  subset 
n0n1n2n3n4 m0m1m2m3 n0n1n2n3n4 m0m1m2m3 
0 0 0 1 0 
1 0 0 0 1 
0 0 1 1 0 
1 0 1 1 0 
0 1 0 1 0 
1 0 0 1 0 
1 0 1 0 0 
1 0 1 0 1 

0 0 1 0 
0 0 1 1 
0 1 1 0 
0 1 1 1 
1 0 1 0 
1 0 1 1 
1 1 1 0 
1 1 1 1 

1 0 0 0 0 
0 0 0 0 1 
0 0 1 0 0 
0 0 1 0 1 
0 1 0 0 0 
0 1 0 0 1 
0 1 1 0 0 
0 1 1 0 1 

0 0 0 0 
0 0 0 1 
0 1 0 0 
0 1 0 1 
1 0 0 0 
1 0 0 1 
1 1 0 0 
1 1 0 1 

 
The Nbk subsetst subsets are pre-requested for the MAP al-

gorithm and they can be prepared in advance, so that the 
decoding process can be accelerated. 

 
a) The max-log MAP Subversion 

The main subversion of the MAP algorithm operates with 
probabilities qin 0(i) and qin 1(i) of input bit, at sequence posi-
tion i, which are obtained from (1) as 

 ,
)(

))()1exp((
)(

1

iF

iL
iq in

b

bin


  (7) 

where F(i) = exp(Lin(i)) + exp(– Lin(i)). 
The output probabilities of bit, at position k, in the de-

coder output sequence, are calculated as 
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It can be observed that expression F(i) depends solely on 
input soft-values, and does not depend on codewords in sub-
sets Nbk subset. Thus, it can be extracted from the sum, when 
expression (7) is substituted in (8) [10], [11], [15], [16]. 

Moreover, the probabilities qout 0(k) and qout 1(k) will ap-
pear in output soft-value (1), the same as the difference of 
two log() functions, and, thus, it is possible to work with  
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without affecting or changing the way in which the output 
soft-value Lout(k) can be calculated [10], [11], [15], [16]. 

Furthermore, decoder probabilities from (9), can be ex-
pressed in logarithmic form as 
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using the following approximation [9], [10], [12], [13] 
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where max() returns maximal value among variables. 
Using this logarithmic form, the output soft-value Lout(k) 

can be computed as  
 ),()()( 01 kRkRkLout   (12) 
leading to the new subversion for soft-decision decoding of 
MTR codes, named as max-log MAP subversion. 

D. The MAP in LC Approach 

The conventional MAP approach considers MTR decod-
ing as simple sequence mapping, computing Lout(k), of par-
ticular bit k, using corresponding Nbk subsets. 

The Boolean logic circuits can be seen, also, as sequence 
translators and thus implementation of the MAP approach 
imposed in logical circuits seems rational. The idea is to try 
to embed the max-log MAP approach into decision logic of 
new circuits, and later to design a new MTR decoder with 
such redesigned logic circuits.  

 
a) The max-log MAP in LC for new AND circuit 

In case of the AND circuit, the mapping and the corre-
sponding MAP subsets are shown in Table II [12], [13]. 

TABLE II.  MAP SUBSETS FOR AND LOGIC CIRCUIT  

AND N1 subset N0 subset  
n0n1 m0 n0n1 m0 n0n1 m0 
0 0 
1 0 
0 1 
1 1 

0 
0 
0 
1 

  
 
 

1 1 

 
 
 

1 

0 0 
1 0 
0 1 

 

0 
0 
0 
 

 
It can be observed that the length of the input codeword 

is N = 2, while of the output word M = 1. In that sense, the 
max-log MAP in LC works with just a few elements in the 
corresponding subsets, and, most importantly, with short-
length codewords. 

According to (10), the max-log MAP in LC subversion 
works with values 
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while, the output soft-value is calculated as  
 ,01

logmax RRL LCinMAP
out   (14) 

allowing for simple creation of the output soft-values of the 
new redesigned AND circuit. 

 
b) The max-log MAP in LC for new OR circuit 

In case of the OR circuit, the corresponding MAP subsets 
are shown in Table III. 

TABLE III.  MAP SUBSETS FOR OR LOGIC CIRCUIT 

OR N1 subset N0 subset  
n0n1 m0 n0n1 m0 n0n1 m0 
0 0 
1 0 
0 1 
1 1 

0 
1 
1 
0 

  
1 0 
0 1 

 

 
1 
1 
 

0 0 
 
 

1 1 

0 
 
 

0 
 
According to (10), the max-log MAP in LC for new OR 

circuits works with values 
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while the output soft-value is obtained similarly to (14). 
Via utilization of such redesigned circuits into hardware 

realization, as depicted in Fig. 1, the new soft-decision de-
coder for MTR decoding can be realized and, what is more, 
implemented in iterative decoding schemes.  

III. COMPLEXITY OF THE MAP DECODER 

The main problem with the MAP algorithm implementa-
tion lies in the potentially high number of codewords in the 
corresponding Nbk subsets [10], [11], [15], [16].  

The MAP decoding approach primarily leans towards 
implementation at the software level. Unfortunately, depend-
ing on the code rate of the used MTR code, the Nbk subsets can 
contain a considerable number of codewords that can unnec-
essarily slow down the decoder and the decoding process. 

A. Complexity of the max-log MAP Approach 

Considering general MTR code, with code rate R = M/N, 
it can be easily shown that max-log MAP subversion requires 
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operations to produce the Rb(k), according to (10), leading to 
the total number of  

 )1(2)(2)(  NNkNkN Mb
oper
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operations, necessary to produce the output soft-value, for bit 
at position k, according to (12). During this analysis it was 
assumed that addition has the same complexity as multiplica-
tion.  

Given that the both Nbk subsets contain the same number of 
codewords, each output of the max-log MAP decoder re-
quires the same number of operations. In case of the rate R = 
4/5 MTR code this number is 

 ,320)15(524 total
operN  (18) 

operations for each decoder output. 

B. Complexity of the max-log MAP in LC Approach 

Considering the max-log MAP in LC implementation for 
AND and OR logic circuit, it can be seen that the required 
number of operations, in order to produce probabilities R0 
and R1, according to (13) and (15), is 

 .1234)12(4  addmultipN ORorAND
oper  (19) 
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This is the number of operations for the output of one re-
designed circuit (AND or OR circuit). Although, it should be 
kept in mind that if an MTR decoder is realized, as presented 
in Fig. 1, then the actual number of required operations for 
the decoder outputs, in case of the max-log MAP in LC, is 
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It can be observed that the max-log MAP in LC approach 
considerably decreases the required number of operations per 
output, comparing with conventional max-log MAP, as pre-
sented in Fig. 2. 
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Figure 2.  max-log MAP in LC versus max-log MAP. 

Such a result is quite valuable in the case of extensive 
decoder utilization and demanding signal processing. How-
ever, as the realization of the MTR decoder using logic cir-
cuits implies that some optimization techniques will be used 
to decrease the overall number of logic circuits, then the real 
percent of reduction in a number of operations can differ 
between realizations.  

However, an important result of analyses is that merging 
the MAP algorithm into Boolean logic circuits and working 
with the max-log MAP in LC will overcome the complexity 
of the original max-log MAP method. 

IV. MTR ENCODING OVER A TWO-TRACK CHANNEL 

Multiple-head arrays had been proposed to enable read-
ing and writing data at the same time on multiple tracks [14]. 
Such heads provide both high density and high speed [17], 
but they suffer from inter-track interference (ITI) [18]. The 
ITI is a result of a signal induced in reading heads as a su-
perposition of magnetic transitions in neighboring tracks. 

A. Channel Model 

This paper considers a simple two-track two-head E2PR4 
recording channel, where two independent tracks exist and 
the reading heads simultaneously detect signals from both 
tracks [18]. It is assumed that linear and symmetrical ITI is 
present and modeled with the following matrix 
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where ε  [0,1] represents the ITI level between tracks [18]. 

A coding scheme employs rate 4/5 (2, 8) MTR code [1], 
as an in-track constrained code, so that each track is inde-
pendently encoded, as shown in Fig. 3. 

 
Figure 3.  In-track MTR encoding over two-track channel. 

where i1, i2, y1 and y2 are in-track input and output sequences. 
Furthermore, it is assumed that read-back signals are dis-

torted with additive, white and zero-mean, Gaussian noise g 
and that signal-to-noise ratio (SNR) is defined as 
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where Ec = REb is symbol bit energy at channel output, No is 
one-sided power spectral density and σ2 is noise variance. 

Channel detection was performed with the optimum two-
head soft-output Viterbi detector (2H-SOVA) that uses ideal 
ITI estimation and the twenty symbols detection window [3], 
as shown in Fig. 4. 

 
Figure 4.  MTR decoding over two-track two-head. 

Assuming that yki is a received symbol at instant i, in 
track k, the 2H-SOVA calculates branch distance between 
(y1i, y2i) and noiseless trellis transition label (v1i, v2i), as  

 ,)]([)]([ 2
212

2
211 iiiiii vvyvvy    (23) 

where (u1i, u2i) is corresponding information bits label for the 
ITI-based trellis and ε represents ITI level [3]. 

B. Two-track Squared Euclidian Distance 

The ITI presence in the two-track channel model can be 
used to partially improve channel detector performance [18].  

It can be shown that knowing and incorporating ITI level 
into 2H-SOVA branch metric (23) considerably enhances the 
square Euclidian distance of two-track detector, regarding to 
independent in-track detection approach, as shown in Fig. 5 
[4], [18], [19], [20]. 

Utilization of the two-head detector that simultaneously 
reads data from both tracks can mitigate detector perform-
ance degradation encountered by ITI presence.  

The depicted square Euclidian distance demonstrates the 
advantage of two-head detector employment over an interfer-
ing channel. Over the range of ITI values 
 293.00  d  (24) 
Euclidian distance gradually increases and a growth of about 
7.18% can be noticed, even though track interference is pre-
sent [18], [19], [20].  

This feature will help the two-head detector to success-
fully combat the low-level ITI in the interfering channel. 
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Figure 5.  Two-track two-head m.s.d. versus ITI. 

Regrettably, independent in-track detection is hindered 
by the ITI presence, degrading the performance of the one-
head detector [19], [20]. In such a detection approach, the 
one-head detector is unable to combat against ITI. This fact 
additionally suggests that a two-head detector is highly de-
sirable within interfering magnetic recording systems. 

V. SIMULATION RESULTS  

This paper is intended to analyze only the performance of 
the proposed algorithms. Thus, the simulation scheme im-
plements only the MTR code, even though they possess a 
modest error correcting ability [1]. The paper focus is soft-
value propagation through the MTR decoder and the com-
plexity of the proposed algorithms. 

A. MTR Decoding Using min-max in LC Approach 

The min-max in LC was the first presented method for 
the MTR soft-decision decoding [7], [8]. In order to maintain 
consistency and to easily evaluate the MAP in LC method, 
the performances of soft-decision decoding using the min 
and max functions in logic circuits, are repeated in Fig. 6 [7], 
[8]. 

B
E

R

 
Figure 6.  MTR decoding using min-max in LC. 

The MTR is a single code implemented in an analyzed 
simulation scheme. Therefore, when the appropriate calcula-
tions are finished, the final decision is made in a binary way, 
even the MTR decoder internally operates with soft-values.  

It can be observed that utilizing the min-max in LC, the 
decoding gain is about 0.5 dB for BER = 10-5 and ITI level ε 
= 0.0. Moreover, an additional gain is present for ITI level of 
ε = 0.2, because of the enhancement of the squared Euclidian 
distance [19], [20].  

The min-max in LC method application outcome is iden-
tical to the performance achieved with the classical hard-
decision approach, but the reason behind this is the solitary 
role of the MTR decoder, and its inability to fully exploit the 
soft-values and the corresponding confidences. 

However, its advantage is that the MTR decoder is now 
able to handle soft-values, having performances not weaker 
than those obtained with conventional hard-decision [1].  

The capability of the MTR decoder to manage the soft-
values will become overt in an encoding scheme that uses 
combination of MTR and error-correcting codes [15], [16], 
e.g. in some of the iterative decoding schemes. 

B. MTR Decoding Using the Conventional MAP Approach 

The performance of the max-log MAP soft-decision de-
coding of MTR codes is presented in Fig. 7. 
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Figure 7.  MTR soft-decision decoding using max-log MAP. 

The max-log MAP approach shows a slightly inferior 
performance to that of hard-decision, but this slight differ-
ence is overshadowed by the fact that the hard-decision ap-
proach cannot produce output soft-values.  

The decoding gain is again around 0.5 dB for BER = 10-5 
and ε = 0.0, but for ITI level of ε = 0.2, the gain of nearly 1 
dB is obtained, for the same BER level.  

Such a result indicates that the approximation applied for 
output probabilities Rb(k) (10), does not hinder the perform-
ance of the max-log MAP method [10], [11], [15], [16]. 

C. Comparison of the MTR Decoding Approaches 

Finally, a comparison was made between the approaches 
for MTR soft-decision decoding over the E2PR4 two-track 
system. The performances are summarized in Fig. 8. 
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Figure 8.  Approaches for MTR soft-decision decoding. 

It can be observed that logic circuits utilization, both with 
min-max functions or log-max MAP in LC, resulted in a de-
coding gain of around 0.5 dB for BER = 10-5 and ε = 0.0 and 
nearly 1 dB for of ε = 0.2 and the same BER level.  

Considering all presented simulation results, it can be ob-
served that the soft-decision approach has performances that 
are similar to or somewhat worse than the classical MTR 
hard-decision [1]. Unfortunately, the solitary position of the 
MTR decoder, in this simulation scheme, fails to offer ex-
ploitation of both decision confidence, and, consequently, the 
full benefits of soft-decision decoding. Therefore, it is to be 
expected that the real power of the analyzed approaches will 
be in some iterative simulation scheme and in combination 
with some of the error-correcting codes [15], [16]. 

VI. CONCLUSION 

This paper considers the concept of the max-log MAP in 
LC, as an additional method for MTR soft-decision decod-
ing, over the two-track E2PR4 magnetic recording channel. 

This method was compared to already presented MTR 
soft-decision approaches, suggesting that min-max in LC and 
max-log MAP in LC are simpler and more effective than 
regular max-log MAP, which works on the set of MTR code-
words. 

The low complexity of max-log MAP in LC decoder, as 
well as the fact that MTR codes can reduce the overall two-
track channel detection, suggests that their utilization and its 
soft-decision approaches would be quite valuable, especially 
in the case of interfering channels.  

In addition, simulation results suggest that the max-log 
MAP in LC method will additionally enable MTR code utili-
zation in the iterative decoding framework, and that will re-
sult in considerable gain when MTR is to be used in combi-
nation with some powerful error-correcting codes over chan-
nels for high magnetic recording densities.  
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Abstract—In the context of Wireless Sensor Networks (WSNs),
where sensors have limited energy power, it is necessary to
carefully manage this scarce resource by saving communications.
Clustering is considered as an effective scheme in increasing
the scalability and lifetime of wireless sensor networks. We
propose an energy-aware distributed self-stabilizing clustering
protocol based on message-passing for heterogeneous wireless
sensor networks. This protocol optimizes energy consumption
and prolongs the network lifetime by minimizing the number of
messages involved in the construction of clusters and by mini-
mizing stabilization time. Our generic clustering protocol can be
easily used for constructing clusters according to multiple criteria
in the election of cluster-heads, such as nodes’ identity, residual
energy or degree. We propose to validate our approach under the
different election metrics by evaluating its communication cost in
terms of messages, stabilization time, energy consumption and
number of clusters. Simulation results show that in terms of
number of messages and energy consumption, it is better to use
the Highest-ID metric for electing CHs. However, the criterion
of energy provides a better distribution of clusters.

Keywords-Self-stabilizing clustering; Wireless Sensor Networks;
Energy-aware; OMNeT++ simulator.

I. INTRODUCTION

Due to their properties and to their wide applications,
Wireless Sensor Networks (WSNs) have been gaining growing
interest in the last decades. These networks are used in vari-
ous domains like: medical, scientific, environmental, military,
security, agricultural, smart homes, etc. [1].

In a WSN, sensors have very limited energy resources
due to their small size. This battery power is consumed by
three operations: data sensing, communication, and processing.
Communication by messages is the activity which needs the
most important quantity of energy, while power required by
CPU is minimal. For example, Pottie and Kaiser [2] shows
that the energy cost of transmitting a 1KB message over a
distance of 100 meters is approximately equivalent to the
execution of 3 million CPU instructions by a 100 MIPS/W
processor. Thus, saving communication power is more urgent
in WSNs than optimizing processing. Consequently, to extend
the sensor network lifetime, it is very important to carefully
manage the very scarce battery power of sensors by limiting
communications. This can be done through notably efficient
routing protocols that optimize energy consumption. Many
previous studies (e.g., Yu et al. [3] and Younis and Fahmy [4])
proved that clustering is an effective scheme in increasing the

scalability and lifetime of wireless sensor networks. Clustering
consists in partitioning the network into groups called clusters,
thus giving a hierarchical structure [5].

Several clustering approaches are proposed in the literature
and used, for example, in the case of a WSN for routing
collected information to a base station. However, most of them
are based on state model, so they are not realistic compared to
message-passing based clustering ones. Moreover, approaches
in the last category are not self-stabilizing and they are
generally highly costly in terms of messages, while in the
case of WSNs clustering aims at optimizing communications
and energy consumption.

In this paper, we propose an energy-aware distributed self-
stabilizing clustering protocol based on message-passing for
heterogeneous wireless sensor networks. This protocol op-
timizes energy consumption and then prolongs the network
lifetime by minimizing the number of messages involved in
the construction of clusters and by minimizing stabilization
time. It also offers an optimized structure for routing. Our
clustering protocol is generic and complete. It can be easily
used for constructing clusters according to multiple criteria in
the election of cluster-heads such as: nodes’ identity, residual
energy, degree or a combination of these criteria. We propose
to validate our approach by evaluating its communication cost
in terms of messages, stabilization time, energy consumption
and number of clusters. Thus, we compare its performance
in the case of using different cluster-heads election methods
under the same clustering approach and testing framework.

The remainder of the paper is organized as follows. Sec-
tion II illustrates the related work on clustering approaches.
Section III describes the proposed clustering approach, cluster-
head election methods and the models used for representing
both energy consumption and network structure. Section IV
presents the validation of the proposed approach through sim-
ulation. Finally, Section V concludes this paper and presents
our working perspectives.

II. RELATED WORK

Several self-stabilizing k-hops algorithms have been done
in the literature [6], [7], [8].

Mitton et al. [6] applied self-stabilization principles over
a clusterization protocol they proposed in [9] and presents
properties of robustness. Each node calculates its density and
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broadcasts it to its neighbors located at k-hops. This robustness
is an issue related to the dynamicity of ad hoc networks, to
reduce the time stabilization and to improve network stability.

Datta et al. [7], by using the criterion of minimal identity,
have proposed a self-stabilizing distributed algorithm designed
for the state model that computes a subset D is a minimal
k-dominating set of graph G. By using D as the set of
clusterheads, G is partitioned into clusters, each of radius k.
This algorithm converges in O(n) rounds and O(n2) steps and
requires log(n) memory space per process, where n is the size
of the network.

Caron et al. [8], by using an arbitrary metric, have proposed
a self-stabilizing k-clustering algorithm based on a state model.
Note that k-clustering of a graph is a partition of nodes into
disjoint clusters, in which every node is at a distance of at
most k from the clusterhead. This algorithm executes in O(nk)
rounds and requires O(log(n) + log(k)) memory space per
process, where n is the network size.

These approaches are based in state model [7], [8] and are
not realistic in the context of sensor networks. Furthermore,
they have extremely high stabilization time.

The approach proposed by Mitton et al. [6], [9] generates
a lot messages. The main reason is due to the fact that each
node must know {k+1}-Neighboring, computes its k-density
value and locally broadcasts it to all its k-neighbors. This is
very expensive in terms of exchanged messages.

III. PROPOSED CLUSTERING APPROACH

A. Basic idea

To simplify the description of our approach, we consider the
case where the selection criterion to become clusterhead is the
node’s identity. We will present later the proposed approach
when using other CH election criteria.

Our proposed algorithm is self-stabilizing and does not
require any initialization. Starting from any arbitrary configu-
ration, with only one type of message exchanged, the nodes
are structured in non-overlapping clusters in a finite number of
steps. This message is called hello message and it is periodi-
cally exchanged between each neighbor nodes. It contains the
following four information: node identity, cluster identity, node
status and the distance to cluster-head. Note that cluster iden-
tity is also the identity of the cluster-head. Thus, the hello mes-
sage structure is hello(idu, clu, statusu, dist(u,CHu)). Fur-
thermore, each node maintains a neighbor table StateNeighu

that contains the set of its neighboring nodes states. Whence,
StateNeighu[v] contains the states of nodes v neighbor of u.

The solution that we propose proceeds as follows:
As soon as a node u receives a hello message, it executes

three steps consecutively (see Algorithm 1). The first step is to
update neighborhood, the next step is to manage the coherence
and the last step is to build the clusters. During the last step
each node u chosen as cluster-head the node which optimizes
the criterion and located at most a distance k. After this three
steps, u sends a hello message to its neighbors. The details
of Algorithm 1 and mathematical proof are describe in Ba et
al. [10].

Algorithm 1: k-hops clustering algorithm
/* Upon receiving message from a

neighbor */
1 UpdateNeighborhood();
2 CoherenceManagement();
3 Clustering();

After updating the neighborhood, nodes check their co-
herency. For example, as a cluster-head has the highest iden-
tity, if a node u has CH status, its cluster identity must be
equal to its identity. In Fig. 1(a), node 2 is cluster-head. Its
identity is 2 and its cluster identity is 1, so node 2 is not
a coherent node. Similarly for nodes 1 and 0. Each node
detects its incoherence and corrects it during the coherence
management step. Fig. 1(b) shows nodes that are coherent.

status = SN

cl = 2

gn = 1

cl = 1

dist = 0

status = CH status = SN

dist = 2

gn = 1

cl = 0

dist = 0

gn = 2

2 1 0

(a) Incherence nodes

status = SN

cl = 2

dist = 1

gn = 2

cl = 2

status = CH status = SN

dist = 2

gn = 1

dist = 0

cl = 2

gn = 2

2 1 0

(b) Coherence nodes

Figure 1. Coherent and incoherent nodes

B. Cluster-heads election

Existing clustering approaches use one or more criteria
for electing cluster-heads, for example: nodes’ ID, degree,
density, mobility, distance between nodes, service time as a
CH, security, information features or a combination of multiple
criteria. However, to the best of our knowledge, there is no
paper in the literature where the same proposed approach is
compared in the case of different CH election methods. It is
important to study the influence of each criterion under the
same test conditions and, ideally, under the same clustering
approach. To this end, we propose a generic distributed self-
stabilizing clustering approach that can be used with any
CH election criterion and then we compare its cost and
performance when considering important election criteria in
the case of a WSN, namely: Highest-ID, Highest-degree and
residual energy of nodes.

1) Highest ID:
Lowest-Identifier based clustering is originally proposed by

Baker et al. [11]. It has proven one of the most performant
clustering approaches in ad hoc networks [12], [13], [14], [15].

In our approach, each node compares its identity with those
of its neighbors a distance 1. A node u elects itself as a cluster-
head if it has the highest identity among all nodes of its cluster
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(in Fig. 2, example of node 9 in cluster V9). If a node u
discovers a neighbor v with a highest identity then it becomes
a node of the same cluster as v with SN status (in Fig. 2,
example of nodes 1, 3, 4 and 7 in cluster V9). If u receives
again a hello message from another neighbor which is into
another cluster than v, the node u becomes gateway node with
GN status (in Fig. 2, example of nodes 5 and 8 in cluster V10

and node 2 in cluster V9). As the hello message contains the
distance between each node u and its clusterhead, u knows if
the diameter of cluster is reached. So it can choose another
cluster as illustrated in Fig. 2.

V
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V

Simple Node

Legend:

Clusterhead Gateway Node

6

9

3

4

70

1

5

210

8

Figure 2. Clusters organization

2) Highest or Ideal Degree: In this approach, we determine
how well suited a node is for becoming CH according to
its degree D (i.e., the number of neighbors). There are two
categories of approaches based on nodes’ degrees. Some of
them propose to limit communications by electing the node
having the highest degree as CH. This is an original proposal
of Gerla and Tsai [16]. However, each CH can ideally support
only ρ (a pre-defined threshold) nodes to ensure an efficient
functioning regarding delay and energy consumption. Indeed,
at each step of the routing process, when a node has many
neighbors it receives as many messages as its degree. This
leads to a rapid draining of sensors’ battery power. To ensure
that a CH handles upto a certain number of nodes in its cluster,
some approaches [14], [17], [18] propose to elect as CH the
node having the nearest degree to an ideal value ρ. Thus, the
best candidate is the one minimizing its distance to this ideal
degree △d = |D − ρ|.

For the two cases described above, when more than one
node has the maximum (respectively ideal) degree and is
candidate to become a CH, the election is done according to a
secondary criterion which is the highest ID. As each node of
the network has a unique ID, this criterion is discriminating.

3) Residual Energy: In this approach, decision-making
concerning the most suitable node to become CH is done
according to the residual energy (i.e., remaining battery power
level) of each sensor. Indeed, CHs are generally much more
solicited during the routing process. So, in order to preserve
their energy and to avoid the frequently reconstruction of the
clusters, CHs need more important battery levels compared to
the others normal nodes.

During the clustering procedure, network nodes progres-
sively consume their energy due to the messages exchanges.
Thus, after some rounds a node i with initially the maximum
battery power level and candidate to become a CH can have

later less energy than an another neighbor node j. This can
lead to more iterations aiming at electing the other node j with
the maximum residual energy. In order to limit the frequently
changes of CH candidates for a negligible energy difference,
we propose to use an energy gain threshold ET . Thus, while
△e = |Ei−Ej | is less than ET , the node i preserves its leader-
ship position. This guarantees more stability of the clustering
process and extends the network lifetime by minimizing the
energy consumption involved in the clustering procedure.

C. Models

In order to implement our clustering approach in a realistic
way, we use standard models for representing both the energy
consumption and the network structure.

1) Energetic model: To model the energy consumption for
a node when it sends/receives a message, we use the first order
radio model proposed by Heinzelman et al. [19] and used in
many other studies [3], [20], [21]. A sensor node consumes
ETx amount of energy to transmit one l-bits message over
a distance d (in meters). As shown in equation 1, when the
distance is higher than a certain threshold d0, a node consumes
more energy according to a different energetic consumption
model.

ETx(l, d) =

{
l ∗ Eelec + l ∗ εfs ∗ d2, if d < d0;
l ∗ Eelec + l ∗ εmp ∗ d4, if d ≥ d0. (1)

Each sensor node will consume ERx amount energy when
receiving a message, as shown in equation 2.

ERx(l) = l ∗ Eelec (2)

The values of the parameters used in equations 1 and 2 to
model energy are summarized in Table I:

TABLE I
RADIO MODELING PARAMETERS

Parameter definition Value
Eelec Energy dissipation rate to run radio 50nJ/bit
εfs Free space model of transmitter amplifier 10pJ/bit/m2

εmp Multi-path model of transmitter amplifier 0.0013pJ/bit/m4

d0 Distance threshold
√

εfs/εmp

2) Network model: We consider a network represented by
an arbitrary random graph based on Erdos Renyi model [22]
with probability p = 0, 1 for all network sizes. Our system
can be modeled by an undirected graph G = (V,E). V = n
is the set of network nodes and E represents all existing
connections between nodes. An edge exists if and only if
the distance between two nodes is less or equal than a fixed
radius r ≤ d0. This r represents the radio transmission range
which depends on wireless channel characteristics including
transmission power. Accordingly, the neighborhood of a node
u is defined by the set of nodes that are inside a circle with
center at u and radius r and it is denoted by Nr(u) = Nu =
{∀v ∈ V \ {u} | d(u,v) ≤ r}. The degree of a node u in G is
the number of edges which are connected to u, and it is equal
to deg(u) = |Nr(u)|.
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TABLE II
THEORETICAL COMPARISON OF STABILIZING TIME AND MEMORY SPACE

Stabilizing Time Memory space per node Neighbourhood
Our approach n+ 2 log(2n+ k + 3) 1 hop
Datta et al. [7] O(n), O(n2) log(n) k hops
Caron et al. [8] O(n ∗ k) O(log(n) + log(k)) k+1 hops

IV. VALIDATION FRAMEWORK

In this section, we present the evaluation study that we
carried out using ONMeT++ [23] simulator to compare the
performance of the previously described clustering approach
when utilizing different CH election methods. For generating
random graphs, we have used the SNAP [24] library. All
simulations were carried out using Grid’5000 [25] platform.

A. Theoretical validation

In [10], we have provided a formal proof of our clustering
approach. Table II illustrates a comparison of stabilizing time
and memory space between our proposal algorithm and other
approach designed for the state model. We note that our
stabilization time does not depend on the parameter k contrary
to approach proposed by Caron et al. [8]. We have a unique
phase to discover the neighborhood and build k-hops clusters
and an unique stabilizing time contrary to approach describes
in [7]. Furthermore, we consider a 1-hop neighborhood at
opposed to Datta et al. [7] and Caron et al. [8].

B. Testbed

The parameters we used in our simulations are summarized
in Table III. In all our simulations, a 99% confidence interval
Ic is computed for each average value represented in the
curves. These intervals are plotted as error bars and computed
according to this equation: Ic = [x− tα

δ√
n
;x+ tα

δ√
n
], where

n is the population length, x is the average value, δ is the
standard deviation, and finally, tα has a fixed value of 2.58 in
the case of 99% interval.

TABLE III
SIMULATION PARAMETERS

Parameter Value

Message size 2000 bits
distance between 2 nodes 100 meters

Ideal degree {5,20,50}
Energy threshold {0.1%,0.01%}
Number of nodes [100,1000]

Random graph model Erdos Renyi
Network density 0.1

Number of simulations for each network size 100

C. Simulation results

1) Communication cost (messages): In order to evaluate
the validity of our clustering approach, we first measure the
necessary cost in terms of messages to achieve the clustering
procedure.

Based on the same network topology, the clustering based
on the criterion of ID generates less messages as shown in
Figs 3 and 4. The main reason is that the ID criterion brings
greater stability during the clustering phase. In addition, the ID
criterion is simpler and deterministic compared to the criteria
of degree or energy. Indeed, for the criterion of degree, it is
necessary for nodes to receive a message from their neighbors
to calculate their degree. Then, the degree is broadcasted and
the clustering phase begins. This is expensive in terms of
messages. Also, the criterion of energy ration generates more
messages than the criteria of ID and degree. As energy is
a parameter which decreases during the clustering phase, it
provides less stability and requires more messages to reach a
stable state in the entire network.
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2) Energy consumption: We have also measured the en-
ergy consumption required for building clusters in the entire
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network. As illustrated in Figs. 5 and 6, the ID criterion
consumes less energy during the clustering phase. Indeed, as
illustrated in Figs. 3 and 4, both degree and energy generate
more messages than ID during the construction of clusters.
However, in sensor networks communications are the major
source of energy consumption.
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3) Number of clusters : The evaluation of the number of
clusters as illustrated in Fig. 7 shows that the criterion of
energy, even if it generates more messages and greater energy
consumption, provides a better distribution of clusters in the
network. The main reason is that the criterion of energy does
not depend on the network topology contrary to for example
the criterion of degree. In fact, in the latter, the node having
the highest degree constructs large clusters.

4) Impact of highest and Ideal degree: To evaluate the
impact of highest and Ideal degree, we fix △d to 5, 20 and
40 and then we evaluate energy consumption and clusters
distribution. We observe a slight increase in the energy con-
sumption for ideal degree 5, 20 and 40 as illustrated in Fig. 8.
Nevertheless, as illustrated in Fig. 9, the ideal degree offers a
better distribution of the clusters. Note that the main problem
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Figure 7. Number of clusters according to network size

with the highest degree is the distribution of clusters.
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5) Impact of residual energy or energy threshold: As the
main problem with the criterion of energy is its volatility,
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we fix energy threshold to limit abrupt changes of nodes
when their energy CHs decreases substantially. We fixed the
energy threshold to 0.1% and 0.01% and we evaluate both
energy consumption and clusters distribution. Fig. 10 shows
that energy threshold reduces energy consumption during the
clustering phase. Indeed, the nodes no longer change after
slight decrease of their energy CHs. This entails less messages
exchanged and less energy consumption. Moreover, energy
threshold offers a more balanced distribution of the clusters,
as shows in Fig. 11.
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V. CONCLUSION AND PERSPECTIVES

In this paper, we proposed an efficient self-stabilizing dis-
tributed energy-aware clustering protocol for heterogeneous
wireless sensor networks. This protocol prolongs the network
lifetime by minimizing the energy consumption involved in
the exchanged of messages. It can be used under different
CHs election methods like those investigated in this work.

Simulation results show that in terms of number of messages
and energy consumption, it is better to use the Highest-ID

metric for electing CHs. However, the criterion of energy
provides a better distribution of clusters.

As future work, we plan to propose routing process based
on our clustering approach.
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Abstract— Service-oriented Architecture (SOA) provides 
reusability and enables easy functionality integration. 
Service availability in SOA is important as it is used by 
safety critical systems, telecommunication systems and 
business systems. Service unavailability can result in reduced 
profits, reputation damage and reduced safety. Machine 
virtualization, clusters and group communication systems 
are used to increase availability, but they are not very much 
applied to SOA-based systems. This paper focuses on 
service-orientation and a model for increasing service 
availability in SOA is proposed. The proposed model 
improves failure detection process using monitoring. Use of 
heartbeat mechanism is proposed for failure detection 
instead of timeout mechanism as it can provide more 
accuracy and also it can reduce failure detection time. Model 
is emulated in LAN and WAN environments to investigate 
impact of different network configurations on service 
availability. Results indicate that service availability is 
increased and failure detection process is improved by 
monitoring. 
 

Keywords- service-oriented architecture; availability; high 
availability; monitoring; failover; safety critical systems; 
business systems; telecommunication systems 

I. INTRODUCTION 

Service-oriented architecture [1] is for flexibility and 
reuse, and enables organizations to easily integrate systems 
[2]. The term SOA followed in the paper is defined by the 
organization for advancement of structured information 
standards (OASIS) [1] as “…a paradigm for organizing 
and utilizing distributed capabilities that may be under the 
control of different ownership domains” [1]. Services are 
reusable, which can work autonomously as well as in 
service compositions. SOA follows a standard-based 
development approach [3]. Service availability is seen in 
the paper from service consumer’s point of view. In our 
opinion, standards based development makes SOA-based 
systems more acceptable to service consumers and they 
can be trusted for quality.  

According to authors’, availability of services in SOA 
needs attention as unavailability of services can result in 
dissatisfaction among service consumers, lost revenues, 
damaged reputation for service providers and loss of 
human lives. One of the most important issues for SOA is 
to assure availability [4]. Business services today are not 
only doing more work but also have more users, often 
spread out across the globe and require 24/7 availability 
and availability is one of the important factors to be 
considered for business-driven IT service management [5]. 

The fundamental characteristic of SOA, loose coupling and 
on-demand integration, enable organizations to seek more 
flexibility and responsiveness from their business IT 
systems, but this brings challenges to assure QOS, 
especially availability, which should be considered in an 
integrated way in SOA [6]. 

SOA adoption is increasingly seen in the latest trends 
where safety critical systems, telecommunication systems 
and business systems are using it ([7], [8] and [9]). This 
tendency is due to reduced expected costs due to 
reusability, which is achievable by using SOA. Service 
availability is becoming a requisite for such systems as 
profits can only be earned if service functionality is 
available to service consumers. Many of these systems 
require not only availability, but instead high availability 
for safety as unavailability of service can cause 
information loss, which can put system into hazardous 
state, thus reducing system safety. In the paper, the term 
availability describes the probability that a service in a 
given time is available.  

Availability is dependent on mean time to failure 
(MTTF) and mean time to repair (MTTR). In the paper, 
the qualitative description of high availability [11] is 
followed as highly available systems are those systems 
which are expected to operate correctly in the presence of 
multiple failures, using a subset of original components, 
with reduced capacity and system should be able to self-
heal and reconstitute itself, without the loss of data or 
application services. The system must detect failures and 
reconfigure system operations dynamically. In our opinion, 
high availability is expensive and it is not required for all 
applications or services. Requirements for availability and 
high availability are dependent on area of application and 
also on a specific solution. In SOA, requirements for 
availability and high availability are generally specified in 
service level agreements (SLA).  

This work focuses on increasing service availability by 
reducing failover time and failure detection time through 
monitoring. Failover means a backup module taking the 
workload, when the primary module has failed [12]. 
Failover time includes the failure detection time and the 
recovery time [12].   

Clusters, group communication systems (GCS) and 
machine virtualization are solutions, which are used to 
increase availability. These solutions also use monitoring 
but they differ in concept, and they are not very much 
applied within the domains of SOA. In machine 
virtualization, several operating systems share the 
resources of same physical machine. Shared physical 
machine can increase performance overhead and it can 
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become a single point of failure for virtualized solutions. 
Clusters use GCS and GCS based solutions require 
coordination activities between group members, which can 
impose performance overhead. SOA-based solutions for 
increasing availability are mostly focusing on service 
compositions. Middleware based solutions also exist, 
which use an enterprise service bus. These solutions can 
also add performance overhead, which can increase 
failover time.  

The proposed approach focuses on the use of 
monitoring and heartbeat mechanism for failure detection 
instead of using timeouts for failure detection and retrying 
in case of failures. The proposed approach simplifies the 
management of failures by focusing only on the necessary 
participants of SOA-based systems including service 
consumers, service providers and service registry. 
Additionally, the focus is on atomic services instead of 
service compositions for simplification. In the proposed 
approach, service provider’s availability is seen from 
service consumer’s perspective because they are the ones 
who ultimately use the service and in this context failover 
time becomes important, which is the time when service is 
unavailable. Failures are covered in the approach through 
redundancy and service provider’s availability is 
determined through failover time. The proposed approach 
improves the process of failure detection and failover by 
using heartbeat mechanism and service provider 
availability is improved by reducing failure detection time 
through monitoring service provider’s failures and by 
selection of an optimal heartbeat interval.  

The remainder of the paper is organized as follows: 
Section II describes the state of the art research work. In 
Section III we present and propose a SOA model for 
improving service availability. It also includes a discussion 
about the availability parameters considered in the 
proposed solution and describes the approach for analyzing 
service availability in SOA. Section IV presents 
experimental results and discussion. Section V contains 
concluding remarks. 

II. STATE OF THE ART  
SOA eases development efforts due to reusability and 

standards based development approach [3]. As stated by Li 
[4], SOA is an emerging approach addressing the 
requirements of loosely coupled, standards-based, and 
protocol independent distributed systems. Costs are 
reduced by reusability of components which turns out to be 
an advantage orchestrating large scale distributed 
applications [13]. These cost reductions lead to upcoming 
adoptions of SOA in business computing environments 
[8].  

Recently, a shift in trends is seen and there is a move 
towards SOA adoption by safety critical systems. SOA is 
being adopted by military organizations such as the United 
States Department of Defense, The North Alliance Treaty 
Organization and the UK’s Ministry of Defense [9]. 
Telecommunication networks are service centric and use 
service composition techniques in accordance to SOA 
principles [14].  

Platforms that are supposed to form the core of mission 
critical service-oriented applications need mechanisms that 
can regulate the reliability and availability of the core 
services in changing conditions [15].  

For increasing availability of services different 
solutions are proposed. In [16], a solution for improving 
availability of service compositions or complex services is 
proposed. Another solution is to pool multiple services that 
provide the same functionality by different service 
providers [4]. If a service fails, another service in the pool 
is selected to process the request again. In this approach, 
an appropriate size of service pool has to be selected 
otherwise resources can be underutilized. In the proposed 
approach, the focus is on reducing failure detection time 
and failover time by monitoring for increasing service 
provider availability. If failure detection time is reduced, 
the time for which the service is unavailable or MTTR is 
reduced and consequently availability is increased as it is 
dependent on MTTR. The proposed approach focuses on 
monitoring failures of individual services and not 
composite services. In service compositions, wrong 
execution order of services or failure of one service in a 
service composition can reduce service availability of all 
services in a service composition but mostly the focus of 
service compositions is on a single solution and how 
services are invoked in that solution. In our opinion, the 
probability of reuse of individual services is higher than 
the reuse of service compositions. A single service can be 
reused in many different business solutions so availability 
of individual services can be more beneficial as it can 
increase service availability in different solutions. 

The current solutions for increasing availability include 
machine virtualization [17], clusters [4] and group 
communication systems [18]. The emergence of machine 
virtualization has significantly reduced system setup time, 
coupled with the ability to migrate services and the 
flexibility to consolidate multiple underutilized servers into 
a smaller number of machines [19]. These solutions aim at 
reducing MTTR by using redundancy and failover 
mechanism. In any reliability work in general, a decrease 
in MTTR contributes a proportional reduction in 
unavailability [20]. In most of the high availability 
distributed systems, redundancy is used to increase 
availability and redundant servers appear to reduce MTTR 
[19]. Failover can be used to ensure availability [4]. 
Failover is realized by heartbeat detection and 
automatically takeover of functions [21].  

Failover requires failure detection and service 
migration to a redundant service provider. For failure 
detection, heartbeat mechanism can be used and timeouts 
can also be used. For failure identification at application 
level keep-alive probing can be used and applications can 
set own timeouts [22]. Another common method to detect 
failures is the error prone approach of timeouts in order to 
overcome inaccurate failure detections in software [23]. 
Another possibility to introduce fault tolerance to 
applications are self checking mechanisms in the code. The 
application verifies that it is healthy on its own. Through 
such tactics, most failures can be detect accurately [23]. 

In the proposed approach, heartbeat mechanism is used 
for failure detection and for better accuracy in comparison 
to the timeout approach. Monitoring service constantly 
checks for service failures and in timeout approach failure 
is only detected when service consumer sends a request to 
the service provider. As monitoring is done on a constant 
basis failures can be detected earlier than the timeout 
approach where the process of failure detection begins 
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after consumer sends a service request. In case of 
monitoring, failed service can be restored using failover 
before a service consumer sends a request. In failover 
process, after failure detection, recovery is done by 
switchover process in which a redundant service provider 
takes over the work of failed service provider. Runtime 
monitoring can be used for analyzing and recovering from 
detected faults [24]. Monitoring is used in the proposed 
solution for failure detection and recovery. 

III. PROPOSED MODEL 

A. Availability Parameters 

The tendency of SOA adoption raises the need for 
investigation of availability issues related to SOA. 
Nowadays, there is a tough competition in every field of 
life. Business systems and telecommunications systems 
need to increase customer satisfaction for acquiring higher 
profits. Safety critical systems need to provide more 
confidence to service consumers for getting more profits 
and in worst case for retaining profits. As these systems 
are using SOA, this can be achieved by improving quality 
of service attributes, such as by improving service 
availability in SOA.  

This paper proposes a SOA-based model, which can be 
used by such systems for increasing service provider 
availability. Basic SOA model includes service providers, 
service consumers and service registry. In modified SOA 
model we have added a monitoring service to basic SOA 
model as shown in Figure 1. In Figure 1, service providers 
publish service descriptions (1.publish) in registry. Service 
consumers find (2.find) required service from registry. 
Service provider has service implementation and service 
registry holds service description. Service consumers bind 
(3.bind) to service provider. Service consumers and service 
provider start interacting (4.interact) with each other. Next 
section explains the role of monitoring service. 

 

Figure 1.  Modified SOA model. 

Availability of service provider is essential as they 
provide functionality to service consumers. In general, 
availability decreases due to failures. Availability can be 
increased by increasing MTTF or by reducing MTTR. 

MTTF is the time until a failure happens and it can be 
increased by reducing failures from the system. For 
increasing MTTF statistical data is needed. MTTR is the 
time to repair the system. As the model proposed in the 
paper is based on a newly developed system, statistical 
data is not available for it and statistical data is not always 
accurate and complete as well. The focus in the proposed 
approach is on reducing MTTR by reducing failover time 
through monitoring for increasing service availability. 
Failover time is the downtime of service. In our opinion, 
by reducing failover time, availability can be increased.  

The requirements for availability and high availability 
vary for different systems. High availability can be 
analyzed quantitatively as well as qualitatively. In the 
proposed solution, availability and high availability are 
qualitatively analyzed. Qualitative descriptions are used 
for analyses because SOA is not specific to an area of 
application and different areas of application can have 
different requirements for availability and high 
availability. Quantitative requirements differ for different 
areas of application whereas qualitative description is 
applicable in a generic way such as highly available 
systems should be able to detect failures and restore 
operations dynamically. Failures of some services can be 
tolerable and some are not depending on requirements and 
cost of high availability. Reliable communication is an 
essential service for many distributed applications, some of 
which require very fast recovery from failures, while 
others can tolerate slower failure recovery [25]. 

In our opinion, in SOA, several services work together 
to perform a business task and not all services used in a 
service-centric solution require high availability. For 
instance, customer interaction services may require high 
availability because their unavailability can result in 
monetary losses but services which are used for internal 
communication between employees may not need high 
availability as in this case monetary losses are not 
expected. In our opinion, high availability is expensive and 
it should not be added without considerable thought.  

In SOA, service level agreements are used to describe 
quality of service parameters [26]. In our opinion, for 
SOA-based systems requirements of availability and high 
availability should be specified in SLA. Authors believe 
that highly available systems have certain features such as 
redundancy, use of automated means for recovery, minor 
failures and the ability of failure detection. A system can 
be considered highly available on the basis of these 
features. Redundancy, failure detection and automated 
recovery using monitoring are used for high availability in 
the proposed approach. 

B. Service Availability in SOA 

In the proposed solution, for increasing service 
provider availability in SOA, monitoring service is added 
to the basic SOA model as shown in Figure 1. Monitoring 
service detects failures, notifies service consumers about 
failures and initiates the failover process. Monitoring 
service deletes the information of failed service from 
service registry to reduce failures by reducing chances of  
requests being sent to failed services. Monitoring service 
restarts the failed service provider as well. UDDI based 
service registry is used in the test environment as it fulfils 
the requirements. In proposed solution, availability of 
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service provider is improved by reducing failure detection 
time and failover time through monitoring. Failover time 
includes failure detection time and switchover time. 
Switchover time is the time that the primary and the 
backup are switching over the roles [12]. In the model, 
switchover time is the time for finding the backup service 
provider from service registry. In the proposed model, 
redundant service providers are used who send heartbeat 
messages to monitoring service at periodic intervals. 
Monitoring service detects failures on the basis of 3 
consecutive missed heartbeat messages from the service 
provider.  

In the proposed approach, heartbeat mechanism is used 
as failure detection time can be reduced with it and it 
provides greater accuracy in comparison to timeout 
approach. In case of heartbeat approach, failures can be 
detected earlier than timeout approach as failures are 
constantly monitored and service an be restored before a 
service consumer sends a request to service whereas in 
timeout approach service failure is detected only after the 
service consumer sends request to the service. In the 
approach of timeouts, service consumers are blocked for a 
certain time to get a response from service. If they do not 
get a response within a specified time interval, they retry 
the service and wait for ensuring service failure. In 
heartbeat mechanism service consumers are not blocked 
for a certain time and another service can be used as soon 
as the failure is detected. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION  

The following experiment is conducted to evaluate the 
proposed approach to increase service availability in 
service-oriented systems. Test environment for evaluating 
the proposed model is shown in Figure 2. WANem [27], 
an emulator is used for evaluating the model in test 
environment under different network conditions. Four 
nodes are used in the test setup. All traffic between service 
consumers, service providers and monitoring service 
passes through the emulator. Service consumers send 
requests in parallel to service providers and they are placed 
on one node. Service registry and service providers are 
placed on another node. Monitoring service is placed on a 
separate node. Service consumers and service providers are 
deployed on Glassfish server [28]. Service registry which 
is used is jUDDI [29] and it is deployed on Jakarta-Tomcat 
server [30]. Service registry uses mySQL [31] database for 
storing information. Synchronous web services are used in 
the implementation. 
In experiments in Figure 3, different number of service 
consumers and different number of service providers are 
used with no packet loss or delay. In experiments shown 
in Figure 4, different number of service consumers and 10 
service providers are used with different rates of packet 
loss 0 %, 1 % and 5 %. Different rates of packet loss are 
used for analyzing the impact of packet loss on service 
provider’s availability. Packet loss is chosen to analyze 
the applicability of the proposed model to all kind of 
services as for some services such as VOIP services high 
rate of packet loss is expected whereas for other services 
rate of packet loss can be low. In the experiment, different 
heartbeat intervals are used to analyze optimal failure 
detection time and to reduce failover time to increase 

service provider availability. Model is emulated with 100 
ms, 500 ms and 1000 ms heartbeat interval for sending 
heartbeats. Different heartbeat intervals are used to 
analyze how fast monitoring service can detect failures 
accurately. In the experiment, measurements are taken to 
see the impact of different redundancies and different 
number of service consumers on failover time. 

 

Figure 2.  Test environment of modified SOA model. 

Failover time is chosen in measurements as it is the 
time when service is unavailable. Different redundancies 
are used because overall performance can decrease or 
failover time can increase by adding more redundancy. In 
the proposed approach, performance is determined with 
respect to failover time. Failover time or performance 
should be acceptable to service consumers. Performance 
can also decrease with more service consumers as failover 
time can increase due to more number of service requests 
with higher number of service consumers. 

 

 

Figure 3.  Average failover time with different redundancies. 

Results shown in Figure 3, with 0 % packet loss show 
that by increasing number of service consumers, failover 
time is increased irrespective of redundancies. Results 
indicate that failover time with 130 service consumers is 5 
s. In our opinion, failover time up to 5 s should be 
acceptable for most of the service consumers unless there 
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are critical services which have higher requirements for 
failover time. In our opinion, for business systems and 
telecommunication systems 5 s failover time can be 
tolerable in most of the cases as loss of human lives is not 
expected with the services provided by business systems. 
Results indicate that service provider can tolerate failover 
requests from 130 service consumers at the same time 
which is quite acceptable according to the capacity of one 
system. However, by improving the capacity of system 
using better hardware the limitation of 130 service 
consumers can be removed. 5 s‘s failover time is high for 
critical services used by safety critical systems as they 
have high requirements for availability and high 
availability but for non-critical services they can also 
consider 5 s’s failover time.  

Results indicate that by increasing redundancy and due 
to sending of more heartbeat messages, bandwidth 
consumption is not changed considerably, due to which 
performance or failover time stays similar with different 
redundancies. In our opinion, redundancy can be added in 
the system to increase availability of service according to 
requirement as performance is not deteriorated with it. We 
recommend that, for systems where frequency of failures is 
high or reputation damage is important for a certain 
business, redundancy can be added for increasing 
availability because results indicate that performance is not 
decreased with redundancy. However, if frequency of 
failures in a system is low, adding more redundancy to the 
system is not recommended as it will be expensive and it 
can result in underutilized resources.  

Results in Figure 4, indicate that monitoring service 
can detect failures in less time when a small heartbeat 
interval is used such as 100 ms. Results show that with a 
small heartbeat interval, failure detection time is reduced. 
Failure detection time with 1000 ms heartbeat interval is 
3000 ms, with 500 ms heartbeat interval failure detection 
time is 1500 ms whereas with 100 ms heartbeat interval 
failure detection time is reduced to 300 ms.  

 

Figure 4.  Average failover time with different rates of packet loss and 
with different redundancies. 

Results in Figure 4 indicate that by selecting an 
appropriate heartbeat interval monitoring service can 
detect failures quickly which reduces failure detection 
time. As failure detection time is reduced, failover time is 
reduced as well and service availability is increased. The 
results indicate that service provider can handle 130 

service consumers with 5 s’s failover time which can be 
acceptable for non-critical services and if the requirements 
of availability and high availability are not high for a 
specific system.  

We have also analyzed the impact of packet loss on 
service provider availability in these measurements. 
Results in Figure 4, indicate that 1 % packet loss has 
insignificant impact on service provider availability and 5 
% packet loss can reduce service provider availability, but 
the difference is not very high. The results indicate that 
services which can tolerate packet loss to some extent can 
be accommodated by using the model. Results indicate that 
sustainable work load can be identified by using the model. 
By avoiding peak load on the system, service provider 
availability can be increased.  

V. CONCLUSION  

Applicability of service-oriented architecture is 
increasing in safety critical systems, telecommunication 
systems and business systems. Requirements of 
availability and high availability for every application area 
are different. Even the best practices cannot be utilized 
properly to fulfil the requirements. The solutions for 
increasing availability, such as machine virtualization, 
clusters and group communications systems are not very 
much applied within the domains of SOA. In this paper, a 
SOA-based model has been proposed and monitoring is 
used for increasing service availability. Clusters, machine 
virtualization, group communication systems and 
middleware based solutions can increase availability but 
they can also increase complexity, performance overhead, 
installation requirements and maintenance costs due to 
which they are not chosen in the proposed approach. In the 
paper, it is investigated that how different network 
conditions can impact or reduce service availability. 
Proposed SOA model focuses on reducing failure detection 
time by using heartbeat mechanism. Heartbeat mechanism 
is chosen for more accuracy in failure detections in 
comparison to the timeouts approach. In case of timeouts, 
failure is detected once and with heartbeat mechanism 
failure is ensured repeatedly. Experimental results show 
the effectiveness of the approach and indicate that by using 
heartbeat mechanism failures can be detected earlier than 
the timeout approach. Results indicate that a small 
heartbeat interval can reduce failure detection time and 
failover time and by selecting an optimal heartbeat interval 
service availability can be increased. Availability is also 
increased by adding redundancy as a redundant system can 
cover more failures than a non-redundant system. Results 
indicate that redundancy does not reduce performance and 
it can be used according to requirement. The next step in 
the research work is to extend the model with redundant 
monitoring services as a single monitoring service can 
become a single point of failure for the system. Diverse 
monitoring services can be introduced in model to avoid 
failures of same kind. Model can be extended by analyzing 
availability of service compositions or by analyzing 
availability of asynchronous services. Also, a middleware 
can be added to the model and availability can be analyzed 
for middleware based service-oriented systems. 
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