
CYBER 2018

The Third International Conference on Cyber-Technologies and Cyber-Systems

ISBN: 978-1-61208-683-5

November 18 - 22, 2018

Athens, Greece

CYBER 2018 Editors

Steve Chan, Harvard University/Decision Engineering Analysis Laboratory, USA

Tom Klemas, Decision Engineering Analysis Laboratory-Cambridge, USA

Xing Liu, Kwantlen Polytechnic University, Surrey, B.C., Canada

Keith Joiner, Australian Cyber Security Centre (ACSC), University of New

South Wales (UNSW), Canberra, Australia

Michael Massoth, Hochschule Darmstadt - University of Applied Sciences,

Germany

                            1 / 116



CYBER 2018

Forward

The Third International Conference on Cyber-Technologies and Cyber-Systems (CYBER
2018), held between November 18, 2018 and November 22, 2018 in Athens, Greece, continued
the inaugural event covering many aspects related to cyber-systems and cyber-technologies
considering the issues mentioned above and potential solutions. It is also intended to illustrate
appropriate current academic and industry cyber-system projects, prototypes, and deployed
products and services.

The increased size and complexity of the communications and the networking
infrastructures are making it difficult the investigation of the resiliency, security assessment,
safety and crimes. Mobility, anonymity, counterfeiting, are characteristics that add more
complexity in Internet of Things and Cloud-based solutions. Cyber-physical systems exhibit a
strong link between the computational and physical elements. Techniques for cyber resilience,
cyber security, protecting the cyber infrastructure, cyber forensic and cyber crimes have been
developed and deployed. Some of new solutions are nature-inspired and social-inspired leading
to self-secure and self-defending systems. Despite the achievements, security and privacy,
disaster management, social forensics, and anomalies/crimes detection are challenges within
cyber-systems.

The conference had the following tracks:

 Cyber security

 Cyber infrastructure

 Cyber Attack Surfaces and the Interoperability of Architectural Application Domain
Resiliency

 Embedded Systems for the Internet of Things

 Cyber resilience

We take here the opportunity to warmly thank all the members of the CYBER 2018 technical
program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors that dedicated much of their time and effort to contribute to CYBER 2018. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also gratefully thank the members of the CYBER 2018 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that CYBER 2018 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the domain
cyber technologies and cyber systems. We also hope that Athens, Greece, provided a pleasant
environment during the conference and everyone saved some time to enjoy the historic charm
of the city.
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A Comparative Evaluation of Automated Vulnerability Scans versus Manual

Penetration Tests on False-negative Errors

Saed Alavi, Niklas Bessler, Michael Massoth
Department of Computer Science

Hochschule Darmstadt (h da) — University of Applied Sciences Darmstadt,
and Center for Research in Security and Privacy (CRISP), Darmstadt, Germany

E-mail: {saed.alavi,niklas.bessler}@stud.h-da.de, michael.massoth@h-da.de

Abstract—Security analysis can be done through different types
of methods, which include manual penetration testing and au-
tomated vulnerability scans. These two different approaches
are often confused and believed to result in the same value.
To evaluate this, we have build a lab with several prepared
vulnerabilities to simulate a typical small and medium-sized
enterprise. Then, we performed a real penetration test on the lab,
and a vulnerability scan as well, and then compared the results.
Our conclusion shows, that the results obtained through both
types of security analysis are highly distinct. They differ in time
expenditure and false-positive rate. Most importantly, we have
seen a remarkable higher false-negative rate in the vulnerability
scan, which suggests that automated methods cannot replace
manual penetration testing. However, the combination of both
methods is a conceivable approach.

Keywords–Security analysis; penetration test; vulnerability scan.

I. INTRODUCTION

Information technology (IT) security has become more and
more important, due to the increasing threat of cybercrime.
Therefore the demand for security analysis of information
technology infrastructure is constantly growing. The purpose
of such a security analysis is to identify threats, estimate
likelihood and potential consequences, which makes it possible
to determine a risk value eventually. Results are achieved
through different methods of security testing. However, these
security tests can vary significantly in cost, scope, informative
value and other characteristics. In this paper, we distinguish
between penetration tests (colloquially known as pentest) and
vulnerability scans (abbreviated vuln scan).

The goal of this research is to assess which method of
security analysis should be considered to be better relating to
false-positives errors as well as false-negative errors. In this
paper, we focus on the false-negative rate. The reason for
this is, that this type of error is more severe. To accomplish
this research goal, we strictly separate the work in isolated
work packages as summarized in this section. The overall
experimental setup is described in detail in Section IV.

First, one of the authors builds a lab environment, which
represents a typical and representative IT infrastructure of a
small and medium enterprise. In addition, the computer sys-
tems are prepared with various vulnerabilities. Following this,
a typical penetration test will be performed by another author,
who is in the role of a penetration tester. This happens without
any knowledge of the previous work package (preparation of
the lab environment). Using this approach, we want to ensure
that all vulnerabilities are revealed in a proper way through real
pentesting and results are not influenced in any way by prior

knowledge. Then, we use two popular vulnerability scanners to
generate automated vulnerability reports. We make use of the
proprietary software Nessus and the free software framework
OpenVAS. In a final step, we validate both manually and
automatically generated reports and determine error rates,
where we finally consider the knowledge, of building a self-
made lab environment, which has been totally absent up to
this point.

This paper is organized as follows: Section II gives an
overview of the relevant terminology. Section III summarize
the research achievement of previous scientific publications on
this topic. In Section IV we explain all tasks of the particular
work packages in their chronological order. This includes how
we build the lab environment, our methodology used in the
penetration test and how we configured the two vulnerability
scanners. Section V provides our results and analysis. Section
VI summarizes our conclusion. Finally, Section VII talks about
possible future work.

II. BACKGROUND

In this section, we introduce the terminology. We also
define several terms, due to lack of a standardized definitions.
Furthermore, we describe the two different error types, explain
their meaning in the context of a security analysis and point
out their relevance.

A. Security analysis
Security analysis refers to the process of identifying se-

curity related issues and determining their estimate of risk as
well. The process of looking for vulnerabilities can be either in
technical manner, including penetration tests and vulnerability
scans. Or it is in organizational manner, e.g., business process
analysis or enter into a dialog with employees. We only cover
the technical part. Furthermore, all findings shall be assessed in
their risk value and include recommendations for appropriate
measures. As an example periodic security assessments are
required in several security standards such as the Payment Card
Industry Data Security Standard (PCI DSS) [1]. It requires
quarterly external vulnerability scans and external penetration
testing at least annually.

B. Risk
A risk is always associated with potential harm to an

infrastructure, respectively to an whole organization. It consists
of two factors: the potential impact and the probability of
occurrence. Both values should be understood as estimates,
which are represented in a quantitative (e.g., amount of money)

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5
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or qualitative (e.g., low, medium, high) form. Figure 1 shows
how we categorized the risk values for the penetration test.

Figure 1. Risk matrix.

C. Penetration test

Penetration testing describes the simulation of a genuine
cyber attack. Its goal is to identify vulnerabilities, thereby
reducing security risks. This is done using a wide range of
attack vectors to cover as much potential vulnerable points
as possible. Components of such a test includes especially
extensive manual testing and automated tool sets for at least
common vulnerabilities. In contrast to a real attack, pentests
differentiate in motivation, time expense and legality.

D. Vulnerability scan

A vulnerability scanner is a computer program, which
identifies known vulnerabilities in an automated way. Such
Vulnerability scans can be performed either unauthenticated or
authenticated. Running the scan with corresponding credentials
often leads to lower error rates and results of higher quality.
Typically a vuln scan is very fast and do not require much
technical knowledge, except in interpreting its results. It is a
common practice to perform a vulnerability scan and claim it
as pentest, although a pentest is actually ordered.

E. Informative base of testing

Black-box testing refers to testing without knowing the
internal structure of a system (correlates to the knowledge of
external individuals). The opposite is known as White-box test
(correlates to the knowledge of (ex-)employees). Something
in between we call Grey-box test. In general the informative
base determines the knowledge of an attacker, and therefore
determine the attack vectors the attacker would be capable of.

F. False-positive error

A false-positive error is a result, that wrongly indicates
the presence of a given condition, where the condition is
actually absent. It is colloquially known as false alarm. For
example, a security report claims a deprecated software version
as vulnerable, however a newer version is installed, which is
not exploitable anymore. We declare two subtypes of false-
positives, which are described more detailed in Section V. This
error type is in general not severe, but can slow down the
progress of testing.

G. False-negative error
A false-negative error is a result, that wrongly indicates

the absence of a given condition, where the condition is
actually present. This type of error basically refers to an
existing vulnerability, which is not found through testing.
False-negative errors are very critical within the context of
security analysis, because they result in unreported and thus
unfixed vulnerabilities.

III. RELATED WORK

Some research achievement already has been accomplished
when it comes to comparing manual and automated methods
for security analysis. Therefore, we want to give an overview
of the current state of research and show other scientific
publications, which address the similar research question.

Austin et al. [2] conducted a case study on two Electronic
Health Records (EHR) systems with the objective to compare
different approaches of security analysis. In contrast to our
research they have chosen two open source EHR systems as
subject for study and rather performed a White-box test on
computer software, whereas we performed a Grey-box pene-
tration test on a whole IT-infrastructure. In their publication,
they distinguish between systematic and exploratory manual
penetration testing, static analysis and automated penetration
testing. The authors claim, that no single technique discovered
every type of vulnerability and almost no individual vulnera-
bilities were found by more than one type of security analysis.
Furthermore, they conclude, that systematic penetration testing
was the most effective way. At the same time, static analysis
and automated pentesting shouldn’t be relied on, because these
two methods result in a higher rate of undiscovered vulnerabil-
ities (false-negatives). However, automated penetration testing
was the most efficient detection technique, when it comes to
found vulnerabilities per hour.

Holm [3] investigated in his research how many vul-
nerabilities would be remediated if one would follow the
recommendations provided by an automated vuln scan. For
this purpose both authenticated and unauthenticated scans of
seven different network vulnerability scanners were evaluated.
The author concludes that “a vulnerability scanner is a usable
security assessment tool, given that credentials are available
for the systems in the network”. However, they do not find
all vulnerabilities and likewise do not provide a remediation
guideline for every security issue. Furthermore, his research
findings suggests that the false-positive rate is relatively low,
especially when credentials are given to the scanner. Although
false-positives increases with a higher remediation- and detec-
tion rate.

Stefinko et al. [4] compared several aspects of manual and
automated penetration testing. The comparison was primarily
realized in a theoretical way. However, some practical exam-
ples are given. The authors come to the conclusion that an
automated approach can be less time consuming and highly
benefits from reproducibility. Although manual methods are
still better, automation can lead to a significant improvement,
e.g. by using scripts.

IV. APPROACH

In this section, we describe the overall experimental setup
in detail. Before we assessed any results, we finished the three

2Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5
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isolated work packages, which were completed by different
authors. The work packages are done in the chronologically
order as in this section.

A. Lab environment
First, a typical and representative lab environment was

build for the experiment. Its conceptual architecture is shown
in Figure 2.

Figure 2. Setup of the Lab Environment.

The lab consists, among others, of two hosts, which main
purpose is to perform security analysis. Even in the concep-
tional architecture of the lab we have already paid attention to
the strict separation of the hosts used for penetration testing
and automated vuln scans. Therefore, the two techniques
are evaluated on independent and isolated hosts. Both hosts
have access to the Internet to make research possible on the
pentesters side and an easier configuration on the vuln scanners
side.

Furthermore we setup one machine as hypervisor, based
on VirtualBox. This can be seen as core of the lab running
all five guest virtual machines (VM). To ensure none of the
virtual machines are able to automatically update themselves,
no Internet access is configured to prevent potential auto update
mechanisms.

All virtual machines are based on Ubuntu 18.04, except the
virtual machine named Desktop, which is running an intend-
edly outdated version of Ubuntu Linux. One VM is installed
with Windows 7. The installed applications are popular and
mostly open-source software. They include the automation
server Jenkins, the content management system WordPress, the
deliberately vulnerable web-application OWASP Mutillidae 2,
the web development tool XAMPP and File Transfer Protocol
(FTP) services installed on the VM Windows and last but
not least a typical linux based desktop computer with lots
of outdated components. While Mutillidae is meant to be
a vulnerable web application, the other VMs are prepared
with either outdated applications, weak credentials or bad
misconfiguration. All prepared vulnerabilities are summarized
in Table 1. Our selection includes the ten most critical security
risks to web applications as postulated in ”OWAS Top 10 -
2017” [5]. Additionally, we covered every item on the check-
list proposed in the penetration test guideline ”Ein Praxis-
Leitfaden für IS-Penetrationstests” by the German Federal

Office for Information Security (in German Bundesamt für
Sicherheit in der Informationstechnik) [6].

The number of detected security issues, which are men-
tioned in Table 1, will be later considered as criterion for
false-negatives. The reason for this is that the amount of false-
negatives is potentially uncountable, so we decided to use this
scale as an objective measurable criterion. Deeper explanations
follows in the result section.

B. Penetration test of the lab
The second work package includes comprehensive penetra-

tion testing of the lab. It is designed as it would be a genuine
pentest in the real world. In order to do this, one of the authors,
who has not any knowledge of the lab environment, obtains an
Internet Protocol address (IP address) of the bridged network
to access the virtual machines. From this point he is permitted
to perform pentests on the lab.

Figure 3. Classification of the penetration test. Criteria based on [7].

Before testing starts, we define the scope of the penetration
test. As it is common practice we also clarified underlying
conditions. So the penetration tester has permission to test the
whole infrastructure for five work days which is the equivalent
of 40 hours. Aggressive methods like distributed denial-of-
service (DDoS) attacks are forbidden and no value is put to a
stealthy approach. Furthermore we let the pentester know that
no IPv6 addresses have to be checked, because it is impossible
to scan an IPv6 network in an appropriate time. Furthermore
we communicated that no User Datagram Protocol (UDP)-
based network ports are open, because scanning such ports
is very time consuming. Figure 3 illustrates how we would
classify the penetration test. To guarantee the highest possible
reproducibility the author in the role of the penetration tester
strictly followed the methodology proposed by the Federal
Office for Information Security (BSI) [7]. By following this
guide every penetration tester should find at least the same
number of vulnerabilities.

C. Vulnerability scan of the lab
Last but not least, we performed the vulnerability scans.

In order to do that, we decided to use two popular scan-
ners - one proprietary (Nessus) and one open source tool
(OpenVAS). According to the developer Nessus is the most

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5
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used network assessment tool. It has over 100,000 plugins
that contain vulnerability information, a set of remediation
actions and algorithms to prove the presence of security issues.
OpenVAS is a free software framework of services and tools
recommended by the BSI. It offers vulnerability- scanning,
assessment and management. It contains over 50,000 Network
Vulnerability Tests (NVTs) that are equivalent to the Nessus
Plugins.

We performed Address Resolution Protocol (ARP)-, Trans-
mission Control Protocol (TCP)- and Internet Control Message
Protocol (ICMP) tests on the default port range of Nessus, that
includes 4,790 commonly used ports, including all open ports
on our target network. Additionally the following settings were
enabled: Probe all ports to find services, perform thorough
tests, web applications - and the ”enable safe checks” setting
was turned off. All available Nessus Plugins were activated.

The OpenVAS default port range includes 4,481 ports and
was performed with ICMP-, TCP-ACK Service- & ARP Ping
alive tests. The full and very deep scan setting was used, while
the Safe Checks” setting was disabled. No UDP ports were
scanned, because they are very time consuming and there are
no open UDP ports in the test environment as communicated
before. Both scanners allow to use credentials for authenticated
scans. All virtual machines except of the Mutillidae host were
scanned two times, authenticated and unauthenticated.

V. RESULTS

In this section, we want to display our results. We listed
the prepared vulnerabilities of the lab and the findings of
the pentest and vuln scanners. Furthermore we describe the
meaningfulness of the different security analysis methods.

Figure 4 shows the concrete number of findings revealed
by the pentest and the vuln scanners. The penetration test
includes a total of 73 findings in this work, while we ignored
findings with the lowest criticality ”Info/Log” in general and
also ignored findings by OpenVAS with a quality of detection
less than 70%, which is the recommended threshold value.
The automated analysis lists 1.5 to 3-times more findings than
the manual test. Actually, concluding the automated methods
have more findings is a fallacy. The explanation for this is
that the pentest report is a sum up of all exploited findings,
e.g. it is grouped in categories. The vuln scanners list every
single vulnerability, that matches a database entry for the
software version or configuration. Those findings can include
false-positive errors, which are explained in more detail in
Subsection B.

A. Report
The result of every security analysis usually ends up with a

structured report. The main part of such a write-up includes the
revealed vulnerabilities, their criticality, a proof of concept and
recommendations for remedial actions. In this section, we will
look at the differences of the reports. A penetration test report
includes a comprehensible proof for every listed vulnerability.
That could be either a few lines of code, a screenshot or
for example a console output, that proofs the existence of a
vulnerability, which makes it possible to reproduce the test.
OpenVAS and Nessus both have their own way of output
format for listed vulnerabilities, denoted as Vulnerability De-
tection Result (OpenVAS) and Plugin Output (Nessus). The
major problem with the outputs of the vuln scanners is, that

they are not reproducible, i.e. the output is just a version
number of a running service. It is not distinguishable whether
the vuln scanners actually exploited the vulnerability or not.
Only for web services the scanners reported a comprehensibly
and reproducible proof.

Figure 4. Overall vulnerabilities detected
via different methods of security analysis.

A set of vulnerabilities may help the system administra-
tor/network operator to get an overall overview of the tested
systems. But it is also important to get recommendations for
remedial actions, to fix detected security issues. The manual
generated report as well as the automated generated report have
recommendations for more than 99% of the findings. Since the
pentest report lists a lower number of findings, it also has fewer
recommendation treatments. Nevertheless, all the findings of
the automated scans are also handled in the manual report.

To get an order for closing weak points, it is recommended
to treat the most dangerous vulnerabilities as first. All security
analysis evaluate the listings, denoted as criticality. Nessus
and our pentest have four evaluation stages between low and
critical, meanwhile OpenVAS has three, from low to high.
The ISACA Implementation Guideline ISO/IEC 27001:2013
recommends an even number of criticality levels to prevent a
more frequently ”landing in the middle” for decisions [8].

B. False-positives
As explained in Section II, false-positive errors indicate the

presence of given conditions, that are not the case. For vuln
scans there are two major kinds of false-positive errors. The
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first type is a displayed vulnerability that doesn’t exist, actually.
To classify such errors as true-positives, it is enough to exploit
that vulnerability. The inversion in that case doesn’t apply. If
one cannot exploit that vulnerability it doesn’t mean that it’s
non-existent. Usually it is associated with lots of efforts to
check if the reported vulnerabilities are perhaps false alarms.
To perform such a classification, you have to examine the
affected lines of code to check if an exploiting is impossible,
what requires access to the code (White-box testing).

Figure 5. Number of Type II false-positive errors (less is better).
Based on the totals findings cf. Figure 4.

The second type, we have identified, is a wrong infor-
mation about the target systems. For example the report
shows misconfiguration of a service, when the configuration is
actually fine. To classify such vulnerabilities as true or false
positives, you can easily check the affected configuration files.
Penetrationtesters usually prove the existence of a security
issue and therefore shouldn’t be prone to any false positives.
In this research, we considered only the second type of false-
positive errors, that include incorrect information about the
target system. Figure 5 shows the number of false-positives,
the scanners have listed. Compared to the total number of
findings, false-postive rate in this cases is less than 1%. The
authenticated scan has a lower number of false-positives for
both scanners, than without providing credentials. The reason
is that the vulnerability scanners can access more detailed
information. In comparison of other works the false-positive
rate is unexpectedly low.

C. Time required
For security analysis the required time is always one major

factor to choose between an automated or a manual security
assessment. Vulnerability scanners should always have the
same scanning time, if utilization factors like network, memory
and central processing unit (CPU) are the same. Only the time
for setting up varies, depending on the experience of the user.
In our case it took approximately 30 minutes for configuring
Nessus and approx. 45 minutes for OpenVAS as shown in
Figure 6.

Usually, for a penetration test a fixed period of time
is scheduled. As in Section II described the penetration
test in this case was performed in 40 hours. This time
includes preparation, analysis, exploitation and writing
the final penetration test report. One huge advantage of the
vulnerability scanners is the detection speed and that it provide
other useful information about the target systems. Figure
6 shows, that the vuln scanners need only approximately
10% of the time a pentester needs for the full security analysis.

TABLE I. PREPARED VULNERABILITIES.
3: TRUE-POSITIVES, 7: FALSE-NEGATIVES

VM Vulnerability Criticality Nessus OpenVAS Pentest
Jenkins missing authentica-

tion for web appli-
cation

high 3|3 7|7 3

Jenkins CMDi-
Vulnerability

high 7|7 3|3 3

Jenkins file-permission mis-
configuration

critical 7|7 7|7 3

Jenkins user-permission
misconfiguration

high 7|7 7|7 3

Desktop outdated linux ker-
nel

critical 3|3 3|3 3

Desktop weak user password high 7|7 7|7 3
Desktop weak openSSH con-

figuration
high 7|7 7|7 3

Windows outdated XAMPP critical 7|7 3|3 3
Windows vulnerable free-sshd critical 7|7 7|7 3
Windows phpMyAdmin miss-

ing authentication
high 3|3 7|7 3

Windows FTP-Anonymous
user enabled

medium 7|7 3|3 3

Windows FTP-unencrypted
data transfer

medium 7|7 7|7 3

Wordpress XSS vulnerable
activity-log Plugin

high 7|7 7|7 3

Wordpress CMDi-
Vulnerability

high 7|7 7|7 3

Wordpress missing HTTP-
Only and Secure
Flag

medium 7|7 7|7 3

Wordpress Wordpress-
Admn with weak
credentials

high 7|7 7|7 3

Wordpress misconfigured ssh
private-key

critical 7|7 7|7 3

Wordpress sudo commands
without password

critical 7|7 7|7 3

Mutillidae SQL-Injection/XSS
Vulnerabilities

high 3 7 3

Mutillidae CMDi-
Vulnerability

critical 3 7 3

Mutillidae missing HTTP-
Only and Secure
Flag

medium 7 7 3

Mutillidae bypass authentica-
tion via authentica-
tion token

high 7 7 3

Mutillidae unvalidated
redirects and
forwards

medium 7 7 3

Mutillidae CSRF-vulnerability high 3 7 3
Mutillidae Insecure Direct Ob-

ject References
medium 3 3 3

General missing banner low 7|7 7|7 3
General exploit error rou-

tine for information
leaks

medium 7|7 7|7 3

General no HTTPS medium 3|3 3|3 3
General outdated Software low to critical 3|3 3|3 3

Figure 6. Required time in hours to perform a security analysis.
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D. False-negatives
The most important criterion of a security analysis is

to reveal vulnerabilities. Therefore every false-negative can
lead to a very serious security problem. Nevertheless it is
not possible to find all vulnerabilities in a system. To get a
measurable rate of false-negative errors, we created the lab
with prepared vulnerabilities as listed in Table 1. The table only
shows the deliberately implemented vulnerabilities. The list
was not completed by found true-positives that was not noted
before the tests. The columns of the vulnerability scanners
Nessus and OpenVAS are separated in authenticated (left of
the pipe) and not authenticated (right of the pipe) results.

Figure 7. Number of false-negative errors (less is better).
Based on the prepared vulnerabilities cf. Table 1.

The author who performed the penetration test found all
of those vulnerabilities and had no false-negatives, using the
OWASP-Testing guide and the methodology of the Federal
Office for Information Security (BSI). Figure 7 shows that
Nessus has 20 false-negative errors, that is equivalent to a
rate of 69% and OpenVAS 22 errros, that matches 76%.
Surprisingly, there is no difference whether the scans were
given system credentials or not. The high false-negative shows,
that if all vulnerabilities found by the scanners were fixed, the
systems would still be prone for security issues.

VI. CONCLUSION

In general, automated vulnerability scanners detect more
security issues than manual penentration testing viewed in
a quantitative perspective. However, the results of automated
methods significantly lack of quality and have less useful find-
ings. Furthermore, vulnerability scanners do not always prove
their concept how a security hole can be exploited. Fortunately,
both methods show appropriate remediation recommendation
in the reports. When it comes to false-positive errors, we only
find a few errors, although we were not able to consider all
potential false-positives, as described in the results section and
future works. The most important finding of this research is
the significant higher false-negative rate of the vulnerability
scanners, i.e. many security holes were not detected. It is
worth mentioning that automated methods are much faster
in performing the security analysis. To sum up, both manual
and automated methods can complement each other, but an
automated scan cannot replace manual penetration testing these
days. A conceivable approach could also be in combining both
methods, which can get the best ratio of effort and results.

VII. FUTURE WORK

One aspect that would benefit from further research is a bet-
ter approach to analyze false-positive errors. In our publication

we only determined one specific type of this error, although
we are fully aware that the false-positive rate is potentially
much higher. The problem at this point is that investigation of
such errors is not possible in an appropriate time or sometimes
completely impossible. If one of the findings is exploitable we
have a clear true-positive result, but this doesn’t apply vice
versa. If a reported security issue is not exploitable this does
not prove the presence of a false-positive error. We have found
no scientific publication that deals with this potential errors in
a smart way.
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Abstract—This paper investigates the security of human-computer
interaction via a speech interface. The use of speech interfaces
for human-computer interaction is becoming more widespread,
particularly in the form of voice-controlled digital assistants. We
argue that this development represents new security vulnera-
bilities which have yet to be comprehensively investigated and
addressed. This paper presents a comprehensive review of prior
work in this area to date. Based on this review, we propose a high
level taxonomy of attacks via the speech interface. Our taxonomy
systematises the prior work on the security of voice-controlled
digital assistants, and identifies new categories of potential attacks
which have yet to be investigated and thus represent a focus for
future research.
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I. INTRODUCTION

The introduction of a speech interface represents a potential
expansion of a system’s attack surface. With regard to voice-
controlled digital assistants, there are clearly serious secu-
rity concerns arising from an increasingly pervasive presence
of such agents. Voice-controlled digital assistants are being
used to perform an increasing range of tasks, including Web
searching and question answering, diary management, sending
emails, and posting to social media. Such ‘assistants’ are
intended to act as brokers between users and the vastly
complex, often intimidating cyber world. Their functionalities
are being expanded from personal to business use [1]. Sarikaya
[2] refers to personal digital assistants as a “metalayer of
intelligence” between the user and various different services
and actions. With the advent of assistants, such as Amazon’s
Alexa, which can be used to control smart home devices,
control of systems via a speech interface has furthermore
extended beyond purely virtual environments to include also
cyber-physical systems. Pogue [3] describes voice control as
a “breakthrough in convenience” for the Internet of Things.
Speech interfaces may eventually be used in time-sensitive and
even life-critical contexts, such as hospitals, transport and the
military [4] [5]. There is some speculation that communication
with computers via natural language represents the next major
development in computing technology [6].

Notwithstanding its potential benefits, security concerns
associated with such a development have yet to be compre-
hensively addressed. There has been a considerable amount
of debate on the threat to privacy from ‘listening’ devices,
highlighted perhaps most dramatically in a recent request for
speech data from Amazon’s Alexa as a ‘witness’ in a murder
inquiry [7]. By comparison, the security issues associated
with voice-controlled assistants have to date received relatively
little attention. Such security issues are however significant. A
speech interface potentially enables an attacker to gain access
to a victim’s system without needing to obtain physical or

internet access to their device. Thus, the human-like digital
personas intended to give users a sense of familiarity and
control in interactions with their systems may in reality be
exposing users to additional risks. Internet security company
AVG pointed out in 2014 the danger of the speech interface
being exploited as a new attack surface, demonstrating how
smart TVs and voice assistants might respond to synthesised
speech commands crafted by an attacker as well as to their
users’ voices [8]. The reality of this possibility was recently
illustrated by a TV advertisement which contained spoken
commands for activation of Google Home on listeners’ phones
for product promotion purposes. The advert was criticised as
a potential violation of computer misuse legislation in gaining
unauthorised access to listeners’ systems [9]. Another example
was an instance in which it was shown to be possible to open a
house door from the outside by shouting a command to digital
assistant Siri (as discussed by Hoy [10]).

This paper provides a review of the research which has
been done to date on attacks via the speech interface, and
identifies the gaps in this prior work. Based on this review, we
propose a new taxonomy of attacks via the speech interface,
and make suggestions for further work. The scope of this
taxonomy is limited to attacks which gain unauthorised access
to a system by sound. It is possible to attack a voice-controlled
system other than by sound - in a security analysis of Amazon’s
Echo, for example, Haack et al. [11] identify three means of
attack on such systems. In addition to sound-based attacks,
the paper identifies network attacks (e.g., sniffing of speech
data in transmission between an individual user’s device and a
provider’s servers) and API-based attacks (which might involve
hacking a voice-controlled assistant’s API e.g., to change the
default wake-up word). However, such attacks not based on
sound are not within scope of the taxonomy presented here.

The remainder of the paper is structured as follows. Section
II provides general background on human-computer interaction
by speech with reference to the current generation of voice-
controlled digital assistants. Section III contains a review
of prior work relevant to the security of voice-controlled
digital assistants as well as some indirectly relevant work in
related areas of research. Section IV proposes a new high-level
taxonomy of attacks via the speech interface, including attacks
which have been demonstrated in prior work as well as attacks
which may be possible in the future. Section V concludes the
paper and contains some suggestions for future research.

II. BACKGROUND

Speech interfaces which facilitate the execution of par-
ticular actions in response to voice commands are referred
to as ‘task-based’ speech dialogue systems, as distinct from
‘chatbots’, whose purpose is simply to hold a conversation
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Figure 1. An example of integrated speech and language processing:
personal assistance seen as information transmission across a noisy

channel [13]

with the user without executing any actions. Current task-
based dialogue systems have some similarity with chatbots
in that they are often anthropomorphosised, with systems
being given the persona of a friendly digital assistant in
order to create a sense of communication with a human-like
conversation partner. The first voice-controlled digital assistant
to be released commercially was Apple’s Siri in 2011. Siri
was based on an earlier system named Cognitive Assistant
that Learns and Organizes (CALO), which had been developed
with US defence funding. Siri was followed by the release of
Amazon’s Alexa in 2014, Microsoft’s Cortana in 2015, and
most recently in 2016 by Google Assistant [12].

Input to a speech dialogue system is provided by a micro-
phone which captures speech sounds and converts these from
analog to digital form. Bellegarda and Monz [13] describe
the task of the speech recognition component as the task of
extracting from a set of acoustic features the words which
generated them, and the task of the natural language under-
standing component as the task of extracting from a string of
words a semantic representation of the user intent behind them.
The paper by Bellegarda and Monz conceptualises the process
of a user’s communication of intent to a speech dialogue
system as information transmission across a noisy channel,
whereby the user first formulates their intent in words and
then vocalises these words as speech, and the dialogue system
subsequently extracts from the user’s speech the words which
generated the speech and then extracts from the words a
semantic representation of the intent which generated them.
This process is illustrated in the diagram in Figure 1, copied
from Bellegarda and Monz’s paper.

The typical architecture of a generic speech dialogue
system consists of components for speech recognition, nat-
ural language understanding, dialogue management, response
generation and speech synthesis (see Lison and Meena [14]).
The speech recognition and natural language understanding
components are the components most likely to be targeted
in an attack via the speech interface. Speech recognition is
typically performed using Hidden Markov Models (HMMs).
HMMs calculate the most likely word sequence for a segment
of speech according to Bayes’ rule as the product of the
likelihood of acoustic features present in the speech segment
and the probability of the occurrence of particular words in
the sentence context (see for example Juang and Rabiner
[15]). HMM-based systems for speech recognition originally
used Gaussian Mixture Models (GMMs) for the acoustic
modelling and n-grams for the language modelling. In recent
years, a shift in modelling methods has been seen with the
advent of deep learning. Huang et al. [16] describe recent
developments in which Deep Neural Networks (DNNs) have
replaced GMMs to extract acoustic model probabilities, and

Recurrent Neural Networks (RNNs), a particular type of DNN,
have replaced n-grams to extract language model probabilities.
Speech recognition technology has become quite advanced. In
2016, Microsoft Research reported that its automatic speech
recognition capability had for the first time matched the
performance of professional human transcriptionists, achieving
a word error rate of 5.9 per cent on the Switchboard dataset
of conversational speech produced by the National Institute of
Standards and Technology (NIST) in the US (see Xiong et al.
[17]).

Natural language understanding in the context of a voice-
controlled system is the task of extracting from a user’s request
a computational representation of its meaning which can be
used by the system to trigger an action. The task of mapping a
string of words to a representation of their meaning is known as
semantic parsing. Liang [18] gives as an example of semantic
parsing the instance where a request to cancel a meeting is
mapped to a logical form which can be executed by a calendar
API. The process of semantic parsing may include syntactic
analysis as an intermediate step. Methods of syntactic analysis
used in voice-controlled systems include dependency parsing,
which is the task of determining syntactic relationships within
a sentence, such as verb-object connections (see for exam-
ple McTear [19]). Current speech dialogue systems typically
use semantic representations known as semantic frames (see
Sarikaya et al. [20]). Semantic frames provide a structure for
representing the meaning of utterances which requires firstly
identification of the general domain or concept which a user
request relates to (such as travel), secondly determination of
the user intent (such as to book a flight), and thirdly slot-filling
which involves identifying specific information relevant to the
particular request (such as destination city). Sarikaya [2] state
that the tasks of domain identification and intent determination
in semantic parsing to frames are often performed using
support vector machines, whereas slot-fitting is commonly
performed using Conditional Random Fields (CRFs). Some
recent research has indicated that traditional machine learning
methods are now being out-performed in the semantic parsing
task for spoken dialogue systems by neural networks, similar
to the replacement of n-gram-based systems for language
modelling in speech recognition by RNNs. Mesnil et al. [21],
for example, present results showing superior performance by
RNNs on the slot-filling task for the Air Travel Information
System (ATIS) dataset in comparison to the performance of
CRFs on the same task. Despite such efforts, it is clear that,
unlike in the case of speech recognition, the state-of-the-art in
natural language understanding remains far from parity with
human capabilities. This is evident in the occasional failure of
voice assistants to correctly interpret the meaning of a word
in context, despite the correct word or meaning being obvious
to any human listener. Stolk et al. [22] give the examples of
Apple’s assistant Siri mistaking the word ‘bank’ in the sense
of ‘river bank’ for a financial institution, and of Siri giving
directions to a casino when asked about a gambling problem.

Modern voice-controlled digital assistants implement the
generic components of speech dialogue systems in the context
of a cloud-based service which enables users to interact by
voice with smartphones and laptop/desktop computers, as well
as to control smart home devices by voice using bespoke
hardware. The speech recognition and natural language under-
standing functionalities of these systems are performed in the
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Figure 2. Amazon Alexa Ecosystem [23]

provider’s cloud. Chung et al. [23] provide an overview of the
typical ecosystem of modern voice-controlled digital assistants
in the example of Amazon’s Alexa (see Figure 2).

In order to control streaming of audio data to the cloud,
current voice-controlled digital assistants include, in addition
to the generic speech dialogue system components, an activa-
tion component consisting a of wake-up word, which, when
spoken by the user, triggers streaming of the subsequent speech
audio data to the provider’s cloud for processing. Examples
of wake-up words include ‘Ok Google’ for Google Assistant
and ‘Alexa’ for Amazon’s Alexa. Wake-up word recognition
is the only speech processing capability on users’ individual
devices, and consists of a short ‘buffer’ of audio data from
the device’s environment which is continuously recorded and
deleted [24]. Wake-up word activation can be triggered by false
positives. Chung et al. [25], for example, refer anecdotally
to accidental activation of the Alexa assistant by a sentence
containing the phrase ’a Lexus’ (see also Michaely et al.
[26]), and Vaidya et al. [27] refer to the misrecognition of the
phrase “Cocaine Noodles” as “OK Google”. False positives
in wake-up word recognition may result from misrecognition
of a word as the wake-up word, as in the example given by
Chung et al., or else from use of a wake-up word in the
context of speech not intended to activate a voice assistant,
for example the use of the word ’Alexa’ as the name of a
person in a conversation. Këpuska and Bohouta [28] discuss
the latter problem of distinguishing between an ‘alerting’ and
a ‘referential’ context in wake-up word recognition. It is also
possible for voice assistants to be activated by background
noise which has frequencies overlapping with those of human
speech (see Islam et al. [29]).

The current generation of voice-controlled digital assistants
have also introduced platforms for the development of third-
party voice applications which can be incorporated in the
provider’s cloud and made available to users via the assistant’s
speech interface. Examples of such third-party applications
are Alexa Skills and Google Conversation Actions. Third-
party applications in systems such as Google Assistant can
be accessed by users by asking to ‘speak’ to the voice app
(as named by the developer) [30]. Such apps can be used for
example to enable users to access information services or to
purchase products.

III. PRIOR WORK

There has been a limited amount of prior work on the
security of speech interfaces and voice-controlled digital assis-

tants, as well as some prior work in related areas of research.
A review of prior work relevant to attacks via the speech
interface of voice-controlled digital assistants is presented, and
summarised in Table 1. Whilst the review is concerned with
sound-based attacks only, it is recognised that attacks by sound
are only a subset of the potential attacks which might be
targeted at a voice-controlled digital assistant. The review does
not analyse the specific aims of the attacks described in prior
work beyond the general goal of gaining unauthorized access
to a system via a speech interface.

Several researchers have investigated the ways in which
voice-controlled digital assistants might be exploited simply
by using standard voice commands. This possibility arises out
of the inherently open nature of natural speech. Such potential
vulnerabilities associated with speech-controlled systems have
been highlighted for example by Dhanjani [31], who describes
a security vulnerability identified in Windows Vista which
allowed an attacker to delete files on a victim’s computer by
playing an audio file hosted on a malicious website or sent to
the victim as an email attachment. Dhanjani speculates that the
potential for such attacks is magnified with the increasing use
of speech recognition technology in the Internet of Things. He
postulates a hypothetical attack on Amazon’s Echo, a device
designed to be used for voice control of home appliances via
digital assistant ‘Alexa’, which would potentially cause psy-
chological or physical harm to the victim by controlling their
smart home environment. This hypothetical attack involves a
piece of malware consisting of JavaScript code which plays
an audio file giving a command to Alexa if there has been
no user activity on the mouse or keyboard after a certain
period of time (thus aiming to play the file at a time when
the user may be away from their computer and therefore
will not hear the audio command being played). Diao et al.
[32] investigate possibilities for gaining unauthorised access
to a smartphone via a malicious Android app which uses the
smartphone’s own speakers to play an audio file containing
voice commands. The attacks proposed by the authors include
an attack in which the smartphone is manipulated to dial a
phone number which connects to a recording device, and then
to disclose information such as the victim’s calendar schedule
by synthesised speech which is recorded by the device. Diao
et al. envisage such attacks being executed whilst the victim
is asleep and therefore unable to hear the malicious voice
command. Such an attack might in fact be executed whilst the
victim is neither away from their phone or asleep, but their
attention is merely directed elsewhere.

Kasmi and Esteves describe a different type of attack
in which voice commands are transmitted silently to a vic-
tim’s phone via electromagnetic interference using the phone’s
headphones as an antenna [33]. Unlike plain-speech attacks,
this attack is not detectable even if the victim is consciously
present at the time of the attack, although for technical reasons
the attack can only be performed if the attacker is in close
proximity to the victim’s device. The types of attack envisaged
by Kasmi and Esteves include controlling transmissions from
a smartphone by activating or deactivating Wifi, Bluetooth, or
airplane mode, and browsing to a malicious website to effect
drive-by-download of malware. Young et al. [34] also describe
a ‘silent’ attack on smartphones via the voice command
interface which enables an attacker to perform actions such
as calling fee-paying phone numbers, posting to Facebook

9Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           19 / 116



TABLE I. SUMMARY OF PRIOR WORK RELEVANT TO ATTACKS VIA THE SPEECH INTERFACE

Paper Attack Target Attack Category

Dhanjani [31] speech interface in PC (Windows Vista) plain speech (overt)
Diao et al. [32] speech interface in voice-controlled digital assistant (Google Voice Search) plain speech (overt)
Kasmi and Esteves [33] voice capture in voice-controlled digital assistant (Google Now, Siri) silence (covert)
Young et al. [34] voice capture in voice-controlled digital assistant (Siri) silence (covert)
Zhang et al. [35] voice capture in voice-controlled digital assistant (Apple Siri, Amazon Alexa,

Microsoft Cortana and others)
silence (covert)

Song and Mittal [36] voice capture in voice-controlled digital assistant (Google Now, Amazon Alexa) silence (covert)
Vaidya et al. [27] speech recognition in voice-controlled digital assistant (Google Now) noise (covert)
Carlini et al. [37] speech recognition in voice-controlled digital assistant (Google Now) / speech

recognition (CMU Sphinx)
noise (covert)

Iter et al. [38] speech recognition in speech transcription system (WaveNet) missense (covert)
Cisse et al. [39] speech recognition in voice-controlled digital assistant (Google Voice) missense (covert)
Alzantot et al. [40] speech recognition in speech transcription system (TensorFlow) missense (covert)
Carlini and Wagner [41] speech recognition in speech transcription system (DeepSpeech) music/missense (covert)
Yuan et al. [42] speech recognition in speech transcription system (Kaldi) music (covert)
Papernot et al. [43] natural language understanding in sentiment analysis system nonsense (covert)
Liang et al. [44] natural language understanding in text classification system missense (covert)
Jia and Liang [45] natural language understanding in question answering system missense (covert)

in the victim’s name to damage their reputation, accessing
email messages, and changing website passwords from the
victim’s phone. The attack requires a short period of time
during which an attacker has unsupervised physical access to
the phone in order to to attach a Raspberry Pi-based tool which
is recognised by the phone as headphones with a microphone.
Zhang et al. [35] and Song and Mittal [36] present methods for
injecting voice commands to voice-controlled digital assistants
at inaudible frequencies by exploiting non-linearities in the
processing of sounds by current microphone technology, which
can lead voice-controlled systems to detect a command as
having been issued within the human audible frequency range,
despite the sound not having been perceptible to humans in
reality. Silent attacks such as these target the ‘voice capture’
stage of voice control, i.e., the process of conversion of speech
sounds by the microphone from analog to digital form prior
to speech recognition.

There has also been some prior work towards using
adversarial machine learning in attacks on voice-controlled
digital assistants. The aim of adversarial machine learning
is to identify instances in which a machine learning-based
system classifies input in a way that a human would regard as
erroneous. This is done by some form of systematic exploration
of the system’s input space with the aim of discovering
‘adversarial examples’ within that space. Some adversarial
machine learning methods involve manipulating inputs based
on knowledge of calculations within the classifier (such ‘white-
box’ methods include approaches such as the Fast Gradient
Sign Method and the Jacobian-based Saliency Map Approach
for altering input to a DNN, as described for example in
Goodfellow et al. [46]). Other methods seek to manipulate
input on a ‘black-box’ basis i.e., without knowledge of the
inner workings of a target system. McDaniel et al. [47]
explain that processes of adversarial machine learning rely
on identifying ‘adversarial regions’ in a classification category
which have not been covered by training examples. The exact
reasons for the effectiveness of particular adversarial examples
are difficult to determine, as the decision-making process in
a neural network cannot be precisely reverse-engineered (see
for example Castelvecchi [48]). In this sense, whilst some
adversarial learning methods require more knowledge of the
target network than others, all attacks on DNN-based systems

are of necessity ‘black-box’ attacks, although attacks requiring
detailed knowledge of the system’s functionality are referred
to here as white-box in order to distinguish them from attacks
not requiring such detailed knowledge.

Adversarial learning to attack DNN-based systems was
first demonstrated in image classification (see for example
Szegedy et al. [49]), but has recently also been applied
to speech recognition. One example is the work presented
by Vaidya et al. [27], who used audio mangling to distort
commands issued to precursor to Google Assistant Google
Now (this ‘mangling’ involved reverse MFCC, where MFCC
features extracted from a speech sound were used to generate
a mangled version of the sound). The mangled commands
included commands to open a malicious website, make a
phone-call and send a text, in addition to the Google Now
wake-up command ‘Ok Google’. The work showed that the
distorted commands continued to be recognised by the speech
recognition system despite being no longer recognisable by
humans, who perceived them instead as mere noise. Thus, the
distorted commands represented adversarial examples for the
target system. The work by Vaidya et al. was expanded by
Carlini et al. [37], who also proved the possibility of prompting
Google Now to execute mangled commands which had been
shown to be unintelligible to humans in an experiment using
Amazon Mechanical Turk. The attacks by Vaidya et al. and
Carlini et al. on Google Now were ‘black-box’ attacks i.e., they
were constructed without knowledge of the inner workings
of the speech recognition system. Carlini et al. additionally
conducted a successful ‘white-box’ attack on Carnegie Mellon
University’s SPHINX speech recognition system (based on
GMMs rather than DNNs), in which ‘mangled’ adversarial
commands were crafted with knowledge of the workings of
the system.

Other work on adversarial learning targeting speech recog-
nition includes that by Iter et al. [38], who used two adver-
sarial machine learning methods originally applied in image
classification to manipulate a speech recognition system based
on Google DeepMind’s WaveNet technology to mistranscribe
a number of utterances. This included prompting the system
to transcribe the utterance “Please call Stella” as “Siri call
police”. The attacks by Iter et al. are white-box attacks, i.e.,
they rely on some knowledge of the details of the target neural
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network. The authors mention the possibility of developing a
black-box attack methodology in future work. Similar to Iter et
al., Cisse et al. [39] were also able to prompt mistranscription
of utterances, including mistranscription by Google Voice in
a ‘black-box attack’, using an adversarial machine learning
method called Houdini. Alzantot et al. [40] used a black-box
attack method based on a genetic algorithm to engineer mis-
classification of speech command words, such as ’on’, ’off’,
’stop’ etc, by a machine learning-based speech recognition
system. Carlini and Wagner [41] have demonstrated a white-
box attack on Mozilla’s DNN-based DeepSpeech speech-to-
text transcription in which it was shown to be possible to
prompt mistranscription of a speech recording as any target
phrase, regardless of its similarity to the original phrase, by
making perturbations to the original recording which did not
affect the original phrase as heard by humans. In contrast to
the attacks by Vaidya et al. and Carlini et al., which would be
perceived by victims as unexplained noise, attacks based on
methods such as those developed by Iter et al., Cisse et al. and
Carlini and Wagner would be perceived by victims as ordinary
speech and would therefore by more difficult to detect. To date,
such work has been limited to speech-to-text transcription i.e.,
it has not demonstrated mistranscription of voice commands
capable of executing an action as yet. In addition to prompting
mistranscription of speech, Carlini and Wagner demonstrated
the possibility of manipulating music recordings so as to
prompt them to be transcribed by DeepSpeech as a given
string of words, demonstrating for example that a recording
of Verdi’s Requiem could be manipulated to be transcribed
by DeepSpeech as “Ok Google, browse to evil.com”. Yuan et
al. [42] similarly demonstrate the possibility of hiding voice
commands in music. Unlike the attacks crafted by Carlini
and Wagner, the attacks crafted by Yuan et al. are reportedly
effective over the air as well as via audio file input, although
their attacks are also white-box attacks and are limited to
speech-to-text transcription rather than being demonstrated on
voice-controlled digital assistants as such.

Adversarial learning has also recently been applied to some
areas of natural language understanding, although none of this
work has focussed directly on natural language understanding
in voice-controlled digital assistants. The generation of ad-
versarial examples in natural language understanding is more
complex than the generation of adversarial examples in image
or speech recognition. Unlike in the case of continuous data
such as image pixels or audio frequency values, adversarial
generation of natural language is not a differentiable problem.
As word sequences are discrete data, it is not possible to
change a word sequence representing an input to a machine
learning classifier directly by a numerical value in order to
effect a change in output of the classifier. The areas focussed
on in prior work include sentiment analysis (see Papernot et
al. [43]), text classification (see Liang et al. [44]), and question
answering (see Jia and Liang [45]). Papernot et al. [43] use
the forward derivative method, a white-box adversarial learning
method, to identify word substitutions which can be made in
sentences inputted to an RNN-based sentiment analysis system
so as to change the ‘sentiment’ allocated to the sentence. In
contrast to adversarial examples in image classification and
speech recognition, in which alterations made to the origi-
nal input are imperceptible to humans, the alterations made
to sentences in order to mislead the RNN-based sentiment

analysis system targeted in the work by Papernot et al. are
easily perceptible to humans as nonsensical, albeit that the
attack intent remains hidden. For example, substituting the
word ‘I’ for the word ‘excellent’ in an otherwise negative
review is shown in the paper to lead it to being classified
as having positive sentiment, but the altered sentence will
appear unnatural to a human. The authors state that this lack
of naturalness of adversarial examples in natural language
understanding will need to be addressed in future work. By
contrast to Papernot et al., Liang et al. [44] demonstrate a
linguistically plausible attack on a natural language under-
standing system. The authors adapt the Fast Gradient Sign
Method from adversarial learning in image classification to
make human-undetectable alterations to a text passage (by
adding, modifying and/or removing words) so as to change the
category which is allocated to the passage by a DNN-based text
classification system. The attack by Liang et al. is white-box,
requiring details of the calculations inside the network. Jia and
Liang [45] also demonstrate a linguistically plausible attack
in the context of question answering. Their work involves
misleading a number of question answering systems by adding
apparently inconsequential sentences to text passages from
which the systems extract answers to questions. The method
works by first choosing a target wrong answer to a given
question, and then crafting a sentence containing information
leading to this wrong answer which can be inserted into
the original passage without noticeably changing its overall
import. The attack method proposed by Jia and Liang is a
black-box method, not requiring knowledge of the internal
details of the target network.

IV. TAXONOMY

Reflecting on the review of prior work above, we propose
a high-level taxonomy of categories of attacks via the speech
interface. This taxonomy is presented in Figure 3. Table 1
shows the categorization of each of the attacks from prior work
in terms of the high-level taxonomy. The taxonomy covers
attack types which have been demonstrated in prior work as
well as attack types for which potential is implied by related
work in other areas. The principle behind the taxonomy is
to identify the various categories of non-speech and speech
sounds which humans are capable of perceiving, and to group
attacks via the speech interface according to these categories,
including both attacks which have been demonstrated in prior
work as well as attacks which may be possible in the future
as implied by prior work in related areas. By applying this
principle, the taxonomy fulfils the dual purpose of system-
atising prior work whilst also identifying new directions for
future research. Attacks via the speech interface as categorised
under our taxonomy might be targeted at any voice-controlled
system, including any voice-controlled digital assistant and any
third-party applications accessible through it.

The taxonomy was developed according to established
criteria for attack taxonomies, as described for example in
Hansman and Hunt [50]. These criteria include the requirement
that a taxonomy should be ’complete’ i.e., cover all possible
attacks within its scope, and unambiguous i.e., it should be
possible clearly to allocate every attack to one category within
the scope of the taxonomy. In order to meet these criteria,
a categorisation principle was chosen for the taxonomy of
grouping attacks according to the nature of attacks via the
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Figure 3. Taxonomy of Attacks via the Speech Interface

speech interface as they might be perceived by a human
listener. Within the framework of this categorisation principle,
six final categories of attacks via a speech interface were
identified, namely attacks consisting of plain speech, silence,
music, noise, nonsense, and ‘missense’, missense being unre-
lated speech which is misheard or misinterpreted by the target
system. These final categories are ordered hierarchically in
our taxonomy as detailed below. The principle of categoris-
ing attacks according to human perception ensures that the
taxonomy is complete, as all attacks via a speech interface
can be allocated to one of the six categories. The taxonomy
is also unambiguous, in that it is not possible to allocate the
same voice attack to more than one of the final categories. To
the extent that speech processing by voice-controlled systems
mimics human speech processing, the attack categories also
reflect vulnerabilities in the different parts of the architecture
of voice-controlled systems, as shown at the bottom of Figure
3.

In the taxonomy, the six final categories of voice attacks
identified within the categorisation framework are primarily
grouped into two categories: ‘overt’ attacks, which seek to
gain unauthorised access to systems using the same voice
commands as might be given by a legitimate user and are
thus easily detectable by a human, and ‘covert’ attacks, which
seek to gain access using speech commands which have been
distorted in some way so as to escape detection by the victim.
Another way of characterizing this division is as a distinc-
tion between attacks which make illicit use of the intended
functionalities of a speech dialogue system, and attacks which
exploit unintended functionalities.

Overt attacks exploit an inherent vulnerability in voice-
controlled systems which arises from the difficulty of con-
trolling access to a system via the ‘speech space’. The plain-

speech attacks investigated in prior work, such as that by
Dhanjani et al. [31] discussed above, fall into the overt attack
category. Covert attacks exploit gaps in the processes of
capturing human speech or of translating the captured speech
into computer executable actions in a voice-controlled system
system. Malicious inputs in covert attacks may include input
which consists in human terms of silence, as for example in
the attacks demonstrated by Zhang et al. [35], noise, as for
example in the attacks demonstrated by Carlini et al. [37],
music, as for example in the attacks demonstrated by Yuan et
al. [42], missense, as for example in the attacks demonstrated
by Carlini and Wagner [41], and nonsense.

Nonsense attacks have yet to be demonstrated with respect
to voice-controlled systems directly, although there has been
some related work, such as in the attacks on a sentiment
analysis system by Papernot et al. [43] by making nonsensical
alterations to text. Similar attacks might be demonstrated in
the context of voice-controlled digital assistants in future.
Prior work on missense attacks in voice-controlled systems
has to date been limited to attacks on speech recognition as
incorporated in such systems. However, in related work, there
have also been examples of missense attacks which target
natural language understanding functionality, such the attacks
on question answering by Jia and Liang [45] by making appar-
ently inconsequential alterations to text. This suggests that, in
the future, missense attacks on voice-controlled systems might
target vulnerabilities in natural language understanding as well
as in speech recognition. In a missense attack which targets
natural language understanding functionality, words might be
transcribed correctly by the target system, but their meaning
would be misinterpreted. Such missense attacks might seek to
exploit the shortcomings of current natural language under-
standing functionality in voice-controlled digital assistants in
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terms of being able to identify the correct meaning of words
in context.

For missense attacks in the specific context of voice-
controlled digital assistants, the need to circumvent the wake-
up word activation presents a potential issue of linguistic
plausibility. Unlike in the case of attacks hiding commands
in silence, noise, or music, it is difficult to incorporate a
device’s wake-up word as part of an attack based on confusion
of meaning. However, due to the known presence of false
positives with respect to wake-up word recognition, attacking
the activation function of a voice assistant with a missense
attack is possible. This possibility was in fact demonstrated in
an incident in which an Amazon Alexa device misinterpreted
a word spoken in a private conversation as the wake-up word
‘Alexa’, and subsequently misinterpreted other words in the
conversation as commands to send a message to a contact,
resulting in a recording of a couple’s private conversation
in their home being sent to a colleague [51]. Whilst this
transmission of private information occurred as a result of
error rather than malicious intent, it highlights the potential
for missense attacks on voice-controlled systems which include
circumvention of the wake-up word.

V. CONCLUSION

This paper proposes a taxonomy of attacks via the speech
interface which covers attacks investigated in prior work as
well as attacks which may be possible in the future. The review
of prior work in this paper indicates that the potential for
attacks via a speech interface has yet to be comprehensively
assessed. The scope of attacks via a speech interface can be
expected to expand with the increasing sophistication of voice-
controlled systems. Consequently, there is a need for further
security-focussed research in the area of voice-controlled tech-
nology.

Future work should seek more extensively to demonstrate
the potential for attacks in the various categories of the
proposed taxonomy in the context of different technologies and
use-case scenarios. Among the taxonomy categories, nonsense
attacks and missense attacks targeting the natural language un-
derstanding functionality of voice-controlled systems represent
new types of attacks which have yet to be demonstrated in
practice, but may become possible in the future. Thus, such
attacks should be a special focus of future work. The results
of future work should ultimately be used as a basis for the
development of more effective defence measures to improve
the security of voice-controlled digital assistants and other
voice-controlled systems.
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Abstract—Network security is gaining huge attention in today’s
world. Attack path analysis provides a comprehensive view
of the attack surface for a network infrastructure, thereby
assisting decision makers to choose better network protection
strategies. Other than several deterministic methods to model
the attack graphs, the uncertainty of attacks on the network
infrastructure encourages probabilistic modeling which makes the
Bayesian network a suitable model to represent the attack graph
and to analyze the attack paths. Existing research focuses on
representing the network topology into a Bayesian network model
and uses a state-of-the-art algorithm to calculate the attack paths.
However, practical issues concerning their scalability largely
remain unaddressed. In this paper, we provide an efficient
modeling mechanism for analyzing the attack paths in the net-
work infrastructure using the Bayesian network. Our approach
covers vulnerability identification, collection and mapping, semi-
automatic attack graph creation and attack path visualization. In
addition to this, we list the bottlenecks in the existing approaches
and address some limitations in the existing Bayesian libraries.
The details on how we have implemented our approach and
conducted the attack path analysis on an enterprise network
infrastructure are covered in this paper.

Keywords–cybersecurity; Bayesian network; attack path analy-
sis; Weka; Py-BBN.

I. INTRODUCTION

Recent cyber-attacks have made headlines due to their
enormous impact on business [1]. This has drawn considerable
attention to cybersecurity research. Organizations are using
considerable resources to protect their network infrastructure.
One methodology to protect the network infrastructure is to
analyze all the possible paths in a network that an attack can
take from an Internet-facing device of the network topology to
a target device in the network. This methodology is called the
attack path analysis. The representation of the network topol-
ogy into the graph structure on which analysis is performed is
called the attack graph [2]. Figure 1 shows an example network
topology along with its attack graph. The network topology is
shown on the left of the figure and the corresponding attack
graph is shown on the right. Vulnerabilities in the devices are
represented as nodes v1, ..., v9 in the attack graph. All the paths
from the Gateway to any other device in the graph represent
attack paths that an attacker can take. Attack paths can be
modeled in a deterministic manner to include fine-grain details
of the network components as discussed in [2][3]. However,
this approach blows up the attack graph making the attack path
analysis an NP-Hard problem. In addition to that, the modeling
approach misses to include the information about the attackers

skill, the device targeted by the attacker, the know-how of
the vulnerability used by the attacker to compromise the
device. Such an uncertain environment encourages attack path
analysis to be modeled in a probabilistic manner rather than
a deterministic way. Along with the probabilistic approach,
the graph structure of the network infrastructure makes the
Bayesian network a suitable tool to model the attack graph
and to perform attack path analysis.

Existing research on Bayesian network-based attack path
analysis [4] focuses mostly on representation techniques of the
network infrastructure. The security conditions of the network
and the vulnerabilities in network services are modeled as
nodes in the Bayesian network. Vulnerabilities in a device are
considered the parent node of the security conditions node.
These vulnerabilities are identified either by deploying agents
in the network devices or by scanning the open ports of devices
on which applications are executed. State of the art Junction
Tree algorithm is used in [5] for attack path analysis. The
network infrastructure used for attack path analysis in this
reference is a synthetic example.

Figure 1. Network topology and attack path

Literature formalizes the modeling of the attack path using
Bayesian semantics. However, some design and implementa-
tion issues concerning network scalability remain unaddressed.
These include implementation concerns of modeling the attack
path, assuming the existence of vulnerabilities in the attack
graph, visualization as well as a need to qualitatively or
quantitatively measure the usefulness of the attack path to the
industry. The existing attack paths considered in the literature
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are fine-grained causing the attack graph to eventually increase
in size. Moreover, the existing attack path analysis is done on
an example network topology, thus restricting the scale of the
network considered.

The remaining part of this paper is organized as follows.
Section II discusses the related work in the attack path analysis.
Section III describes the details of the technical background
which covers the attack path analysis, Bayesian modeling of
the attack graph, vulnerability identification, and Bayesian
attack path calculation. Section IV describes our approach of
Bayesian graph modeling, vulnerability collection, Bayesian
attack path calculation and visualization of the attack paths.
Section V shows the evaluation of our approach. Section VI
describes the conclusion of our approach and we end this paper
by acknowledging our collaborating organizations.

II. RELATED WORK

Early work on attack graph modeling can be found in
[2][3]. They address the problem of early practice of manual
attack graph generation by the Red Teams. Sheyner et al. [2]
claim that automating generation of attack graph is exhaustive
and succinct. Exhaustive means that the attack graph represents
all possible attacks and succinct means that the attack path
contains only those state which lies in the actual path of
the attacker’s goal. The network is modeled in a finite state
machine and a model checker tool is used to automatically
generate all the possible attack paths. The approach taken
in it is symbolic model checking. A similar but scalable
approach is taken by Ammann et al. [3]. In this approach
again, model checking is used to automatically generate all
the possible attack paths. They introduce an assumption on the
attacker’s behavior. The assumption states that the privilege of
the attacker is monotonic in the target network as the attack
progresses. This makes the modeling and analysis of attack
path less complex. However, model checking approaches suffer
from blow up of attack path and do not scale. Recent work in
[4][5] uses a probabilistic approach. Both agree that inherent
nondeterminism encourages the Bayesian network to be an
ideal fit for modeling attack graphs. Frigault et al. [4] focus
on modeling a static network infrastructure into a Bayesian
network. They have come up with methodologies to model
the vulnerabilities in the Bayesian network and ways to handle
cycles in it. Further, they also discuss the scenario where the
network infrastructure is dynamic. Munoz-Gonzalez et al. [5]
discuss various exact inference techniques in the Bayesian
network. They talk about, the Variable Elimination technique,
Belief Propagation technique, and the Junction Tree technique.
Here also, they discuss both static and dynamic network infras-
tructures. Vulnerability collection is another area of research
where [6] evaluates several vulnerability scanning tools and
shows that there is a lot of scope to improve the accuracy of
the detection of vulnerabilities in both agent-based detection
and port scan. A semi-automated way is tried by [7] to address
this problem.

III. TECHNICAL DETAILS

A. Attack path analysis
An attack path is a trail of vulnerabilities and devices

formed from a sequence of attacks an attacker needs to perform
on a given network topology, to explore and reach a target
device. In the case of the network topology shown in Figure 1,
if the attacker intends to target the application server, first, he

needs to compromise the Gateway, as it is the only device
in the network which can be accessed from the Internet. The
attacker does this by exploring the presence of vulnerabilities
v1 and v2 and exploiting any one of them to get into Gateway.
Once the attacker has gained access to the Gateway, he needs to
explore the next level of reachable devices in this network and
find a way to gain access on those devices. In this example, it
is the Firewall. In a similar fashion, the attacker moves step by
step to reach the target device. At each step, the attacker needs
to know the set of reachable devices in the next level. Once he
gains access on a device, he runs a scan to list the reachable
devices. After gaining the information of the reachable devices,
the attacker finds the vulnerabilities in those devices. One
of these vulnerabilities is exploited to gain access to one of
the next reachable devices. Referring to the attack graph in
Figure 1, an attacker having access to the Gateway can attack
the Firewall by exploiting either of the two vulnerabilities v3 or
v4. Thus, an example of an attack path will be [Attacker]→ v2
→ [Gateway Server]→ v3→ [Firewall]→ v8→ [Application
Server].

To protect the network infrastructure, a security operator
needs to identify the vulnerabilities present in it. Once the
vulnerabilities are identified, the list of vulnerabilities has
to be mapped on the services and devices in the network.
This comprehensive view also termed the attack graph [2][3]
helps the operator understand the possible attack paths in the
network. The attack graph is a standard way to express all
the possible attacks from one external facing device in the
network to the other potential target devices in the network.
However, since information on aspects, such as the expertise
of the attacker, vulnerability being exploited by the attacker
to gain access to the next device, objective or target device
of the attacker, etc. is unknown, a probabilistic approach to
modeling the attack graph seems appropriate. Frigault et al. [4]
and Munoz-Gonzalez et al. [5], apply the Bayesian network to
model the attack graph and analyze the attack paths.

B. Modeling network topology to Bayesian graph
The Bayesian belief network is a probabilistic graphical

model that represents a set of variables and their conditional
dependencies via a Directed Acyclic Graph (DAG). The net-
work components and the vulnerabilities are modeled as nodes
while the edges represent how they are related to each other.
Each node in the graph defines a causal relationship of itself
with its parents. The step by step attack scenario shows how
vulnerabilities have a causal relation among themselves. This
makes the Bayesian network a suitable choice for analyzing
the attack path. The causal relationship between a node and
its parents is encoded in the conditional probability table.
Frigault et al. [4] and Munoz-Gonzalez et al. [5], model
Bayesian network by considering the attack graph like the
one shown in Figure 1. They consider security conditions,
where the conditional probability table is constructed using
the vulnerability scores provided by the National Vulnerability
Database (NVD) [8]. However, instead of devices in the
attack graph, there are security conditions. The scores used
in modeling the conditional probability table for the security
conditions are set to 1.

The semantics of the Bayesian model conveys that, for
a vulnerability node to get exploited, all its parent’s security
conditions must be true. Additionally, for a security condition
to be true, any one of its parent vulnerability should be true.
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Figure 2. Conditional Probability Table: Conjunction

Figure 3. Conditional Probability Table: Disjunction

They call these two semantics as conjunction and disjunction.
Figure 2 and Figure 3 show the conjunctive and the disjunctive
causal relation between a node and its parents respectively. The
disjunctive causal relation is shown for a security condition
SC1 and the conjunctive causal relation is shown for a vulner-
ability V1. The conditional probability of the vulnerability V1
is 0.73. Each row in the conditional probability table shows
the probability of the node being true given its parents. As an
example, the second row in the table shown in Figure 2 shows
variables SC1, SC2, and SC3 are assigned values 0, 0 and 1
respectively. Based on this assignment of the random variables
SC1, SC2 and SC3, the probability of child variable V1=0,
denoted by V10 is 1 and the probability of V1=1 denoted by
V11 is 0. Being conjunction causal relation the exploitability
score of 0.73 is used only in the case when all three variables
SC1, SC2, and SC3 are assigned values 1, 1 and 1. In all other
cases, the probability of V1 getting attacked is zero. Similarly,
this probability distribution is called the prior probability
which represents just the child-parent relationship. However,
we need to know how an arbitrary target node is related to
the root node in the attack graph. It shows how difficult it is
to exploit the target node given that the root node is already
compromised. Calculation of marginal probability does the
same. Given an observation that a node (observed node) in
the network is already compromised, we get the probability of
the node (target node) getting exploited in the path from the
observed node to the target node. This probability distribution
of each node is called posterior probability.

C. Vulnerability Information
Assuming we have a list of vulnerabilities, we create a

mapping between the vulnerabilities and services running in

the network that contain these vulnerabilities. Vulnerabilities
are found by matching the names of the software applications
installed in the network devices against a list of vulnerable
software in the NVD. This database of vulnerabilities is
crowdsourced and maintained by the National Institute of
Standards and Technology (NIST). Each reported vulnera-
bility is examined by a team of experts and added to the
database with relevant details. The details include an ID for
the vulnerability, Description, Vulnerability Score, References,
Technical details, Common Weakness Enumeration (CWE)
and Common Platform Enumeration (CPE). An example of
a vulnerability ID is CVE-2017-1300. Here CVE stands for
Common Vulnerability Enumeration. CPE contains a machine-
readable format of the reported vulnerable software appli-
cation. This machine-readable format is called Well-Formed
CPE Name (WFN). A CPE entry consists of colon sepa-
rated values. An example CPE representing Microsoft Internet
Explorer 8.0.6001 Beta is wfn[part=”a”, vendor=”microsoft”,
product=”internet explorer”, version=8.0.6001, update=beta].
The Unique Resource Identifier (URI) for the above WFN
is cpe:/a:microsoft:internet explorer:8.0.6001:beta. The names
of the services or the software application executing in the
network devices need to be matched with the product attribute
of WFN.

D. Bayesian network based attack path analysis
There are several algorithms to calculate the posterior

probability p(X i = x) from an attack graph having conditional
probabilities for each node. Where X i is a random variable
in the Bayesian network. Belief Propagation and Variable
Elimination are the algorithms used for calculating posterior
probability for a target node. If X is the set of all random
variables in the Bayesian network, |X| = n and Y = X −X i
then posterior probability p(X i = x) is given by,

p(X i = x) =
∑
Y

p(Y ) =
∑
Y

n∏
k=1

p(Xk | Xkp)

where Xkp is the parent nodes of node Xk. Calculation
of posterior probability is an NP-Hard problem. Both Be-
lief Propagation and Variable Elimination provide posterior
probabilities for one target security condition. However, these
two methods have to be executed for each target device to
get all the possible attack paths. On the other hand, the
Junction Tree algorithm provides a posterior probability for
each target device. The Junction Tree algorithm is a method
used in machine learning to extract marginalization in general
graphs. It performs Belief Propagation (A message-passing
algorithm for performing inference on graphical models, such
as Bayesian networks. It calculates the marginal distribution
for each unobserved node, conditional on any observed node)
on a modified graph called the Junction Tree (In machine
learning, tree decompositions are called Junction Trees, Clique
Trees, or Join Trees). The steps performed by the Junction
Tree algorithm on an attack graph with conditional probability
tables for each node are as follows.

1) Graph Moralization
2) Introduction of Evidence
3) Graph Triangulation
4) Junction Tree Creation
5) Belief Propagation
The underlying functionality of this algorithm is summa-

rized in the below steps:
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1) Graph Moralization: If the graph is directed, then
moralize it to make it undirected. A moral graph
is used to find the equivalent undirected form of a
DAG. An example is shown in the figure below. The
moralized counterpart of a DAG is formed by adding
edges between all the pairs of nodes that have a
common child followed by making all edges in the
graph undirected. An example of Graph Moralization
is shown in Figure 4.

Figure 4. Graph Moralization

In the above graph, we convert the directed edges
to undirected edges. Further, node 1 and 3 have
a common child, node 2. Thus, in the equivalent
moralized graph we introduce an undirected edge
between the two parents node 1 and 3.

2) Introduction of Evidence: The second step is set-
ting variables to their observed value. This shows
the current event which has occurred. The posterior
probability is conditioned on this observed random
variable. These variables are also said to be clamped
to their value. In case of attack path analysis, the root
node of the graph is set as evidence.

Figure 5. Graph Triangulation

3) Graph Triangulation: Triangulate the graph to make it
chordal. The third step is to ensure that the graphs are
made chordal if they aren’t already chordal. A chordal
graph is one in which all the cycles of four or more
vertices have a chord, which is an edge that is not a
part of the cycle instead connects two vertices of the
cycle (A graph in which a cycle of length 4 and above
must not exist) An example for graph triangulation is
shown in Figure 5.
This graph can be triangulated in many ways. This
will result in adding more edges to the initial graph,
in such a way that the output will be a chordal graph.
Edge (e14) is introduced such that the cycles of 4 or
more vertices in the graph have a chord. Here, the
cycle is formed by the node set {1, 3, 4, 5}.

4) Junction Tree Creation: Construct a Junction tree
from the triangulated graph. The next step is to
construct the Junction tree. To do so, we use the graph
from the previous step and form its corresponding
clique graph. Cliques are a subset of vertices of an
undirected graph such that every two distinct vertices

are adjacent and its induced subgraph is complete. An
example of cliques in a triangulated graph is shown
in Figure 6.

Figure 6. Cliques of Triangulated Graph

In this graph, there are three cliques {1,4,5}, {1,3,4}
and {1,2,3}. Additionally, separator sets are sets of
common nodes between the adjacent cliques. The
total number of separator sets for a graph with n
vertices is (n - 1). Therefore, in this case with 3
cliques, there are 2 separator sets {1,4} and {1,3}
as shown in Figure 7.

Figure 7. Junction Tree

5) Belief Propagation: Propagate the probabilities along
the Junction tree using Belief Propagation algorithm,
conditioned on all observed nodes. Marginal Proba-
bility for each unobserved node in the Junction Tree
is calculated.

Junction Tree algorithm is used in [5] to calculate posterior
probabilities which are further used for attack path analysis.

IV. APPROACH
A. Modeling Network topology to Bayesian graph

We performed attack path analysis and identified that the
purpose of the analysis is to help an organization take an
efficient approach to safeguard their network topology. This
boils down to installing patches for the vulnerable software
application or services in the right order. To fulfil this re-
quirement, modeling the network devices as attack graph
nodes is sufficient, compared to modeling the network services
as attack graph nodes. This is because during the patching
process, an entire device is patched at a time, mitigating
all detected vulnerabilities in that device. This coarse-grained
model provides an efficient and concise representation of the
network topology. Therefore, to model the Bayesian attack
graph from the given network topology, we first draw the
network topology and make all the vulnerabilities in a device
its parents. This is shown in the attack graph in Figure 1.
The conditional probability tables for both vulnerabilities and
devices are disjunctive. This is shown in Figure 8 and Figure 9.
In the next subsection, we provide a semi-automatic method for
the attack graph creation by manually specifying the topology
and automatically collecting vulnerabilities.

In Figure 8, as Firewall is the only parent of the vulner-
ability V5, the conditional probability table of V5 will have
two rows. One parent can take only two possible values, 0 or 1
corresponding to each row in the table. As shown in Figure 9,
conditional probability table of the Web server has four rows
due to two parents V5 and V6.
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Figure 8. Conditional Probability Table: Vulnerability

Figure 9. Conditional Probability Table: Device

B. Vulnerability Collection
Attack path analysis requires topology information and

vulnerability information. Figure 1 shows a simple network
topology containing a Gateway server connected to the Internet
and a Firewall attached to two servers below it. Once we have
the topology information, we need to identify the vulnerability
information for each device in the network. In this example,
we collect software information for Gateway server, Firewall,
Web server and Application server. This can be collected
automatically, either by agent-based scripts or through port
scans. In case of agent-based scripts, a script is executed
on a privileged mode on each of the devices. This script
collects names of all the software installed in the corresponding
devices. It is an exhaustive list of installed software in the
device. Once the list of the software is known, vulnerabilities
associated with this software list are identified automatically.
Since this approach provides an exhaustive list of software, the
number of vulnerabilities identified is more.

Agent-based scripts will work only in a network where the
operator has privileged access to each device. In the case of a
port scan, a network scanning tool is used to scan the ports of
each device. This scan provides information on all the open
ports and applications running on them. This method only lists
the applications currently being executing on an open port.
Unlike the former method, this method does not perform an
exhaustive check. However, it provides sufficient information
of the applications which can be accessed externally. Com-
pared to the agent-based approach, this approach is faster, as
it only needs a network command to scan a list of IPs. The list
of software names from each of the devices in the topology
is automatically matched against a list of vulnerable software
application reported in NVD in CPE format.

There is a standardization issue with the naming con-

vention of the software applications. This is a challenge
in automating vulnerability detection, as the product name
in the CPE does not match with the names of the in-
stalled application. For example, in case of Internet Ex-
plorer, the application name in Windows registry is ‘Inter-
net Explorer’. However, there are two different entries for
the same application (Internet Explorer) in the CPE dic-
tionary. These are cpe:2.3:a:microsoft:internet explorer:11:-
:*:*:*:*:*:* and cpe:2.3:a:microsoft:ie:5.5:*:*:*:*:*:*:*. with
product name ‘internet explorer‘ and ‘ie‘ respectively. In this
case, the application name does not match with any of the
product names. A semi-automated approach is provided in [7].
On the other hand, we use vulnerability scanning software,
Nessus [9] to address the challenge. Nessus reports vulnera-
bilities associated with the applications existing in the devices.
Figure 1 shows the detected vulnerabilities in the example
topology.

C. Bayesian attack path analysis
We use Weka’s [10] implementation of the Junction Tree

algorithm to automatically calculate the posterior probabilities
of the nodes for attack path analysis. Weka is a generic suite
of machine learning software based on JAVA. It provides
Application Programming Interface (API) to model and query
a Bayesian network. The methods addNode() and addArc()
of the EditableBayesNet Class are used to add nodes and
edges of the Bayesian network respectively. The prior prob-
abilities in the conditional probability table are set using
setDistribution() method of EditableBayesNet Class and the
marginal probabilities are retrieved using calcMargin() method
of MarginCalculator Class.

We have executed our approach on enterprise networks. A
simpler scaled down network is modeled and discussed here.
The topology of this simple network consists of one Firewall,
four switches and four servers as shown in Figure 10.

Figure 10. Topology of a sample enterprise network

The attack graph for the modeled network is shown in
Figure 11. In this graph, the attack paths are created based
on the existence of vulnerabilities in the devices. In the attack
graph, there is no path leading to Server1 due to the absence
of vulnerabilities in it. However, there are attack paths to other
remaining servers.
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In this example, in order to protect Server2 from external
attacks, a security manager can analyze the attack path and
then decide to mitigate the vulnerability in switch2. This
will break the attack path from the external facing Firewall
device. A security manager can further plan to patch the two
vulnerabilities associated with Server2 during off-peak hours
of the business. The vulnerabilities in the devices show either
the Plugin ID of the vulnerabilities from the Nessus Database
or the CVE ID from NVD.

Figure 11. Extended attack graph

During the modeling of the attack path with a larger num-
ber of nodes, we identified some issues in Weka. Particularly in
our case, when the number of vulnerabilities in the devices was
greater than 600, Weka failed to provide appropriate output
due to the underflow issue in the JAVA implementation. An
underflow situation occurs due to the multiplication of a large
number of probability values of the order of 10-4. Particularly,
this situation arises when in one level of the attack graph, any
device has a large number of child nodes or vulnerabilities.
This device along with its child nodes form one wide clique
during marginalization. In the Junction Tree algorithm, the
prior probability of each node in the clique is multiplied. This
led to the generation of Not a Number (NAN) exception in
JAVA. We addressed this underflow issue in Weka using a
standard approach. Since the change was made in the Weka
library, no larger datatype was adopted, neither the formula
was converted to the logarithm, due to associated side effects.
Rather, the variable collecting the product of a large number
of probability values was initialized with a large value in the
order of 10300.

Weka holds a General Public License (GPL) license, which
restricts the redistribution of the software without making it
opensource. We addressed this restriction by replacing Weka
with an alternate library, Py-BBN [11]. Py-BBN is an open-
source Python implementation of the Junction Tree algorithm,
whose implementation is similar to that of Weka. However,
during the integration of our application with Py-BBN, we

identified some issues in the generated attack path. Py-BBN
failed to generate the output in some cases while in few others,
it missed to include the leaf nodes or the terminal nodes in the
generated attack graph.

On debugging the Py-BBN library, we identified the cause
for the above issues and fixed the glitches in the underlying
code. Reporting these identified issues along with their fixes
in Weka and Py-BBN community for further improvement of
the libraries are under progress.

D. Visualization
Maximum benefit from an attack path analysis can be

achieved if a security manager can visualize the attack path and
make appropriate decisions for securing the network topology.
Thus, visualization plays an important role in the attack graph
modeling and attack path analysis. We show our attack path in
an Angular JS [12] based application, where the library used
for rendering the attack graph is Vis.js [13]. Figure 10 and Fig-
ure 11 show the topology and the extended attack graph for the
sample enterprise network respectively. However, the extended
attack graph shown in Figure 11 becomes highly cluttered if
the number of devices and the vulnerabilities associated with
them is large. Due to the scaling issue associated with Vis.js,
the browser times out on rendering attack graphs having nodes
beyond 1500. To overcome the cluttered representation, we
came up with a consolidated view of the attack graph as shown
in Figure 12. Both the attack graphs show the same attack
paths. However, all the vulnerabilities of a device are grouped
into three categories in the consolidated view. These categories
represented by red, yellow and grey colored vulnerability
icons indicate high, medium and low severities respectively.
Each vulnerability icon now shows the count of vulnerabilities
along with the sum (cost) of the marginal probabilities of the
vulnerabilities in that category.

V. EVALUATION

Despite several benefits of modeling the network topology
in a Bayesian network with either Weka or Py-BBN, there are
a few challenges that remain unaddressed. Effective modeling
of the network devices can only help in analyzing moderately
sized networks. However, larger networks still cannot be ana-
lyzed with libraries like Weka and Py-BBN. Figure 13 shows
how the average execution time changes with the number of
nodes in the attack graph. The average execution time roughly
grows in a linear manner with the number of nodes in the
graph. We do not include the edges in the evaluation as the
number of edges depends on the total number of vulnerabilities
in the attack graph. Precisely, the number of edges is twice the
number of vulnerabilities in the attack graph. As the number
of vulnerabilities in each device is random, calculating the
distribution is beyond the scope of this work. Further, we
assume the graph to be sparse. Vis.js, on the other hand,
has its own limitations in rendering graphs. Evaluation of its
performance is shown in Figure 14. When the number of nodes
reaches close to 500, the time taken to render the attack graph
is approximately 50 seconds. Standard browsers like Mozilla
and Chrome timeout after 28 seconds of execution.

VI. CONCLUSION

In this work, we modeled each device of the network
infrastructure as a node in the attack graph for analysing the
overall security of the network. On the other hand, existing
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Figure 12. Consolidated view of attack graph

Figure 13. Performance of Py-BBN

Figure 14. Performance of Vis.js

works model network services as nodes in the attack graph.
Based on our evaluation we conclude that device level of
modeling of the attack graph is both efficient and sufficient
for attack path analysis. We say so as the number of network
service is considerably greater than the number of devices in
the network. Further, in this work, we identified the challenge
in matching software application name with its corresponding
product name in the NVD feeds. The existing work on attack
path analysis does not discuss this issue. Benthin Sanguino et
al. [7] provide a semi-automated approach to address this prob-
lem. Inspired by this semi-automated approach, we consider
providing an automated approach to address this challenge in
our future work. However, in this current work of attack path
analysis, we use Nessus to address this challenge. We provide
a semi-automatic approach for creating an attack graph by
using device level modeling information and information on
vulnerabilities collected using Nessus. We have also pointed
out practical concerns affecting the scalability of the imple-
mentations of the Bayesian network. Scaling issue with Weka,
which led to NAN and implementation specific bugs in Py-
BBN were identified and fixed. We also plan to report the
issues, along with their fixes to the open source communities
for their further improvement. An attempt to evaluate the
performance of Vis.js library was also made in this paper.

ACKNOWLEDGEMENT
This research is in collaboration with CTI (Center for

Technology Innovation) Laboratory, Hitachi Ltd. Research and
Development group, Yoshida-cho, Totsuka Yokohama, Japan.

REFERENCES
[1] “National Cyber Security Center,” 2018, URL:

https://www.ncsc.gov.uk/topics/cyber-attacks [retrieved: November,
2018].

[2] O. Sheyner, J. Haines, S. Jha, R. Lippmann, and J. M. Wing,
“Automated generation and analysis of attack graphs,” in Pro-
ceedings 2002 IEEE Symposium on Security and Privacy May
12–15, 2002, Berkeley, CA, USA. IEEE, Explore Digital Li-
brary, May 2002, ISBN: 0-7695-1543-6, ISSN: 1081-6011, URL:
https://ieeexplore.ieee.org/document/1004377/.

[3] P. Ammann, D. Wijesekera, and S. Kaushik, “Scalable, graph-based net-
work vulnerability analysis,” in Proceedings of the 9th ACM conference
on Computer and communication security(CCS’02) November 18–22,
2002, Washington, DC, USA. ACM, Nov. 2002, pp. 217–224, ISBN:
1-58113-612-9, URL: https://dl.acm.org/citation.cfm?id=586140.

[4] M. Frigault, L. Wang, S. Jajodia, and A. Singhal, “Measuring the
Overall Network Security by Combining CVSS Scores Based on
Attack Graphs and Bayesian Networks,” in Network Security Metrics.
Springer, Cham, Nov. 2017, chapter 1, pp. 1–23, in Network Security
Metrics, Springer, Cham, ISBN: 978-3-319-66505-4,.

[5] L. Munoz-Gonzalez, D. Sgandurra, M. Barrere, and E. Lupu, “Exact
Inference Techniques for the Analysis of Bayesian Attack Graphs,” in
IEEE Transactions on Dependable and Secure Computing. IEEE, 2017,
pp. 1–1, in IEEE Transactions on Dependable and Secure Computing,
ISSN: 1545-5971.

[6] H. Holm, T. Sommestad, and M. Persson, “A quantitative evaluation
of vulnerability scanning,” Information Management and Computer
Security, vol. 19, 2011, pp. 231–247, ISSN: 0968-5227.

[7] L. A. B. Sanguino and R. Uetz, “Software Vulnerability Analysis Using
CPE and CVE,” in arXiv May 15, 2017, Cornell University Library, NY,
USA. arXiv, May 2017, URL: https://arxiv.org/abs/1705.05347.

[8] “National Vulnerability Database,” 2018, URL:
https://www.nist.gov/programs-projects/national-vulnerability-database-
nvd [retrieved: September, 2018].

[9] “tenable: Nessus, Professional,” 2018, URL:
https://www.tenable.com/products/nessus/nessus-professional
[retrieved: September, 2018].

21Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           31 / 116



[10] “Weka,” 2018, URL: https://www.cs.waikato.ac.nz/ml/weka/ [retrieved:
November, 2018].

[11] “PyBBN,” 2018, URL: https://github.com/vangj/py-bbn [retrieved:
September, 2018].

[12] “AngularJS,” 2018, URL: https://angularjs.org/ [retrieved: November,
2018].

[13] “AngularJS - VisJS,” 2018, URL: https://github.com/visjs/angular-visjs
[retrieved: September, 2018].

22Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           32 / 116



CyberSDnL: A Roadmap to Cyber Security Device Nutrition Label

Abdullahi Arabo

Computer Science and Creative Technologies
The University of the West of England

Bristol UK
Email: abdullahi.arabo@uwe.ac.uk

Abstract—Security issues mainly evolve from attacking the weak-
est link within the chain of the ecosystem. One of such weakest
links with poor security posture is the smart devices used within
a smart space and as Bring Your Own Device (BOYD) for the
corporate sector. The main focus of this paper is to briefly
highlight the issues and present a roadmap that will facilitate
better cyber security footings for smart spaces ecosystems. Based
on our findings, we have also proposed a Cyber Security Device
nutrition Label (CyberSDnL) conceptual framework as a contri-
bution to the knowledge within this field. Our contributions are
threefold: 1) inform the user of the risk associated with their
device; this is also a crucial requirement for organization in
reference to the development of the new General Data Protection
Regulation (GDPR) 2) try to influence manufacturers to change
their attitudes towards producing unsecured devices and3)
use this as a platform to create early warning systems to the
ecosystem that will be able to stop already infected/insecure
devices from proliferating vulnerabilities or risking the entire
network/ecosystem from an attack.

Keywords–smart device security; privacy; cyber security; security
labels; moving target defense.

I. I NTRODUCTION

Communications technologies, devices, and services are
becoming more interconnected; hence an enabled future In-
ternet of Things (IoT) connected home. Even though this
development offers extensive assistance to home users, it also
gives rise to new security threats as this device act as a means
of data crowd-sensing agents. The development of ubiquitous
computing; IoT to be more specific, has empowered the
concept of a connected home ecosystem. This notion is around
content anywhere, crowd-sensing and information sharing.Use
of IoT devices within connected home ecosystems spawns a
cumulative volume of data, habitually lacking the assent ofthe
user, or the user being absolutely cognisant of the insinuations
of partaking their personal data. This paper provides a new and
easy to use security framework for home devices, with the aim
of minimizing the security and privacy threats identified.

Arguably the Internet is one of the utmost human suc-
cesses in terms of inter-connectivity of things and general
telecommunication. However, the development of connected
home ecosystems as a result of ubiquitous computing and
IoT, promises to make things even more challenging in terms
of security and offers more possibilities for improving our
way of lives. As a result, users are demanding for seamless
inter-connectivity of things to offer countless capabilities to
users within their homes and offices. This development is a
welcome development, nonetheless, it needs to be noted that
it opens up more security and privacy issues for users and

critical infrastructure. While we have knowledge of some of
the possible vulnerabilities, that are normally only associated
with traditional infrastructures, there has been little research
and into the individual privacy matters as a result of an
interconnected system where devices, with various level of
complexity and security, exchange information via a wireless
connection to the Internet. Interconnected smart spaces are
acting as agent for crowd-sensing. An example of this merging
is the control and monitoring of smart grid infrastructuresvia
the use of mobile phones powered either using Android or
iOS. Developments within the interconnected ecosystem and
demand or seamless and wireless smart grid, coupled with the
defencelessness of the smart connected home, will unavoidably
lead to consequences in the event of a hacking attack, malware
infection or Distributed Denial of Service (DDoS), while the
assortment of interconnected systems will likely convert ahub
for criminal events, privacy breaches, and other cyber attacks,
developing in a life-threatening security hallucination for users
[2]. None of these devices used within such environments are
developed and deployed with the capability or consideration
of being shielded from hacking. Meanwhile, most IoT devices
are designed to operate autonomously without considering long
periods security protection.

The pace at which they have been spreading is growing
exponentially: multiple studies suggest that more than 20
billion smart devices will be circulating by 2020 [9]. Such a
complex interconnection and exchange of information requires
the development of sophisticated technologies that will allow
users, organizations, and the devices themselves, to be reliable,
secure and efficient: the main purpose of a smart object is to
make the life of the user easier [26]. The growing presence
of these devices in our households also points to a level of
trust that the consumer has in them. This reliance also led to
question the quality, the security of the whole infrastructure,
while pointing to the issue of privacy: where is personal
information stored? Are they secured? Can we make sure that
what we want to keep quiet, will remain private? These and
additional questions were at the start of the development of
the paper that this paper will explore.

Information security is can essentially be considered a
societal problem rather than scientific issues. IoT provides
avenues for people to generate snowballing volume of data,
often lacking users knowledge, permissions and knowing its
consequences. Whereby, this information is either administered
by the service provider cloud service or other third parties. The
development and inter-connectivity of smart devices within
a connected ecosystem will be a vulnerability threat to an
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individual user or a cumulative community of users. It is
only now that society is starting to understand the security
implications and costs of privacy, in both its legal and ethical
senses [1]. Oberheide and Jahanian [29] have explored when
and why it is more difficult to secure mobile devices in
comparison to non-mobile equivalents. They derive a set of
principles for mobile security.

A major issue that will be addressed is the freedom of
information currently being presented on the devices that we
use every day. At the present, this information is being shown
or heard without any regard to whom that information is
related too. The paper will address this issue by attempting
to identify insecure apps and devices that not only hide
or reveal information while been installed hence providing
context-based security solutions, in the other words it will
build a system which is privacy aware of its surroundings.
Preliminary research found out that the concept of privacy
is understood in a different way than the one used in this
paper. The literature Xu [25] and Brauchi [6] addresses privacy
concerns in a parallel to way to security concern, so privacy
of information means that they are not shared outside the
household or refers in general to the possible unwanted sharing
of personal information as an issue of confidentiality [16].For
the aim of the paper, when talking about privacy, it will indicate
the personal users privacy, and his ability to decide whether
he wants to share his own information with other users, within
the household, or not.

Consequently, we will look at the main cyber security
challenges of living in a Smart Home, along with the security
and privacy threats that are presented in Smart Home Devices
today. The outcome of the research will be used to outline
fundamental requirements needed to provide secure and con-
fidential operations in Smart Homes, by providing the user
the security rating label for each device used within their
ecosystems.

The rest of the paper is structured as follow, in section II we
highlight the key state of the art and related work. Section III
provides a description of our proposed conceptual framework,
with more details on the use of traffic light systems as key
to device security nutrition labeling. The proof of conceptof
the framework is been presented and discussed in section IV,
with key findings. Sections V concludes the paper with future
research directions in terms of creating a moving target defense
for zero trust security in a connected home ecosystem that will
further enhance out early results using machine learning.

II. RELATED WORK

A major issue that will be addressed with the paper is
the freedom of information currently being presented on the
devices that we use every day. At the present, this information
is being shown or heard without any regard to whom that
information is related too. A number of studies have been
conducted in reference to the effectiveness of warning labels
on cigarettes and food products [13][15], , etc. Purmehdi
[20], has indicated that label effectiveness is contingenton
the type of expected behavioral outcome. In response to these
problems, Kelley et al [14], proposed a solution for creating an
information design that improves the visual presentation and
comprehensibility of privacy police viewed online. Their pri-
vacy label was inspired by a nutrition label which summarized
website privacy policies.

It has been shown that displaying uncertain data visually
enables users to understand better. This has been established on
food nutrition labels [24]. Supermarkets and food manufactur-
ers have helped users decide between products by using traffic
light color-coded labels. Color-coded nutritional information,
as shown in Figure 1, gives users at-a-glance information. By
the glance, users can quickly see if the food has high (red),
medium (orange) or low (green) amounts of fats, saturates,
sugars and salt [18].

Figure 1. Food Nutrition Label [28]

III. PROPOSED CONCEPTUAL FRAMEWORK
Based upon our research findings, the paper provides a

road-map and a visual proposal has been designed for both
users and manufacturers which identifies the key issues and
vulnerabilities in Smart Devices. This design provides a solu-
tion to the key problems of this research which is to extend
awareness for both stakeholders. Many users are unaware of
what potential threats, vulnerabilities, and issues thereare and
how many of those Smart Devices contain. By displaying each
security component in a red, orange and green color code,
users will visually be able to see what risks the device has and
whether it is safe to have in their home. Whilst this proposal
will be beneficial for users purchasing Smart Devices, it will
also help guide manufacturers to make better decisions when
designing the product.

Following the food nutritional label, the security nutritional
label key and colors are presented in Figure 2. The traffic light
color system is well known to users around the world and
has been utilized by other industries. Applying the system to
our proposal, users can effectively understand what each color
represents. In this approach, we are targeting a label system
that educates the stakeholder on a safe use of the smart device
and the potential risk that such devices can be to other users
in the smart ecosystems as a whole.

Information on the label for Smart Devices includes:

• Vulnerability: This will show users an overall estima-
tion of how vulnerable the device is. It will take into
consideration the security and privacy aspects and the
possible attacks the device is vulnerable to. It will also
confirm whether there are default passwords and if so,
advising users to change the password straight away

• Operating System (OS): This will state the OS of the
device and how vulnerable it is to attacks. It will show
if the device updates are automatic or whether users
have to update them their selves. A recommended
timescale is given to show how often to look.

• Privacy: This will show how much confidential per-
sonal data is being collected and used by the manu-
factures and third-parties
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• Threats: This will display the possible threats the
device is vulnerable to.

Figure 2. Key and for security food label

This design provides benefits for both users and manufac-
turers. At first glance, users can automatically see that this
device is vulnerable and insecure due to the colors presented.
The label informs the users briefly about what threats and
privacy issues the device is susceptible to.

Figure 3. Conceptual Model

Manufacturers will benefit from the use of these labels
as it will make them more aware of the designing process.
The nutritional label currently seen on food and drink makes
users instantly aware as to how sugary it is or how much
fat is contained from the colors presented on the label. This
type of label on Smart Devices will aid in manufacturer sales
whilst boosting user awareness. As manufacturers continuously
improve their devices, the awareness will continuously grow
until every user is fully aware of the current risks. Convenience
will no longer be a priority for an average user. It is important
to note that this design is a short-term solution for Smart De-
vices in homes, as smart technology is continuously evolving
over time. Our proposed road-map is based on the conceptual
model depicted in Figure 3 which is based on the principles
of (VAR) corresponds to VISIBILITY, AWARENESS, and
RESPONSE to facilitate a proactive device security nutrition
labeling approve. Where we identified some vital contextual
factors which have the influence to security risk rating of
various devices based on the device features and installed 3rd
part applications within the device as well as the context on
which the device is been used.

IV. PROOF OFCONCEPT

As a proof of concept for our proposed road-map and
conceptual module, we have developed an Android app that
is able to dynamically analysis the contents of the devices that
are installed on and is able to inform the user the risk ratingor
security nutrition label of the device. Where the app is able to
dynamically deactivate the access to certain activities within
the device and the ecosystem based on the overall security
score/rating of the device. To achieve this we have considered
the following key context and characteristics:

• Device OS,

• OS version,

• API,

• Security patch last updated,

• Days since the last update,

• Make Model,

• Screen size,

• is the device rooted?

This will then give a device security score. Device score
is as follows, and has been worked out using metrics specified
below:

• 1 -3 (Green / low-security risk)

• 4-5 (Amber/medium security risk)

• 6-10 (Red / high-security risk)

All devices start out with a score of 1 by default and the score
is added to if risks are identified, such as;

• If the device is rooted - score = 6 (automatically high
risk)

• If the device hasn’t had a security patch in 120 days
or more - score = 4

• If the device security patch is over a month old, but
not yet 3 months old - score = 3

• If the device OS is out of date (i.e. less than 8) - score
= 4

• If the device OS is up to date, but not the latest API
(i.e. if it is 8.0, not 8.1) - score = 3

Figure 4. Device Score and a Warning message

The app also looks at the 3rd party apps installed on the
phone and their permissions and how many have40% or more
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requested permissions than actual permissions as shown in
Figure 5 (B).

• If 4 or more 3rd party apps have - score = 4

• If less than 4 3rd party apps have - score = 3 (still
Green)

• If none (which would be impossible I feel) then
change to the score (still 1).

The app allows the user to launch other activities, which
they set themselves (for proof of concept only) based on the
following scores, score breakdown and permitted activities are
presented in Figure 5

• Payroll allow only when green and bigger screen size
(Tablet, so 6” or greater)

• Social media amber or green

• Finance only green

• Student record only green

• ISIS only green, bigger screen size,

• if OS not up to date, automatically deny even if overall
rating is green

Figure 5. Activity List and Score Breakdown

The end user (admin) can set either a website Figure 4 (C)
or app Figure 5 (A) on their phone which is launched when
they click the relevant button, assuming the button/activity has
not been disabled due to their device score, screen size etc.
Lastly, the end user can submit their device data to a Gmail
account/form, this submits/lists all the information fromthe
front screen along with how many potentially insecure 3rd
party apps are on the device. This data is aim to be used
as a training set for the future aspect of this prototype the
immune systems depicted in the conceptual model presented
in Figure 3.

V. CONCLUSION

IoT is undoubtedly transforming our daily lives by creating
opportunities to live better and more efficiently. The increase
of Smart Devices is transforming residential homes into Smart

Homes. Sooner rather than later, every home will evolve into
a Smart Home due to the numerous benefits they provide.
However, whilst the benefits of Smart Homes may outweigh
the problems for users it is important to address the security-
related challenges and concerns within this domain. We have
provided a brief description and analysis of the issues of smart
device, and the main contribution of our paper is in term of
providing a conceptual framework and road-map to a more
secure devices security ecosystems based on lessons learned
from nutrition labels in both food and tobacco industries. The
next step of this paper is to provide a proof of concept that
will demonstrate the effectiveness of this framework and road-
map to the cyber security ecosystems of smart spaces while
highlighting the benefits of the road-map to the three-fold
contribution/aims of the paper. This will further be enhanced
by providing a proof of concept and more intelligent zero-trust
framework for CyberSDnL.
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Abstract—The cycles of adaptation by attackers are ever-
increasing. To meet these evolving threats, outsourcing to 
Managed Security Service Providers (MSSPs) has become 
prevalent. As these MSSPs contend with a torrent of varied 
attack vectors, they are increasingly utilizing Artificial 
Intelligence (AI) to assist them in protecting their clients. 
Practitioners often assert that systems which provide decisions 
can be construed as AI; along this vein, this paper presents 
summary results of a prototype orchestration framework that 
selects and prioritizes cyber tools to be utilized against a 
continuous stream of testbed cyber-attacks. This orchestration 
framework is predicated upon the hybridization of a modified 
Deep Belief Network (DBN) conjoined with a particular 
cognitive computing precept (the acceptance of higher 
uncertainty amidst lower ambiguity for compressed decision 
cycles); for uncompressed decision cycles, it utilizes a modified 
Stacked Generative Adversarial Network (SGAN), which serves 
as a feeder to a Lowering Ambiguity Accelerant (LAA). Results 
show promise during the 1-5 day period; work has already 
commenced for improving the performance for day 6+, and 
uptime is already at 38 days with minimal degradation. 

Keywords-Cyber Attack Accelerants; Orchestration 
Framework; Uncertainty/Ambiguity Calculus; Deep Belief 
Network; Generative Adversarial Network.  

I.  INTRODUCTION  
Organizations in the Indo-Asia Pacific are currently 

undergoing a rapid phase of Information Technology (IT) 
development. Yet, with a large number of companies 
belonging to the Small and Medium Enterprises (SMEs) 
segment, there is limited capital available for massive 
investment into IT infrastructures and manpower. This has 
resulted in these SMEs (and large industries alike) to turn to 
third-party Managed Service Providers (MSPs), who can 
handle the maintenance and monitoring of their mission-
critical applications around the clock. This operational tempo 
for the MSPs has necessitated the use of Artificial Intelligence 
(AI) to consolidate data and streamline processes in their 
continuous efforts to defend both SMEs and enterprise level 
companies. This paper presents a modified Stacked 
Generative Adversarial Network (SGAN) for uncompressed 
decision cycles and a modified Deep Belief Network (DBN) 
for compressed decision cycles. A particular focus is given to 
the AI accelerant methodology utilized to compress the 

decision-making cycles of the prototype orchestration 
framework.   

The remainder of this paper is organized as follows: 
Section II discusses the ecosystem of managed service 
providers and managed security service providers as well as 
an exemplar sector (e.g. energy). Subsequently, Section III 
explores potential accelerants for cyber attackers, which 
ironically also serve as instruments for cyber defenders. Then, 
Section IV delves into a posited prototype orchestration 
framework to help mitigate against accelerated cyber-attacks. 
Section V posits a cognitive computing precept (e.g. tolerance 
for higher uncertainty); of note, Section V also provides 
pertinent background context regarding precision/accuracy 
and quantitative/qualitative data. The inclusion of Section VA 
and VB should be clarified. Prodigious amounts of funding 
have been spent on biomimetic projects, such as attempting to 
emulate the brain, via synthetic processes. However, in the 
emulation, oftentimes, certain vital aspects are excluded 
during the dimensionality reduction of the problem. Indeed, 
many projects have suffered as they have missed the criticality 
of the inclusion of certain dimensions, such as morphology. 
To articulate this “lessons learned” vantage point, this paper 
focuses upon the underlying logic needed to inform future 
biomimetic efforts. Section VI posits an artificial intelligence 
precept (e.g. desire for gestaltian closure); of note, Section VI 
also provides pertinent background context regarding deeper 
belief amidst compressed decision cycles, the use of a deep 
belief network over deep learning amidst compressed decision 
cycles, and a higher tolerance for uncertainty amidst 
compressed decision cycles. Furthermore, the topics of 
Section VI are expounded upon because the hybridization of 
artificial intelligence precepts with cognitive computing 
precepts for machine-speed performance is often not treated 
synchronously. In fact, many projects claim accelerated 
performance, but often do not incorporate a Deep Belief 
component for handling decision-making amidst compressed 
decision cycles. Avoiding the challenge of these trans-
disciplinary issues often results in only incremental 
improvement paradigms. Section VII presents the 
experimental results from the hybridized computational 
methodology of Section V and Section VI. Section VIII 
presents further enhancements to the posited hybridized 
computational methodology of Section VII. Finally, the paper 
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reviews and emphasizes key points within Section IX, the 
conclusion. 

II. ECOSYSTEM OF MANAGED SERVICE PROVIDERS 

A. Managed Service Providers (MSPs) 
MSPs are, in many cases, an IT services provider that 

manages a defined set of services for its clients, as agreed 
prior, or as the MSP (in many cases, not the client) 
proactively determines. MSP roles have evolved as they have 
gone from simply maintaining legacy systems (a report by 
Cisco posits that 65% of IT budgets are allocated for keeping 
systems functional [1]). In contemporary times, the MSP 
remotely manages the client’s IT infrastructure and/or end-
user systems, typically under a subscription model or “pay as 
you go” pricing model. According to MarketsandMarkets, 
the global MSP market is forecast to grow from USD$107.17 
billion in 2014 to USD$193.34 billion by 2019 [2], and the 
market is expected to increase as more clients are focusing on 
their core competencies rather than on IT maintenance and 
troubleshooting issues. The current compound annual growth 
rate (CAGR) is 12.5% [2], and this CAGR is expected to rise 
quickly as IT expenditures shift from a capital expenditure 
(CapEx) to operational expenditure (OpEx) model.  

B. Managed Security Service Providers (MSSPs) 
MSP responsibilities are increasingly shifting from 

repairs, patches, delivery of new software, and incorporation 
of cloud services to that of data-related security services. 
According to Gartner, a new class of MSP, the Managed 
Security Service Provider (MSSP), has emerged to provide 
outsourced monitoring and management of security devices 
and systems. Prototypical managed services now include, 
among others, managed firewall, virtual private network, 
vulnerability scanning, anti-viral services, and intrusion 
detection. Outsourcing to MSSPs has typically improved the 
client ability to deter cyberthreats, and among other 
assessments, the Gartner Magic Quadrant (MQ) for Managed 
Security Service Providers and the International Data 
Corporation (IDC) MarketScape: Worldwide Managed 
Security Services 2017 Vendor Assessment compares and 
contrasts MSSPs. MSSPs have burgeoned not only in 
industries that have experienced massive compromises in 
recent times (e.g., healthcare), but also in areas that are at 
unprecedented levels of risk (e.g., energy sector). 

C. MSPs and MSSPs for the Energy Sector 
By leveraging available high-speed Internet connections 

and user-friendly Software-as-a-Service (SAAS) interfaces, 
MSPs within the energy sector are helping building owners 
and operators lower energy usage, increase building 
operations efficiency, and optimize the climate control 
conditions in tenant working spaces. These MSPs are 
endeavoring to leverage cloud-based software and the more 
granular control of Internet of Things (IOT) devices to deliver 
their managed services. This paradigm has yielded new 
vulnerabilities within the cyber domain, such as in Figure 1. 

 

 
Figure 1.  Cyber Electromagnetic Vulnerabilities [3].  

MSSPs, such as within the energy sector, are scrutinizing 
the attack surface problem — the exposure or exploitable 
vulnerabilities that exist within a system — particularly at the 
“weak links in the chain” (which represents the weakest 
members of a system, and because of these points of failure, 
the entire system may fail). It is well known that the three most 
common attack surfaces include: (1) human attack surface 
(e.g., social engineering, insider threat, errors of omission or 
commission), (2) network attack surface (e.g., open ports on 
outward-facing Web servers, code listening on those ports, 
and services available on the inside of the firewall), and (3) 
software attack surface (with a focus on Web applications). 

Putting aside the large issue of human attack surfaces, the 
SANS Technology Institute asserts that the amalgam of 
network attack surfaces and software attack surfaces 
constitute high exposure dimensions. With regards to 
software attack surfaces, an ever-increasing amount of 
funding is being spent on developing an escalating number of 
Web applications that are mission-critical. Concurrently, 
attackers are becoming more adept at exploiting Web 
applications. There is a plethora of penetration testing (a.k.a. 
pen testing) tools and Web application security assessment 
tools that help identify known and unknown vulnerabilities. 
These tools can assist in: (1) reducing the amount of code 
executing (i.e. turning off certain features), (2) reducing the 
volume of code that is accessible to users (i.e. establishing 
user privileges), (3) constraining the damage, if code is 
indeed exploited (i.e. damage control rule sets). However, 
there are limitations to these prototypical tools. Pen testing 
itself is limited in scope, and most organizations are not able 
to exhaustively test the entire portfolio of their systems due 
to resource constraints and practicality. Also, as pen testing 
involves a particular set of tests over a certain amount of time, 
attackers can plan and execute over a longer time frame. 
Furthermore, pen testing is limited to the models that are 
created, and the attack surface might be at higher exposure 
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than anticipated. There are also limitations to the automated 
tools for Web application security scanning. While scanners 
can identify the more serious technical flaws within 
applications, they are not able to identify logical (e.g., 
architectural, design) flaws that were introduced before the 
coding, authentication, and authorization took place. 

III. ACCELERANTS FOR CYBER ATTACKERS 
Cyber attackers are becoming increasingly adept.  Just as 

MSPs and MSSPs are leveraging early warning indicators, 
such as the National Vulnerability Database (NVD) and 
Sentient Hyper Optimized Data Access Network 
(SHODAN), cyber attackers are also leveraging these assets 
for exploitation opportunities and as attack accelerants. 

A. NVD 
The National Institute of Standards and Technology’s 

(NIST) NVD lists various known vulnerabilities. The NVD 
utilizes a Common Vulnerability Scoring System (CVSS), 
which provides an open framework for communicating the 
characteristics and impacts of IT vulnerabilities. A sample 
vulnerability and CVSS score is shown in Table 1. 
 
TABLE 1. CHARACTERISTICS OF A NATIONAL VULNERABILITY 

DATABASE (NVD) VULNERABILITY 
 

Characteristics of an 
NVD Vulnerability 

Description 

CVSS 2.0 Base Score High 7.8 

Vulnerability Type(s) Denial of Service 

Availability  
Impact 
 

Complete (there is a total shutdown 
of the affected resource. The 
attacker can render the resource 
completely unavailable). 

Access  
Complexity 

Low (specialized access conditions 
or extenuating circumstances do 
not exist. Very little knowledge or 
skill is required to exploit). 

Authentication 
Not required (authentication is not 
required to exploit the 
vulnerability). 

 
The NVD’s CVSS Specification Documents provide severity 
explanations. For this example, a CVSS Base Score of 7.8 is 
high, whether it is for the CVSS v2.0 Specification Document 
or for the CVSS v3.0 Specification Document, as is 
articulated (bolded and italicized) in Table 2 and Table 3.  

TABLE 2. CVSS V2.0 RATINGS 

Severity Base Score Range 
Low 0.0 - 3.9 

Medium 4.0 - 6.9 
High 7.0 – 10.0 

 

TABLE 3. CVSS V3.0 RATINGS 

 

B. SHODAN 
Unlike traditional search engines that obtain information 

on the World Wide Web (WWW), SHODAN endeavors to 
obtain data from the ports of Internet-connected devices 
accessible by the WWW. Hence, cyber attackers can exploit 
SHODAN to find various technologies including the 
Supervisory Control and Data Acquisition 
(SCADA)/Industrial Control Systems (ICS) of the energy 
sector. Attackers can accelerate their attack by performing 
bulk searching and processing of SHODAN queries, via 
software called SHODAN Diggity, which provides a list of 
167 search queries in a dictionary file, known as the 
SHODAN Hacking Database (SHDB). The described 
process, as shown in Figure 2, is streamlined and enhanced 
by SearchDiggity, which is a Graphical User Interface (GUI) 
application developed for the Google Hacking Diggity 
Project. It serves as a front-end to SHODAN Diggity. In 
essence, an attack surface area may be at greater exposure due 
to the combinatorial of elements (e.g., Search Diggity, 
SHODAN, SHODAN Diggity, SHDB, etc.) that may be 
utilized maliciously by an attacker as accelerants. 

 

 
Figure 2.  Interplay among the Components of an Internet-connected 
Devices Search Engine and Exemplar Internet-connected Technologies.  

Severity Base Score Range 
None 0.0 

Low 0.1 - 3.9 

Medium 4.0 - 6.9 

High 7.0 - 8.9 

Critical 9.0 - 10.0 
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There are many other potential attack accelerants in addition to 
SHODAN. 

IV. A PROTOTYPE ORCHESTRATION FRAMEWORK TO 
MITIGATE AGAINST ACCELERATED CYBER ATTACKS 

As MSPs and MSSPs are determining the services that are 
needed by their clients, particularly within the energy sector, 
they are increasingly prototyping various cyber defense 
frameworks and tools. According to MSP Alliance (an 
international association of cloud computing providers and 
MSPs) contributor Charles Weaver, “the most advanced tools 
become feathers in the caps of service providers” [4].  

This paper focused upon a research project that involved 
devising a prototype orchestration framework, which focused 
upon Intrusion Detection Systems (IDS) (a  security 
technology originally built for detecting vulnerability 
exploits), Network Intrusion Detection Systems (NIDS) (a 
device or software application that monitors a network of 
systems), Host Intrusion Detection System (HIDS) (a system 
of monitoring and analyzing the internals of a computing 
system, as well as the network packets at its network 
interfaces), Network System Monitors (NSM) (a system that 
constantly monitors a network for slow or failing 
components, and in many cases, an assigned tool(s) will try 
to recover the problem by running a system administrator-
defined program or by restarting a process), and Host System  
Monitors (HSM) (a more localized non-network monitoring 
agent).  This  is  delineated  in  Figure 3.   Within this figure, 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

various Off-the-Shelf (OTS) tools are organized under IDS. 
Some of the presented tools include the following. 
 

• Snort. Free, open source NIDS software. Entered 
InfoWorld’s Open Source Hall of Fame as one of the 
“greatest open source software of all time” [5]; 

• OSSEC. Free, open source HIDS software; 
• Wireshark. Free, open source NSM packet analyzer. 

Acclaimed by IDG Research as the “world’s leading 
network traffic analyzer” [6]; 

• Server Health Monitor. Free HSM software. 
 
The tools are further organized as follows: (1) NIDS (with 
NSM sub-category), and (2) HIDS (with HSM sub-category) 
categories. For example, “Snort” is categorized under NIDS, 
“OSSEC” under HIDS, “Wireshark” under NSM, and 
“Server Health Monitor” under HSM.  

The discussed prototype orchestration framework does 
indeed endeavor to recognize the type of cyber-attack, but the 
focus is on how it procedurally recommends certain tools to 
be run against the attack vector (refer to Figure 4), 
recommends accelerant tools (third-party enhancements) 
based upon the decision cycles available (please refer to 
Figure 5),  and further recommends tools based upon the 
effectiveness of the prior tools utilized (please refer to Figure 
6). In essence, the involved prototype orchestration 
framework is predicated upon the hybridized computational 
methodology discussed herein. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
  

Figure 3.   Prototype Orchestration Framework for IDS: NIDS (with NSM) & HIDS (with HSM).  
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Figure 4.   Prototype Orchestration Framework identifies the attack vector (e.g., Secure Socket Shell [SSH] Brute Force as well as Denial-of-
Service [DoS]) and procedurally recommends certain tools.  

 

 

Figure 5.   Prototype Orchestration Framework recommends accelerant tools based upon the decision cycles available. 

 

32Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           42 / 116



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. POSITED COGNITIVE COMPUTING PRECEPT: A 
TOLERANCE FOR HIGHER UNCERTAINTY 

Cognitive computing aims to solve problems with 
naturalistic processes (e.g., human thinking). For example, a 
naturalistic process would segue into a decision (and 
manifestation) of “fight” or “flight.” With funding from the 
Defense Advanced Research Projects Agency (DARPA), 
Dharmendra Modha of IBM’s Almaden Research Center 
reverse engineered a monkey (type: macaque) brain so as to 
engineer one of their own, via a project called Systems of 
Neuromorphic Adaptive Plastic Scalable Electronics 
(SyNAPSE). “In May 2009, the team managed to simulate a 
system with 1 billion neurons, roughly the brain of a lower 
mammal,” but the key exception was that the brain only 
operated at one-thousandth of real time, not enough to 
perform what Modha referred to as the essentials: food, fight, 
flight, and mating [7]. In this section, a similar case study — 
that of the Tyot Alba — is presented, and a supposition is put 
forth (as a cognitive computing precept), as to how best 
contend with the problem faced by Modha.  
A. Precision and Accuracy 

In 2009, a strain of the human influenza virus combined 
by random chance with a strain of swine influenza in rural 
Mexico, and the swine flu epidemic (involving the	H1N1 
influenza virus) was born. After the epidemic breached the 
U.S.-Mexico border, two teams of scientists offered 
predictions of how broadly the virus would spread throughout 
the U.S. Although the teams had worked independently, they 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
produced strikingly similar results, and policy makers and 
scientists alike took that similarity as a sign that their 
predictions were accurate. Even more convincing to many 
were the methods by which they produced those predictions. 
Both groups processed prodigious amounts of data on human 
mobility (e.g., understanding human mobility patterns, via 
mobile phone records) and face-to-face interactions so as to 
produce a time-varying model of the nation’s face-to-face 
social network. 

To produce their predictions, both groups simulated the 
infection dynamics on that social network using the widely 
accepted Susceptible-Infected-Recovering (S-I-R) model of 
viral transmission. This model consisted of a set of coupled 
differential equations (a mathematical equation for an 
unknown function of one or several variables) with a small 
number of free parameters, and the simulation teams obtained 
estimates of those parameters from the Centers for Disease 
Control and Prevention (CDC), which seemed to be, from a 
provenance perspective, the best possible source of 
epidemiological statistics. Based upon all these efforts, both 
teams confidently concluded that about 1,000 people across 
the country would become infected with swine flu in the 
following month. Yet, by the end of that month, the number 
of infections was well over 100,000. The question then arose 
as to how the teams’ estimates were askew by an error margin 
of 10,000%. 

It turned out that the estimates of the disease’s virulence, 
which the researchers had obtained from the CDC, were far 
too low. Even though the estimates had excellent provenance, 

 

Figure 6.   Prototype Orchestration Framework recommends further tools based upon the effectiveness of the prior tools utilized. 
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they had poor pedigree; the estimates were based on reports 
coming out of rural Mexico, where, it turned out, many 
people infected with swine flu had not sought medical 
treatment at the facilities monitored by the public health 
agencies, who had then produced the estimates. 

Despite the tremendous sophistication of both teams’ 
contextual models, the models were highly sensitive to the 
underlying parameters. Since both teams had used the same 
CDC numbers for their simulations, they had produced nearly 
identical answers. Hence, while the estimates had excellent 
precision, they had poor accuracy; the teams’ models 
consistently produced the same results, thereby 
demonstrating reproducibility or repeatability, but the results 
were far afield from the actual values. 

B. Quantitative and Qualitative Data 
Since the 19th century, scientists have known that the brain 

consists of many interacting neurons, and they have 
suspected that brains (hence, people) behave in the way they 
actually do because of the specific properties pertaining to the 
neuronal cells and their concomitant networked interactions. 
As the 20th century progressed, neuroscientists studied these 
properties in greater detail. They learned that electrical 
currents flow through neurons and across their enclosing 
membranes, and they studied which molecules control those 
currents as well as even the precise chemical processes that 
allow these molecules to do so. They also learned that 
neurons interacted at small, specific locations—synapses—at 
which the enclosing membranes of the neuron nearly 
touched. These synapses were asymmetric; one “upstream” 
neuron would release one of a small set of “neurotransmitter” 
molecules from its side of the synapse, and these molecules 
bound to proteins on the other neuronal cell’s side of the 
synapse, which, in response to this binding, allowed electric 
current to flow into the cell. When enough electric current 
flowed into the cell within a relatively short period of time 
(about 1 millisecond), it triggered the downstream cell to 
release neurotransmitter molecules from a different set of 
synapses for which it was the upstream cell. In terms of 
overall architecture, all the neurons in the brain are linked by 
an intricate Web of these synapses, which is sufficiently 
complex to produce the complex set of behaviors that include 
memory recall on how to perform a specific action.  

However, for the neuroscientist, it was difficult to 
measure the strength of the interaction between two cells 
grown in a lab, and it was even harder to measure the 
connection strengths within an intact brain. Subsequently, 
scientists adopted a simple model of this complex biophysical 
system, which they termed a neural network. This simplified 
model included a set of neurons, a listing of which particular 
neurons had made synapses onto each other, as well as a 
listing of the strength and sign of those synapses (whether 
they caused current to flow in or out of the downstream cell). 
Various neural network models used more or less complex 

models to describe the biophysics within neurons: (1) some 
used a discrete-time process, for which, at each time-point, 
all the neurons would simultaneously update the signals they 
sent out of their upstream synapses, based upon the signals 
they received at the previous time point; (2) more complex 
approaches used differential equations to model the 
interactions of incoming signals from different times and 
non-linear response functions (such as the work of Stanford 
University School of Medicine’s Harley H. McAdams) to 
calculate the neuron’s output from its time-weighted input.  

Unfortunately, neuroscientists did not have access to all 
the requisite information needed to construct even 
minimalistic models for a real brain (the human brain has 
~100 billion neurons and ~100 trillion synapses). However, 
through careful behavioral experiments, paired with 
measurements of some of the connections within certain parts 
of the brain, and the electrical currents flowing through those 
neurons, scientists have been able to apply the neural network 
model to offer possible explanations for many brain 
functions.  

To provide some insight into the complexity, Knudsen 
and Konishi’s 1978  work on the Tyot Alba (a.k.a. “barn owl” 
or “common barn owl”) is introduced; a series of careful 
behavioral experiments in the 1980s revealed that barn owls 
have the ability to very precisely locate the source of a sound, 
via interaural time difference and interaural level difference. 
In essence, the barn owl achieves the requisite and apropos 
“right-left” sound localization (ability to identify the location 
or origin of a detected sound in direction and distance [8]) by 
calculating the time difference between sounds arriving at its 
two ears. A very quick calculation reveals that the time 
difference will be less than .1 milliseconds, meaning that for 
the barn owl to utilize the changes within that difference to 
calculate position, it must be sensitive to differences an order 
of magnitude smaller or even beyond (e.g., approximately .01 
milliseconds). However, as described previously, neurons in 
the neural network model respond to inputs averaged at 
roughly 1 millisecond and beyond, meaning that the neural 
network model does not adequately explain the barn owl’s 
aural system.  

The explanation turns out to involve the interplay of the 
spatial organization of the connections between the neurons 
within the system coupled with subtle biophysical differences 
between the effect of signals that arrive through adjacent 
synapses as well as the signals that arrive at distant synapses. 
Hence, to understand how barn owls locate sounds, it is 
necessary to know not only which neurons are connected to 
each other, but also their specific biophysical properties, the 
exact spatial locations in which they connect, and the detailed 
shapes of the neurons within the network as well as the 
overall shape of the [neuronal] network. In other words, it is 
essential to have a comprehensive knowledge of the 
morphology, epistemology, and praxis of the system [9]; 
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attempts to simplify the description too much results in a loss 
of ability to explain the effect being studied.  

In modern times, it has been noted that many elegant 
quantitative models do not well describe natural phenomena, 
and the notion of quantitative (in)exactitude has challenged 
the promise of exponential increases in computing power. 
After all, data comes in two forms: quantitative data (data 
that can be measured) and qualitative data (data that can be 
observed, but not necessarily definitively measured — e.g., 
textures, smells, tastes). However, for both cases, the 
processed data still constitutes information.  

C. Uncertainty and Ambiguity 
Oftentimes, the desire to lower uncertainty (a lack of 

information) and achieve quantitative definiteness 
“overshadows” the need to lower ambiguity (a lack of clarity 
or context around the information). While reducing 
uncertainty is linear, reducing ambiguity is iterative. By way 
of example, an answer in response to a question temporarily 
reduces ambiguity. However, in answering the question, it 
leads to more questions, with more questions begetting more 
answers, and so on. Each answer is responsive to that specific 
question, but by being successive (and iterative), it only 
slightly reduces the ambiguity around the initial query.  

Within these environs of ambiguity, decision-making 
typically occurs before the full context and consequences are 
known, as much of learning is derived from retrospection, 
and any delays may render the information-at-hand out-of-
date. Hence, for decision-making amidst compressed 
decision cycles, it is preferable to have lower ambiguity and 
higher uncertainty so as to more closely approximate real-
time responsiveness. Given this uncertainty-ambiguity 
paradigm, if an orchestration framework can successfully 
leverage reduced ambiguity for an isomorphic problem (i.e., 
similar to a previous problem, which has been solved) from 
another situation, higher uncertainty will be tolerated 
assuming the lower ambiguity. Hence, the criticality of a 
repertoire of veteran methodologies and tools (at machine-
speed) to achieve this lower ambiguity should be axiomatic. 
Indeed, if this is accomplished (the ability of computer 
systems to stimulate and complement human cognitive 
abilities of decision-making), a subtle advance in cognitive 
computing will have been made.  

VI. POSITED ARTIFICIAL INTELLIGENCE PRECEPT: DESIRE 
FOR GESTALTIAN CLOSURE 

The Turing Archive for the History of Computing defines 
AI as “the science of making computers do things that require 
intelligence when done by humans” [10]. Practitioners often 
explain the relationship among AI, Machine Learning (ML), 
and Deep Learning (DL) as follows: AI is the idea that came 
first, ML blossomed afterwards, DL is driving AI’s 
explosion, and Deep Belief is currently of keen interest. 

A. Deeper Belief amidst Compressed Decision Cycles 
In accordance with the Shannon-Weaver sender/receiver 

model of communication, a receiver makes a zeroth-order 
approximation of the sender’s intended connotational 
meaning, wherein connotational meaning is determined from 
semantic context (e.g., historical, cultural, political, 
institutional, social, et al), such as the sender’s social behavior 
(e.g., inflection, facial expressions, body language, 
proxemics, et al). Then, utilizing what Richard Palmer termed 
the “constant process of interpretation” [11], the receiver 
recursively makes higher-orders of approximation as more 
semantic contextual information becomes available. For all 
practical purposes, there are finite successive interpretants 
because, according to linguist Louis Hjelmslev, the 
interpretation of the sender’s intended meaning is constitutive 
of, and thereby limited to, the receiver’s life experiences. 
Consequently, according to the founder of analytical 
psychology, psychiatrist Carl Jung, while the symbol may be 
apprehended by the receiver at the conscious level, the 
archetypes, which inform it, exist only at the unconscious 
level; these archetypes are representative of unlearned 
tendencies, similar to the concept of instincts discussed by the 
founder of psychoanalysis, neurologist Sigmund Freud, to 
experience things in an individualized fashion, and in most 
cases, the receiver’s desire for “Gestaltian Closure” leads to 
an assignment of a low-order approximation based upon these 
inherent biases or archetypes. Given compressed (i.e. 
reduced) decision cycles, a special variant Deep Belief 
Network (DBN) may be leveraged as a “Gestaltian Closure” 
accelerant to expedite matters. 

B. DBN over DL for Gestaltian Closure admist 
Compressed Decision Cycles 
• Artificial Intelligence (AI). According to Steve 

Hoffenberg of VDC Research, “In an artificial 
intelligence system, the system would have told … 
[us] … which course of action to take based on its 
analysis. In cognitive computing, the system provides 
information to help … [us] … decide” [12]; 

• Machine Learning (ML).  Some AIs utilize ML. This 
subset of AI is predicated upon algorithms that can 
learn from and make predictions based upon data; 
instead of following a specific set of rules or 
instructions, these algorithms are trained to detect 
patterns within large amounts of data; 

• Deep Learning (DL). In general, DL furthers ML by 
taking the processed information output from one 
layer and feeding it as input for the next layer; 

• Deep Belief Network (DBN). Generally speaking, 
DBNs are Generative Neural Networks (GNN) that 
stack Restricted Boltzmann Machines (RBMs). While 
DBS can become complex, in many cases, they still 
outperform many existing methods of prediction. 

C. Higher Tolerance for Uncertainty amidst Compressed 
Decision Cycles 

As discussed previously in Section V, higher uncertainty will 
be tolerated assuming lower ambiguity. This cognitive 
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computing precept may be leveraged as an accelerant to 
expedite matters amidst compressed decision cycles. When 
combined with a special variant DBN, which may also be 
leveraged as an accelerant, a unique pathway for decision-
making is presented, as shown in Figure 7. By way of 
explanation, data is ingested by two disparate pathways: (1) 
Uncompressed Decision Cycles (UDC), and (2) Compressed 
Decision Cycles (CDC). For UDC, the data is passed for Deep 
Learning (DL) as well as a paradigm of “Higher Ambiguity 
and Lower Uncertainty” (HALU) (i.e. more data is desired). 
In contrast, for CDC (the entire pathway is shown in red 
within Figure 7), data will be passed to a Deep Belief Network 
(DBN) and a “Lower Ambiguity and Higher Uncertainty” 
(LAHU) module. For the UDC pathway, DL and HALU pass 
their votes to a modified N-Input Voting Algorithm (NIVA) 1 
module [13], whose output is then passed along to a modified 
Voting Algorithm for Fault Tolerant Systems (VAFTs) 
module for further processing [14] prior to a decision being 
reached. For the CDC pathway, DBN and LAHU pass their 
votes down a fast track pathway that has its own modified 
NIVA 2 module, an additional “Lower Ambiguity Accelerant 
(LAA),” and a resultant decision. It should be noted that the 
NIVA modules (NIVA 1, NIVA 2) are custom coded variants. 
The VAFTS module is also a custom coded variant. It should 
further be noted that the multi-threaded custom coding (as 
contrasted to single-threaded) and the inclusion of glue code 
constituted a non-trivial endeavor. 
 

 
Figure 7.   Hybridization of a “Lower Ambiguity and Higher Uncertainty” 

precept with a “Deeper Belief amidst Compressed Decision Cycles” 
precept.  

Overall, the cognitive computing precept accelerant, when 
hybridized with a  special variant DBN accelerant, yielded a 
unique pathway for decision-making.   

VII. EXPERIMENTAL RESULTS FROM THE HYBRIDIZED 
COMPUTATIONAL METHODOLOGY 

The goal of the experimental testing was to ascertain how 
the prototype orchestration framework performed when 
benchmarked against acknowledged performance metrics. 
Two separate cyber testbeds on a single cyber range, as well 
as a designated cyber platform for education, training, 
evaluation and exercise (ETEE) were utilized for the 
experiment. The results from the two testbeds were averaged 
for the purposes of Figures 8 and 9 below. Stable operations 
for the prototype orchestration framework equated to less 
than 6 days. Results for the Months/Years category were not 
applicable, as the various iterations were all less than a week 
(i.e. 1-5 days); likewise, results for the Weeks category were 
not applicable. Nevertheless, when benchmarked against 
some percentages from the well-known Verizon Data Breach 
Investigations Report (whose results have been combined in 
some cases — e.g., months with years — for the purposes of 
benchmarking), sub-week results were promising. The time 
from “initial compromise to discovery” shifted to minutes 
rather than hours or days. The time from “discovery to 
containment or restoration” shifted to minutes rather than 
days. The time from “initial attack to initial compromise” was 
pushed out to days rather than minutes, and the time from 
“initial compromise to data exfiltration” was pushed out to 
days rather than minutes or hours. Further investigation is 
needed with regards to the slight degradation in performance 
after several days (i.e. 6+ days) against the programmed 
advanced persistent threats (APTs) of the involved testbeds. 
 

 
Figure 8.   Verizon Data Breach Investigations Report (VDBIR) (whose 

results have been combined in some cases — e.g., months and years — for 
the purposes of benchmarking). 
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Figure 9.   Performance Results of the Prototype Orchestration Framework 
Benchmarked against the Results of the Verizon Data Breach 

Investigations Report. 

Overall, the experimental testing demonstrated that the 
prototype orchestration framework, which incorporated, 
among other notions, an artificial intelligence precept with a 
cognitive computing precept (i.e., hybridization of the LAHU 
precept with a DBN precept), proved promising (as 
demonstrated by the aforementioned results) when 
benchmarked against the acknowledged performance 
metrics. 

VIII. POSITED KEY DL PARADIGM AND LAA FEEDER  

A. DL with SGANS Paradigm 
The contributory DL vote stems from modified [Deep 

Convolutional] Generative Adversarial Networks (GANs) 
[15], each of which is comprised of two neural networks, 
which are pitted against each other (hence, the “adversarial” 
aspect in an unsupervised machine learning paradigm). The 
generative aspect is best described by contrasting it to a 
discriminative aspect. Whereas discriminative models 
endeavor to learn the boundary between classes (given the 
labels y and features x, the formulation p(y|x) equates to “the 
probability of y given x”), generative models endeavor to 
model the distribution of individual classes (the focus is on 
“how you get x,” and the formulation p(x|y) equates to 
“probability of x given y” or the probability of features given 
a class). GANs are well known for being able to, for example, 
find the roads on an aerial map, fill in the missing details of 
an image (up sampling, given the edges), and construct an 
image, which postulates how a person might look when they 
are older [16]. For this experiment, the GANS are stacked; 
hence the paradigm is that of Stacked Generative Adversarial 
Network (SGAN). 

B. LAA, via DL Feeder 
As previously discussed, the higher need for cognitive 

closure [17] drives a tolerance for higher uncertainty given a 
state of relatively lower ambiguity (a repertoire of examples 
of successively handling similar problems). A key factor for 

achieving this steady state of relatively lower ambiguity 
resides in the ongoing learnings of the SGAN in the DL 
module. This feeder mechanism, which is comprised of the 
SGAN in the DL as well as the LAA, was previously shown 
in orange within Figure 7.  

IX. CONCLUSION 
This paper presents the benchmarked performance results 

of a prototype orchestration framework. The premise for 
devising such a system was predicated on the ever-increasing 
cycles of adaptation of cyber-attackers leveraging an array of 
potential accelerants (e.g., NVD, SHODAN, etc.). The 
presented system utilizes several accelerants in an attempt to 
mitigate, via a cyber defense accelerant for particular high 
exposure dimensions (e.g., network, software attack 
surfaces). For the UDC pathway, DL and HALU passed their 
votes along to a modified NIVA 1 module and VAFTS 
variant. For the CDC pathway, DBN and LAHU pass their 
votes down a fast track pathway; this pathway is facilitated 
by a LAA, which has been continuously informed by the 
SGAN from the DL module. The described work has been 
benchmarked, via an ETEE, against various permutations 
generated by the testbeds of the involved cyber range and 
compared to the presented VDBIR. The preliminary results 
of the modified SGAN-DBN-NIVA-VAFTS amalgam seem 
promising. Future work necessitates a further investigation of 
any degradation in performance, as well as the potential 
involvement of other useful algorithmic modifications. 
Collaboration MSSPs have concurred that the discussed 
modified DBN (within the AI->ML->DL paradigm) and 
LAHU as well as their modified SGAN-fed LAA, 
particularly amidst CDC, warrant further research.  
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Abstract—A prototypical solution stack (Solution Stack #1) 
with chosen Open-Source Software (OSS) components for an 
experiment was enhanced by hybridized OSS amalgams (e.g., 
Suricata and Sagan; Kubernetes, Nomad, Cloudify and Helios; 
MineMeld and Hector) and supplemented by select modified 
algorithms (e.g., modified N-Input Voting Algorithm [NIVA] 
modules and a modified Fault Tolerant Averaging Algorithm 
[FTAA] module) leveraged by ensemble method machine 
learning. The preliminary results of the prototype solution 
stack (Stack #2) indicate a reduction, with regards to cyber 
Indicators of Compromise (IOC) and indicators of attack 
(IOA), of false positives by approximately 15% and false 
negatives by approximately 47%.  
 

Keywords-Threat Intelligence Processing Framework 
(TIPF); Security Orchestration (SO); Log [Analysis] and 
Correlation Engine (LCE); Container-Orchestration System 
(COS); Dynamic Service Discovery (DSD). 

I. INTRODUCTION 
At an Advanced Computing Systems Association (a.k.a. 

Unix Users Group or USENIX) Enigma Conference, Rob 
Joyce, the head of the National Security Agency’s (NSA) 
Tailored Access Operations (TAO) hacking team noted that, 
“If you really want to protect your network, you have to 
know your network, including all the devices and 
technology in it.” He went on to add that a successful 
attacker will often know networks better than the people 
who designed and run them [1]. The onus of Joyce’s 
statement is very much, in contemporary times, carried by 
Managed Security Service Providers (MSSPs). The 
increasing level of cyber threats has obligated MSSPs to use 
a defense-in-depth methodology of layering various security 
appliances, and it has been noted that much of the successful 
commercial software applications in this arena is principally 
comprised of either the original or variants of Open-Source 
Software (OSS) projects. Interestingly, commercial 
offerings have, in some cases, become black boxed. The 
ensuing risk is that 41% of cyber-security applications 
contain high-risk open source vulnerabilities [2], and 
according to the 2018 Open Source Security and Risk 
Analysis (OSSRA) report by Black Duck of Synopsys, these 
risks are increasing. Without a firm understanding of the 
innards, MSSPs cannot readily ascertain the risk of the 

black boxed commercial offering itself. Accordingly, 
MSSPs are endeavoring to put forth their own offerings 
(also for market differentiation), in a white box fashion; for 
the purposes of adhering to Joyce’s recommendation, the 
white box approach can be, in some cases, more effective 
than the black box approach, but it is a much more difficult 
pathway in terms of the sophistication needed to understand 
and appropriately orchestrate the various involved 
subsystems. By way of example, a Verizon Data Breach 
Report had articulated that those with robust log analysis 
and correlation were least likely to be a cyber victim; yet, 
legacy approaches to this particular challenge are often 
highly manual in nature, thereby creating complex 
workflows and extending the time needed for 
implementation (rather than decreasing the time needed, as 
desired by the MSSPs). To further the complexity, while 
various security appliances are quite successful at detecting 
and logging attacks and anomalous behavior, contemporary 
threats are characterized by being distributed in nature, 
acting in concert across varied systems, and employing 
advanced detection evasion techniques. Accordingly, 
MSSPs are turning to various means of automation, 
correlation, and orchestration. This paper presents 
preliminary findings from an experiment conducted, which 
focused upon comparing a prototypical solution stack with 
one that was enhanced by hybridized tools and 
supplemented by select modified algorithms. 

This paper describes an experiment of clustering by class 
and hybridizing tools within the same class with certain 
decision-support accelerants to improve detection and 
decision-making. The paper first presents a solution stack 
(Solution Stack #1) with chosen OSS and then presents an 
enhanced solution stack (Solution Stack #2) aiming to reduce 
false positive and false negative of cyber alarms. It then 
proposes a method of leveraging inputs channeled via 
multiple OSS components (within the same class) for various 
classes and utilizes ensemble method machine learning. 
Solution Stack #1 is an original contribution as it combines 
OSS comments via glue code. Solution Stack #2 is an 
original contribution as it utilizes hybridized amalgams not 
discussed robustly elsewhere in literature or implemented as 
described herein. The N-Input Voting Algorithm (NIVA) 
and Fault Tolerant Averaging Algorithm (FTAA) algorithms 
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utilized are variants from the originals and have unique 
architecture and glue code to effectuate their 
implementation; indeed, the implementation was quite 
challenging. The paper is organized as follows: Section II 
discusses the trending toward the increasing utilization of 
MSPs, specifically MSSPs. The discussion also reviews the 
increasing level of cyber threats, which have obligated 
MSSPs to use a defense-in-depth methodology of layering 
various security appliances as well as their own 
differentiated solution stack offerings. Subsequently, Section 
III discusses the acknowledged layers of a MSSP solution 
stack, regardless of the diversification. The layers range from 
Remote Monitoring and Management to Dynamic Service 
Discovery. Then, Section IV delves into the predilection of 
OSS for the experiment of this paper and the preferred 
licenses, which include, among others, the classic GNU 
General Public License as well as the Affero General Public 
License. Section V discusses the OSS components utilized 
for the first phase of the experiment (as part of Solution 
Stack #1). The OSS projects discussed range from Project-
Open to GOSINT. Section VI discusses various OSS 
amalgams, which have been hybridized for enhanced 
performance. Amalgams include Kubernetes, Nomad, 
Cloudify, and Helios. Section VII presents a posited 
hybridized solution stack, which includes the hybridized 
OSS amalgams from Section VI for the second phase of the 
experiment (as part of Solution Stack #2). Section VIII 
provides the experimental results from Solution Stack #1 
(constituting Phase 1 of the experiment) as well as Solution 
Stack #2 (constituting Phase 2 of the experiment). In 
essence, the preliminary results indicate a reduction of false 
positives from Phase 1 of the experiment, Solution Stack #1 
to Phase 2 of the experiment, Solution Stack #2 by 
approximately 15% and a reduction of false negatives by 
approximately 47%. Finally, the paper reviews and 
emphasizes key points in Section IX, the conclusion. 

II. MANAGED SECURITY SERVICES PROVIDER TREND 
According to International Data Corporation (IDC), at 

least 50% of the global [Gross Domestic Product] GDP will 
be digital by 2021 [3]. Yet, digital business has inherent 
cybersecurity risks, and this was articulated by the Digital 
Business World Congress. According to Klynveld Peat 
Marwick Goerdeler (KPTM), Chief Executive Officers 
(CEOs) view cybersecurity as their top risk and innovation 
challenge. As digital business (e.g., Internet of Things 
[IOT], Bring Your Own Device [BYOD], mobile 
computing, cloud computing, etc.) increases in its 
applications, new exploitable vulnerabilities for cybercrime 
will emerge. Along this vein, Cyveillance’s “Cyber 
Intelligence Report” asserts that cybercriminals are 
constantly finding new ways to exploit cyber vulnerabilities 
[4]. Cybercrime damage costs are expected to reach USD$6 
trillion annually by 2021 [5].  According to the Ponemon 
Institute, 98% of business respondents reported that they 
will spend over a million dollars in 2017 on cybersecurity; 
however, many of the systems and people in place are still 

not able to handle either simplistic or complex 
contemporary cyber threats [6]. 

According to Gartner, organizations are expected to 
increase spending on enterprise application software this 
year, shifting more of their budget to Software as a Service 
(SaaS), via the managed services market [7]. 
MarketsandMarkets asserts that the global managed services 
market is approximately USD$152.45 billion [8], and it is 
expected to grow to nearly USD$257.84 billion by 2022 [9]. 
According to Allied Market Research, the global market for 
SaaS or managed cyber security services by Managed 
Services Providers (MSPs) – or, more specifically, Managed 
Security Services Providers (MSSPs) – is expected to garner 
USD$40.97 billion by 2022 [10]. According to Gartner, 
“The EU General Data Protection Regulation (GDPR) has 
created renewed interest, and will drive 65 percent of data 
loss prevention buying decisions today through 2018,” 
“security services will continue to be the fastest growing 
segment, especially IT outsourcing, consulting, and 
implementation services,” and “by 2020, 40 percent of all 
managed security service (MSS) contracts will be bundled 
with other security services and broader IT outsourcing 
projects, up from 20 percent today” [11]. Between 2018-
2025, “The security services segment is expected to grow at 
a [Compound Annual Growth Rate] CAGR of over 18%” 
and “the Asia Pacific is expected to be the fastest-growing 
region over the forecast period, …[due] … to the growing 
adoption of … managed services by the small and medium-
sized enterprises [SMEs], which are expected to drive the 
market growth” [12] (albeit large enterprises are still 
significant as they are establishing branch offices at remote 
locations and outsourcing to MSPs and/or MSSPs as well).  

Hiscox, a cyber insurance company, states that less than 
52% of small businesses have a clearly defined cyber 
security strategy, 65% of small businesses have failed to act 
following a cyber security incident, and less than 21% of 
small businesses have a standalone cyber insurance policy, 
compared to more than half (58%) for large companies [13]. 
According to the Ponemon Institute, 61% of small 
businesses experienced a breach in 2017, and, according to 
the National Cyber Security Alliance, 60 percent of Small 
and Medium Businesses (SMBs) that suffer a cyber-attack 
are out of business within six months of a breach [14]. 
Given the risk, these SMEs or SMBs are treating their 
exposures more seriously. Trends are changing, and 
according to Allied Market Research, SMBs will spend 
approximately USD$11 billion on remotely managed 
security services as well as represent the primary driver for 
the global remotely managed security services market’s 
projected growth [15]; after all, many SMBs have minimal 
IT staffing to handle the ever-increasing complex threats on 
the cyber landscape. Hence, the desire and need for MSSPs 
is ever-increasing. 
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III. LAYERS OF A MSSP SOLUTION STACK 
The following sections discuss the universally 

acknowledged layers of a MSSP solution stack, regardless 
of the differentiation. 
A. Remote Monitoring and Management (RMM) 

Digital business has necessitated automation, and MSPs 
have strived to provide Professional Services Automation 
(PSA) tools to meet this need. Digital business has also 
required remote access (e.g., mobile phones, tablets, 
laptops). Likewise, MSPs have deployed RMM tools to meet 
this need. PSA tools are fundamental for any MSP, as they 
may keep track of customer information, track workflow, 
and generate invoices from that work. Most of this described 
work will involve those things performed and managed 
through the RMM; in essence, PSA is the tool to track the 
work, and RMM is the tool to help effectuate that work.  

B. Machine Learning (ML) for the RMM 
As the RMM is a backbone for the MSP, among other 

applications, Atera (a company that produces software for 
MSPs) CEO Gil Pekelman envisions incorporating ML to 
assist MSPs with tasks, such as how to program an RMM. 
According to Pekelman, with regards to monitoring tasks, 
there are “hundreds of things to choose from … how do you 
know what are the right things to monitor” [16]? Pekelman 
further notes that, in the past, such decisions were based 
upon the MSP’s experience, intuition, and suggestions from 
peers [16]. Current thinking centers upon the fact that ML 
can enhance RMM by shifting from subjective (e.g., 
intuition) to objective (e.g., empirically-based logic) 
monitoring paradigms. 

C. Intrusion Detection System (IDS) and Intrusion 
Prevention Systems (IPS)  
For cyber security, monitoring should be a central tenet 

of any strategy, so a robust monitoring strategy seems 
axiomatic. However, as the time required to operationalize a 
robust paradigm is non-trivial, it is often de-prioritized. A 
classic example involves one of the most notable security 
breaches to date, which involved Equifax, a consumer credit 
reporting agency. More than 145.5 million people were 
affected by the attack [17], which exploited the Apache 
Struts Vulnerability (CVE-2017-5638) [18]. Notably, this 
attack was carried out over time and 30 malicious web 
shells were uploaded over the course of four months [19].  
Ultimately, this catastrophic breach resulted from a failure 
to monitor and act upon security incidents early enough in 
the cyber-attack lifecycle.  

Among other monitoring paradigms, IDS and IPS work 
by actively monitoring network traffic for unusual patterns 
or aberrant behavior. For example, an unusually high 
volume of data being directed to an external Internet 
Protocol (IP) address (e.g., an IP address located in a 
country in which the organization does not perform work) 
might trigger an IDS or IPS alert. The following are some 
general approaches. 

 
1) Signature-Based: will monitor packets on the 

network and compare them against a database of signatures 
(i.e., attributes) from known cyber-threats (i.e., similar to an 
antivirus approach). The deficiency is that there will be a lag 
between the time a new threat is discovered in the wild and 
when the signature for detecting that threat is applied.  
 

2) Anomaly-Based: will monitor network traffic and 
compare it against an established baseline. The baseline will 
reflect what constitutes normal for that network (e.g., 
bandwidth, protocols, ports, devices, etc.). An alert is 
provided when traffic that is anomalous from the baseline is 
detected. 
 

3) Passive: will simply detect and alert. When 
anomalous network traffic is detected, an alert is provided. 
However, human intervention is needed to take an action. 
 

4) Reactive: will not only detect anomalous traffic and 
provide an alert, but will also respond by taking pre-defined, 
proactive actions (e.g., blocking the user or source IP 
address from accessing the network, etc.).  

 
The principal difference between IDS and IPS is that 

while IDS will indeed provide an alert based upon 
anomalous network traffic, it is typically a passive system 
that does not prevent or terminate activity; in contrast, IPS 
typically undertake action. They are broadly classified as 
follows: 

 
1) Network Intrusion Detection Systems (NIDS): are 

placed at strategic points throughout the network to monitor 
traffic to and from all devices. Pragmatically, although 
monitoring all inbound and outbound traffic seems ideal, 
doing so might create a bottleneck that would impair the 
overall speed of the network. 
 

2) Host Intrusion Detection Systems (HIDS): are run on 
individual hosts or devices on the network and monitor the 
inbound and outbound packets to and from the device only. 
D. Unified Threat Management (UTM) 

In an attempt to simplify and unify matters, UTM 
devices typically integrate a range of security devices, such 
as firewalls, gateways, and IDS/IPS into a single device or 
platform. The consolidation of these functions can simplify 
management tasks and training requirements; however, it 
can also create a single point of failure. 
E. Security Information and Event Management (SIEM) 

SIEM works differently from the UTM. Rather than 
replacing antivirus, firewalls, or IDS/IPS, SIEM operates in 
a complementary fashion with these devices to collect and 
correlate information from the log and event data produced 

41Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           51 / 116



 

by the disparate systems (e.g., devices, applications) on the 
network. While individual devices or point applications may 
provide various fragments of information, the SIEM assists 
in assembling higher order vantage points to identify 
security risks, which individual devices and applications 
may not identify. Via this defense-in-depth methodology, 
the SIEM can help identify attacks during the initial stages 
of the cyber kill chain rather than the final stages.  

 
1) Security Incident Indicator of Compromise (IOC) 
To avoid security incidents from occurring, MSSPs are 

increasingly leveraging IOCs (e.g., malware, exploits, 
vulnerabilities, IP addresses, etc.). These IOCs are typical of 
the evidence left behind when a breach has occurred. 
Utilizing IOCs forensically constitutes a reactive posture.  
 

2) Indicator of Attack (IOA):  
In contrast, the utilization of IOAs (e.g., code execution, 

command and control, lateral movement) segue to a 
proactive stance, as  cyber defenders actively hunt for early 
warning signs that an attack may be underway.  

F. Threat Intelligence Platform (TIP) and Threat 
Intelligence Processing Framework (TIPF) 
IOCs and IOAs are amalgamated from heterogeneous 

external sources (e.g., Spamhaus) by TIPs, which endeavor 
to aggregate, correlate, and analyze threat data from 
multiple sources in real-time to support defensive actions. 
The advantage of disparate sources is that each will have 
varied techniques and tools for operationalizing various 
compliance regimes. In turn, TIPFs can, in some cases, 
study IOCs and IOAs so as to capture cross-incident trends. 
TIPFs effectively translate collected IOCs and IOAs into 
actionable controls for enforcement on security devices.  

G. Optimizing SIEM with Security Orchestration (SO) 

The SIEM is unable to, inherently, reduce the number of 
false positives (i.e., if the SIEM sends thousands of false 
alarms every day, it becomes nearly impossible to keep 
pace, ascertain the alerts that matter, and respond in a timely 
fashion). By leveraging SO, the SIEM can focus on 
collecting data and correlating alerts, while SO (considered 
an enhancement to SIEM) actions, taken across the entire 
security product stack, can scale SIEM capabilities by 
automating tasks (e.g., IP lookups, log queries, etc.) and 
streamlining the alert ingestion from multiple sources (e.g., 
TIPs, TIPFs) so as to produce tailored response playbooks, 
as automated, orchestrated security responses (as well as 
potentially handling the investigation and remediation 
process), such as the following: 

1) Firewall 
• Proactively blocks IP addresses of recognized 

attacks (e.g., ransomware) and/or attackers; 
• Proactively blocks newly detected attackers 

discovered by peers within the trusted circle; 

• Automatically blocks the IP address of an attacker, 
a compromised device from outbound 
communication, etc.; 
 

2) Network Device 
• Automatically takes a snapshot image of the 

suspected device; 
• Automatically removes or quarantines the device 

from the network; 
 

3) User Account 
• Automatically locks an account for a period of 

time; 
• Automatically forces the password reset of a 

suspicious account. 
The described automated actions assist in reducing false 
positives and better illuminating those alerts, which require 
further human investigation.  

H. Log [Analysis] and Correlation Engine (LCE) as a  
Monitoring Strategy 
The “Verizon Data Breach Report: Detective Controls by 

Percent of Breach Victims” highlighted the fact that 71% of 
the breach victims were those that relied predominantly upon 
System Device Logs, 30% for Intrusion Detection Systems, 
20% for Automated Log Analysis, 13% for SIEM, and 11% 
for Log Review Process [20]. In essence, a comprehensive 
log review process or analysis (perhaps a combination of 
manual and automatic log analysis) very much minimizes 
cyber breaches. Indeed, per various Verizon Data Breach 
Reports, investigators noted that a substantive portion (e.g., 
66%) of victims had sufficient evidence available within 
their logs to discover the breach had they been more diligent 
in analyzing such resources [21]. Accordingly, in addition to 
extrospection (e.g., TIPs and TIPFs), there should be a 
particular emphasis placed on introspection at the log level, 
such as by the SIEM and SO. 

Aggregating security log data, via Vulnerability 
Scanners (VS), further streamlines the analysis of network 
vulnerabilities. In general, software security updates 
endeavor to address vulnerabilities; with the escalating 
vulnerabilities populating the cyber landscape, software 
update deployment velocity is increasing. To address this 
phenomenon, DevOps (a portmanteau of “Development” 
and “Operations”) has surged. Among other solutions, 
containerization is often used in DevOps; containerization 
supports the ability to package application dependencies 
with the application itself, thereby ensuring that the 
application will perform in a consistent fashion wherever it 
is deployed; these applications can be modularized further 
into a collection of loosely coupled services called 
microservices, each in a container. Containers enable instant 
scale, as they take microseconds to instantiate, as contrasted 
to a virtual machine (VM), which can take minutes. Also, 
VMs generally support one application per Operating 
System (OS), due to potential conflicts with dependencies 
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(e.g., differing versions of external Dynamic Link Libraries 
[DLLs]). Virtualization has optimized IT work flow 
processes, via the capability of running multiple OS on a 
single server or system. For the discussed experiment, the 
container approach was utilized, as containers make it 
possible to deploy applications on generic VMs that do not 
have to be preconfigured to support the involved 
applications. This provides more flexibility, as the VMs can 
be treated generically (not specifically, as in the traditional 
case), thereby providing the ability to leverage any of the 
VMs (i.e., not just ones that are prepared to accept a specific 
application).  

Containers are, in turn, run by a Pod, which represents a 
running process, as it encapsulates an Application (App) 
container (which contains the program code and its activity) 
or, in some cases, multiple containers. For a Pod that runs a 
single container, the Pod can be construed as a wrapper, and 
the Pods are the managed entity rather than the containers 
directly. For a Pod that encapsulates an application 
composed of multiple co-located containers (that are tightly 
coupled and form a single cohesive unit of service, such as 
for the case of a container serving files from a shared 
volume, while a separate “sidecar” container refreshes those 
files), the Pod serves as a wrapper for both the containers 
and storage resources, together, as a single manageable 
entity. This paradigm is shown in Figure 1. 

 

 
Figure 1.  Exemplar Pod, Container, Volume Paradigm for Log Files 

LCEs involve logging components (e.g., log reader), 
which can be deployed as App containers (within Pods) 
inside a cluster, which can refer to running an application in 
multiple processes (i.e., Pods), all receiving requests on the 
same port. In general, contemporary software applications 
(e.g., service-oriented architecture or SOA) are composed of 
multiple services; this entails multiple containers or services 
comprising a single App that needs to be deployed as a 
distributed system; such a system is complex to scale and 
manage. To move beyond the simple management of 
individual containers of simple Apps and move toward 
larger enterprise applications with microservices, it is 
necessary to utilize container-orchestration platforms. 

I. Container-Orchestration System (COS) 
For scalable, multi-container Apps, COS are generally 

utilized to automate the deployment, scaling, and 
management. In other words, COS will automatically start 

containers, scale-out containers with multiple instances per 
image, suspend them or shut them down as needed, and 
control how they access resources, such as network and data 
storage. Whatever the design for the COS, the task is to 
provide optimization for the involved container-based 
distributed system [22]. 

J. Dynamic Service Discovery (DSD) 
Service discovery is a key component of most distributed 

systems and SOAs, as clients seek to determine the IP 
address port for a service that exists on multiple hosts. For a 
simple network, static configuration of IP addresses and 
ports might suffice. However, as more services are 
deployed, the complexity increases. For a high-performance 
operational system, service locations can change quite 
frequently as a result of automatic or manual scaling, new 
deployments of services, and hosts failing or being replaced; 
for this situation, dynamic service registration and discovery 
becomes much more important to avoid service interruption. 
Indeed, DSD is a key factor in achieving an adaptable, 
loosely-coupled, and more resilient SOA [23]. 

IV. OPEN-SOURCE PREDILECTION FOR THE EXPERIMENT 
Having performed several iterative deployments of the 

stacks discussed herein, one experiential learning, among 
others, has been that past performance may not be an 
indicator of future results. Sometimes, commercial solutions 
may quickly advance to the forefront, but in some cases, 
many are overtaken by OSS projects. Among various 
reasons, innovation, particularly as pertains to the 
commercial offerings, may decrease after the product 
reaches a certain level of maturity. In several other cases, 
the more successful commercial solutions are comprised of 
either the original or variants of open-source projects. For 
this experiment, only OSS projects under the following 
licenses were utilized. 

A. GNU General Public License (GPL) 
GPL is a widely used free software license, which 

guarantees end users the freedom to run, study, share and 
modify the software. 

B. MIT License (MITL) 
The MIT License is another widely used free software 

license, which grants end users the freedom to deal with the 
software without restriction, including without limitation the 
rights to use, copy, modify, merge, publish, distribute, 
sublicense, and/or sell copies of the software. 

C. Apache License 
The Apache License is yet another utilized free software 

license that allows the user of the software the freedom to 
use the software for any purpose, to distribute it, to modify 
it, and to distribute modified versions of the software, under 
the terms of the license, without concern for royalties (of 
special note, Apache License Version 2.0 requires 
preservation of the copyright notice and disclaimer). 
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D. Affero General Public License 
The Affero General Public License (a.k.a. Affero GPL, 

Affero License) is either of two distinct, though historically 
related, free software licenses: (1) Affero General Public 
License Version 1.0 (AGPLv1), which is based upon the 
GNU General Public License Version 2.0, and (2) Affero 
General Public License Version 2.0 (AGPLv2), which is a 
transitional license for an upgrade path from AGPLv1 to the 
GNU Affero General Public License, which is compatible 
with GNU GPL Version 3.0. Both versions of the Affero 
GPL were designed to close a perceived Application Service 
Provider (ASP) loophole in the GPL (i.e., using, but not 
distributing software, left copyleft provisions untriggered). 

E. Mozilla Public License 
The Mozilla Public License (MPL) defines rights as 

passing from “Contributors” who create or modify source 
code, through an auxiliary distributor (themselves a 
licensee), to the licensee. It grants copyright and patent 
licenses allowing for free use, modification, distribution, 
and exploitation of the work, but it does not grant the 
licensee any rights to a contributor’s trademarks. 

 
There are various solution stacks [24], but Figure 2 

constitutes one exemplar and is what was utilized for the 
first phase of the experiment. As shown, TIPF fed its output 
back to the SIEM, and VS fed its output to the LCE (orange 
pathway). 

 

 
Figure 2.  Exemplar Solution Stack for the First Phase of the Experiment: 

Solution Stack #1 

V. COMPONENTS UTILIZED FOR THE EXPERIMENT 
The various components utilized for the experiment 

included the following, which are presented in Subsections 
A-K. 

A. PSA 
1) Project-Open (commodity modules): free | open-

source | GNU GPL Version 3.0 | PSA | application.  

B. RMM 
1) Comodo One: free | open-source | MIT License | 

RMM | platform. Comodo One is produced by Comodo, a 
cyber security company that is known for being the world’s 
second largest Certificate Authority (CA) and was, at one 
time, the largest  issuer of Secure Sockets Layer (SSL) 
certificates.  
C. IDS 

1) Security Onion: free | open-source | GNU GPL 
Version 2.0 | NIDS | platform.  

2) OSSEC & Wazuh: free | open-source | GNU GPL 
Version 2.0 | HIDS | system.  

3) Sagan: free | open-source | GNU GPL Version 2.0 | 
NIDS + HIDS | engine.  

D. IPS 
1) Suricata: free | open-source | GNU GPL Version 2.0 | 

IPS | engine. Suricata was developed by the Open 
Information Security Foundation (OISF). It is partly funded 
by the Department of Homeland Security’s Directorate for 
Science and Technology and is designed to work with Snort 
rulesets.   

E. SIEM 
1) OSSIM: pseudo-free | open-source | GNU GPL 

Version 3.0 |  SIEM | platform. The OSSIM project began in 
2003, and in 2008, it became the basis for AlienVault. The 
commercial variant of OSSIM is entitled, “AlienVault 
Unified Security Management.” 

F. SO 
1) PatrOwl: free | open-source | Affero General Public 

License | SO | platform.  

G. LCE 
1) Sagan: free | open-source | GNU GPL Version 2.0 | 

LCE | engine.  
2) OpenVas: free | open-source | GNU GPL | VS | 

framework. OpenVAS is a member project of the Software 
in the Public Interest (SPI), which has hosted Wikimedia 
Foundation board elections and audited tallies as a neutral 
third party. 
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H. COS 
1) Kubernetes: free | open-source | Apache 2.0 | COS | 

platform. It was originally designed by Google and is now 
maintained by the Cloud Native Computing Foundation. At 
the core, coordination and storage is provided by etcd.  

2) Nomad: free | open-source | Mozilla Public License 
2.0 | COS | tool.  

3) Cloudify: free | open-source | Apache 2.0 | COS | 
platform. It is a software cloud and NFV orchestration 
product originally created by GigaSpaces Technologies (an 
Israeli company focused on space-based architectures [e.g., 
tuple spaces]), and then spun out. 

4) Helios: free | open-source | Apache 2.0 | COS | 
platform. Spotify created Helios, which is a key component 
of their scalability strategy. Helios has the capacity to 
perceive when a “container is dead;” if a mission critical 
container is accidentally closed down, Helios quickly loads 
one back up. 

I. DSD 
1) Consul: free | open-source | Mozilla Public License 

2.0 | DSD | tool. Consul is designed for multi-datacenter 
service discovery.  

J. TIP 
1) MineMeld: free | open-source | Apache 2.0 | TIP | 

platform. As part of its commitment to the security 
community and mission of driving a new era of threat 
intelligence sharing, Palo Alto Networks released MineMeld 
to the community-at-large. 

2) HECTOR: free | open-source | GNU GPL Version 3.0 
| TIP | platform. HECTOR is an open source initiative 
originally sponsored by the University of Pennsylvania 
School of Arts & Sciences (SAS). 

K. TIPF 
1) GOSINT: free | open-source | GNU GPL Version 3.0 | 

TIPF | framework. As part of its commitment to the security 
community and mission of driving a new era of threat 
intelligence sharing, CISCO release GOSINT to the 
community-at-large. 
 

The aforementioned components were utilized in both the 
first and second phases of the experiment. Figure 3 presents 
the previously presented exemplar solution stack with the 
various components; each component is represented in 
accordance to its classification herein. For example, OSSEC 
& Wazuh would be C-2, Suricata would be D-1, OSSIM 
would be E-1, Kubernetes would be H-1, and MineMeld 
would be J-1. 
 

 
Figure 3.  Exemplar Solution Stack with specified Components for the 

First Phase of the Experiment: Solution Stack #1 

The experiment leveraged the open-source Elasticsearch, 
Logstash, Kibana (ELK) stack for supporting certain 
functionality. Logstash is a server-side data processing 
pipeline, which ingests data from multiple sources 
simultaneously, transforms it, and then sends it to a search 
and analytics engine, such as Elasticsearch. Kibana supports 
visualization analytics within Elasticsearch. 

VI. HYBRIDIZING FOR ENHANCED PERFORMANCE 
Preliminary results from the exemplar solution stack were 

obtained. It was posited that the results could be improved 
by enhancing the exemplar solution stack with 
complementary tools and supplemented by select modified 
algorithms. The hybridizations are discussed below. 

A. Suricata and Sagan 
Although Snort may be the world’s most deployed IPS, 

its current limitation is that it, for all intents and purposes, is 
fundamentally single-threaded; hence, it does not take 
advantage of multi-core machines without special 
configurations. Furthermore, results show that a single 
instance of Suricata is able to deliver substantially higher 
performance than a corresponding single instance of Snort 
or multi-instance Snort [25]. However, Sagan utilizes a 
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multi-threaded architecture and encompasses both NIDS 
and HIDS while Snort and Suricata are just NIDS [26]. In 
brief, Sagan was utilized to complement Suricata. 

B. Kubernetes, Nomad, Cloudify and Helios 
While Kubernetes is specifically focused on Docker, 

Nomad is more general purpose. Nomad supports 
virtualized, containerized, and standalone applications. 
Kubernetes is wrapped by Application Programming 
Interface (API) controllers, which are consumed by other 
services that, in turn, provide higher level APIs for features 
(e.g., scheduling). Kubernetes documentation states that it 
can support clusters greater than 5,000 nodes and can 
support a Multi-Availability Zone (AZ)/multi-region 
configuration; however, Nomad has operationally proven to 
scale to cluster sizes that exceed 10,000 nodes in real-world 
production environments [27]; Nomad is designed to be a 
global-scale scheduler and natively supports multi-
datacenter and multi-region configurations [27]. Cloudify is 
quite good at hybrid cloud deployment, and Helios is very 
good at removing single points of failures, as “numerous 
Helios-master services can react … at the same time” [28]. 
In brief, Kubernetes, Nomad, Cloudify and Helios were 
utilized together as a hybridized amalgam. 

C. MineMeld and Hector 
The consolidation and correlation functions performed by 

MineMeld can be nicely complemented, via HECTOR, 
which allows for correlation between otherwise unrelated 
security data points and metrics to extrapolate context. In 
brief, Hector was utilized to complement MineMeld. 

VII. POSITED HYBRIDIZED SOLUTION STACK 
The prototypical exemplar solution stack with the 

specified components for the experiment was as delineated 
in Section V, Figure 3. The solution stack was revised to 
include the hybridized groupings of Section VI. Of the 18 
components included, the sponsor organizations self-
described these components as: an application (1), system 
(1), tool (2), framework (2), engine (3), and platform (9). 
The revised, prototype solution stack with hybridized 
groupings and modified algorithms for ensemble ML is 
shown in Figure 4. As can be seen in Figure 4, each set of 
groupings passed their outputs to modified N-Input Voting 
Algorithm (NIVA) modules [31], which acted in concert 
with a modified Fault Tolerant Averaging Algorithm 
(FTAA) module [32], via ensemble method ML. For 
Intrusion Detection, C-1, C-2, and C-3 passed their outputs 
to NIVA-1, whose output was refined by FTAA and the 
resultant was N-1 (red pathway). For Vulnerability 
Scanning, H-1, H-2, H-3, and H-4 passed their outputs to 
NIVA-2, whose output was refined by FTAA and the 
resultant was N-2 (red pathway). For Threat Intelligence, J-
1 and J-2 passed their outputs to NIVA-3, whose output was 
refined by FTAA and the resultant was N-3 (red pathway). 

  

 
Figure 4.  Revised, Prototype Solution Stack with specified Hybridized 

Components for the Experiment and NIVA, FTAA mechanisms: Solution 
Stack #2 

The FTAA refinement pathways are illuminated (green 
pathway). The various interim steps were as follows: (A-
1)&(B-1)->(L-1), (N-1)&(D-1)->(L-2), (E-1)&(F-1)->(L-3), 
(G-1)&(N-2)&(I-1)->(L-4), and (K-1)&(N-3)->(L-5). Each 
layer of the solution stack passed its output to the layer 
above; hence, End Point Behavior (L-1) -> Intrusion 
Detection (L-2) -> Security Incident Event Management (L-
3) -> Vulnerability Scanning (L-4) -> Threat Intelligence 
(L-5) (purple pathway). Of course, the TIPF fed its output 
back to the SIEM, and the VS repertoire fed its output to the 
LCE (orange pathway).  

VIII. EXPERIMENTAL RESULTS 
Two separate cyber testbeds on a single cyber range were 

utilized to conduct the experiment; for the purposes of this 
paper, the results from the two testbeds were combined and 
are presented together. The preliminary results, as shown in 
Figure 5, indicate a reduction of false positives from Phase 1 
of the Experiment (Solution Stack #1) to Phase 2 of the 
Experiment (Solution Stack #2) by approximately 15% 
(from 82% to 67%) and a reduction of false negatives by 
approximately 47% (from 78% to 31%). 
 

46Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           56 / 116



 

 
Figure 5.  Results of the Experiment, Phase 1 & 2.  From Solution Stack 
#1 to Solution Stack #2, the False Positive and False Negative rates have 

decreased. 

For the experiment, Figure 5 was also recast, so as to be 
verified, with common performance measurements that 
were as follows: True Positive (TP), False Positive (FP), 
False Negative (FN), and True Negative (TN). The False 
Positive Rate (FPR) was calculated as FP/(FP+TN), and the 
True Positive Rate (TPR) was calculated as TP/(TP+FN). 
The Matthews Correlation Coefficient (MCC) was utilized 
and is shown in (1): 

 MCC = (TP)(TN)-(FP)(FN)/D (1) 

where D is defined in (2) below:  

 D=√E (2) 

and where E is defined in (3) below: 

 E = (TP+FP)(TP+FN)(TN+FP)(TN+FN)  (3) 

The Probability Excess (PE) formula was also utilized and is 
shown in (4): 

 PE = (TP/P)-(FP/N) (4) 

where P and N are defined in (5) and (6) below: 

 P = TP+FN (5) 

 N = FP+TN (6) 

The combination of MCC and PE are commonly utilized to 
evaluate performance of prediction methods (e.g., 
determining an IOC or IOA) [33]. 

IX. CONCLUSION 
A prototypical solution stack (Solution Stack #1) with 

chosen OSS components for an experiment was enhanced 
by hybridized amalgams (e.g., Suricata and Sagan; 
Kubernetes, Nomad, Cloudify and Helios; MineMeld and 
Hector) and supplemented by select modified algorithms 
(e.g., modified NIVA and FTAA variants) leveraged by 
ensemble method ML. The preliminary results of the 
prototype solution stack (Solution Stack #2) indicate a 
reduction, with regards to IOC and IOA, of false positives 
by approximately 15% (from 82% to 67%) and a reduction 
of false negatives by approximately 47% (from 78% to 
31%). 

It appears that the use of complementary components 
conjoined with modified NIVA and FTAAs variants, 
leveraged by ensemble ML, shows promise. An extensive 
review of the prior work related to the described 
components, NIVAs for fault-tolerant systems, and efficient 
FTAAs based upon an assortment of techniques has been 
conducted. Future work will involve a review of updated 
techniques for benchmarking purposes as well as the 
potential involvement of other useful algorithmic 
modifications. Other future work, which has already 
commenced, will include enhancements, such as Rudder, an 
open-source audit and configuration management utility, 
which facilitates system configuration. Also, the ELK stack 
will be complemented with the open-source projects 
Sawmill and Apollo (both released by Lozi.io) to scale the 
log analysis environments. 
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Abstract— Fires, which are the basic cause of smoke haze, can 

happen due to several reasons, such as the common practice of 

burning agricultural land, deforestation and delayed rainy 

seasons (e.g., unusual climatic conditions in the last 20 years, 

such as El Nino). For plantation companies, land burning is a 

quick and easy way of preparing land for planting new seeds. 

Fires that occur in peatlands (peat is a soil composed of partly 

decaying plant material formed within wetland areas), tend to 

be under the old soil, generate a great deal of smoke, and are 

difficult to extinguish. Forest crises and land fires occurring in 

South Sumatra typically begin in early July, and a fog condition 

typically lasts until mid-November. According to statistical 

data, in 2014-2015, 60% of burned land was peatland. In the 

event of fire, the Government strives to extinguish the fire on 

peatlands with water bombing, making canals, and others with 

a variety of local and international aid. However, the most 

effective way is prevention and/or early intervention. Early 

intervention is done by installation of aerial and subsurface 

sensors. Aerial sensors not only detect forest fires in one way, 

but also detect some additional elements, such as levels of ozone, 

carbon dioxide, carbon monoxide, and other elements 

associated with forest fires. Subsurface sensors detect fires 

below the ground that were previously undetectable. The result 

of this research is to provide an enhanced baseline analysis for 

regions of the province of South Sumatra and to determine the 

probability of fire for particular areas as well as the escalation 

potential. 

Keywords—forest fire; peatland; smoke; haze; aerial sensor; 

subsurface sensor. 

I.  INTRODUCTION 

Forest fires have become a world phenomenon. The 
impacts from these forest fires are very dangerous, not only 
for the directly affected community, but also for the adjacent 
environments. As has just happened in Greece in July 2018, it 
was reported that this wildfire was the worst forest fire in over 
a decade that occurred in a small resort town near Athens. This 
tragedy killed at least 74 people, injured almost 200 people, 
and forced hundreds more to rush on to beaches and into the 
sea as the blaze devoured houses and cars [1].   

Elsewhere in the world, the illegal burning of forests and 
agricultural land, such as across Indonesia, has blanketed 
much of Southeast Asia in a dangerous haze, leading to one of 
the most severe regional (e.g., Association of Southeast Asian 

Nations or ASEAN) problems in years. The neighbors of 
Indonesia have complained. For example, Malaysian Prime 
Minister Najib Razak, has demanded that Indonesia take 
decisive action again those plantation companies generating 
the noxious smoke and ensuing haze [2]. The fires, which are 
the root cause of the haze, stem from a convergence of factors: 
the prevalent practice of burning agricultural land, 
deforestation, and a delayed rainy season (due to the most 
unusual climatic conditions in the past 20 years, such as El 
Nino). Unfortunately, it is difficult for the plantation 
companies to stop, for the burning of land is a quick and easy 
way to prepare soil for new seed. The fires, most of which are 
burning in peatlands, tend to produce long-lasting, smoky, 
massive underground blazes. The effects of these blazes are 
having widespread public health impacts, contributing to 
respiratory ailments and premature deaths throughout 
Southeast Asia [3].  

In Singapore, news websites post near-hourly updates on 
the danger of being outside and exposed to the pollution. 
Some stores in Singapore are providing free masks for 
children and elderly people. The National Environment 
Agency in Singapore stated that the haze has entered an 
“unhealthy range,” and to underscore this point, races for the 
swimming world cup – the Fédération Internationale de 
Natation[A] (FINA) (English: International Swimming 
Federation) Swimming World Cup 2017 in Singapore – were 
cancelled. A marathon in Malaysia was also cancelled, and all 
schools were closed as a result of the haze [4]. 

The South Sumatra forest and land fire crisis of 2015 
commenced at the beginning of July. There were some 
warning symptoms by way of an increase in hotspots; the 
number of hotspots increased until the haze had spread to 
areas well outside of South Sumatra. This haze condition 
lasted until mid-November. Based upon the information 
provided by the Citra Landsat satellite, forest and land fires 
affected almost 613 thousand hectares and nearly all the 
districts and cities within the areas of Musi Banyuasin, Ogan 
Komering Ilir (OKI), Ogan Ilir, and Banyuasin. The cause of 
these forest and land fires were principally human-induced, 
and the ensuing widespread unbridled fires were further 
fueled by the vastness of the peatland areas. As a statistic, 
between 2014 and 2015, 60% of these unbridled fires occurred 
within peatlands [5]. 
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Due to the severity of forest fires in 2015, the President of 
Indonesia decided to establish a “presidential office” in the 
Ogan Komering Ilir (OKI) district, which is a region of South 
Sumatra. The OKI district had experienced more forest fires 
than any other region at that time. This “presidential office” 
served as an Emergency Operations Center for the President 
to personally conduct emergency fire-fighting operations. The 
President also created a task force and various governmental 
posts to serve as a dedicated force for the handling of forest 
fires. The task force could request water bombing and direct 
law enforcement to stop the perpetrators of forest fires. To the 
surrounding communities, the President articulated the 
impacts of the fires, such as the impact on the health of the 
people. Examples raised included Acute Respiratory Infection 
(ARI) [6]. 

In 2015, the Governor of South Sumatra asserted that there 
can be no further forest and land fires in the province of South 
Sumatra. In 2016, the Governor took steps to ensure that there 
would be a way to contend with these fires. Accordingly, he 
established a forest and land fire taskforce (Satgas Karhutlah). 
However, fires continued to occur throughout 2017. In 2017, 
an extended drought aggravated the situation [7]. 

In order to avoid similar events, the focus shifted to the 
effective pathway of forest fire prevention. In this research, 
sample data from the installation of various aerial sensors and 
subsurface sensors in particular regions will be utilized, and 
this data will be processed by various mechanisms, including 
an analytical engine.  

In this study, efforts that have been made by the 
government in dealing with forest fires will be explained in 
Section II. The research methodology will be presented in 
Section III, which consists of data mining and classification. 
Then, the data processing will be presented in Section IV, 
which explains how the data is processed using several 
methods, as well as delineating some types of sensors that can 
produce more complete and accurate data. Then, the 
conclusion and follow-up as to what future work will be done 
are summarized in Section V. 

II. GOVERNMENTAL STUDY AS A BASIS 

Much research has been done on forest fires in Indonesia, 
particularly regarding the prevention, as well as root causes of 
the forest fires themselves. Every year, the province of South 
Sumatra experiences wildfires; the impacts are classified as 
mild, moderate, to severe. To better understand these 
incidents, a governmental study was conducted by the South 
Sumatra Forest Fire Management Project (SSFFMP), and it 
examined the causes of forest fires occurring annually in 
South Sumatra [8]. 

This research was conducted for 5 years from 2003 to 

2007, involving many parties such as the National 

Government (Ministry of Forestry and Bappenas), and 

Provincial Governments (Forestry, Planning, and 

Environment Department), and District/Municipal 

Governments (Forestry, Planning, and Environment 

Department). The main objectives of this research were to 

reduce the level of forest fires and to cope with the impacts 

of forest and land fires. This included the environmental 

damage caused by smoke that also affects the territory of 

Indonesia as well as the territory of neighboring countries. 

Accordingly, this study was utilized as a launching pad upon 

which to build this paper. This paper builds upon the study 

by combining existing sensor data with that of other newly 

deployed sensors and utilizes Support Vector Machines 

(SVM) and an Adversarial Neural Network engine (a 

component of Analytics on Analytics or A2O) support to 

analyze that data. Our methodology is presented below. 

III. METHODOLOGY 

A. Data Mining 

Data mining is a process of automatically searching for 

useful information in large data storage [9]. Other terms often 

used include Knowledge Discovery [mining] in Database 

(KDD), knowledge extraction, data / pattern analysis, data 

archeology, data dredging, information harvesting, and 

business intelligence. Data mining techniques are used to 

examine large databases as a way to discover new and useful 

patterns. Data mining is also an integral part of KDD. The 

entire KDD process for raw data conversion into useful 

information is shown in Figure 1. 

 

 
 

Figure 1.    Process in KDD 

 
Input data can be stored in various formats, such as flat 

files, spreadsheets, or relational tables, and can occupy 
centralized or distributed data storage in many places. The 
purpose of pre-processing is to transform raw input data into 
an appropriate format for further analysis. The steps involved 
in pre-processing data include combining data from multiple 
sources, cleansing data to remove noise and duplicate 
observations, and selecting records and features relevant for 
data mining jobs. Because there are many ways of collecting 
and storing data, the prepositional data stages are a time-
consuming step in KDD. In addition, the data obtained from 
the newly deployed sensors constitute prodigious amounts of 
data, and the resolution desired added to this complexity. 

B. Classification 

Classification is the method in Data Mining that is most 
often used to solve real-world problems. This method 
examines the patterns of historical data (a collection of 
information - such as features, variables, features - on various 
characteristics of previously labeled items) with the aim of 
locating new objects (with previously unknown labels) into 
groups or classes, respectively. 

The two most common steps of classification prediction 
are the development / training model and the testing / 
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deployment model. In the development model phase, a set of 
input data, including various actual class labels, will be 
trained. Once a model is “trained,” the model is tested against 
the remaining sample data for accuracy assessment and can 
ultimately be implemented for real use. In the case of the 
presented research, the results will be used for the relevant 
agencies dealing with forest fire prevention. Some of the 
factors used to assess the model are as follows [9]: 

 

• Predictive accuracy, the ability of the model to 
accurately predict class labels from new or never seen 
data; 

• Speed, as pertains to the generation and utilization of 
the model as well as the computational speed of the 
system and its constituent components; 

• Robustness (reliability), the ability of the model to 
make predictions fairly accurately, albeit the data may 
be “noisy” or data may have missing values or be 
incorrect. 

• Scalability, the ability to efficiently model predictions 
with considerable amounts of data; 

• Interpretability, the level of understanding and insight 
provided by the model (e.g., how and/or whether the 
model makes inferences about a particular 
prediction). 

IV. DATA PROCESSING 

 

After obtaining the data from the sensor installation, data 

processing was performed. Data processing aims to facilitate 

the data analysis. Data analysis techniques were of two types, 

namely, (1) descriptive analysis, and (2) inferential analysis. 

The descriptive analysis of mean, median, mode, and 

standard deviation was operationalized by using an Access 

database along with Structured Query Language (SQL) 

queries. The inferential analysis was based upon linear 

regression with two or more independent variables (i.e. a 

statistical method to determine the relationship of a variable 

with other variables). In this case, the linear regression test 

was performed using statistical software to ascertain the 

relationship between the solution of a constraint of particular 

field with other fields. 

A. Inferential Analysis - Regression 

Inferential analysis is performed to find the relationship 

between the variables and then make a determination 

regarding these variables. The inferential analysis used was 

linear regression with two or more independent variables, 

with the calculation analysis performed via statistical 

software. 

The linear regression test of two or more independent 

variables was used to predict a dependent variable Y based 

on two or more independent variables (X1, X2, and X3) in a 

linear equation: 

 

       Y= a + b1X1 + b2 X2 + b3X3                               (1) 

     

Where: 

Y   = dependent variable 

X1, X2, X3 = independent variables 

a   = constants 

b1, b2, b3  = regression coefficients 

 

In the regression, there are several tests that must be done 

which are autocorrelation test, collinearity test, coefficient 

test, hypothesis test, and significance test. The 

autocorrelation test was performed by the Durbin-Watson 

(DW) test as follows [10]: 

 

• Positive Autocorrelation Detection: 

If d < dL, there is a positive autocorrelation, 

If d > dU, there is no positive autocorrelation, 

If dL < d < dU, the test is inconclusive or cannot be 

concluded. 

• Negative Autocorrelation Detection: 

If (4 - d) < dL, there is a negative autocorrelation,  

If (4 - d) > dU, there is no negative autocorrelation, 

If dL < (4 - d) < dU, the test is inconclusive or 

cannot be concluded. 

 

Medium collinearity test is a test that shows whether there 

is a strong correlation between the independent variables. The 

method of variable selection on linear regression used the 

stepwise method. With regards to the stepwise method, for 

each stage, the independent variable that has the strongest 

correlation with the dependent variable is included in the 

model first. It is followed by other variables by testing 

whether the first variable entered is still maintained in the 

model. If the first variable probability is still significant in the 

model, then the variable is applied. If the probability of the 

first variable is not significant anymore, then the variable is 

excluded from the analysis. This process stops when there is 

no longer any independent variable that must be included or 

excluded from the equation. Furthermore, the regression 

equation is tested to determine whether the regression 

equation is valid or not. 

B. Support Vector Machine  

Support Vector Machine (SVM) uses a linear model to 

find the best hyperplane as a separator of two classes on a 

vector input. The best hyperplane can be determined by 

calculating the hyperplane margin value, which is the 

distance between hyperplane and the nearest pattern of each 

class. The pattern closest to the maximum margin of 

hyperplane is called a support vector. Both classes -1 and +1 

and hyperplane dimension d are defined as: 

 

 𝑤⃗⃗ ∙ 𝑥 ⃗⃗⃗  + 𝑏 = 0                 (2) 

 

Pattern 𝑥𝑖⃗⃗⃗   for negative sample (-1) and positive (+1) can then 

be formulated: 

 

                             𝑤⃗⃗ ∙ 𝑥 ⃗⃗⃗  + 𝑏 ≤ −1         (3) 
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                              𝑤⃗⃗⃗⃗  ⃗ ∙ 𝑥 ⃗⃗⃗  + 𝑏 ≥ +1         (4) 

 

Quadratic programming is used to find the greatest margin 

value, i.e.  
1

‖𝑤⃗⃗ ‖
  by finding the minimal point: 

 

𝑚𝑖𝑛
𝑤⃗⃗ 

𝜏(𝑤) =
1

2
‖𝑤⃗⃗ ‖2            (5) 

 

Using the Lagrange multiplier, the primal form of quadratic 

programming can be transformed into a dual form with the 

following equation: 

 

𝐿(𝑤⃗⃗ , 𝑏, 𝛼) =
1

2
‖𝑤⃗⃗ ‖2 − ∑ 𝛼𝑖(𝑦𝑖((

𝑙
𝑖=1 𝑥𝑖⃗⃗⃗  ∙ 𝑤⃗⃗ + 𝑏) − 1)       (6) 

 

Where (i = 1,2, ..., l) and αi are Lagrange multipliers that are 

either 0 or positive. The optimal value of the above equation 

can be calculated by minimizing L against 𝑤⃗⃗  and maximizing 

L against αi. Data correlated with a positive αi is called a 

support vector. 

 

The SVM concept can be seen in Figure 2, which uses the 

principle of Structural Risk Minimization (SRM) with the 

aim of finding the best hyperplane that separates two classes 

within the input space. 

 

 
Figure 2. Support Vector Machine Concept 

 

C. Prediction of Underground Fire Behavior System  

Generally, the prototype system design predicts 

underground fire behavior by estimating the potential rate of 

fire explosion, fuel consumption, fire intensity, and fire 

description. With the help of an elliptical fire growth model, 

a comprehensive estimate of the fire, via fire perimeter, the 

growth rate of fire, the behavior of the wing of fire, as well 

as the rear of the fire. The flowchart is shown in Figure 3.  

 

 
 

Figure 3. Research Flowchart 

 

 

The system was modularized into several components, which 

will be described as follows: Japan International Cooperation 

Agency (JICA) Sensors, 3D Printed (3DP) sensors, and the 

the Analytics on Analytics (A2O) system. 

a. JICA Sensors 

The sensors installed by JICA are categorized as a 

waterlogger or “Automatic Waterlogger Telemetry” sensors 

with the SESAME II brand, because the main function of this 

particular sensor is to monitor the condition of the ground 

water level in the peat area, although in its use, this tool also 

consisted of several other devices used to collect 

information/other parameters besides ground water level, 

namely the level of drought, soil surface, rainfall, and others.  

Automatic Waterlogger Telemetry JICA Sensors 

installed by the Regional Peat Restoration Team consisted of 

2 phases. The first phase was carried out in December 2016 

with 4 locations, and the second phase was carried out in June 

2017 with 6 locations. Once installed, the team started data 

collection, but the data obtained was not optimal because of 

problems with telephone lines which have an unstable 

communication. This phenomenon of unstable 

communications is not only happening in South Sumatra, but 

also in other various regions of Indonesia and in other 

ASEAN countries [11]. 

Currently, the JICA sensors are deployed, as shown in 

Figure 4. 
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Figure 4. JICA Sensor Deployment [12] 

 

The following locations and coordinates of several 

sensors are distributed in South Sumatra Province, as shown 

in Table 1. 

 
TABLE 1. LOCATION AND COORDINATE POINT OF JICA 

SENSORS IN SOUTH SUMATRA [13] 

 

 
 

In June 2018, the team conducted checks and evaluations 

of the installed sensors. It turned out that from the ten sensors 

that had been installed, 2 sensors were lost/stolen. This 

resulted in a new destination within the data ⎯ locations that 

should be monitored but are not actually monitored. The form 

of the sensor installed can be seen in Figure 5 below. The 

sensor features a safety fence to avoid physical interference 

from the outside but was not always successful against theft. 
 

 
 

Figure 5. JICA Sensor Deployment 

 

From the tenth location of the sensor, data was obtained 

from sensors located in the Village of Cinta Jaya (Department 

Sepucuk), District Pedamaran, Ogan Komering Ilir and was 

labelled with the name of the sensor device “OKI 1.” The 

sensor measures the three main components of the 

temperature, ground water level and rainfall. The collection 

of sample data is based on the consideration that during July 

2018, there were recorded peatland fires involving 105 

hectares in the area [14], which were part of the company’s 

land. Data samples can be seen in Table 2, namely as many 

as 10 samples from the total number of 525 data from each 

component. 

 
TABLE 2. DATA SAMPLE FROM SENSOR OKI 1 

JULY 11th, 2018 – JULY 20th, 2018 [15] 
 

 
 

Low resolution remote sensing data has been widely used 

to monitor forest fires such as hotspot detection and burnt 

land scar mapping. In a study conducted by Indonesian 

National Institute of Aeronautics and Space (Lembaga 

Penerbangan dan Antariksa Nasional or LAPAN), the 

determination of the temperature threshold for hotspot 

detection was carried out using Landsat-8 TIRS (Thermal 

Infrared Sensor) data with a spatial resolution of 100 m was 

utilized so as to increase the accuracy of information with the 

objective of identifying the source of fire smoke. From these 

studies, obtained temperature limits that can be said to be 

potentially a fire are in the range of ≥43o C [16]. 

From the existing sample data, temperatures that 

exceeded the established threshold for those sensors at the 

Sepucuk area were not detected. At that time, peatland fires 
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were occurring, which required serious and rapid handling by 

the firefighting team. However, given the sensor 

specifications, the sensor range was limited to 5-10 km, 

which was insufficient to reach the area where the fire 

occurred. 

The other weakness of this particular sensor type is that it 

cannot automatically analyze whether the area has the 

potential for fire or not. So, the government officers only 

monitor based upon existing data without being able to 

ascertain any fire pattern. In the case of underground fires / 

peatland fires, this sensor cannot be used optimally. 

b. 3DP Sensors 

The JICA Sensors are spread out throughout the province 

of South Sumatra, and the parameters collected are sparse. 

For this reason, 3DP Sensors, such as based upon those that 

were produced by South Sumatra government officials via 

the Joint Weather Sensor Team (JWST) for the 2018 Asian 

Games have great potential. After all, these sensors can 

collect many parameters, such as shown in Figure 6 and 7 

below. 

The 3DP Sensors assembled by the JWST are supported 

by the Center for Research on IoT, Data Science, and 

Resiliency (CRIDR) team; each sensor contains a cellular 

SIM card for the required Internet connectivity related to data 

collection. This avoided the JICA experienced problem of 

unstable telephones lines. 

 

 
 

Figure 6. Exemplar Components aboard 3DP Sensors 

 

 
 

Figure 7. Exemplar Components aboard 3DP Sensors 

c. Analytics on Analytics (A2O) System 

Among other modules of the A2O system, there is a Deep 

Learning module, which is based upon a modified [Deep 

Convolutional] Generative Adversarial Network (GAN). 

Each GAN is comprised of two neural networks, which are 

pitted again each other. This results in the “adversarial” 

aspect of an unsupervised machine learning paradigm. 

Unsupervised machine learning refers to the task of inferring 

a function that describes the structure of “unlabeled” data or 

data that has not been classified or categorized. The 

generative aspect is best described by contrasting it to a 

discriminative aspect. Whereas discriminative models 

endeavor to learn the boundary between classes (given the 

labels y and features x, the formulation p(y|x) equates to “the 

probability of y given x”), generative models endeavor to 

model the distribution of individual classes (the focus is on 

“how you get x,” and the formulation p(x|y) equates to 

“probability of x given y” or the probability of features given 

a class). GANs are well known for being able to, for example, 

find the roads on an aerial map, fill in the missing details of 

an image (up-sampling, given the edges), and construct an 

image, which postulates how a person might look when they 

are older. A2O utilizes a stacked GANS; hence the described 

paradigm is that of Stacked Generative Adversarial Network 

(SGAN) for the Deep Learning module of A2O. 

V. CONCLUSIONS AND FUTURE WORK 

The result of this research was to provide an enhanced 

baseline analysis for regions of the Province of South 

Sumatra and determine the potentiality of fire for particular 

areas as well as their escalation potential. This was based 

upon the requisite characteristics for accelerating fire spread 

patterns within posited predetermined limits. However, the 

data from the available JICA sensors was too sparse, and 

more sensors are needed. Currently, the sparse data does not 

provide macro-trends or patterns. This is related to the 

number of constituent components of the JICA sensors and 

the current resolution of the constituent components. To 

produce a better assessment, more sensors are needed. As one 

line of effort, the utilization of 3DP sensors has potential, as 

they can be scaled in terms of volume (as well as desired add-

on components) at very low cost. The combination of both 

JICA and CRIDR 3DP would likely provide greater context 

for the analytical engines; A2O’s Deep Learning module was 

able to glean quite interesting and discerning trends for the 

locales where the sensors were located, but the few sensors 

and the far distances among the sensors were problematic.  

The location of the sensor installations greatly affected the 

data generated. Sensor locations play a critical role in many 

sensor network applications, such as environment monitoring 

and target tracking. Considering the cyber aspect, simplistic 

attack vectors, such as Denial of Service (DOS) can render 

the sensor inoperable. In essence, the location estimation at 

sensor nodes can be readily subverted and sensor networks 

can be readily taken off-line. For example, cyber-attackers 

may provide incorrect location references by replaying the 
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beacon packets intercepted in different locations. Moreover, 

an attacker may compromise a beacon node and distribute 

malicious location references by spoofing the location or 

manipulating the beacon signals. In either case, non-beacon 

nodes will determine their locations incorrectly [17]. 

Based on the above, the sensors currently in South Sumatra 

Province have not been able to produce the requisite data so 

as to be able to determine an accurate pattern of fire 

distribution. Predictions of forest fires cannot be done 

precisely because of the many weaknesses pertaining to the 

quality of components and data, so it cannot be determined 

whether the monitored areas pose fire potential or not. 

Sensors of appropriate quantity and quality will greatly assist 

South Sumatera province as pertains to forest fires. 

After this research, it is expected that more high-quality 

sensors will be installed in South Sumatra and a system that 

can provide outcall notification to the control room and first 

responder smartphones will be implemented. This is aimed at 

preventing and handling forest fires more effectively and 

efficiently. 
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Abstract—There are bypass mechanisms to Natural Language 
Processing capabilities, such as the usage of irony, sarcasm, and 
satire, particularly as pertains to Computer-Mediated 
Communications. The problem then is that of the gradations 
between irony, sarcasm, and satire. Irony is used to convey, 
usually, the opposite meaning of the actual things said, but its 
purpose is not necessarily intended to hurt the target. The 
purpose of sarcasm, unlike irony, is to hurt the target. Satire 
might utilize irony, exaggeration, ridicule, and/or humor to 
expose and criticize shortcomings and/or vices of the target. The 
detection of these usages is an intriguing challenge. For example, 
sarcasm detection is difficult as there are several gradations; 
sarcasm might be comprised of real sarcasm, semi-irony, or 
friendly sarcasm. Determining the cognitive context, which 
triggered the original manifestation remains a bridge to be 
solidified. Also, sarcasm detection often exceeds even the 
concept of context, as it can be distorted by either the sender 
and/or receiver. This remains a herculean challenge in the 
domain, as others remain focused on first-order 
metarepresentations (e.g., analogies), while the challenges of 
second-order metarepresentations are more sparsely addressed. 
This paper presents a possible framework to address the 
problem by utilizing Bi-Normal Separation Feature Scaling for 
informing a Modified Association Matrix as contrasted to a 
framework utilizing Inverse Document Frequency and a 
prototypical Association Matrix. It is posited that the former 
will exhibit faster convergence and accuracy for enhanced 
detection of irony, sarcasm, as well as satire, and preliminary 
results seem to indicate this. The main output of the paper is a 
potential solution stack that directly contends with the second-
order metarepresentation issue. 

Keywords-Satire; Natural Language Processing; Deep 
Learning; Dimensionality Reduction; Bi-Normal Separation 
Feature Scaling; Modified Association Matrix. 

I. INTRODUCTION 
Computer-Mediated Communication (CMC) has become 

prevalent (e.g., in-game text-based chat) in Massively 
Multiplayer Online Games (MMOGs) (e.g., World of 
Warcraft) and digital media entertainment services (e.g., 
Playstation Network). This trend is increasing as various 
open-source chat Software Development Kits and 
Application Programming Interfaces (e.g., PubNub 

ChatEngine) become available for the developers in a 
growing gaming industry. The vulnerabilities presented by 
CMC are discussed within literature.  In an academic sense, 
if Natural Language Processing (NLP) were applied to this 
type of chat traffic, the analysis would be more challenging 
due to the variety of newly coined jargon words, etc. that 
continually emerge in this domain. However, the use of 
elevated language conjoined with satire constitutes an even 
greater challenge and a recipe for an anti-NLP (making a 
comparison to Anti-Face) mechanism that potentially poses a 
threat that impacts “trusted” cyberspace. 

The remainder of this paper is organized as follows: 
Section II provides a primer by discussing some advantages 
of Inverse Document Frequency (IDF) over the simplicity of 
the Poisson distribution. Subsequently, Section III provides 
additional background information by discussing some 
advantages of neural embeddings (a.k.a. word embeddings) 
over n-grams. Then, Section IV delves into the complexities 
of the computational processing associated with figurative 
language as compared to literal language. Section V discusses 
some advantages of transfer learning (with bi-normal 
separation feature scaling) over deep learning in addressing 
the challenges of figurative language as well as posited 
improvements over IDF. Section VI discusses optimizing the 
[deep] transfer learning convolutional neural network 
inference engine, which was discussed in Section V. Section 
VII further discusses optimizing the inference engine with a 
modified association matrix. Section VIII posits a framework 
for the enhanced experimental inference engine, particularly 
as pertains to irony, sarcasm, and satire detection. Section IX 
presents the experimental results from the experimental 
inference engine solution stack, which incorporates the 
elements discussed in Section V, Section VI, and Section VII.  
Finally, the paper reviews and emphasizes key points within 
Section X, the conclusion. 

II. FROM POISSON TO INVERSE DOCUMENT FREQUENCY 

NLP pertains to the interactions between computers and 
human languages. In the operationalization of primordial 
NLP, word frequency is often practiced, as the following 
logic is utilized: “Low frequency words tend to be rich in 
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content, and vice versa” [3]. This logic focuses upon “rare 
words,” and there is an implicit assumption that words (e.g., 
n-grams) are distributed by a single parameter distribution, 
such as a Poisson process or a binomial. However, these 
distributions do not fit data very well; in fact, the Poisson 
distribution predicts that “lightning is unlikely to strike twice 
(or half a dozen times) in a single document” [4]. According 
to this logic, there should not be an expectation of seeing two 
or more instances of a “rare word” in a single document 
(unless there is some sort of hidden dependency that goes 
beyond the Poisson [4]; generally speaking, the utilization of 
Poisson for modeling the distribution of words [e.g., n-
grams] fails to fit the data except in the case wherein there 
are almost no interesting dependencies). Yet, dependencies 
are indeed prevalent [8], and many NLP applications 
endeavor to discriminate documents on the basis of certain 
hidden variables, such as topic, author, genre, style, and the 
like [9].  The more that a keyword (e.g., n-gram) deviates 
from Poisson, the stronger the dependence on hidden 
variables, and the more useful, potentially, the n-gram is for 
discriminating documents on the basis of these hidden 
dependencies.  

In the modern age of search engine optimization (which 
will include, among other techniques, keyword density), the 
likelihood of seeing a “rare word” is actually quite high. 
Hence, the employing of word frequency (a.k.a. raw 
frequency) has an inherent deficiency for the task-at-hand, as 
all terms are arbitrarily given equal weighting as pertains to 
assessing relevancy for a query. For example, a collection of 
documents discussing the “game” industry is likely to have 
the term “game” in almost every document. To mitigate this 
particular effect of certain “rare words” (a.k.a. “rare terms”), 
which occur too frequently within the collection (so as to be 
meaningful for relevance determination), an IDF mechanism 
is often utilized. Indeed, much better fits are obtained by 
introducing a second parameter, such as IDF, which is 
defined as -log2dfw/D, where D is the number of documents 
in the collection and dfw is the document frequency (i.e., the 
number of documents, which contain w); observationally 
speaking (e.g., as contrasted to Poisson), the IDF for a “rare 
term” is high, whereas the IDF of a “frequent term” is likely 
to be low [10]. This is consistent with the current notion that 
words with larger IDF tend to have more inherent content, 
and a good “[rare] word” should be located farther from the 
chance of Poisson [11]. 

III. FROM N-GRAMS TO NEURAL EMBEDDINGS 

This paper endeavors to address a key NLP problem known 
as sarcasm detection by utilizing a combination of models 
based upon, among others, specifically engineered 
Convolutional Neural Networks (CNNs). The automated 
detection for an expression of sarcasm is non-trivial and, in 
many cases, involves a reversal of the polarity of a sentence. 
By way of example, “I love working eighty hours a week to 
be this poor” is such an expression of sarcasm. Another 

commonly cited example is “I love the pain of breakup” [12]. 
In both cases, it is difficult to extract the requisite crystalline 
aspects needed to determine the presence of sarcasm within 
the sentence. The example, “I love working eighty hours a 
week” provides aspects of an expressed sentiment (in this 
case, that of a positive nature), and “to be this poor” describes 
a contradicting sentiment (that of a negative nature). Hence, 
we dissect these amalgams. 

In the realm of language, a simile compares one thing to 
another (similes are more likely to utilize the words “like” 
and “as,” which a metaphor does not utilize. 
Verbal irony refers to the use of vocabulary to describe 
something in a way that is other than what it seems; indeed, 
verbal irony can consist of “ironic similes,” which are 
comparisons between two items that are not alike at all [e.g., 
“fire and ice”]). Hao and Veale conducted various 
experiments over a corpus of “ironic similes” in which the 
authors found that most of the examined ironic comparisons 
utilize a precursor positive sentiment to impart a negative 
view (∼70%) [13]. They found that sarcasm is very topic-
dependent and highly contextual. Thus, sentiment and other 
contextual clues are vital for sarcasm detection, and this is at 
the core of anaphora resolution.  

Certain features (e.g., n-grams), although somewhat useful 
for sarcasm detection, produce very sparse (often too sparse) 
feature vector representations or sparse vectors, and this had 
led to a surge of work centered upon representing words as 
dense feature vector representations or dense vectors. These 
representations, referred to as “word embeddings” or “neural 
embeddings,” have been shown to perform well for a variety 
of NLP tasks. For example, in the often utilized word2vec, a 
distributed representation of a word is used in the form of a 
vector with many dimensions. Each word is represented by a 
distribution of weights across those elements. Hence, instead 
of a one-to-one mapping between an element in the vector 
and a word, the representation of a word is spread across all 
of the elements within the vector, and each element in the 
vector contributes to the definition of many words. The multi-
dimensional vector comes to represent, abstractly, the 
“meaning” of a word. In essence, there is a word-context 
matrix M for which each row i corresponds to a word, each 
column j corresponds to a context for which the word has 
appeared, and each matrix entry Mij corresponds to some 
association measure between the word and the context. 
Words are then represented as rows in M or in a 
dimensionality-reduced matrix based upon M. By examining 
a large corpus of text, it is possible to ascertain word vectors 
that are able to capture relationships between words in a 
surprisingly expressive way. Along this vein, these vectors 
can be utilized as inputs to a deep learning CNN. It is found 
that these CNN-learned word representations well capture 
meaningful syntactic and semantic regularities [14]. Along 
this vein, many NLP tasks benefit from word representations 
that do not treat individual words as unique symbols, but 
instead reflect similarities and dissimilarities between them. 
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The common paradigm for deriving such representations is 
based upon the distributional hypothesis of Harris [15], 
which asserts that words in similar contexts have similar 
meanings. Dingemanse et al. claim that universal words (e.g., 
“huh”) occur in a large sample of unrelated languages and 
have similar contexts [16]; consequently, affirmation of 
context (e.g., same contexts in different languages) can be 
useful. 

 Specifically, the regularities observed are translated into 
constant vector offsets between pairs of words sharing a 
particular relationship. In fact, these vectors are very good at 
answering analogy questions of the form a is to b as c is to ?. 
However, CNNs are time-consuming to train, so other 
models are often utilized that might not be able to represent 
the data as precisely as CNNs but can often be trained 
efficiently on much more data. By way of example, the 
previously discussed word2vec is similar to an autoencoder. 
However, rather than training against the input words, via 
reconstruction, as a restricted Boltzmann machine does, 
word2vec trains words against other neighboring words in the 
input corpus, via two exemplar models: (1) Continuous Bag-
of-Words (CBOW), using context to predict a target word, 
and (2) Skip-Gram, using a word to predict a target context. 
The latter model is often utilized, as it produces more 
accurate results on large datasets. 

IV. FROM LITERAL TO FIGURATIVE LANGUAGE 
In NLP, Word Sense Disambiguation (WSD) is the 

challenge of determining which “sense” (i.e., meaning) of 
a word is activated by the use of the word in a particular 
context. Literal language means exactly what it says. In 
contrast, figurative language represents one of the most 
difficult tasks for NLP. Several types of figurative language 
include personification, hyperbole, idioms, onomatopoeia, 
simile, and metaphor. Lakoff and Johnson assert that 
metaphor is a method for transferring knowledge from a 
concrete domain to an abstract domain (a first-order 
metarepresentation), and they posit that the degree of 
abstractness in a word’s context is correlated with the 
likelihood that the word is used metaphorically [17]. 
Consider the following sentences: (L) He shot down my 
plane, and (M) He shot down my argument. The literal sense 
of “shot down” in L invokes knowledge from the domain of 
war [17]. The metaphorical usage of “shot down” in M 
transfers knowledge from the concrete domain of war to the 
abstract domain of debate [17]. Danesi contends that 
metaphor transfers associations from the source domain to 
the target domain [18]. Accordingly, the metaphorical usage 
of “shot down” in M carries associations that are not 
conveyed by L. To contend with the abstractness, various 
approaches are utilized for textual inference; one such 
approach is that of Recognizing Textual Entailment (RTE) 
[19]. To posit correct inferences, as pertains to RTE, systems 
must be able to distinguish between the literal and 
metaphorical senses of a word, and the degree of abstractness 
of words is one approach. For instance, the “plane” in L is 

rated with a lower number (i.e., relatively concrete), whereas 
“argument” in M is rated with a higher number (i.e., relatively 
abstract), which suggests that the verb “shot down” is used 
literally in L, whereas it is used metaphorically in M [17]. 
Turney and Littman rated words according to their semantic 
orientation, such as denotative (i.e., literal) or connotative 
(i.e., non-literal, metaphorical); by way of example, “deep 
mud” is labeled as denotative, and “deep gratitude” is labeled 
as connotative.  

Unlike literal language, figurative language utilizes 
linguistic devices (e.g., simile, metaphor) to communicate 
indirect meanings (e.g., sarcasm) which, usually, are not 
readily interpreted by simply decoding syntactic or semantic 
information. Indeed, figurative language reflects patterns of 
thought that are not only challenging in their linguistic 
representations, but also for the involved requisite 
computational processing; figurative language processing 
can involve a variety of processes, such as sentiment analysis 
or opinion mining. Katz et al. posit that irony tends to be more 
difficult to comprehend than metaphor because irony requires 
the ability to recognize, at the very least, a second-order 
metarepresentation [20]. This same notation applies to 
sarcasm and satire; accordingly, irony, sarcasm, and satire 
constitute second-order metarepresentations. 

V. FROM PROTOTYPICAL DEEP LEARNING TO TRANSFER 
LEARNING WITH BI-NORMAL SEPARATION FEATURE SCALING 

To address the aforementioned challenges, deep learning 
is often utilized. Prototypical deep learning can be broken 
down into two parts: training and inference. When the deep 
learning CNN has been well trained on what to detect, 
the inference engine proceeds to make inferences or 
predictions based upon the input data. In general, deep 
learning requires a prodigious amount of data for training. 
Unfortunately, collecting this data for niche areas, where data 
is typically sparse, is challenging. One approach towards 
resolving this dilemma is known as Transfer Learning, 
wherein the model becomes trained on other datasets (i.e., 
pre-training), and weights for each layer are assigned in a 
“rough-tuned” fashion, iteratively. Hence, instead of 
initializing the weights for each layer randomly, as is 
typically done for models being trained from scratch, the 
learned weights for each layer of the pre-trained model are 
“fine-tuned” during the training on the sparse data. 
Theoretically, this TL paradigm has a better chance of 
converging much more quickly, and it is typically achieved, 
via the following pathways: 

A. Continuous Back Propagation 
The involved pre-trained model can be further “fine-

tuned” by continuing the back propagation and updating the 
weights of all the layers. Alternatively, only certain layers 
may be “fine-tuned.” Comprehensively, the “fine-tuning” can 
start at the highest-level layer and progress towards the 
lowest-level layer with a continuous assessment of the 
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performance and determinations made accordingly along the 
way in terms of tuning. 

B. Hybridizing CNN with Support Vector Machine 
The involved pre-trained model can also serve as a feature 

extractor for the data. These features can then be fed into a 
linear classifier, such as a Support Vector Machine (SVM). 
This hybridized approach is ideal if the dataset is particularly 
sparse and “fine-tuning” the model is likely to result in over-
fitting. 

C. Bi-Normal Separation Feature Scaling 
The described pre-trained model can, ideally, infer — by 

way of example — what decision is likely to be made next. 
Ideally, the pre-trained model can make robust inferences 
from new data based upon its prior training. In the realm of 
NLP, wherein the numerical feature value for a given 
word/term is often represented by its Term Frequency (TF) 
(within the given text) multiplied by its IDF (within the entire 
corpus), the “TF·IDF” combinatorial has become a prevalent 
representation [21]. However, IDF is oblivious to the training 
class labels and will, as a consequence, scale some features 
inappropriately. In contrast, Bi-Normal Separation (BNS) 
feature scaling has been shown to outperform other feature 
representation schemes for a wide range of text classification 
tasks. The superiority of BNS is especially pronounced for 
collections with a low proportion of positive class instances. 
With BNS, features are allocated a weight according to |F-

1(tpr) – F-1(fpr)|, where   F-1 is the Inverse Normal Cumulative 
Distribution Function (INCDF), tpr is the true positive rate 
(P(feature|positive class)), and fpr is the false positive rate 
(P(feature|negative class)). BNS produces the highest 
weights for features that are strongly correlated with either 
the negative or positive class. Features that occur fairly 
evenly across the training instances are given the lowest 
weight. Furthermore, BNS scaling has yielded better 
performance even without feature selection, potentially 
obviating the need for such [21]. This accelerates the 
performance of the inference engine. 

VI. OPTIMIZING THE TRANSFER LEARNING CNN 
There are two main approaches to modifying the TL CNN 

for reducing latency, particularly in the case of applications 
operating across other networks. The first approach is that of 
eliminating layers of the CNN that are not activated after 
training. The second approach is that of combining various 
layers of the CNN into a single computational step. These 
approaches should result in a similar accuracy of prediction, 
but simplified, compressed, and optimized for runtime 
performance (some compare this to the case of optimizing 
[i.e., compressing] an image for the WWW; ideally, the 
differences between the uncompressed and compressed 
image will be indistinguishable to the human eye) [22]. In 
essence, this further accelerates the performance of the 
inference engine. 

VII. MODIFIED ASSOCIATION MATRIX 

A final accelerant for the inference engine comes by way 
of a Modified Association Matrix (MAM). A typical 
Association Matrix (AM) is a 2-dimensional matrix, wherein 
each cell cij represents the correlation factor between the 
terms in the query and the terms in the documents. This 
matrix is used to reformulate an original query to improve its 
performance [23]. Each correlation factor, denoted as cij is 
calculated in accordance with (1):  

 cij =   Σ  fik	×fjk (1) 
																																																																											dk	∈D 

where cij is the correlation factor between term i and term j, 
and f ik is the frequency of term i in document k. Additionally, 
these correlation values are used to calculate the normalized 
association matrix in accordance with (2):  
 
 sij =  cij/(cii + cjj – cij) (2) 
																																																																											 
where sij denotes the normalized association score, and cij 

represents the correlation factor between term i and term j. A 
higher normalized association score implies a higher degree 
of correspondence with the original query [23]. Words with 
the highest association scores are selected to be added back 
into the original query, and this new query (instead of the 
original query) is utilized to calculate cosine similarity. This 
new query, theoretically, should have a similar profile to the 
intent of the formulation of the query, and this will be 
reflected, via cosine similarity [24]. 

With regards to intent, Hancock had examined differences 
in verbal irony usage, via face-to-face and CMC, and found 
that irony (specifically, sarcasm) was more common in CMC 
settings and was primarily signaled through punctuation [25]. 
Reyes & Rosso utilized a corpus of review comments 
regarding products on Amazon.com, and they utilized six 
factors for their model: N-Grams (NG) (i.e., recurrent word 
combinations), Part-of-Speech (POS) N-Grams (POSNG) 
(i.e., recurrent POS combinations), words with semantic 
characteristics of sexuality or relationships (using values 
from WordNet), Positive and Negative Values (PNV) of 
words (using values from the Macquarie Semantic 
Orientation Lexicon [MSOL]), Pleasantness Value (PV) of 
words (using values from Whissel’s Dictionary of Affect in 
Language [WDAL]), and Affective words Demonstrating 
Subjectivity (ADS) (using values from WordNet) [25]. The 
model utilized for this paper had some deletions and 
incorporated some modifications to the Reyes & Rosso 
model. For example, the MSOL was conjoined with the Yelp 
Restaurant Sentiment Lexicon (YRSL) and the Amazon 
Laptop Sentiment Lexicon (ALSL). The WDAL was 
complemented by the National Research Council (NRC) 
[Canada] Hashtag Emotion Lexicon (HEL) and the NRC 
Word-Emotion Association Lexicon (WEAL).  

59Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           69 / 116



 

By applying specific scaling methods on an association 
matrix, unigrams were placed into a higher dimensional 
space, such that the unigrams with similar associative 
patterns were placed in similar regions of the dimensional 
space. This resultant space is referred to as the Word 
Association Space (WAS). The number of dimensions will 
vary depending on how much of the information of the free 
association database is compressed, but intermediate values 
between 200 and 500 are to be expected [26]. Typically, the 
dimensionality of the WAS equates to the number of features 
for the unigrams. Of note, with too few dimensions, the 
similarity structure of the resulting vectors does not capture 
enough granularity of the original associative structure within 
the free association database. With too many dimensions 
(e.g., the number of dimensions approaches the number of 
features), the information is not compressed enough, and the 
similarity structure of the vectors does not capture enough of 
the indirect relationships regarding the associations between 
the involved unigrams. Overall, this modified association 
matrix results in an enhancement of the first-order 
metarepresentation. In addition, the associations between the 
first-order metarepresentations are enhanced. Accordingly, 
the reversals of the polarity of sentences are better detected by 
the MSOL, YRSL, and ALSL-trained CNN. These lexical 
databases provide a more robust corpus for the sentiment of 
various words and are further buttressed by WDAL, HEL, and 
WEAL-training. By way of example, “I love working eighty 
hours a week to be this poor” can now be identified as an 
amalgam of two first-order representations that involve a 
reversal of polarity. Given this reversal of polarity 
identification, the involved first-order metarepresentations 
can be tagged and associated with sarcasm. This then segues 
to an improvement of the second-order metarepresentation 
for sarcasm detection. 

VIII. POSITED FRAMEWORK FOR AN ENHANCED INFERENCE 
SYSTEM, PARTICULARLY FOR IRONY, SARCASM, AND SATIRE 

DETECTION 
A prototypical Deep Learning Engine (Training Engine 

and Inference Engine) with the specified components for the 
experiment is as delineated in Figure 1. Several exemplar 
layers (NG, POSNG, PNV, PV, and ADS) are provided for 
the Training Engine.  These same exemplar layers are utilized 
for both the Forward Propagation “Rough-Tuning” for the 
Training Model as well as the Continuous Back Propagation 
“Fine-Tuning” for the Pre-Trained Model. As discussed 
previously in Sections II through VII, BNS and MAM may 
be leveraged as accelerants for the inference engine. When 
combined with a specifically chosen datasets to assist in the 
pre-training, the Transfer Learning is enhanced. By way of 
explanation, the Untrained Model eventually becomes a 
“Rough-Tuned” Trained Model (upon ingestion of the initial 
Training Dataset and Forward Propagation). Further “Rough 
Tuning” can be achieved by training specific layers, such as 
PNV and PV (e.g., via MSOL and WDAL, respectively).  
Eventually, the Trained Model becomes a Pre-Trained 

Model, and “Fine-Tuning” can be achieved by Continuous 
Back Propagation and optimizing at certain training layers, 
such as PNV (e.g., via YRSL and ALSL), and PV (e.g., via 
HEL and WEAL). The Pre-Trained Model is then further 
optimized when the New Dataset is Ingested. To avoid over-
fitting, the Pre-Trained Model of the CNN can also serve as 
a feature extractor for which the features can be fed into an 
SVM. Collectively, the hitherto described constituent 
components constitute the posited framework for an 
enhanced TL CNN inference engine for sarcasm detection. 

 

 
 

Figure 1.   Posited Experimental Framework For an Enhanced Inference 
System, Particularly for Irony, Sarcasm, and Satire Detection.  

Overall, the posited experimental framework comprised of 
a prototypical Deep Learning Engine (Training Engine and 
Inference Engine) with various enhanced layers (NG, 
POSNG, PNV, PV, and ADS) for the Training Engine seems 
to be quite useful for the Forward Propagation “Rough-
Tuning” process for the Training Model as well as the 
Continuous Back Propagation “Fine-Tuning” process for the 
Pre-Trained Model. 
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IX. PRELIMINARY RESULTS FROM THE EXPERIMENTAL 
INFERENCE ENGINE SOLUTION STACKS 

The hitherto described solution stacks are as follows: (1) 
Solution Stack #1: IDF & AM, and (2) Solution Stack #2: 
BNS & MAM. This is shown in Figure 2 below as Phase 1 of 
the experiment for Solution Stack #1 and Phase 2 of the 
experiment for Solution Stack #2. The preliminary results are 
also shown in Figure 2 and indicate a 9% performance edge 
by Solution Stack #2 over Solution Stack #1 when 
benchmarked against the Self-Annotated Reddit Corpus 
(SARC), a corpus of 1.3 million sarcastic remarks. SARC 
was chosen as it had both sarcastic and non-sarcastic 
comments, thereby allowing for learning in both balanced 
and unbalanced label regimes [27]. However, there are also 
deficiencies with SARC. By way of explanation, Reddit users 
have adopted a common method for sarcasm annotation 
consisting of adding the marker “/s” to the end of sarcastic 
statements (this originates from the HTML usage 
<sarcasm>...</sarcasm>). As with Twitter hashtags, using 
the markers “/s” as indicators of sarcasm “is noisy, for many 
users do not use the marker, do not know about it, or only use 
it where sarcastic intent is not otherwise obvious” [27]. The 
experiment also has not yet treated the case of false positives 
and false negatives. Further investigation is needed, as these 
are preliminary results only, and only one “New Dataset” was 
utilized for testing.   

 

Figure 2.   Solution Stack #1 (IDF & AM) versus Solution Stack #2 (BNS 
& MAM): Solution Stack #2 demonstrates a 9% performance edge over 

Solution Stack #1 (for a single test case).  

Overall, Solution Stack #2 from Phase 2 of the experiment 
seems to have an advantage over Solution Stack #1 from 
Phase 1 of the experiment when benchmarked against the 
SARC.  However, there is much more work to be done 
regarding false positives and false negatives. 

X. CONCLUSION 
This paper presents the benchmarked performance results 

of a posited framework for an enhanced inference system. 
The premise for devising such a system was predicated on the 
problems with sarcasm detection (i.e., detecting for a second-
order metarepresentation) within the NLP arena. The 
described work utilized SARC as well as a variety of datasets 
for a Pre-Trained Model. The preliminary results of an 
approximately 9% performance edge by Solution Stack #2 
(BNS & MAM) over Solution Stack #1 (IDF & AM) seem 
promising, but only one test was performed. Future work 
necessitates a further investigation with a much more robust 
performance metric and benchmarking paradigm, as well as 
the potential involvement of other useful viable datasets for 
fine-tuning of the CNN Pre-Trained Model. An updated 
literature review will be performed for updated techniques 
and methodologies. 
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Abstract—While media reports frequently highlight the
exciting aspects of the cyber security field, many cyber security
tasks are quite tedious and repetitive. At the same time,
however, strong pattern recognition, deductive reasoning, and
inference skills are required, as well as a high degree of
situational awareness. As a direct consequence, the field of
cyber security is replete with potential opportunities to apply
data analytics, machine learning, computer aided testing, and
other advanced approaches to reduce the frustration of cyber
security operators by easing key challenges. In fact, given a
typical range of cyber attack surfaces, leveraging these
machine-enhanced analysis and decision approaches in
conjunction with a robust defense-in-depth posture is a crucial
step towards achieving sustained, predictable performance
across typical cyber security tasks and promotes cyber
resilience. This paper will both outline details for a near-term
research effort and explore a variety of key opportunities to
exploit these approaches with the objective of raising
awareness, providing initial guidance to aid potential adopters,
and developing effective strategies to incorporate them into
existing cyber security constructs.

Keywords- artificial intelligence; expert systems, machine
learning; supervised learning, unsupervised learning, pattern
recognition, spectral methods, k-means, modularity, Lagrange
multiplier, optimization, anomaly detection, data analytics, data
science, networks, cyber security operator, cyber defensive tools,
cyber resilience.

I. INTRODUCTION

It is well known that cyber security defense is a very
challenging task [1]. One significant contributor to this
defensive complexity is the inherently dynamic nature of the
cyber environment. Client workstations, servers, other
computers and devices, operating systems, and software
become obsolete in a timescale of years and must be
replaced with newer models or versions. Frequently,
organizations will undergo transformations in size, focus, or
organization that result from business mergers, growth, or
decline and cause dramatic changes in the enterprise network
composition. Because of any of these types of changes,
organizations are constantly assembling unique new
networks or modifying existing networks. Members may
join, depart, shift to different sub-units, or change roles
within the organization. In addition, network users
themselves can be sources of great variability and can

frequently frustrate cyber security operations by taking short-
cuts for security measures or actively resisting inconvenient
policy controls. Finally, external dynamics contribute to the
defensive challenge: Criminals and other cyber attackers are
perpetually scanning, searching, and finding new
vulnerabilities to exploit, building new tools, developing new
approaches to disguise their tracks, and refining their
techniques to achieve their objectives.

Beyond the internal and external dynamic factors
described above, paradigm-shifting technological changes
are dramatically altering the cyber landscape, introducing
innovations and improvements but potentially
simultaneously increasing the attack surfaces and
vulnerabilities within them [5]. The rapid evolution of new
technologies, both hardware and software varieties, and
increasing integration levels suggest that the challenges of
cyber security will continue to grow for the foreseeable
future [2]. For example, increasing Internet of Things (IoT)
capabilities will incorporate new types of devices into the
internet-accessible realm, thereby increasing attack surfaces
and possibly exposing new types of vulnerabilities due to
new Application Programming Interfaces (APIs) associated
with new classes of devices. Thus, the addition of these
technologies can increase the internal defensive complexity.
Resourceful attackers may very well be able to find ways to
exploit the increasing connectivity to access these new
devices for their purposes.

While there are efforts to build in security into designs
and even standards [3], frequently, security lags novel
capabilities, sometimes to a significant degree. The
dynamics, persistent advancement of malicious actors, and
revolutionary technological change combine to elevate
defensive complexities facing cyber security operators. As
many defensive tasks are tedious and repetitive in nature,
such fertile grounds will incubate the growth of errors. To
counter this state of affairs, many cyber security innovators
are leveraging data analytics, computer-aided testing, and
machine learning to enhance or even replace human operator
activities.

The remainder of this paper is organized as follows:
Section II discusses the role of machine learning and other
automated decision support tools in cyber security and
presents applications. Subsequently, Section III explores
how data analytics encompasses a crucial part for both
supporting the function of these techniques and the decisions
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of cyber security operators. Then, Section IV delves into the
benefits of leveraging computer-aided testing for the benefit
of a wide variety of cyber security activities. Finally, the
paper reviews and emphasizes key points in Section V, the
conclusion.

II. ROLE OF MACHINE LEARNING

Numerous cyber security tasks can be eased and
accelerated by incorporation of pattern recognition and
machine learning approaches. In particular, many modern
cyber monitoring tools already incorporate machine learning
and enhanced visualization to provide insights that guide
and accelerate decision-making [1] [2]. Pattern recognition
is important capability for cyber security monitoring support
tools. For example, signature-based detection of malicious
activity often involves scrutinizing specific attributes of
packets, email, or other data for values of identifying
features that may match the corresponding values of
previously known feature set entry in a pre-loaded data set
captured from previous attacks of malicious actors. Thus,
signature-based methods are quite effective against
previously seen attacks but typically ineffective against
first-time attacks for which the feature set entries would not
yet be included in threat profiles. However, these
technologies play a vital role in a layered, defense-in-depth
system [11] [12].

To deal with first time events, other anomaly detection
tools would normally be utilized that learn about the
“normal,” non-anomalous patterns of behavior. Once the
defensive systems can recognize the patterns of activities
that comprise normal behaviors, then the leap is not so great
to be able to distinguish when a new event is an anomaly.
As an example, time is the feature dimension that would be
used to analyze user login behavior relative to employee
work patterns. Thus, once login data is captured in logs, it
would be straightforward to detect anomalous login times
for users that work regular business hours. Anomaly
detection can be challenging because there are many feature
dimensions across which an event could be deemed
anomalous, and there are many conditions and states of the
enterprise, network, and associated devices required to
properly characterize the normal activity patterns for each.

Another dimension for anomalous events might include
login Internet Protocol (IP) addresses. In companies with
brick and mortar work sites, login entries will be dominated
by internal IP addresses, perhaps followed by laptops used at
home, such that IP addresses associated with foreign origins
would easily fall outside the normal login entry patterns
enough that they would be detected as anomalies. Certain
dimensions (or categories of log or traffic data) should be
flagged high priority due to high risk associated with
malicious activities across the dimension; for example,
events that include downloads and uploads should be
scrutinized particularly carefully.

The reason that machine learning, which can fall a bit
short amidst many human dominated chores, can fit the bill
within a layered defense in that each component of a

defense-in-depth approach is only responsible to achieve
subset of goals. It is the integrated combination of layers and
components, each supplying their specific contributions to
the sum, that comprises the ultimate level of defensive
strength of the system. This includes machine learning
decision support subsystems and machine-aided tools, as
well as human operators. Hybrid tools that incorporate
pattern recognition, signature-based, and machine learning,
can dramatically enhance the performance of humans in
many of the tedious defensive tasks.

TABLE I. MACHINE-AIDED APROACHES TO ENHANCE

CYBERSECURITY OPERATOR AND SYSTEM PERFORMANCE

Approach
Alternative uses and cybersecurity

considerations

Machine-learning

Signature matching and anomalous
event detection. Classification of log
entries and packet traffic data.
Acceleration of asset management
tasks. Semi-intelligent adversary attack
agents for automated-testing activities.

Data analytics Pre-processing and ingestion of event
data records. Meta-data tagging of
event entries for rapid filter searches

Automated-testing Randomized agents capturing insider
and external threat actor behaviors,
pen-testing aids, and fuzz-type testing
tools for software and systems

Machine learning has a strong role to play in anomaly
detection. Pattern recognition techniques utilized for cyber
security applications may involve identification of patterns
that exist within a data set and then classifying both old and
new data items into those categories or classes of patterns.
Characterizing classes of normal traffic and classifying new
traffic into existing patterns are well within the capabilities
of machine learning algorithms, such that recognizing
anomalies that do not fit into any of the existing patterns is
possible.

For this classification and anomalous data detection task,
a combination of signature-based systems, expert systems,
supervised, unsupervised, and semi-supervised learning
approaches may be advantageous to address the various
challenges posed by different components of the data [7].
One of the objectives of this research was to examine the
efficacy of applying a combination of classification
approaches to categorize packet traffic data and log data.
Previous work with clustering [13] [15] demonstrated some
success in community detection. For these methods, feature
set selection and determination of the number of classes are
key steps to develop a successful classification tool. If
feature sets are well chosen, clustering methods may be able
to learn the numbers of basic types and the feature-based
characteristics of the basic types of data with minimal human
assistance, and then collect traffic or log entry statistics
based upon those groupings.

Then, once group statistics are accumulated, it becomes
possible to consider detection of anomalous data points that
do not fit into any of the previously learned groupings. In
this manner, anomaly detection systems can be constructed
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that classify data or messages into normal categories if they
fit, and items that fall outside of the regular categories may
be deemed anomalous or suspicious, potentially triggering
some sort of alert, perhaps even associating a concern level
for the degree of anomaly. Thus, these sorts of machine
learning tools can support identification of traffic types,
detection of anomalies and alerting for monitoring.

III. DATA ANALYTICS

Data analytics are crucial to the success of most machine
learning approaches as well as human-led cyber security
defensive operations. Data analytics includes pre-
processing to clean and prepare the data, capturing essential
auxiliary data that maximize the usefulness of data,
ingesting the data into an extensible infrastructure, and
analysis to squeeze the most insight possible from the data.

One of the often-overlooked aspects is the post-data-
collection labeling or metadata tagging, which may involve
detailed parsing of the data element. Using a network
packet as an example, some typical fields that might require
parsing include the time field, the protocol type, the source
and destination IP addresses (if any), packet length, status
fields, among other fields. This labeling step is vitally
important to maximize the usefulness and efficacy of
subsequent analysis stages. For packet traffic data, this step
may require some special guidance to provide network
subnet structure to group packet traffic by subnet since the
detailed subnet structure would not necessarily be clear
from the traffic itself, either implicitly or explicitly.
Creating and populating a database with the dataset and the
metadata tags of interest to facilitate further analysis,
ensures the correct fields and values are available for rapidly
searching data sets for samples of interest and associating
data points that match in specified metadata attributes.

Another key objective of data analytics is computation of
critical statistics that aid in preliminary decision-making and
assist in selection of optimal approaches. A wide variety of
statistics might be computed for network traffic that could
include the relative composition of network traffic by
protocol, subnet distribution of traffic across the enterprise
network, IP addresses statistics, activity timing statistics,
and many more. Once these statistics are computed, they
can be utilized as additional dimensions for machine
learning activities or for human decision-making.

IV. COMPUTER AIDED TESTING

The value of computer- assisted testing cannot be
overstated in cyber security. While poor testing approaches
can lead to outcomes that are worse than no testing, many
testing efforts do not require a tremendous amount of
intelligence to be successful but require thoroughness and
are necessarily quite tedious, stretching the boundaries of
human patience. By its very nature, computer-aided testing
is comprehensive, methodical, and yet, can also incorporate
randomness, and so this one of the key reasons why
computers can fill this testing niche remarkably well.

Computer-assisted testing that includes randomized
parameters is crucial because engineers frequently make
assumptions during the development process, and, as these
assumptions accumulate, the aggregative effect can be very
hard to track and lead to inconsistencies. Thus, randomized
testing approaches will occasionally violate these
assumptions, causing tests to fail, by selecting test vectors
within the engineers’ “blind spot”.

An obvious application for computer-aided testing that is
used in software engineering and also applicable to cyber
security defense is fuzzing or fuzz testing of software
applications [8]. This sort of testing can help find website
errors, database issues, and other application bugs.
Similarly, a hybrid of fuzz and Monte Carlo testing can be
used to aid validation of tools [9]. Recently, we developed
an algorithm for calculating network complexity of virtual
cyber ranges [10], but one key remaining task was
validation of the algorithm. Using guided random-parameter
point testing and by comparing the network complexity
scores to subject matter expert expectations, we were able to
make rapid improvements because the random value-
generated models frequently represented attribute value
permutations that fell outside our design assumptions.

One critical application area that could benefit from
computer assistance is penetration testing. Some areas
require human leadership, but computer-aided capabilities
can assist other areas, such as tools to scan the surrounding
network to enumerate devices and discern network structure
and services, as well as tools to help find and infiltrate user
accounts with weak passwords.

Like penetration testing, but with more requirements for
stealth, automated attack tools can be used in war-gaming to
challenge defensive teams or test tools. By measuring and
observing the characteristics of the normal usage patterns,
these tools could automatically enforce limits to ensure that
communication and control traffic remains below the
standard thresholding to avoid triggering cyber defensive
tools. These tools could learn by passively observing and/or
actively scanning its environment for vulnerabilities,
potential pathways, defensive activities of concern or
interest, and other exploitable opportunities that could yield
the desired access or information.

V. APPROACH DETAILS

The goal of this research effort is to gain insight into the
efficacy of utilizing elements from each of the sections
above to enhance and simplify the process of potentially
determining anomalous events, traffic composition,
groupings of interest, structure, and other attributes from
passive analysis of collected packet traffic data. It is our
hope that these results would enable operators to gain an
understanding of both the full scope of the possibilities and
limitations of this approach to accelerate detection of
anomalies, identification, asset management, and other
important cybersecurity functions. This multi-layer decision
support system will incorporate machine aided learning to
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derive insights from higher level data produced by a data
analytics platform that includes a variety of pattern
recognition capabilities and other automation support. The
remainder of this section will describe the experiment
design and the technical approach details underlying the
machine learning decision support methods.

TABLE II. PROPOSED ALTERNATIVES FOR EXPERIMENT DESIGNS

Candidate
Independent
Variables

Candidate
Dependent Variables

Candidate
Control
Variables

Number of clusters Cluster sets Network size
Packet traffic data set Packet time clusters Network structure
Source IP addresses IP clusters Feature

weightings
Target IP addresses Traffic composition

statistics
Feature vector

Protocols Host associations Data set size
Packet lengths
Packet times
Log entry data sets
Initial cluster centroids

Multiple alternatives for the higher-level experiment
design, required to achieve desired end goals to include
traffic characterization, anomaly detection,
identification/asset management, and related cybersecurity
objectives are outlined in table 2. Clearly, once the exact
details are specified, using this approach, a similar (subset)
table would be created for each desired experiment to enable
determination of the number of repetitions required for
statistics that satisfy desired hypotheses acceptance/rejection
thresholds and support determination of confidence levels.

Although there are some crucial pre-processing steps to
clean up and label data appropriately, in the interest of
focusing on the technical challenges, we will omit details
here and directly skip ahead to posit that clustering may
serve well as initial approach to achieve rudimentary
classification of the preprocessed data. First, we will share
the fundamentals of various clustering approaches. We will
represent packet traffic data or log entries by a graph, H,
consisting of vertices or nodes, X, that represent items of
interest and edges, F, that represent the connections between
the items of interest.

H = (X, F)

The edges that connect node pairs capture specific
associations of interest between the items, discerned in the
data. The graph could potentially be multi-partite because
the packet traffic or log data might identify the source and
target IP addresses. Devices are typically distributed
throughout the various subnets of the network, so there
could be an additional layer of mapping required between
the IP addresses and subnet nodes. A grouping Cm is
comprised of a cluster of nodes, orthogonal to every other
grouping, because no vertex exists in more than one
grouping.

X = UCm, Cm∩Cn = {}

Each item, x, can be assigned a feature vector, gx. Figure 1
depicts an example of a multi-dimensional feature vector.
Our objective is to use the feature vectors with a metric to
facilitate grouping of vertices into k clusters, although, for
some applications, the feature vector could be as basic a
notion as connectivity. Each element of the adjacency
matrix, B, represents a measure of the events that relate a
pair of IP addresses, forming connections between the
corresponding nodes in the graph formed by the
interconnections (or perhaps distance in the feature space)
between the devices in the network [14]. If the IP pairing
vectors that arise from the columns of the adjacency matrix
are compared with a proximity measure (for example: a
similarity measure) then connectivity patterns can be
compared between nodes with straightforward operations,
such as inner products.

Also, the similarity matrix, S, formed by computing inner
products of the adjacency matrix column vectors is another
useful concept:

� = ���

Thus, the higher valued elements of the similarity matrix
will reveal node pairs, represented by the adjacency matrix
column vectors, that have common patterns of connectivity.

For binary classification decisions, graph partitioning
approaches may be employed that leverage spectral
methods. To achieve larger numbers of classes, k-means,
modularity-informed spectral methods, or hybrid k-means
approaches [4][13]-[15] can be employed to compute
clustering. Lagrange multipliers may be used in conjunction
with these approaches to capture constraints for cluster
memberships as part of standard optimization procedures.

Figure 1. Example of a feature vector, gx, which could potentially include
other elements like target IP, protocol, and many more features.

We have obtained positive results with these methods [13]
[15] to improve performance of the clustering algorithms for
social community structure in cell phone data, so this study
will explore its utility revealing insights that arise from
potential groupings of traffic data or log entry items. As in
our previous research, we may adopt the silhouette metric
[13] [15] [16] to assess the degree of grouping structure in a
proposed clustering, in which the silhouette value of one
item or vertex, m, is specified
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silhouette(m)=(p(m)–r(m))/max{r(m), p(m)}

and r(m) represents an average dissimilarity between m and
the remaining items or nodes within that cluster and p(m) is
the minimum of the dissimilarities computed between m and
all other clusters. Node or item dissimilarity is computed as
the “distance” (e.g. Euclidean distance) between their
respective feature vectors.

Accumulating the insights from multiple classification
engines based on the outputs of the clustering processes, as
well as outputs (e.g. alerts) of the other defensive tools, a
multidimensional vector can be directed as an input to a
multi-layered neural network that will form the basis for
operator decision support. This research can explore the
efficacy of alternative neural network methods [7], such as
artificial neural networks, deep neural network,
convolutional neural networks, and others to provide
decision support in conjunction with the prior
clustering/anomaly detection subsystem. One potential
benefit of such an arrangement is that by working
simultaneously, along-side the operators, essentially under
continuous supervision, the neural net subsystems can
improve performance with each detection decision, even as
it offers suggestions to aid the operators in making their
final determination. In large enterprise systems with
multiple operators, this feedback loop may prove to
accelerate performance improvement.

VI. CONCLUSION AND FUTURE WORK

In this paper, we shared some cyber applications that can
benefit from computer aided enhancements, such as
machine learning, data analytics, and computer-aided
testing. Numerous tools are entering the market, which
incorporate these techniques, but it is challenging to
leverage these novel tool capabilities effectively without a
firm understanding of the underlying methods and the
assumptions upon which they are based. Furthermore, many
tools are ascribed far better performance in marketing
literature than is achievable in a typical environment. As a
result, there is rationale to develop internal tools and
conduct thorough testing and tuning optimization for both
internal and external tools of this kind. The testing and
tuning iterations should measure success and accumulate
statistics against common threat scenarios to ascertain
overall performance.

We hope to employ the approach described in Section V
to conduct a series of experiments to characterize the
statistics associated with test networks as a baseline and
then to study performance of enhanced systems that employ
selected tools in conjunction with machine learning
approaches outlined. The results should help shape new
approaches to provide decision-aids and other support to
cyber security operators that will help in providing insights
and countering the rising challenges associated with
enlarging attack surfaces that accompany the rapid evolving

cyber environment and dynamics of typical enterprise
networks.

ACKNOWLEDGMENT

The authors would like to thank the Design Engineering
Analysis Laboratory (DEAL) and its affiliates for their
encouragement throughout the process of completing this
research. Without the assistance of the DEAL, as well as the
ideas, guidance, and resources made available through that
support, much of this research would have been delayed
with unpredictable consequences. The authors would also
like to thank the International Academy, Research, and
Industry Association (IARIA) for the constant motivation to
excel as well as the opportunity to serve as a contributing
member within the cyber and data analytics domains.

REFERENCES

[1] D. Schatz, R. Bashroush, and J. Wall. "Towards a More
Representative Definition of Cyber Security". Journal of Digital
Forensics, Security and Law, vol. 12, iss. 12, art. 8, 2018.

[2] https://www.telegraph.co.uk/connect/better-business/cyber-
security/cyber-security-challenges-threats-in-2018/

[3] https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp18_Cyber
Security_Ed1_FINAL.pdf

[4] R. Lleti, M. Ortiz, L. Sarabia, and M. Sanchez, “Selecting variable for
k-means Cluster Analysis by using a Genetic Algorithm that
optimizes Silhouettes”, Analytica Chimica Acta, vol. 515, iss. 1, pp.
87-100, 2004.

[5] T. Klemas, R. Lively, and N. Choucri, “Cyber Acquisition Policy
Changes to Drive Innovation in Response to Accelerating Threats in
Cyberspace”, Proceedings CYCON 2018, press.

[6] https://www.trendmicro.com/vinfo/us/security/news/security-
technology/is-big-data-big-enough-for-machine-learning-in-
cybersecurity

[7] S. Theodoridis and K. Koutroumbas, “Pattern Recognition”, Elsevier
Inc, 2009.

[8] https://searchsecurity.techtarget.com/definition/fuzz-testing

[9] D.P. Kroese, T. Brereton, T. Taimre, and Z. I. Botev,"Why the Monte
Carlo method is so important today". WIREs Comput Stat., vol. 6, no.
6, pp. 386–392, 2014.

[10] T. Klemas and L. Rossey, “Network Complexity Models for
Automated Cyber Range Security Capability Evaluations”,
ThinkMind, The First International Conference on Cyber-
Technologies and Cyber-Systems, pp. 1-6, 2016.

[11] https://www.techrepublic.com/blog/it-security/understanding-layered-
security-and-defense-in-depth/

[12] https://searchnetworking.techtarget.com/answer/What-is-layered-
defense-approach-to-network-security

[13] T. Klemas and D. Rajchwald, “Evolutionary clustering analysis of
multiple edge set networks used for modeling Ivory Coast mobile
phone data and sensemaking”, ThinkMind, The Third International
Conference on Data Analytics, pp. 100-104, 2014

[14] M. Newman, Networks, An Introduction. Oxford : Oxford University
Press, 2010.

[15] T. Klemas and S. Chan, “Automating Clustering Analysis of Ivory
Coast Mobile Phone Data, Deriving Decision Support Models for
Community Detection and Sensemaking”, ThinkMind, The Fourth
International Conference on Data Analytics, pp. 25-30, 2015.

[16] P. Rousseeuw, “Silhouettes: a graphical aid to the interpretation and
validation of cluster analysis,” Computational and Applied
Mathematics , vol. 20, pp. 53-65, 1987.

67Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           77 / 116



A Multi-Agent System Blockchain for a Smart City
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Abstract—In a Smart City context, and specifically targeting
public collection of sensor data from arbitrary sources by
arbitrary actors, accuracy, reliability and frequency of data
may be highly variable. The Blockchain technology allows the
management of public immutable ledgers that track the activities
of these actors closely and, as such, provides a possible solution
to incentivize and empower good actors (those who supply
accurate, reliable and frequent data). This paper focuses on
mechanisms to provide such incentives, what we call a Proof-
of-Confidence (POC), using a view of these actors as intelligent
agents, capable of autonomous interaction with the Blockchain.
While it is concluded that full security guarantees can not be
provided without additional restrictions at the agents’ behavior
level, our model is used to prove the feasibility of supplying a
gamified environment for such agents, with optimizable metrics
which favor accurate, reliable and frequent data.

Keywords-blockchain; smart city; sensor data; multi-agent
systems.

I. INTRODUCTION

Smart Cities introduce novel problems related to the man-
agement of inordinate amounts of sensor data of various types
and origins. From local temperature data to road traffic, the
data may be originated from a multitude of data sources,
distributed through numerous autonomous and communicating
devices, usually referred to as the Internet of Things (IoT).
Such data must be stored adequately as it is fundamental for
the analysis and development of real physical models.

The distributed management of data originated from the
IoT requires a network capable of dealing with changes
in the environment. An architecture comprised of regular
microservices would be a valid solution to this problem,
adapting to changes reactively. It lacks, however, a contextual
view of these changes, meaning that the network will act
on them based directly on differences in data values, and
not on what these differences might mean for the analyzed
environment. Intelligent agents add this contextual awareness,
as well as autonomy and intelligence in the form of problem
solving to achieve greater rewards as result of contributing to
the network’s maintenance. In fact, these agents are capable
of learning, adjusting and optimizing their behaviors in the
presence of incentives. The ecosystem of agents, known as a
Multi-Agent System (MAS), allows further flexibility in com-

munication and use of established Multi-Agent development
platforms [1].

In regard to the network itself, Blockchains enjoy desirable
characteristics to organize the collected data due to their
immutable and referential nature. They effectively track all
identities that inscribe data into the Blockchain using units
called as transactions, which couple each identity to the data
it published. A public edited ledger keeps its integrity over
time, as each block in the chain references its previous,
allowing blocks to become increasingly tamper-resistant. How-
ever, Blockchains by themselves do not provide incentives to
produce accurate, reliable and frequent data that can be used,
for example, to produce/optimize machine learning models.
This situation deteriorates even further with the huge amount
of distributed devices with unknown origins and data sources.

This paper aims to describe a new Blockchain model,
whose goal is to enable a gamified environment for a system
comprised of a multitude of agents. A system where agents
that work towards its intended goal provide good data and
allow the potential to identify malicious ones. Hence, this
paper is structured as follows, viz. Section II will go over
the unique characteristics of the conceived Blockchain, such
as how interactions guarantee no data is lost and how data
is stored in the Blockchain. Section III will describe how
this MAS may interact with the Blockchain, followed by
Section IV which describes the developed scoring system:
how scores are attributed to the data, how this scoring is
calculated and how this scoring achieves the desired goal
of providing an optimized metric for accurate, reliable and
frequent data. Section V will present a case study for this
system in a more restricted environment, denominated Smart-
Hub. Finally, Section VI will present a summarized conclusion
of our findings, and outline future work on the proposed
system, with special focus on security.

II. THE BLOCKCHAIN

The proposed Blockchain is very similar, in structure, to
existing cryptocurrency-based public Blockchains. Indeed, it
is based on a Proof-of-Work (POW) scheme [2], with some
key differences (Figure 1):
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Figure 1. The block structure.

• The unit of transaction is the data collected by an agent
from a specific source, tagged with a time-stamp and the
agent’s identity;

• There is no complex conditional scripting over these
transaction;

• The value of a transaction is translated into a score, which
makes up the transaction outputs, as opposed to a coin-
based system;

• The cumulative score of an agent is monotonically in-
creasing;

• This cumulative score provides a way to gauge the impor-
tance of an agent to the system, as frequently participating
agents accrue higher scoring;

• Extracting a median score per transaction provides a way
to gauge the accuracy of an agent, as accurate agents
accrue higher score per transaction.

In the developed Blockchain, a POW schema was chosen
in detriment of other schemes for ensuring investment in
the Blockchain mainly for its simplicity, the adequacy to
potentially resource constrained devices, as well as to avoid
different tiers of agents and further implementation complex-
ity. To interact with the Blockchain, the intelligent agents
are required to have a cryptographically secure identity based
on an asymmetric public and private key-pair. The public
identity is the one which is referenced and tracked by the
Blockchain, with the data supplied by an agent being signed

with its private key, effectively rendering it tamper-proof, as
well as establishing irrevocable authorship. The Blockchain is
made available to these agents and any other application as a
completely stand-alone library.

Advocating for open-source artifacts, all the produced soft-
ware was published, in GitHub, under a MIT License [3].

A. Architecture

The developed Blockchain (Figure 2) considers three main
entities: the agents that participate in building and maintaining
the ledger, identified as ledger agents; the agents responsible
for supplying ledger agents with processed data, known as
slave agents; and data generating devices, like sensors, which
may supply data to slave agents or directly to ledger ones. A
group of the referred entities, connected between themselves,
constitute what is denominated a Smart-Hub (Figure 2a). On
the other hand, the MAS Blockchain consists of several hubs
and ledger agents that opted to live outside specific hubs
(Figure 2b). Each hub may be applied to distinct domains such
as government management, road safety and weather forecast,
among many others.

B. Data Integrity

To ensure that transactions are not lost, the agent that gener-
ates them must keep track of which transactions it issued and
are not yet present in a committed block. To ensure that such
transactions will populate a block, there must be a periodic
diffusion of the transactions that are not yet committed. No
restrictions are applied as to the time that transactions are
issued, and score is not deducted at any point from a given
identified agent. Due to this lack of restrictions over the
validity of gathered data, and in contrast to cryptocurrency-
based schemes [2] [4], a transaction is never invalidated (as
would be the case for insufficient funds or cancellation). As
long as the agent stores its transactions, data gathered is
guaranteed to never be lost and will eventually be recorded
in the Blockchain later in time.

C. Data Storage

Only the ledger agents are required to keep a copy of the
ledger, with slave ones being just responsible for gathering
data. The data representation is left completely configurable,
provided that there is a clear distinction between each type of
data. The size of such data must be calculable, as the block
size is fixed (as in [2]).

Two basic assumptions are key for data storage: the first
is that data exists at a point in time and the second is that
it may be tied to a geographical location. As such, all data
is required to be tagged by the agent through a hardware
clock with the time at which that data was gathered, either by
the sensor or the agent’s clock. For geographically significant
data, geographic coordinates can be supplied to increase data
accuracy, which will impact later calculations.
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Figure 2. The Blockchain Architecture: (a) a Smart-Hub comprising Ledger and Slave agents; and (b) the MAS Blockchain comprising multi Smart-Hubs
and Ledger Agents.

III. AGENT INTERACTION

This section describes the agents’ main interactions with
the Blockchain (Figure 3), which are synthesized by two
main behaviors: block mining and data capture. Two addi-
tional behaviors, related to data synchronization, are briefly
described. It is worth noting that the Blockchain is completely
independent and unaware of the agent’s platform.

A. Start-up

Initially, synchronization with other running agents of the
Blockchain is made through sequential transfer starting from
the latest committed block of the starting agent. The mecha-
nism for peer exchange is left up to the implementation. The
agent then begins executing the succeeding behaviors.

B. Mining

To reduce computational load, agents will mine a block only
once one is full interleaved with data capture into subsequent
blocks. Stricter synchronization must be enforced to avoid long
temporary forks, which would result in both large overhead
in computation, for block validation, as well as network
overhead, transmitting full blocks. Blocks are considered full
only when they are populated with enough transactions as to
achieve either a fixed amount of ceiling or fill the maximum
allocated block size. A fixed amount of transactions help avoid
extended delays in generating blocks when only very small
transactions are added.

C. Data Capture

Each agent manages its own sources of data, originating in
its slave devices, such as electronic sensors or other agents, as
well as timings and priorities given to these sources in order to
maximize their score. For this main behaviour, through which
transactions are generated, an agent chooses one of these pre-
configured sources to extract data and generate a transaction.

This transaction is inserted to the latest block in construction
and must be propagated to other agents with support from
its underlying agent platform. These sources of data may be
any known Application Programming Interface (API) which
allows its masters to poll and extract this data.

D. Synchronization

The inherent problem of consensus in such a distributed
system is still present. Therefore, mechanisms similar to those
in established cryptocurrencies must be performed by the
agents. These are generalized in a synchronization behavior
where agents compare and exchange transactions to record
in the Blockchain, as well as block headers and full blocks
when necessary. This behavior has to be executed concurrently
with data capture, as synchronization of known transactions
is important to reduce overall computational load. Moreover,
block headers are propagated between agents when mining
results in a nonce that fulfills the difficulty requirements
of the block. When tight synchronization of transactions is
ensured, only the block header needs to be propagated, as the
same already validated transactions will be present in each
individual agent’s current block and only the nonce and time-
stamp differ in the header.

IV. SCORING - A PROOF-OF-CONFIDENCE METRIC

Work has been done in the context of public Blockchains
to establish trust between cooperating peers which hold
wallets and ledgers in more traditional cryptocurrency-based
Blockchains. Such is the case of the NEM Blockchain [4]
which relies on a Proof-of-Importance scheme (POI) and
maintains peer reputations through the use of the Eigentrust++
[5] algorithm. This approach, however, focuses more on trust
between peers based on their interactions than the values they
supply in the form of transactions. The scoring approach taken
for this paper is thus similar to the POI scheme, as it attributes
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Figure 3. Activity diagram describing the agents’ life cycle.

increasing importance to certain agents, but also distributing
block mining equitably to all participating agents.

Scoring is the aforementioned optimizable metric and it is
calculated by taking into consideration relative measurements.
An agent’s goal is to maximize this score, enabling a gamified
environment where agents compete for the highest score.
These scores are attributed to the agents that supply the trans-
actions through the block’s special coinbase transaction, and
summed to its aggregated total. As usual in cryptocurrency-
based Blockchains [2], each transaction is recorded such that
it references which transactions were taken into account to
produce the addition to the agent’s outstanding score and the
latest known total score for such agent prior to the new block.
Thus, the main difference between scoring and traditional
mined cryptocurrency comes from the fact that there is no
reliance on a fixed lump-sum [2], but instead the coinbase is
incrementally constructed, adding scores to each agent that
adds transactions to the block.

A. Scoring Formula

The scoring is calculated via relative measurements, namely
ratios between data values and time-stamps, possibly restricted
to a configurable geographic radius (for geographically tagged
data). In order to ascribe higher scores to data displaying
desirable traits such as accuracy, reliability and frequency, a
contract was established.

1) Contract:

• Any data that populates the Blockchain must, at least,
allow for comparison against a previous transaction of
the same type. As such, data must be identifiable by
type or category (such as temperature, humidity or traffic
data) and this category must allow some type of partial
ordering;

• The comparison must result in a ratio of the previous
value and the current value. These values depend on the
type of data being measured.

2) Relative Calculations: Due to the nature of a POW
metric, and the fact we consider arbitrary agents, the presence
of monotonic clocks across all possible agents can not be
guaranteed and, so, it is possible to commit data that is older
than one would expect. As such, the insertion of data that is
older than some existing data of the same category in a small
geographical radius is likely to happen. The approach taken in
this paper to rank data is one that is simple, although requiring
complex querying over the Blockchain. Indeed, it comes from
the observation that physical data tends toward homogeneity
for reduced time-frames: taking, for example, temperature
readings, it is highly probable that within a small region
and considering a time-frame of a few seconds, temperature
readings will not differ significantly. This assumption allows
the protocol used for synchronization between peers to
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avoid additional resource usage and complexity accrued by
employing time synchronization approaches, such as NEM’s
Blockchain [4] time synchronization protocol, based on
[6] a more classic approach taking from [7]. In addition,
instead of maintaining a complex scoring system, such as
PageRank-based algorithms [8]), a simple short-term memory
formula was developed to ease resource usage in score
attribution.

3) Formula: The formula to calculate the score of a given
transaction is broken into three different components, and is
predicated on a comparison between the transaction to be
added, noted with subscript a and the transaction closest in
time to it (as measured by the time-stamp) present in the
Blockchain or in the currently constructed block, of the same
type, noted with subscript c:

• The first component extracts a relative measurement
between the two time-stamps, noted as δt:

δt =
|tc − ta|

tc
(1)

• The second component extracts a relative measurement
between the values present in the data, noted δv , for each
value i or j in the set of Vc and Va values present in
each:

δv =
|
∑
vci −

∑
vaj |∑

vci
, i ∈ Vc, j ∈ Va (2)

• The final component is a small additive base component,
which guarantees a base incentive to provide data, noted
as base.

It must be noted that for geographically tagged data, a
configurable and reasonable radius must also be defined, in
which the transaction closest in time must be restricted to, in
relation to the transaction to be added. These three components
are then composed in order to emphasize and prioritize either
the δt, such that frequency and reliability of the data is
valued more highly; the δv , such that stricter homogeneity of
values are valued more highly; and the base component, which
incentives data collection regardless of quality and which, as
to not overshadow the previous components, should be strictly
smaller, preferably by, at least, one order of magnitude.

B. Data Guarantees

It should be stressed out that although no guarantees are
given that malicious agents are barred from cluttering the
Blockchain with arbitrary data, such agents would be easily
flagged due to their naturally low scoring, either through
their cumulative score or their median score per transaction.
Since this scoring system effectively maintains a short term
memory, as it always compares transaction data to that which
is closest in time to it, although abnormal events (considering
for example a fire close to a temperature sensor) result in
initially poorly scored readings, subsequent readings will score
higher by being compared to the previous low scoring reading.

These four key properties provide what we call a Proof-
of-Confidence (POC) since this Blockchain allows for both
data and agents to be ranked according to some measure of
confidence, in low resource environments.

V. SMART-HUB

A simplified model of a smart city was used to develop a
prototype implementation of the described system, as well as
develop the main scoring formula, in which five fixed different
categories of data where considered, all geographically tagged:

• Temperature data;
• Humidity data;
• Luminosity data;
• Noise data;
• Other data.
A strict categorization approach was followed in which this

data not only follows the previously defined hierarchy, but is
divided into classes according to its type, and in conformance
with the established scoring contract.

A composition formula, developed and used in this case
study, is one that values δt over δv with a very small base
component, effectively prioritizing a dense timeline of data.

(δt · baset)2 · δv·basev2 + base

divisor
(3)

where,

baset = 5, basev = 2, base =
1

3
, divisor = 50000 (4)

The restriction radius of geographically tagged data consid-
ered for this case study is based on a percentage deviation
lower than 0.1% of the transactions geographical coordinates,
as it centers around a very small scoped region, of the scale
of a factory or warehouse.

The entire system was developed from the ground up to be
able to run on a single Java Virtual Machine (JVM) instance,
enforcing the previously referred separation of the Blockchain
as a library and implementing an agent as an application which
uses this library using the JADE development framework [9].
This agent is designed to integrate with other agents of its
kind to form a MAS and allow for easy configuration of data
sources (configured via a documented file whose structure is
not yet stabilized). The inclusion of other data was added for
additional flexibility of the Blockchain, allowing arbitrary data
to be inserted, albeit this data being an order of magnitude
less valuable, by increasing its divisor (4) and bypassing the
delta calculations and contract entirely, effectively supplying
the maximum ratio of one for both deltas. There were no re-
strictions to geographical coordinates of the data for increased
simplicity, though very tight bounds were assumed for the
radius considered for calculations, as previously referred.

A block size of two megabytes was considered, as it was
found that this particular Blockchain requires both tighter
synchronization than the classical ones and a big increase in
computational load in verifying block integrity. This consid-
erably large block size allows for a big bulk of transactions to
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be supplied into the Blockchain at a time to compensate for
the extra resource usage due to these characteristics. To pro-
vide long-term storage support, as well as complex querying
capabilities, use of an embedded database management system
was planned.

Throughout the development process, certain characteristics
of the Blockchain were observed and conclusions extrapolated
over certain key aspects, two of them, already mentioned
above:

A. Computational Load

It was observed that the use of the POW scheme, coupled
with the restrictions of these IoT devices, lead towards po-
tentially undesirable computational loads, via uninterrupted
mining and validation of network transmitted blocks, thus the
restriction of mining only to completely full blocks.

Of note as well is the high cost in validating blocks trans-
mitted through the network, due to the need for comparisons
between potentially distant transactions in the chain, in order
to recalculate scores and ensure they are correct. In order to
do so, a multitude of costly queries may have to be run against
the Blockchain, and as such, tighter synchronization is a must.
However, in data scarcity environments, this can prove to slow
down block throughput considerably. The trade-off was made
to ensure less computational load, as such a general purpose
Blockchain lends itself more naturally to long-term analysis,
leaving more urgent applications to be solved by more local
context solutions.

B. Memory Footprint

Having a considerably large block size, as well as having
very few restrictions on the types of data that can potentially be
supported, leaves a memory footprint potentially unacceptable
for the more embedded devices, making the ledger maintaining
agents more adequate to devices in a management role, such
as data aggregating devices.

C. Network Bandwidth

Due to aforementioned large block size, it might be unfeasi-
ble for very restricted devices in terms of network bandwidth
to participate in the Blockchain.

VI. CONCLUSION AND FUTURE WORK

From the recorded observations, we can concluded that the
conceived Blockchain model is best suited for applications
that are non time-critical, but, instead, favor data management,
storage and long-term analysis. It is also concluded from
the conceived scoring system that the developed Blockchain
is able to provide incentives for agents to supply data that
tends towards accuracy, reliability and frequency. However, no
strong guarantees can be provided in such a public context,
due to the potential presence of malicious agents. We note
an interesting property of our system, which motivates the
focus of future work: as we value frequent and reliable data,
agents and data sources which fail to produce such data can
be identified and, if necessary, discarded. These thresholds

require more definition and tests. Future work will also focus
on identifying malicious agents, signaling abnormal data, as
well as identifying classes of composition formulas, such as
(3), best suited for prioritization of each desired characteristic
of the data. Thus, the task to ensure truly accurate, trustworthy
data, if so required, is left to the implementation of data
gathering mechanisms used by each agent.

Three further extensions to this Blockchain model are also
proposed in an attempt to close the gap between accuracy
malicious activity:

• We propose either the integration of a configurable alert
system directly in the Blockchain on block committal
or on the agent level, themselves monitoring Blockchain
activity;

• A special temporary blacklist transaction could be in-
cluded that references a fixed number of irregular in-
stances of transactions supplied by a given agent, ef-
fectively disallowing these agents to contribute to the
Blockchain for a fixed number of blocks;

• A system of captive scoring could also be implemented,
in which transactions by new identities are only commit-
ted to a block after ones’ identity has been recognized to
have produced sufficient scoring.
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Abstract—In this paper, we propose a threat analysis method
utilizing vulnerability databases and system design information.
The method is based on attack tree analysis. We created an attack
tree on a evaluation target system and some attack trees on
a known vulnerability, and combined the two types of attack
trees to create more concrete attack trees. This enables us to
calculate the probability of occurrence of a safety accident and
to utilize attack trees in future analysis. Since any document has
a latent topic and keywords can be generated from that topic,
our vulnerability analysis algorithms use topic model analysis
for natural language processing to create and analyze attack
trees. The National Institute of Advanced Industrial Science and
Technology (AIST) has developed a security requirement analysis
support tool using topic model analysis technology. Specifically,
we performed matching of attack case papers to vulnerability
databases and could find about 20 items, including exact matches,
from 500 items of a vulnerability database on the basis of an
attack method description.

Keywords–Threat Analysis; Vulnerability Information; Attack
Tree.

I. INTRODUCTION
Interference and interruption to safety due to security inci-

dents are recognized as a big problem in safety critical systems,
such as those for electric power, information communication,
automobile, aviation, railway, and medical care. Regarding the
security of in-vehicle communication in the EVITA project [1],
risk analysis, security requirement setting, architecture design,
and prototyping, as well as a demonstration of a Hardware
Security Module (HSM) by using Field Programmable Gate
Arrays (FPGAs), were conducted. An attack tree was used
for risk analysis in the EVITA project. One way to analyze
the causal relationship between safety (hazard) and security
(threat) is to express that relationship with a combination of a
Fault Tree (FT) and Attack Tree (AT) [2].

The US-based MITRE Corporation provides several tools
for vulnerability reporting and aggregation in a vulnerability
database (DB). In Common Vulnerabilities and Exposures
(CVE) [3], individual software vulnerabilities are stored in a
DB. In Common Weakness Enumeration (CWE) [4], common
vulnerabilities are cataloged with a focus on the cause of the
vulnerability. Furthermore, Common Attack Pattern Enumer-
ation and Classification (CAPEC) [5] is a DB classified by
attack pattern.

Scientific literature related to safety analysis using FTs is,

nowadays, mature [2]. However, the complexity of the problem
has significantly increased in security analysis. Elaborate at-
tacks occur with multiple combinations of those vulnerabilities.
It is not easy to create an AT that comprehensively captures
such possibilities.

We have focused on such problems and proposed a threat
analysis method using a vulnerability DB as a practical
approach [6][7]. First, we assumed that many attacks were
imitations or minor changes of known attacks. Therefore, we
believed that expressing attack cases that occurred in the past
by using an AT could enable a designer (defender) to become
aware of related attacks (recognize the danger). By gradually
and continuously applying this approach, it can be useful for
reducing vulnerability.

We proposed an algorithm that includes a process for
matching each node of an AT described in natural language
[6][7]. However, the matching method utilized was not speci-
fied. In this paper, we evaluate the feasibility of this unspecified
matching process using a topic model analysis method.

In Section II, we summarize the threat analysis method we
proposed in [6] and [7]. In Section III, we introduce topic
model analysis. In Section IV, we verify the feasibility of
matching attack cases to vulnerability DBs and show the result.
Section V concludes this paper by summarizing the key points
and give an outlook on future activity.

II. THREAT ANALYSIS USING VULNERABILITY
DATABASES

This section presents a summary of our proposed method
[7]. An overview of the threat analysis method using the
vulnerability DB is shown in Figure 1. The proposed threat
analysis method conducts the following three procedures:

• Create vulnerability model information.
• Create lower-level component information embedded

in software.
• Perform threat analysis on the basis of design infor-

mation of analysis target system.

A. Creating vulnerability model information
The MITRE Corporation has published several forms of

vulnerability DBs [3]–[5]. However, it is difficult to create
an AT for a concrete target (for example, a connected car)
simply by referring to these DBs. We will create an AT
with a reference to existing attack case literature, reports, etc.

74Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                           84 / 116



Figure 1. Overview of proposed threat analysis method

Thus, let the AT be obtained from the existing vulnerability
DB and existing attack report be called the first AT. This
first AT is hierarchically drawn into a top node, a collection
of intermediate nodes and bottom nodes. A single first AT is
created for each vulnerability. A vulnerability DB such as CVE
monotonically increases, so it is not necessary to recreate the
first AT once it has been generated. As will be described later,
second AT can be used as a first AT in subsequent analysis,
so that each time an analysis is performed, the quantity of
first ATs will increase.

B. Proposal of component database
In embedded systems, such as those for automobiles and

general Internet of Things (IoT) devices, required lower-level
components embedded within the software, not the software
itself, are incorporated. However, a vulnerability DB such as
CVE only includes vulnerability information for software as
a whole and does not describe information on the lower-
level components embedded within the software. Therefore,
a correspondence table between the software version and the
version for its lower-level components would be beneficial.
This makes it easy to check vulnerability information at the
manufacturing stage of embedded systems such as those in IoT
devices. The method to create a component DB is outside the
scope of this proposal.

C. Threat analysis algorithm
This section describes the threat analysis algorithm. It

corresponds to the “Safety & Security Threat Analysis” section
in Figure 1. The algorithm, which is based on the vulnerability
model shown in Section II-A, the component DB shown in
Section II-B, and the design information of the analysis target
system, is as follows:

(1) Create a second AT with the top node as a safety
accident related to the evaluation target system. At this time,

even if the component is not directly included in the evaluation
target system, a component judged to be related by referring
to the component DB is included in the second AT (the black
circle node in Figure 2 (2)). The second AT is hierarchically
depicted using the top node, the multiple intermediate nodes,
and the lowest nodes. Thus, a second AT is created (Figure 2
(2)).

(2) One of the top nodes or intermediate nodes of the
second AT is selected and Natural Language Processing (NLP)
is used to mechanically determine whether there is a first AT
having a natural language expression similar to nodes of the
second AT (Figure 2 (3)). If this is the case, the first AT is
temporarily added to the second AT (Figure 2 (4)). OR gate is
attached to the node of the second AT as a temporary cause,
and the first AT is pasted below it. This is done for all nodes
of the second AT. As a result, the second AT is expanded
more after considering the existing vulnerability database, that
is, the entire set of the first AT.

(3) The focus is now on the temporary added nodes
in the expanded second AT. We check whether the added
node is necessary. Specifically, we define a node unrelated
to the component of the second AT (different components or
different versions) as FALSE nodes, and the FALSE node and
the AND gate that is just above the FALSE node are deleted
(Figure 2 (5)).

(4) Repeat steps 1–3 for all the first ATs that are related to
the second AT as described above. After the modification, we
evaluate the occurrence probability of the top node by using
the modified second AT.

In addition, [7] describes the mathematical formulation of
this proposed algorithm, calculation of attack probability, and
application of actual cases of car attacks [8][9].
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Figure 2. Threat analysis algorithm (cited from [7])

III. TOPIC MODEL ANALYSIS
A. Latent Dirichlet Allocation (LDA)

A topic model formalized a document’s properties in
having a latent topic and each keyword of the document is
regarded to be generated from that topic. In topic model
analysis, we estimate latent topics from keywords. One of
the analysis methods of topic models is Latent Dirichlet
Allocation (LDA) [10]. This is a language model that assumes
the probability distribution of the topic (parameter θ of the
multinomial distribution) follows the Dirichlet distribution. In
LDA, topics are selected in accordance with the Dirichlet
distribution and words are selected in accordance with the
probability distribution of words for that topic.

B. Topic model analysis tool
The National Institute of Advanced Industrial Science

and Technology (AIST) has developed a security requirement
analysis support tool using topic model analysis technology
including LDA [11]. We preliminarily used this tool to verify
whether the vast number of vulnerabilities CVE [3] listed in
the order of discovery can be organized into a hierarchical
structure by topic model analysis. Figure 3 shows the result
of using 1500 cases from CVE-2011-3001 to CVE-2011-4500
after translating it to Japanese using Google Translate [12].
As shown in Figure 3, we see that similar vulnerabilities are
classified near the hierarchical structure.

IV. MATCHING ATTACK CASES TO VULNERABILITY
DATABASE

A. Outline explanation
As mentioned in Section II-C(2), we used NLP when

matching and connecting the first AT and the second AT
nodes. We verified the feasibility of this matching process.

We searched various reports to find vulnerabilities that
should be related in the second AT of the target system.
However, depending on the report, the procedure of attack is
shown but the concrete CVE number is not specified. Even in
such a case, we can extract the corresponding CVE number
from the attack description described in natural language.

To achieve this, we must find a node of the second AT
that conceivably matches the description in CVE. However, a
mechanical word matching process will probably not lead to a

Figure 3. (Part of) Hierarchy of vulnerability DB CVE

correct result as it is dependent on the words used to describe
sentences. The context or meaning of the known attack descrip-
tion in each report should be thoroughly examined. Therefore,
we targeted the sentences of existing papers. Specifically, we
targeted the actual case of a car attack [8]. The process flow
is as follows.

We translated the paper [8] into Japanese by using Google
Translate because the tool we used only corresponded to
Japanese. An advantage of utilizing such a translation is that it
can prevent notation fluctuation of terms. However, since the
section on BROWSER HACKING is long and its content is
related to two vulnerabilities, it was divided into two. The
vulnerabilities in question were CVE-2011-3928 and CVE-
2013-6282. CVE-2011-3928 is described in the section on
BROWSER HACKING, and CVE-2013-6282 is described in
the section on LOCAL PRIVILEGE ESCALATION. If “CVE-
2011-3928” or “CVE-2013-6282” is included as a keyword,
it may be detected by keyword matching, so the keywords
“CVE-2011-3928” and “CVE-2013-6282” were deleted from
BROWSER HACKING and LOCAL PRIVILEGE ESCALA-
TION, respectively.

However, regarding BROWSER HACKING, there is a
problem of component inclusion relationship stated in the
section II-B, and the keyword “Google Chrome” is added to the
sentences in which WebKit is described. This is considered to
be equivalent to referring to the component DB of the proposed
method. Since the topic analysis tool used has an upper limit on
the number of items to be handled, it was not possible to cover
all CVEs, so we targeted 500 items before and after including
the target vulnerability. The limitation of 500 items is not a
constraint of the topic model analysis, but an implementation
limitation of the tools we used.

We specifically targeted CVEs from CVE-2011-3501 to
CVE-2011-4000 including CVE-2011-3928 and those from
CVE-2013-6001 to CVE-2013-6500 including CVE-2013-
6282. For each section of the paper and each CVE vulnerabil-
ity, similar sentences were evaluated by topic model analysis.
The keyword extraction method was known as “noun and
Kana”, the feature quantity extraction method was “LDA”, and
the sentence similarity “Cosine” option was used.

B. Analysis result
The result of matching each section of the paper to each

CVE vulnerability is shown in Figure 4. When we click on
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Figure 4. Matching attack cases to vulnerability DBs

a sentence in the left pane, this tool will highlight similar
sentences in the right pane. The solid lined area in the left
pane is the BROWSER HACKING section with the keyword
“CVE-2011-3928” deleted. When clicking on this area, the
dashed lined area, which is the description of CVE-2011-3928
in the right pane, is highlighted and is judged to be similar.
The number of items that included the appropriate CVE from
the original 500 was filtered down to 22. It can be said that
the smaller the number, the better. Regarding CVE-2013-6282,
a similar result was obtained by matching the information of
LOCAL PRIVILEGE ESCALATION with that of CVE, in this
case 23 out of the 500.

V. CONCLUSION
In this paper, we performed matching of attack case paper

with vulnerability DBs instead of matching nodes of ATs
created from design information and attack cases with those
created from vulnerability DBs. We confirmed the feasibility
of matching known attack cases to vulnerability DBs using
a topic model analysis tool. However, this approach does not
guarantee the discovery and prevention of new sophisticated
attacks that are completely different from those that occurred in
the past. We believe that it is necessary to apply this method to
threat analysis that utilize vulnerability DBs and system design
information [6][7] and evaluate it in actual cases.
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Abstract—Over the last years, there has been an 

unprecedented increase in cybercrime globally. Africa is a 

region with one of the highest rates of cybercrime and 

significant financial losses. Yet, awareness of risks in 

cyberspace amongst citizens of African countries is in its 

infancy and capacity building initiatives focusing on designing 

and implementing such campaigns are lacking. As part of the 

Global Cybersecurity Capacity Centre (GCSCC) programme, 

we visited six countries and assessed their cybersecurity 

posture based on the Cybersecurity Capacity Maturity Model 

for Nations (CMM) developed by the GCSCC. In this paper, 

we analyse qualitative data collected by conducting focus 

groups with experts in awareness campaigns during our visits. 

We reflect on best practice approaches for developing 

campaigns and draw conclusions on what the current state of 

African countries is regarding awareness in risks from 

cybercrime, what are the main obstacles in combating 

cybercrime and how countries should identify and prioritise 

their actions. We believe that our paper contributes in research 

concerned with how to mitigate cybercrime.  

Keywords-cybersecurity national strategies; cyber threat 

awareness; risk. 

I. INTRODUCTION 

Over the last years, there has been an unprecedented 
increase in cybercrime globally [1] [2]. Africa is a region 
with one of the highest rates of cybercrime affecting the 
strategic, economic and social growth development of the 
region [3]. Reports suggest that, inter alia, estimated costs 
have soared up to $550 million for Nigeria, $175 million for 
Kenya and $85 for Tanzania [3]. One of the factors creating 
a permissive environment for cybercrime is the lack of 
awareness in the African public regarding risks when using 
cyberspace [3]. Additionally, the level of development of 
digital infrastructure in African countries directly influences 
their security posture. Reports suggest that cyber criminals 
rely on the very poor security habits of the general 
population [4] and urge policy makers to engage in 
awareness campaigns [3] since there is strong evidence that 
such initiatives can efficiently lower the success rate of 
cybercrime [5]. More specifically, there are white papers 
estimating that an investment in security awareness and 
training can potentially change user’s behavior and reduce 
cyber-related risks by 45% to 70% [5]. It is evident that 
Cybersecurity Awareness is a very important step in the fight 
against cybercrime in Africa. For that reason, it is essential 
for any African country that intends to implement 

interventions in this area to have a holistic understanding of 
the level of Cybersecurity Awareness in that country. 
Towards this direction, there have been efforts to capture the 
status of Cybersecurity Awareness (understanding on cyber 
threats and risk, cyber hygiene, and appropriate response 
options) in Africa [6], and in general, the findings suggest 
that the absence of awareness campaigns regarding 
cybersecurity and Internet safety create a lax environment for 
information security [6]. In this paper, we analyse qualitative 
data from six African countries that was collected when 
applying the Cybersecurity Capacity Maturity Model for 
Nations (CMM) developed by the Global Cybersecurity 
Capacity Centre (GCSCC) at the University of Oxford [7]. 
We reflect on best practice approaches for developing 
campaigns and draw conclusions on what the current state of 
African countries is regarding awareness in risks from 
cybercrime, what are the main obstacles in combating 
cybercrime and what actions countries should prioritise in 
order to increase awareness of risks from cybercrime in their 
population. In what follows, Section 2 provides a literature 
and best practice review on developing cybersecurity 
awareness campaigns and existing efforts in Africa. Section 
3 provides a brief overview of the CMM and the CMM 
methodology when deployed in a country. Section 4 
describes the results from the CMM reviews in six African 
countries and our analysis of the qualitative data obtained 
from focus groups during these reviews. As this paper 
concentrates on Cybersecurity Awareness, which is one 
component of the CMM, only the results of this component 
will be discussed. No countries will be referenced, but a 
general overview of the outcome will be described. Section 5 
discusses the results of our analysis and Section 6 concludes 
the paper. 

II. CYBERSECURITY AWARENESS RAISING 

CAMPAIGNS  

According to the UK Her Majesty's Government (HMG) 
Security Policy Framework [8], it is government’s role to 
raise cybersecurity awareness within a country. ‘People and 
behaviours are fundamental to good security. The right 
security culture, proper expectations and effective training 
are essential. Everyday actions and the management of 
people, at all levels in the organisation, contribute to good 
security’. Awareness is used to stimulate, motivate, and 
remind the audience what is expected of them [9]. This is an 
important aspect of cybersecurity policy or strategy because 
it enhances the knowledge of users about security, changes 
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their attitude towards cybersecurity, and their behaviour 
patterns. 

A. Developing Cybersecurity Awareness Raising 

Campaigns 

There is an abundance of best practice approaches 
describing principles in designing and implementing an 
awareness-raising campaign. Little emphasis, however, was 
put on how to strategically decide the areas where awareness 
campaigns should focus. NIST [10] is one of the pioneers in 
this field. Their framework provides three alternatives on 
how organisations should be structured, detailing for each 
category the processes for an effective and efficient 
campaign. For all three approaches, namely centralised, 
partially decentralised and fully decentralized, NIST 
provides information on how a ‘needs assessment’ should be 
conducted; a strategy should be developed; an awareness 
training program be designed; and an awareness program be 
implemented.  

Focusing on the design and implementation of 
awareness-raising campaigns, literature suggests that 
successful awareness campaigns need to be a ‘learning 
continuum’ [10], commencing from awareness, evolving to 
training and resulting in education. According to OAS [11], 
it is of paramount importance that stakeholders from the 
public and private sector, Non-profit Government 
Organisations (NGOs), and technology and finance 
corporations must be involved. Once stakeholders are 
identified, the next steps in the OAS model provide 
instructions on how to define the goals of the campaign, the 
audience it targets and the strategy via which the campaign 
will be implemented.  

Even by following best practise, several difficulties exist 
when it comes to creating a successful campaign: a) not 
understanding what security awareness really is; b) a 
compliance awareness program does not necessarily equate 
to creating the desired behaviours; c) usually there is lack of 
engaging and appropriate materials; d) usually there is no 
illustration that awareness is a unique discipline; e) there is 
no assessment of the awareness programmes [12]; f) not 
arranging multiple training exercises but instead focusing on 
a specific topic or threat does not offer the overall training 
needed [13].  

Perceived control and personal handling ability, the sense 
one has that he/she can drive specific behaviour, has also 
been found to affect the intention of behaviour but also the 
real behaviour [14]. Culture is another important factor for 
consideration when designing education and awareness 
messages [15] as it can have a positive security influence to 
the persuasion process. Moreover, even when people are 
willing to change their behaviour, the process of learning a 
new behaviour needs to be supported [15]. 

B. Cybersecurity Awarness Rasising Campaigns in Africa 

A review in cybersecurity policies in African countries 
[16] shows that awareness raising is key issue either as a 
separate factor or as part of the role of the proposed National 
CSIRT. A cybersecurity policy and strategy may not be in 
place yet for all countries in Africa. However, there are 

already a number of organisations that have identified the 
need for continental coordination and increased 
cybersecurity awareness including the African Information 
Society Initiative (UNECA/AISI) [17], The Internet 
Numbers Registry for Africa (AfriNIC) [18], ITU/GCA [19], 
Interpol, The Southern African Development Community 
(SADC) [20] and ISG-Africa [21].  

There are existing efforts in Africa such as the ISC Africa 
[22]. This is a coordinated, industry and community-wide 
effort to inform and educate Africa’s citizens on safe and 
responsible use of computers and the Internet, so that the 
inherent risks can be minimised and consumer trust can be 
increased. Also, Parents’ Corner Campaign [23] is intended 
to co-ordinate the work done by government, industry and 
civil society. Recently Facebook has also announced 
partnerships with over 20 non-governmental organisations 
and official agencies from the DRC, Ghana, Kenya, Nigeria 
and South Africa in support of Safer Internet Day (SID) 
marked on 6 February [24]. SID advocates making the 
internet safer, particularly for the youth, and is organised by 
the joint Insafe-INHOPE network with the support of the 
European Commission and funded by the Connecting 
Europe Facility programme (CEF).  

Usually, most of official awareness-campaign sites 
include advice, which usually comes from security experts 
and service providers, who monotonically repeat suggestions 
such as use strong passwords. One of the main reasons why 
users do not behave optimally is that security systems and 
policies are often poorly designed [25]. There is a need to 
move from awareness to tangible behaviours. 

III. THE CYBER SECURITY CAPACITY MATURITY 

MODEL FOR NATIONS (CMM) 

The CMM of the Global Cybersecurity Capacity Centre 
(GCSCC) at the University of Oxford is a comprehensive 
framework which assesses the cybersecurity capacity 
maturity of capabilities which are foundational to building 
resilience of a country over 5 different dimensions: 1) 
Cybersecurity Policy and Strategy; 2) Cyber Culture and 
Society; 3) Cybersecurity Education, Training and Skills; 4) 
Legal and Regulatory Frameworks; 5) Standards, 
Organisations, and Technologies.  

Every Dimension consists of a number of Factors which 
describe what it means to possess cybersecurity capacity. 
Each Factor is composed of a number of Aspects that 
structure the Factor’s content. Each Aspect is composed of a 
series of indicators within five stages of maturity. These 
indicators describe the steps and actions that must be taken to 
achieve or maintain a given stage of maturity in the 
aspect/factor/dimension hierarchy. These 5 maturity stages 
are: 1) Start up; 2) Formative; 3) Established; 4) Strategic; 5) 
Dynamic. The progressive nature of the model assumes that 
lower stages have been achieved before moving to the next.  

In this paper, we focus on the factor ‘Cybersecurity 
Awareness Raising’. The Aspects, within this factor are 
‘Awareness Raising Programmes’ and ‘Executive Awareness 
Raising’ with various Indicator specifications for every 
Maturity Stage. The Aspect ‘Awareness Raising 
Programmes’ examines the existence of a national 
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coordinated programme for cybersecurity awareness raising, 
covering a wide range of demographics and issues, while the 
Aspect ‘Executive Awareness Raising’ examines efforts 
raising executives’ awareness of cybersecurity issues in the 
public, private, academic and civil society sectors, as well as 
how cybersecurity risks might be addressed. The CMM 
model was developed by conducting systematic reviews on 
best practice approaches which are publicly available, as 
well as consulting experts from various disciplines.  

So far, the CMM has been deployed at the national level 
(rather than at the company/enterprise level), and 54 
countries have been evaluated through engagement and 
collaboration with international organisations and the host 
country.  

The CMM employs a focus group methodology since it 
has been acknowledged to offer a rich set of data compared 
to other qualitative approaches [26]-[28]. Stakeholders are 
identified based on their expertise in each one of the 
components of every Dimension of the CMM. Focus groups 
sessions are led by the CMM Review Team. 

IV. CMM RESULTS FOR AWARENESS RAISING IN 

AFRICA 

In Africa, a team from the GCSCC has reviewed and 
evaluated 6 countries based on the CMM and following the 
methodology described in Section 3. These countries were 
selected for a review at the time because they were in the 
process of drafting a cybersecurity strategy. Therefore, the 
review would assist this process. These reviews have been 
conducted during the period June 2015 to January 2018.  

Regarding the Aspect ‘Awareness Raising Programs’ and 
‘Executive Awareness Raising’, 12 focus groups have been 
conducted in total. The stakeholders who participated in the 
focus groups are from the following sectors: Public Sector 
Entities; Legislators/Policy Makers; Criminal Justice and 
Law Enforcement; Armed Forces; Academia; Civil Society; 
Private Sector; CSIRT and IT Leaders from Government and 
the Private Sector; Critical national infrastructure; 
Telecommunications Companies; and Finance Sector. Each 
focus group session had approximately 10-15 stakeholders 
and lasted on average 2 hours.  

In order for the stakeholders to provide evidence on how 
many indicators have been implemented by a nation and to 
determine the maturity level of every aspect of the model, a 
consensus method is used to drive the discussions within 
sessions. During focus groups, researchers use semi-
structured questions to guide discussions around indicators. 
During these discussions, stakeholders should be able to 
provide or indicate evidence regarding the implementation of 
indicators, so that subjective responses are minimised. 

A. Analysis of maturity level data 

Three countries have been identified to be at a start-up 
stage of maturity, two countries have been identified at a 
formative stage and one at a start-up stage with few of the 
indicators from the formative stage of maturity being 
present. 

The results clearly indicate that the majority of examined 
countries in Africa are identified at a start-up stage of 

maturity. This translates into lack of a national programme 
for cybersecurity awareness raising. The need for awareness 
of cybersecurity threats and vulnerabilities across all sectors 
is not recognised, or is only at initial stages of discussion. 
Furthermore, awareness raising programmes (if existing) 
may be informed by international initiatives but are not 
linked to a national strategy.  

Finally, it was identified that awareness raising 
programmes, courses, seminars and online resources might 
be available for target demographics from public, private, 
academic, and/or civil sources, but no coordination or scaling 
efforts have been conducted. In the next Section, we provide 
further details, based on our qualitative analysis, on these 
initial findings. 

B. Qualitative analysis of results 

We have transcribed all the recordings from focus groups 
and conducted a thematic analysis on the qualitative data for 
each country. We adopted a blended approach (a mix of 
deductive and inductive approach) to analyse focus group 
data and used the indicators of the CMM as our criteria for a 
deductive analysis. The inductive approach is based on ‘open 
coding’ meaning that the categories or themes are freely 
created by the researcher, while the deductive content 
analysis requires the prior existence of a theory to underpin 
the classification process. 

Excerpts that did not fit into themes were further 
analysed to highlight additional issues that stakeholders 
might have raised during the focus groups or to inform our 
understanding on what the next steps should be for a country.  

Overall, we identified eight themes in our qualitative 
analysis for every country. Four themes were based on the 
aspects described in the CMM model and four themes 
emerged from the inductive approach. The themes from the 
inductive approach pertained information on what actions 
African countries should implement next. Since these eight 
themes were common for all six countries, we merged the 
excerpts for each theme from every country. We further 
examined these excerpts to identify common areas which 
hindered progress in cybersecurity awareness raising as well 
as key actions which countries should implement next to 
improve their cybersecurity posture in awareness raising.  

More specifically, the four main themes that emerged 
from the deductive approach are: a) the lack of national level 
programmes; b) the existence of ad-hoc initiatives; c) the 
relationship between ICT literacy (the ability to use digital 
technology and tools) and awareness and d) executive 
awareness. In a similar vein, the inductive approach 
identified four themes which revolved around the same 
concepts described in the deductive analysis; the difference 
being that excerpts in the inductive themes pertained 
information about recommendations and next steps. 

1) Deductive Theme Analysis: For all countries, it is 

evident that a national programme for cybersecurity 

awareness raising is absent. In many cases, stakeholders 

mentioned that ‘lack of awareness is an institutional 

problem, not a user problem’ and also that ‘a proper cyber 

awareness programme is needed’. The importance for such a 
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programme was acknowledged across the various 

stakeholders in all countries reviewed in Africa. A main 

hindrance for the implementation of a national programme is 

the general lack of cybersecurity awareness outside the 

technical communities, which stakeholders pointed that its 

origin is the low ICT literacy in the population of these 

countries.  

It was further emphasised that awareness-raising 

programmes need to be developed alongside other capacity 

enhancements, such as incident response, training for 

cybersecurity educators, national and organisational 

cybersecurity policies, etc. 

Regarding the initiatives theme, there are ad-hoc initiatives 

in cybersecurity awareness raising that are supported by 

various institutions. These are being offered from various 

organisations such as Facebook while the financial sector, 

civil society and academia organise programmes for schools 

to raise awareness. According to a stakeholder, ‘some 

telecommunication companies and banks are engaged in 

awareness activities which includes messages via the media, 

directed to end-users, e.g. password security’.  

These initiatives, however, are not yet coordinated at the 

national level. Therefore, it was widely recognised that a 

more centralised awareness-raising programme would 

greatly expand a fundamental understanding of cybersecurity 

capacity.  

Often, civil society actors initiate efforts into targeted 

cybersecurity awareness-raising. Different stakeholders agree 

that a ‘common ground’ between government, private sector 

and civil society could enable the proliferation of awareness 

raising to the broader society. Moreover, often it was 

mentioned that the government needs to work alongside 

existing efforts in academia to ensure that new initiatives 

capitalise from the academic experience. Such synergy is 

critical to ensure that awareness-raising efforts are efficient 

and effective.  

As often mentioned by stakeholders ‘people trust social 

media and do not expect that someone will harm them, we 

are brothers!’. A stakeholder also noted that ‘It is common in 

African countries that mobile phones are used to access the 

Internet, use social media, for e-banking services etc. but 

people who use online services are not aware of risks’. 

Often, lack of awareness leads to a sense of ‘blind trust 

online. A stakeholder noted that ‘users trust social media 

and think that their information is secure, although often 

websites are still insecure’.  

Another interesting theme that emerged from the analysis 

of data is the low ICT literacy rate in Africa. Stakeholders 

indicated that awareness of the effective use of ICT is still 

only gaining initial traction and that security is seen as only 

relevant once ICT and Internet literacy is sufficient.  

Regarding the theme revolving around awareness among 

executives, both in public and private sectors, cybersecurity 

awareness is very limited, which is one reason why 

cybersecurity awareness raising is not yet perceived as a 

priority. This has been identified as an important gap, as 

executives are usually the final arbiters on investment into 

security.  

Some major telecommunications companies conduct 

internal awareness raising trainings across all levels, but 

there is not a publicly available initiative which targets 

executives. As mentioned by a stakeholder, ‘the reason for 

that is that there is limited awareness for cybersecurity 

threats and risks in the private sector overall, unless in 

major international organisations, in particular in the 

banking and telecommunications sectors which face 

strategic implications of cybersecurity’.  

It was commonly stated that there is a sharp disconnect 

between the terminology and priorities of the engineers 

working in IT systems and security, and those at the higher 

level seeking to make sound business decisions based on 

risk. 

2) Inductive Theme Analysis: Stakeholders mentioned 

during focus group sessions that ‘aspects of cybersecurity 

need to be introduced in the school curricula and improve 

ICT literacy’. It was also noted that ‘even in universities, 

people are not aware of the possible risks and procure 

without following standards’. Integrating cybersecurity 

awareness efforts into ICT literacy courses could provide an 

established vehicle for cybersecurity awareness campaigns.  

Culture is another factor that can impact the effectiveness 

of cybersecurity awareness programmes. As seen above, the 

collectivist cultural aspect that characterises offline 

behaviour in Africa, is also pertained in online behaviour 

[29].  

Currently, due to the lack of national level awareness 

programmes, ‘being hacked brings awareness usually’ as a 

stakeholder noted. Therefore, the development of such a 

programme with specified target groups focusing on most 

vulnerable users is identified as necessary [30]. Also, 

appointing a designated organisation (from any sector) to 

lead the cybersecurity awareness raising programme and 

engaging relevant stakeholders from public and private 

sectors in the development and delivery of the awareness 

raising programme is crucial. As stakeholders mentioned in 

one of the reviews in Africa ‘The government realises that 

lack of awareness is crucial and recognises the importance 

of a multi-stakeholder approach towards this goal’. 

Moreover, it was noted that ‘People access social media 

through their smart phones and security is the last thing on 

their mind and that convenience is usually coming first’.  

Regarding the executive awareness raising aspect, 

developing a dedicated awareness raising programme for 

executives within the public and private sectors is essential. 

A stakeholder noted that ‘different levels of authority need 

different kind of awareness in order to promote 

collaboration as well’. Currently, executives and 
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management are being called upon to address cyber risk 

alongside other risks that businesses face. 

V. DISCUSSION 

Reflecting on the results presented in Section 4, the lack of 

a central authority, which is crucial in all modes of operation 

as presented by NIST model [31], is evident. The absence of 

such authority prohibits the execution of holistic ‘needs 

assessments’, amplifies the difficulties in prioritising the 

areas in which campaigns should be implemented and 

renders the design of ad-hoc campaigns by a limited number 

of stakeholders the only alternative. It is imperative that 

African countries allocate an authority to conduct a national 

needs assessment, identify the areas where campaigns should 

focus first, develop a strategy for how these campaigns will 

be designed and implemented, and coordinate the ad-hoc 

efforts of different stakeholders.  

Focusing on the design and implementation of awareness-

raising campaigns, literature suggests that successful 

awareness campaigns need to be a ‘learning continuum’ 

[31], commencing from awareness, evolving to training and 

resulting in education. Our results highlight the need of 

African countries to involve stakeholders which are 

established in all the aforementioned sectors. Our analysis 

suggests that the audience of the campaigns should prioritise 

smartphone users, employees of SMEs and board members. 

The goals should be to communicate the risks from 

cybercrime, illustrate the need for better security controls 

and practices, and the need to establish a chief information 

security officer (CISO), respectively.  

This means that businesses and government agencies 

should start to take steps to increase their awareness and 

understanding of cybersecurity with a view of the potential 

impact on overall business performance. Lack of boardroom 

expertise makes it challenging for directors and councilors to 

effectively oversee management’s cybersecurity activities.  

Cybersecurity awareness should reach all levels and 

inform all users of the internet – from vulnerable, school-

going children to families, industry, critical national 

infrastructures, governments and the African continent with 

its unique needs [31]-[34]. This will enhance resilience 

against cybercrimes and attacks and inform African policy 

development.  

If a country has already developed a national cybersecurity 

strategy, or is working towards that goal, then linking the 

development of the programme to that Strategy will facilitate 

the coordination of different capacities towards the 

development of the programme and its effective 

implementation.  

Regarding the implementation of these campaigns, there 

are several organisations with ad-hoc initiatives that could 

facilitate the design and implementation of cybersecurity 

campaigns, such as ISC Africa [22] and Parents corner [23]. 

To conclude, it is worth mentioning that the timing for the 

development of these campaigns coincides with efforts in 

African countries to increase ICT literacy. As our findings 

underline, it is a unique opportunity for all African countries 

to combine ICT development with cybersecurity awareness. 

In contrast to western societies, where cybersecurity 

campaigns endeavour to change the norms on how users 

currently behave online (behaviour shaped since the 

inception of the Internet), campaigns in Africa can reflect on 

best practice and create new norms which will encompass 

cybersecurity requirements.  

Moreover, enacting evaluation measurements to study 

effectiveness of the awareness programme will not only lead 

to the assessment of the programme but also identify 

possible gaps that need to be addressed [10] [30]. 

VI. CONCLUSIONS AND FUTURE WORK 

Several reports are depicting a bleak picture regarding 
the unprecedented increase of cybercrime in Africa. Yet, 
efforts to raise cybersecurity awareness in the general public 
are in an embryonic stage. In this paper, we conducted 
twelve focus groups in six different African countries to shed 
light into the current situation and identify critical actions 
which can significantly decrease the success rate of 
cybercriminals.  

Our results suggest that all six African countries do not 
possess a national programme for raising awareness, there 
are extremely low ICT literacy levels which hinder any 
design of cybersecurity campaigns and that executive 
members in organisations myopically underestimate the 
problem. To better defend against cybercrime, African 
countries need to establish a central authority which will 
coordinate the existing ad-hoc efforts in awareness 
campaigns and identify the target groups of these campaigns 
with particular focus on SMEs, mobile-phone users and 
executive board members. We believe that African countries 
have a unique opportunity to combine ICT literacy 
campaigns with cybersecurity principals and shape the norms 
of the society towards best practice.  

As part of our future work, we intend to explore the 
effectiveness of a national coordinated cybersecurity 
awareness programme and how it relates to the actual 
security posture of a country. Our future work will be based 
on data from developed countries where the CMM has 
already been applied, as well as on data collected by other 
international organisations such as the ITU - GCI [35], 
Australian Strategic Policy Institute - ASPI [36], The 
Potomac Institute for Policy Studies (PIPS) - CRI [37], WEF 
- Global Competitive Index [38] and others. 
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Abstract—This paper introduces a collection of labs that can be 
used for teaching Internet of Things (IoT) courses. An IoT 
system consists of physical devices, the Internet, and the cloud. 
The labs are designed to give students opportunity to 
experiment with these three aspects of IoT. On the physical 
devices side, the labs use a Raspberry Pi single board 
computer, selected sensors and actuators. On the software side, 
Python libraries are used for coding device interfaces and IoT 
applications. Amazon Web Services (AWS) IoT is the cloud 
platform used by the labs. A laptop computer with a Virtual 
Network Computing (VNC) client installed serves as the 
development platform which connects to the Raspberry Pi 
computer via a local WiFi network. The Raspberry Pi 
computer interacts with sensors and actuators and 
communicates with the AWS IoT cloud service through the 
Internet. The paper provides details on how the labs are 
developed. Test results are presented to illustrate how the labs 
work. 

Keywords-Internet of Things; IoT; teaching; courses; labs.   

I. INTRODUCTION 

The Internet of Things (IoT) has gone through rapid 
development in past few years. Numerous commercial 
products have been developed. The technology is being 
applied to many aspects of our life. In order to provide the 
much needed workforce for both development and 
applications of IoT technology, universities and technical 
institutions have started teaching IoT courses in their 
computer science, computer engineering, or information 
technology curriculum [1]-[4].  

In order to help students understand the technical 
concepts of IoT, hands-on training is essential. Ideally, IoT 
courses should be taught along with a series of labs. 

Although IoT course samples are not difficult to find on 
the Internet, detailed hands-on labs used in the courses are 
rarely available. Therefore, it is the author’s intention to 
share such information in this paper.  

The paper summarizes the author’s experience in 
developing labs for an IoT course. Detailed descriptions are 
provided regarding setting up the lab platform, the use of 
sensors and actuators and the AWS IoT cloud platform, 
together with computer code snippets for the labs. 

The paper is organized as follows. Section II gives an 
introduction to the Internet of Things. Section III describes 
the architecture of the system for the labs. Section IV 

explains the details of the selected labs. Test results are 
provided in Section V. 

 

II. INTERNET OF THINGS 

According IEEE [5], IoT is “a network that connects 
uniquely identifiable things to the Internet. The things have 
sensing/actuation and potential programmability capabilities. 
Through the exploitation of unique identification and 
sensing, information about the thing can be collected and the 
state of the thing can be changed from anywhere, anytime, 
by anything”. 

Essentially, an IoT system has three components: 
physical devices, which are also called the things, the 
Internet, and the cloud. The simplified IoT model can be 
represented using Figure 1. 

 
 

Cloud 

 
Internet 

 
 

Devices 
 

 
Figure 1. Simplified model of an IoT system 

 
In order to provide students opportunities to understand 

various aspects of IoT, properly designed labs of an IoT 
course should cover these three components.  

The learning objectives include having students 
understand IoT operations from a system perspective and 
gain hands-on skills in constructing IoT systems and 
developing related software. After completing the labs, 
students should understand what sensors and actuators are 
and what they can do. Students should also be able to design 
and build basic electronic interface circuits for sensors and 
actuators. Students will understand the concepts of data 
sampling, data collection and data transfer. Students will also 
understand how physical devices should identify themselves 
to cloud services and communicate with the services 
securely. Students are expected to be able to set up AWS IoT 
services to collect data from sensors and store the data in the 
cloud. The labs should enable students to use other cloud 
services to process data as well. 
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Preparing students for employment in the region is the 
rationale of selecting AWS and AWS IoT as the cloud 
platform for the labs.    

III. SYSTEM DESCRIPTION 

All labs are designed based on the system architecture as 
shown in Figure 2. The system has a Raspberry Pi single 
board computer, sensors, actuators, Internet connection, and 
the cloud. The Raspberry Pi computer, sensors, and actuators 
make a thing which is a physical device with computing 
power. The thing can send its data to the cloud via the 
Internet. A service in the cloud can interact with the thing via 
the Internet as well. The laptop computer connected to the 
Raspberry Pi serves as the development platform.  

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 2. System architecture for running the labs 
 

A. The Raspberry Pi Single Board Computer 

The single board computer for the labs is a Raspberry Pi 
3 model B with a 1.2GHz 64-bit quad-core ARMv8 CPU 
and 1 GB of RAM. It has both wired and wireless network 
interfaces. The wireless network interfaces include 802.11n 
Wireless LAN and Bluetooth. The Raspberry Pi has a 
powerful Input/Output interface called GPIO which stands 
for “general purpose input output”, as well as a camera 
interface. The “hard disk” of the Raspberry Pi is a SD card 
which can have tens of gigabytes of memory. Although the 
Raspberry Pi can have different types of operating systems, 
its “official” operating system is called Raspbian, which is of 
a Linux type. The Raspberry Pi can be programmed using 
popular programming languages such as C, JavaScript, Java, 
and Python. The collection of labs in this paper are based on 
Python. 

B. Sensors 

Sensors make the main component of an IoT system. 
They are used to measure environment parameters such as 
temperature, humidity, motion, light intensity etc, just to 
name a few. The labs of this paper use sensors that are 
readily available on the market and are of low cost, such as 
the DHT11 temperature/humidity sensor. Students are 
encouraged to obtain sensor kits designed for IoT 
applications as well. These kits not only have a variety of 
sensors, but also electronic components for building circuits, 
such as breadboards, wires, and resistors.    

C. Actuators  

Actuators in IoT systems generate movements, rotations, 
or other actions. The actuator used by the labs of this paper is 
a DC servo motor. The servo motor generates movements so 
that students understand what “actuation” means. The labs of 
this paper use a micro servo motor called SG90. 

D. Camera 

The camera used in the selected labs is a Raspberry Pi 
Camera with a Sony Exmor IMX219 Sensor and a resolution 
of 8 mega pixels. It has a fixed focus lens. The camera 
connects to the Raspberry Pi via an interface called Mobile 
Industry Processor Interface Camera Serial Interface Type 2 
(MIPI CSI-2). The camera can be used to take still pictures 
or record video. 

E. The Cloud 

The labs use AWS IoT as its cloud service. AWS IoT is a 
popular Amazon web service for IoT applications. Physical 
devices connected with AWS IoT can interact with each 
other and with other AWS cloud services. Sensor data can be 
stored in the AWS cloud and can be analyzed there.  

The main components of AWS IoT are: 1). A device 
gateway which enables physical devices to securely 
communicate with AWS IoT; 2). A message broker that 
helps devices and AWS IoT applications to publish and 
receive messages using the Message Queuing Telemetry 
Transport (MQTT) protocol; 3).  A Rules Engine that 
provides message processing and integration capabilities, as 
well as to republish messages to other subscribers; 4). A 
Registry that allows users to register devices and their 
attributes; 5). A Device Shadow that is used to store and 
retrieve device state information; 6). A Device Provisioning 
Service that maintains device entries in the registry, 
certificates which devices use to authenticate with AWS IoT, 
and policies which determine what operations a device can 
perform in AWS IoT. The reason for choosing AWS IoT is 
to have students learn a popular industrial cloud service 
which is particularly useful for industry in the region.  

IV. DETAILS OF SELECTED LABS AND TEST RESULTS 

The labs are designed in such a way that students will 
learn the practical skills of the thing side first. These are the 
labs for driving sensors and actuators locally through the 
Raspberry Pi without an Internet connection. The students 
learn the basics of sensors and actuators, I/O interfaces, and 
how to interact with them through the Raspberry Pi. After 
the students have become familiar with the local thing side, 
additional labs will give them the opportunity to connect the 
thing to the cloud, experiment with sending data to the cloud 
and receiving instructions from the cloud. Further labs will 
enable students to learn data processing using other AWS 
cloud services such as machine learning. 

A. Set Up the Raspberry Pi 

Assembling a newly purchased Raspberry Pi is 
straightforward. One caution is that heat sinks should be 
installed to avoid overheat so students should not omit this 
step. Usually a new Raspberry Pi comes with the operating 
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system Raspbian pre-installed. If not, Raspbian can be 
downloaded from the official Raspberry Pi website [6] and 
can be installed using software tools that work with SD 
cards. 

It is recommended to install the Raspbian OS with a 
desktop-type GUI so that the user can connect to AWS IoT 
later via the web browser of Raspbian. 

However, Raspberry Pi is “headless”, meaning there is 
no monitor or even a LCD screen connected initially. The 
most convenient way to use a Raspberry Pi is for it to share 
the monitor, keyboard and mouse with a laptop computer. 
However, separate keyboard and mouse are still needed to 
set up the Raspberry Pi the first time in order to enter 
initialization information, such as the SSID and password of 
a wireless network and to enable VNC on the Raspberry Pi. 

 Installing the software applications PuTTY, Angry IP 
Scanner, RealVNC, SDFormatter on the laptop computer 
before setting up the Raspberry Pi is very useful. The laptop 
computer only has to be on the same WiFi network as the 
Raspberry Pi in order to use RealVNC to connect to the 
Raspberry Pi.  

In order to run Python programs on a Raspberry Pi, the 
Python engine has to be available. The way to verify that 
Python is installed properly on the Raspberry Pi is by typing 
the command “python” on a Raspbian command terminal 
and run a line of Python code such as print "Hello, 
World!". 

It is necessary to run all of the following commands to 
install or upgrade Python drivers on the Raspberry Pi before 
developing and running programs written in Python: 

 
sudo apt-get update 
sudo apt-get install python-dev python-pip 
sudo pip install --upgrade distribute 
sudo pip install ipython 
sudo pip install --upgrade RPi.GPIO 
 
Among the list of commands above, python-pip is a 

package management system used to install and manage 
software packages written in Python. ipython (Interactive 
Python) is a command shell. RPi.GPIO is the GPIO pin 
driver API, which is usually already included in Raspbian. 

B. Drive A LED 

Being able to light up a LED is essential for the labs 
because LEDs can be used conveniently as indicators of 
various activities in the IoT system. A LED can help detect if 
a circuit or a pin of an output port on the Raspberry Pi is 
working or if a sensor is triggered. 

The circuit diagram for the LED lab is shown in Figure 3 
where GPIO Pin 17 is used to drive the LED. 

 
 
 
 
 
 
 

Figure 3. Circuit for driving a LED 
 

Key Python code snippets for the LED lab is shown in 
Figure 4.   

 
 
 
 
 
 

        
Figure 4. Python code for the LED lab 

 
In Figure 4, Line 1 imports the Python GPIO driver. Line 

2 specifies the GPIO pin mode because there are two options 
for numbering the GPIO pins. The GPIO.BCM option above 
means that the pins are referenced by the "Broadcom SOC 
Channel" numbering system. In this option, the pin numbers 
have the prefix "GPIO". The other option is GPIO.BOARD 
which specifies the pin numbers based on the numbers 
printed on the circuit board such as “01”, “02”, and “40”. 
Line 4 sets up the led_pin for output. Line 5 turns the 
LED on and Line 6 turns the LED off. Students can write 
their own code to have the LED on for certain amount of 
time and at different intervals to create interesting display 
patterns. 

C. Read A Pushbutton 

Reading a pushbutton as shown in Figure 5 can be useful 
when a user wants to interact with the IoT system via a “real 
button” instead of a virtual button displayed on a graphical 
user interface. The circuit program is shown in the Figure 5.  

 
 
 
 
 

 
 

Figure 5. Circuit for reading a pushbutton 
 
Key Python code snippets for the pushbutton lab is 

shown in Figure 6. 
 

 
 
 

 
 

 
 
 
 
 
 
 
 
 

 
Figure 6. Python code for the pushbutton lab 

 
In Figure 6, similar to the LED lab, the Python GPIO 

driver is imported and the pin mode is set to GPIO.BCM. In 

import RPi.GPIO as GPIO 
GPIO.setmode(GPIO.BCM) 
led_pin=17  
GPIO.setup(led_pin, GPIO.OUT) 
GPIO.output(led_pin, GPIO.HIGH) 
GPIO.output(led_pin, GPIO.LOW) 

import RPi.GPIO as GPIO 
 
push_pin=5 
GPIO.setmode(GPIO.BCM) 
GPIO.setup(push_pin, GPIO.IN, 
           pull_up_down=GPIO.PUD_DOWN) 
 
GPIO.add_event_detect(push_pin, 
           GPIO.RISING, bouncetime=200) 
 
def on_push_down(channel): 
    print("Pushbutton is pressed.") 
 
GPIO.add_event_callback(push_pin, 
                 callback=on_push_down) 

  
Raspberry     GPIO pin 17 
       Pi 

                           Ground 

 
LED 

  
Raspberry               3.3V 

       Pi 
                           GPIO pin 5 

 
Push 

Button 

200 ohm 
Resistor 
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Line 6, pull_up_down=GPIO.PUD_DOWN means that a 
value of GPIO.HIGH will be read by Python code when the 
button is pressed (because the circuit between the +3.3V pin 
and the GPIO pin 5 is closed). Line 8 means that the 
push_pin is set for rising edge detection and it will ignore 
further edges for 200ms to compensate for switch bounces. 
The last line registers the Python function on_push_down 
as a callback function, which means function 
on_push_button will execute after the pushbutton is 
pressed. A pushbutton press can be used to simulate any 
action that will trigger an event. 

D. Read A Temperature Sensor and A Humidity Sensor 

Measuring environmental parameters such as temperature 
and humidity is common for IoT applications. There are 
many types of temperature and humidity sensors available on 
the market. A popular sensor named DHT11 can measure 
both temperature and humidity. The circuit for using the 
DHT11 sensor is shown in Figure 7. 

The DHT11 temperature/humidity sensor has three wires. 
The wire in the middle of the connector is the data wire. The 
other two wires are for power and the ground. 

 
 
 
 
 
 

 
 

Figure 7. Circuit for the temperature/humidity measurement lab 
 
Writing the Python code from the ground up to talk to the 

DHT11 sensor is complex because the code has to handle 
digital pulses and their encodings. However, a Python driver 
that makes application development much easier has been 
written and is available for download [7]. 

Two files should be downloaded from the above site: 
dht11.py and dht11_example.py. With the help of 
the dht11.py driver module, the key Python code for 
reading data from the DHT11 sensor can be made very 
simple and is shown in Figure 8. 

Figure 8. Python code for the temperature and humidity sensor lab 
 

Some tests were performed in a residential home. 
Temperature and humidity data from the DHT11 sensor were 
recorded by taking a screenshot of a Raspbian terminal 
window in which the Python program prints its output. Test 
run results are shown in Figure 9. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Test results for the DHT11 temperature and humidity sensor 
 

E. Control A Servo Motor 

The labs of this paper use the micro servo motor SG90. 
Although Raspberry Pi has pin GPIO18 designated for 
producing pulse width modulation (PWM) pulses, other pins 
can be used to drive the servo motor SG90 as well.  

It takes 20ms of the pulse width for the SG90 to travel 
through its full rotational range. By design, when the pulse 
width of the PWM signal is 1 millisecond (ms), the position 
of the servo motor is at its very LEFT side. The duty cycle of 
this position is (1ms/20ms) x 100 = 5%. For pulse widths of 
1.5ms and 2ms, the servo motor is at its MIDDLE position 
with a duty cycle of 7.5% and at its far RIGHT position with 
a duty cycle of 10%. 

The circuit for the servo motor lab is shown in Figure 10. 
 
 
 
 
 
 
 

Figure 10. Servo motor control circuit 
 

Key Python code for driving the servo motor is shown in 
Figure 11.  

Figure 11. Key Python code for servo motor control 
 

import RPi.GPIO as GPIO 
import dht11 
 
GPIO.setmode(GPIO.BCM) 
 
instance = dht11.DHT11(pin=26) 
result = instance.read() 
if result.is_valid(): 
  print("Temperature: %d" % result.temperature) 
  print("Humidity: %d %%" % result.humidity) 

import RPi.GPIO as GPIO 
 
GPIO.setmode(GPIO.BCM) 
GPIO.setup(18, GPIO.OUT) 
 
pwm = GPIO.PWM(18,50) 
 
pwm.start(5) #Start at 0 degrees 
time.sleep(1) 
 
pwm.ChangeDutyCycle(7.5) #turn to 90 degrees 
time.sleep(1) 
         
pwm.ChangeDutyCycle(10) # turn to 180 degrees 

Raspberry                               5V 
       Pi                      GPIO Pin 12  
                                        Ground 

   Micro 
 5V                      Servo 
 PWM                Motor 
 Ground              SG 90 
              

 

Raspberry                               5V  
       Pi                      GPIO Pin 17  
                                        Ground  
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 Vcc                  and 
 Data             Humidity  
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In Figure 11, GPIO.PWM(18,50)sets GPIO Pin 18 to 
output square wave pulses with 50 Hz of frequency. The two 
key Python functions are start and ChangeDutyCycle, 
which are used to position and rotate the shaft of the servo 
motor. 

F. Control A Camera 

The camera named Raspberry Pi Camera is the “official” 
camera to be used with Raspberry Pi. With this camera users 
can take still pictures, apply image effects and record video. 
Caution has to be exercised when installing the camera on 
the Raspberry Pi. Users have to make sure that the blue side 
of the ribbon cable face the Ethernet port and the silver side 
face the HDMI port. The camera has to be enabled under the 
configuration of Raspberry Pi as well. Another important set-
up step is to enable VNC streaming of live images from the 
camera to the laptop computer. Otherwise no image displays 
can be seen on the screen of the laptop computer. This can be 
done by opening a terminal window on the Raspberry Pi, 
type command “vncserver”,  navigate to “Menu” then  
“Options” followed by “Troubleshooting”, and select 
“Enable experimental direct capture mode”. Figure 12 shows 
what a streamed image looks like on the screen of a laptop 
computer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. Pi camera captured image streamed to a laptop computer 
 
In order to run Python code to control the camera, the 

Python module PiCamera has to be imported. Important 
functions are start_preview, stop_preview, and 
capture which is used to capture an image and 
start_recording which is used to record a video. Code 
samples are shown in Figure 13. Videos recorded can be 
viewed by running the command “omxplayer” followed 
by the name of the video file. 

 
 
  
 
 
 
 
 
 

 
Figure 13. Sample Python code for using the Pi camera 

G. Communicate with the Cloud 

The cloud service used in the labs is Amazon’s AWS 
IoT. In order to develop Python code running on the 
Raspberry Pi that can communicate with AWS IoT, a 
software development kit (SDK) has to be downloaded and 
installed on the Raspberry Pi. The SDK file can be 
downloaded from Amazon’s website [8]. 

The SDK file should be unzipped and the user has to run 
the command “sudo python setup.py install” to 
install the SDK to a proper folder in the Raspberry Pi. 

The SDK comes with several sample files which can be 
used as the starting point for development. 

In order for the Raspberry Pi to communicate with AWS 
IoT, an identity of it named a “Thing” has to be created in 
AWS IoT. A set of security certificates have to be created 
and associated with the “Thing”. These certificates have to 
be downloaded onto the Raspberry Pi which will use them to 
identify itself to AWS IoT when connecting. Policies have to 
be created to specify what the “Thing” is allowed to do in 
AWS IoT as well. 

In the Python code running on the Raspberry Pi, an 
AWSIoTMQTTClient has to be created. This client will be 
used to publish messages to the AWS IoT cloud service and 
receive messages back from the AWS IoT cloud service via 
a “Topic” set up in the AWS Simple Notification Service 
(SNS).     

Figure 14 shows the essential AWS IoT SDK functions 
needed for the Raspberry Pi to connect to AWS IoT and 
publish data to a topic in AWS SNS.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 14. Key Python code for communicating with AWS IoT 
 

Sensor data can be used to build a “payload” which is 
published to AWS IoT. The AWS SNS service needs to 
subscribe to the topic which the MQTT client running on the 
Raspberry Pi publishes sensor data (payload) to. When data 
is being published, AWS SNS will receive and display them 
almost instantly. Users have the option to suspend the 
reception of data as well. 

Figure 15 is a screenshot that shows a Thing in AWS 
IoT. This Thing is essentially a virtual representation of the 

from AWSIoTPythonSDK.MQTTLib import 
AWSIoTMQTTClient 
 
myMQTTClient = AWSIoTMQTTClient("My Pi") 
 
myMQTTClient.configureEndpoint("A3XXX.iot.e
u-west-1.amazonaws.com", 8883) 
 
myMQTTClient.configureCredentials("/home/pi
/cert/RootCA.pem", "/home/pi/cert/xxxx-
private.pem.key", "/home/pi/cert/xxxxx-
certificate.pem.crt") 
 
myMQTTClient.connect() 
myMQTTClient.publish("my_topic", 
"connected", 0) 
  
payload = "sensor data" 
 
myMQTTClient.publish("my_topic",payload,0) 
 

from picamera import PiCamera 
camera = PiCamera() 
camera.start_preview() 
camera.capture('/home/pi/Desktop/image.jpg') 
camera.stop_preview() 
camera.start_preview() 
camera.start_recording('/home/pi/video.h264') 
sleep(10) 
camera.stop_recording() 
camera.stop_preview() 
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Raspberry Pi and its associated sensors in the AWS IoT 
cloud. 

 
 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 15. Screenshot that shows a “Thing” in AWS IoT 
 
The AWS SNS service provides controls for publishing 

and subscribing to topics and a window for showing live 
topic data. Figure 16 is a screenshot that shows sensor data 
published by the DHT11 sensor via the Raspberry Pi and 
received by AWS SNS on a topic named “MyPi2Topic”. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 16. Screenshot showing sensor data received by AWS SNS 

 

H. Labs under Development 

Although the above set of labs have covered the three 
aspects of IoT, i.e., physical devices, the Internet and the 
cloud, some labs still need to be developed. For example, 
labs for generating email notifications and text messages; 

labs for controlling physical devices from the cloud; labs that 
allow one device to control another device via the cloud. 
Labs are also needed to teach students how to transfer large 
amount of data such as images and videos to the AWS cloud 
and store them there. These labs are still under development. 

 

V. CONCLUSION 

This paper has introduced a collection of labs that can be 
used in teaching IoT courses. The labs give students 
opportunities to learn different aspects of IoT ranging from 
physical devices to the cloud. Details of the labs and key 
Python code snippets are provided.  
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Abstract—This paper introduces an Internet of Things (IoT)-
based data acquisition and monitoring scheme for insulin pumps.
The proposed work employs embedded system hardware (Keil
LPC1768-board) for data acquisition and monitoring. The hard-
ware is used as an abstract layer between the insulin pump and
the cloud. Diabetes data are secured before they are sent to
the cloud for storage. Each patient’s record is digitally signed
using a secure hash algorithm mechanism. The proposed work
will protect the patient’s records from being breached from
unauthorized entities, and authenticates them from improper
modifications. The design is tested and verified using µVision
studio, the Keil board mentioned above, and an ALARIS 8100
infusion pump. Moreover, a test case for a real cloud example is
presented with the help of the Center of Computationally Assisted
System and Technology. This center provided the infrastructure
service to test our work.

Keywords–IoT; Security; Embedded system.

I. INTRODUCTION

The physical devices that are linked as Internet of Things
(IoT) are continuously increasing [1]. These devices are al-
lowed to mimic human being’s senses. For example, the use
of a smart home as an IoT-based application can turn on
the air conditioning system when sensing residents are close
[2][3]. The industrial world has moved toward the use of IoT
by adding Internet connection to small electronic boards [4].
Moreover, the connections between different primitives are
made possible through mobile communications [5].

Recent improvements in IoT design helps with the support
of some health care systems. An example is tracking patient’s
records and biomedical devices using the Internet [6]. Medical
devices for diabetic care have also joined the world of IoT
through supporting versatile design options. However, security
issues need to be addressed to ensure device security and the
patient’s privacy. A system with an authentic security mecha-
nism is required to guarantee the security of patient’s records.
One of the existing methods that can be easily implemented in
hardware is the Secure Hash Algorithm (SHA) [7]. The SHA
is an official hash algorithm standard that was standardized by
the National Institute of Standards and Technology (NIST).
SHA is compatible with hardware-level implementation, and
this makes it one of the more desirable methods for hardware
designers to use to secure and authenticate their designs [8].

The implementation of IoT technology in hardware has
become crucial for high performance. The benefit of using
hardware to manipulate the increased size of patient’s records

is that the hardware allows for high-speed computation to
manipulate and retrieve records. Therefore, hardware designers
have moved toward the use of IoT hardware units in their
designs, these units support high-speed computation power
for IoT related functions [9]. This paper introduces an IoT-
based embedded system for insulin pump data acquisition and
monitoring. Data related to a patient’s diabetes disease along
with other health records are stored on the cloud. All these data
need to be secured and authenticated when they are retrieved
from the cloud. We use the SHA mechanism in our design to
support security and authentication.

The rest of the paper is organized as follows. Section II de-
scribes related work. The proposed methodology is presented
in Section III. Results are detailed in Section IV. Section V
concludes the paper.

II. RELATED WORK

There is a lot of recent work in the employment of IoT
applications for health monitoring and control [6][7][10]–[12].
A novel IoT-aware smart architecture for automatic monitoring
and tracking of the patient, personnel, and biomedical devices,
was presented in [6]. The proposed work built a smart hospital
system relying on Radio Frequency Identification (RFID),
Wireless Sensor Network (WSN), and smart mobile. The three
hardware components were incorporated together through a
local network, to collect surrounding environment and patient’s
physiology related parameters. The collected data is sent to a
control center in real-time, which makes all the data available
for monitoring and management by the specialist through the
Internet.

A smart E-health care system for ubiquitous health mon-
itoring is proposed in [10]. The proposed work exploits
ubiquitous health care gateways to provide a higher-level of
services. The Gateways are the bridging point between IoT
and applications (software or hardware). This work studied
significant ever-growing demands that have an important in-
fluence on health care systems. The proposed work suggests
an enhanced health care environment where control center
burdens are transferred to the gateways. The security of this
scheme is taken into consideration as the system deals with
substantial health care data.

A personalized health care scheme for the next generation
wellness technology has been proposed in [11]. The security of
patient’s records was addressed in case of data storage and re-
trieval over the cloud. The proposed work established a patient-
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based infrastructure allowing multiple service providers includ-
ing the patient, service providers, specialists, and researchers
to access the stored data. Their work was implemented on a
cloud-based platform for testing and verification. Liu et al. [12]
have presented a scheme for secure sharing of personal health
records in the cloud. The health records are ciphered before
they are stored in the cloud. The proposed work uses Cipher-
Text Attribute-Based Signcryption Scheme (CP-ABSC) as an
access control mechanism. Using this scheme, they are able to
get fine-grained data access over the cloud.

The use of embedded micro-controllers for data monitoring
and acquisition has also been previously explored. The Keil
LPC1768 micro-controller has been used in two different
schemes for medical device control [7][9]. In [7], an online
design of patient’s data monitoring system was presented. The
proposed work employed an Advanced RISC Machine (ARM)
Cortex M3 microprocessor embedded on the Keil LPC1768
board. Pulse, temperature, and gas sensors were used to collect
the patient’s medical parameters. The LPC1768 board was used
as the hardware layer between the Internet and the medical
sensors. A data acquisition and control system using the ARM
Cortex M3 microprocessor was also presented in [9]. Moni-
tored sensor data are sent to the Internet using an Ethernet-
controlled interface. The interface was built using an Keil
LPC1768 board. The proposed work employed two sensing
devices (temperature and accelerator-meter) to collect data
from the surrounding environment. The collected readings are
sent to the Internet through the Ethernet interface. According
to the uploaded readings, a specialist can change the behavior
of the device through an Internet browser.

In the next section, we will present our proposed IoT-based
secure data acquisition and monitoring scheme. The integration
between the embedded architecture and the cloud-computing
based storage will be discussed in detail.

III. PROPOSED METHODOLOGY

We provide some background information before getting
into the details of the proposed methodology. In the subsequent
text, we provide a brief description of the secure hash standard.

A. Background: Secure Hash Algorithm
SHA takes a message with an arbitrary size and produces

a message hash through some calculations. The process is
defined in equation (1).

h = H(M) (1)

where, M is the input message and h is the digest generated
using the hash algorithm H .

In our scheme, the SHA2/256 standard is employed for
securing the patient’s records. Data are signed with the
SHA2/256 before they are stored in the cloud. The stored
records are made available for research centers and medical
institutions. Figure 1 depicts the general procedure that is used
to compute the hash for any given message. The input message
of size less than 264 is padded first to make its size a multiple
of 512. The full message is divided into equal size blocks
of 512-bits. The blocks are then processed sequentially using
compression function F , and Initial Hash Value (IHV0) that
are defined in [8].

Padding to block boundary (N * 512)
Message || 1 || 0's || Message-length 

Message
 < 2^64

Padded 
Message

Block 0
512 bit

Block 1
512 bit

Block 2
512 bit

Block N

512 bit

IHV0 F F F F
Hash

256 bits

Figure 1. SHA general architecture: Padding, dividing, compression, and
computation of SHA-256.

At the end of the process, the hash value that is generated
from the last block produces the final 256 bits hash. A detailed
description of the secure hash algorithm can be found in [8].

B. General Architecture of the Proposed Scheme
The proposed design for the secure IoT-based embedded

system is depicted in Figure 2. A patient using the Alaris
8100 infusion pump will take preset insulin doses regularly.
The Alaris infusion pump is controlled and monitored by the
Keil Cortex M3 board through a serial connection. All dosage
related records that are given to the patient are sent to the
cloud through the Keil board using an Ethernet connection.
To secure and authenticate the recorded data, they are digitally
signed using the SHA compression function. The signature and
patient’s records are then stored in the cloud.

In the cloud, a Secure Socket Shell (SSH) is provided to
entities authorized to access the data. For instance, a physician
can follow up with a patient’s case using a mobile application
or a web browser. Furthermore, research institutions are given
the authorization to access health records upon agreements
made between patient, medical centers, and research institu-
tions.

Alaris Infusion Pump Authorized Person

Research Centers

Research Group

Patients’ Records

Hospital

Keil Board

Cloud

Patient

SHA

Figure 2. General architecture of the proposed scheme.

The security and authenticity of the health care records
are verified using the SHA signature. The SHA value is
computed after the health records or prescription commands
are generated. Then the generated SHA is appended to the
corresponding data (health record or preset control command).
The health record and its signature are remained correlated in
all places (cloud, hospital, and patient’s side). For instance, the
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physician in the hospital confirms that the record is received
without altering using SHA signature. When the health record
is received at the hospital, SHA computation will be carried
out. The resultant SHA will be compared with the appended
SHA value. Once both SHA values are equal, the record will
be affirmed to its corresponding patient. Otherwise, the health
record will be discarded as is does not belong to the patient.

In the case of the preset control command, this command
is generated from the hospital and appended with its corre-
sponding hash value. The preset control command and the
SHA signature are sent through the cloud to the infusion pump.
At the patient’s end, the hardware takes the responsibility to
check the genuineness of the received control command by
SHA computation and comparison. The Keil micro-controller
computes the SHA value for the received preset control com-
mand and then compares the result with the appended SHA
value. Once authorized, the preset control command is passed
to the infusion pump for a new schedule. Figure 3 shows the
connection between the Keil LPC1768 board and the Alaris
8100 infusion pump.

Figure 3. Connection of Alaris Infusion Pump 8100 with Keil 1768 PCB
board

In the case of a fault exception, all Cortex-M processors
(including Keil LPC1768) have a fault exception mechanism
embedded inside the processor. If any fault is detected, the
corresponding exception handler will be executed [13]. The
hardware setup was done at the NDSU-Electrical and Com-
puter Engineering laboratories. The infusion pump was first
disassembled, interfaced with the Keil micro-controller, and
then programmed using a serial cable and the Keil µVision
studio 5.

IV. RESULTS AND DISCUSSION

The proposed design has been tested and verified using
data from [14]. The sample data includes glucose levels in
the patient’s body during a 24 hour period, a patient’s profile
information, and the patient’s medical information. A snipped
portion of the sample data is shown in Figures 4. Figure 5
shows the modified sample data. The data are stored in the
cloud regularly, where each copy has its designated SHA value.

Figure 4. Snipped health record from the original sample

Figure 5. Snipped health record from the modified sample

To ensure the integrity of data, SHA-256 is applied to both
sides (cloud and patient) after any query from either side.

The record is valid if its generated hash value on the
patient’s side is the same as the hash value on the cloud side.
Table I shows a valid record hash. However, two different
hash values are depicted for the same record in Table II,
because the received record on the patient’s side has been
altered. Accordingly, the corresponding hash value has also
been altered. The micro-controller will detect the alteration
and discard the received record.

TABLE I. SHA-256 HASH VALUES OF THE SAMPLE DATA ON BOTH
SIDES.

Cloud side: 14b93acf-ccdcbe40-ea3795be-c1073498-
51a96c90-6cedfc9c-49d8e2cf-a141befb

Patient side: 14b93acf-ccdcbe40-ea3795be-c1073498-
51a96c90-6cedfc9c-49d8e2cf-a141befb

TABLE II. SHA-256 HASH VALUES OF THE ORIGINAL AND
MODIFIED SAMPLE DATA ON BOTH SIDES.

Cloud side: 14b93acf-ccdcbe40-ea3795be-c1073498-
51a96c90-6cedfc9c-49d8e2cf-a141befb

Patient side: 358c4f29-f0e2bb60-8efa35d4-a88a6b3b-
58939ffd-deebf824-8065c195-b834b8cd

The patient’s intervention for the proposed design is limited
to turn on and off the infusion pump. However, the future work
of our design will upgrade the patient’s privileges, e.g., change
the infusion pump schedule according to predefined levels.
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V. CONCLUSION AND FUTURE WORK

We have presented a secure IoT-based embedded data
acquisition and control scheme. The work employed three
modules: Keil micro-controller, LPC1768 board, and Alaris
8100 infusion pump. Secure Hash Algorithm standard SHA-
256 is used to ensure the authenticity of the system. The
authenticity of the proposed work was verified with a cloud
storage utility using a real sample record. The results show that
any altering in the health record is going to be identified imme-
diately, thus the patient remains safe from false prescriptions.
In future, we plan to apply the proposed scheme to hand-held
glucose devices.
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Abstract—Formal verification has become the bedrock for ensur-
ing software correctness when dealing with safety-critical systems.
One of the biggest obstacles in applying formal techniques to
commercial systems is the lack of formal specifications. Software
requirements are expressed only in natural language. We present
a structured approach for synthesizing formal models from
natural language requirements. Synthesizing formal specification
models from natural language requirements is a hard problem.
Our approach is structured in that, while our procedures do most
of the work in the synthesis process, it allows for structured input
from the domain expert. The uniqueness of this paper is the novel
approach that can synthesize natural language requirements
to formal specifications that are useful for refinement-based
verification, a formal verification technique that is very effective
for the safety-critical Internet of Things (IoT) embedded systems.
A number of safety requirements for insulin pumps have been
used to demonstrate the effectiveness of the approach.

Keywords–requirements analysis; safety-critical IoT embedded
devices; formal model; formal verification.

I. INTRODUCTION

Ensuring the correctness of control software used in safety-
critical embedded devices is still an ongoing challenge. For
example, from 2001 to 2017, the Food and Drug Administra-
tion (FDA) has issued 54 Class-1 recalls on infusion pumps
(medical devices used to deliver controlled doses of fluid
medications to patients intravenously) due to software issues
[1]. Class-1 recalls are applied to medical device models whose
use can cause serious adverse health consequences or death.
With the advent of IoT, such safety-critical embedded devices
incorporate a whole slew of additional functionality to interface
with the network and other components, in addition to their
core control functions. These additional functions significantly
exacerbate the challenge of ensuring that the core functionality
of the control software is correct and intact.

The use of formal verification has become an industry stan-
dard when addressing software correctness of safety-critical
devices. There are many success stories and commercial adop-
tion of formal verification processes. Examples include Intel
[2], Microsoft [3] and [4], and Airbus [5].

Refinement-based verification [6] is a formal verification
technology that has been demonstrated to be applicable to
the verification of embedded control software at the object-
code level [7]. In formal verification and refinement-based
verification, typically the design artifact to be verified is called
the implementation and the specification is a formal model

that captures the correct functionality of the implementation.
The goal of refinement-based verification is to mathematically
prove that the implementation behaves correctly as defined
by the specification. In refinement-based verification, both the
implementation and specification are modeled as transition
systems.

One of the key features of refinement-based is the use of
refinement maps, which are functions that map implementation
states to specification states. In practice, these refinement maps
have a very favorable property in that they abstract out behav-
iors of the implementation not relevant to the specification, but
only after determining that these additional behaviors do not
actually impact the behaviors of the implementation relevant to
the specification. This property of refinement maps makes the
refinement-based verification very suitable for the verification
of control software used in IoT devices as refinement maps
can be used to abstract out the additional functionality of
software in IoT devices; again, only after determining that
these additional functionality are not impacting the behavior
of the core functionality of the implementation as defined by
the specification.

One of the crucial challenges in applying refinement-based
verification to commercial devices is the availability of formal
specifications. For commercial devices, typically, the specifi-
cation of a device is given as natural language requirements.
There are many approaches towards transforming natural lan-
guage requirements to formal specifications, however none
targeted towards refinement-based verification. In this paper,
we present a methodology for transforming natural language
requirements into formal specifications that can be used in the
context of refinement-based verification.

The rest of the paper is organized as follows. An overview
of the background is presented in Section II. Section III details
the related work. A formal model describing the synthesis
procedure is presented in Section IV. Section V details the
case study. Section VI gives the verification results for the
proposed formal model. Conclusions and direction for future
work are noted in Section VII.

II. BACKGROUND

This section explores the parsing tree and the definition of
transition systems as main topics related to our work.
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A. Parsing tree
A parse tree is an ordered tree that pictorially represents

how words in a sentence are connected to each other. The
connection between each word in the sentence gives the syntac-
tic categories for the sentence. The parsing process represents
the syntactic analysis of a sentence in natural language. For
example, when the parsing process is applied on a simple
sentence like ”Adam eats banana”, the parse tree categorizes
the two parts of speech: N for nouns (Adam, banana) and V
for the verb (eats). Here N, V are the syntactic categories.
The parsing process is considered to be a preprocessing
step for some applications, where natural language should be
converted into other forms. Usually, the system requirements
are written in natural language, which needs to be converted
into a structural form that can then be used to create the
transition system(s) (explained in Section II-B). Enju [8] is an
English consistency-based parser, which can process very long
complex sentences like system requirements using an accurate
analysis (the accuracy relation is around 90 percent of news
articles and bio-medical papers). Besides, Enju is a high-speed
parser with less than 500 msec per sentence. The output is the
resulting tree in an XML format which is considered to be
one of the commonly used formats by various applications.
As will be described later, the case study used to describe
the proposed methodology is from the bio-medical area, Enju
was the perfect tool as the natural language processing (NLP)
parser.

S

VP

NP

N

ball

D

the

V

hit

N

John

Figure 1. A simple example of a parsing tree using Enju parser [9].

Figure 1 shows a simple tree example using Enju. Here,
Enju distinguishes between terminal nodes (John is a terminal
node) and non-terminal nodes (VP is a verb phrase). The
abbreviations of the syntactic categories of Figure 1 are: S
stands for sentence (the head of the tree), N stands for noun,
VP stands for verb phrase (which is a subtree), NP stands
for noun phrase, V stands for verb, and finally D stands for
determiner (comes with noun phrases). Using these syntactic
categories, we have developed an extraction technique that
would help in translating the natural language to a formal
model of the requirements.

B. Transition systems
The implementation and specification in refinement-based

verification are represented using Transition Systems (TSs) [6],
[7]. The definition of a TS is given below:

Definition 1: A TS M = 〈S,R,L〉 is a three tuple in
which S denotes the set of states, R ⊆ SXS is the transition
relation that provides the transition between states, and L is a
labeling function that describes what is visible at each state.

Figure 2. An example of a transition system (TS).

An Atomic Proposition (AP) is a statement that can be
evaluated to be either true or false. The labeling function maps
state to the APs that are true in every state. An example of
a TS is shown in Figure 2. Here S = {IBO, SPM, SYNC,
INDV}, R = {(IBO, SPM), (SPM, SYNC), (SYNC, INDV),
(INDV, SYNC), (INDV, SPM), (IBO, INDV)} and, L(SPM)
represents the atomic propositions that are true for the SPM
state. Similarly, labeling function can be applied to all the
states in this TS.

III. RELATED WORK

In the last few years, there has been a tremendous growth
in finding the optimal technique of requirement transformation
into a formal model. While most of them proposed system-
driven models, our approach is user-driven to ensure a safe
product.

Automatic Requirements Specification Extraction from
Natural Language (ARSENAL) [10] is a system based frame-
work that applies some semantic parsers in multi-level to
get the grammatical relations between words in the require-
ment. ARSENAL transforms natural language requirements
into formal and logical forms expressed in Symbolic Analysis
Laboratory (SAL) (a formal language to describe concurrent
systems), and Linear Temporal Logic (LTL) (a mathematical
language that describes linear time properties) respectively.
The LTL formulas are then used to build the SAL model.
Multiple validation checks are applied on Natural Language
Processing (NLP) stage and LTL formulas to check for their
correctness. However, ARSENAL records some inaccuracies
in NLP stage that need a user intervention.

Aceituna et al. [11] have proposed a front end frame-
work that builds a model to exhibit the system behavior
(for synchronous systems only) and help in creating temporal
logic properties automatically. This framework can be used
before applying the model checking technique, it exposes
accidental scenarios in the requirements. The framework is
designed in a manner that helps in understanding the errors in
a non-technical manner for users who do not have a formal
background. In contrast, our work does not need the temporal
logic in defining the specifications for a model.

A semantic parser has been developed by Harris [12] to
extract a formal behavioral description from natural language
specifications. The proposed semantic parser was employed
to extract key information describing bus transactions. The
natural language descriptions are then converted to verilog (a
hardware description language) tasks.

Kress-Gazit et al. [13] have proposed a human-robot inter-
face to translate natural language specification into motions.
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This interface allows a user to instruct the robot using a
controller. LTL formulas are employed to formalize the desired
behavior requested by the user.

An approach supporting property elucidation (called PRO-
PEL) has been introduced by Smith et al. [14], it provides
templates that capture properties for creating property pattern.
Natural language and finite state automation are used to
represent the templates.

Two approaches have been proposed by Shimizu [15] to
solve the ambiguity of natural language specifications using
formal specification. The first approach simplifies the formal
specification development for the popular PCI bus protocol
and the Intel Itanium bus protocol. The second approach
explains how formal specifications can help in automating
many processes that are now done manually.

A natural language parsing technique has been used with
the default reasoning, which is a requirement formalism to
support requirement development, this work helps stakeholders
to easily deal with requirements in a formal manner, in addi-
tion, a method has been proposed for discovering any existed
requirements inconsistencies. A prototype tool called CARL
was used for implementation and verification by Zowghi et
al. [16].

Gervasi et al. [17] have also worked on solving the
requirement’s inconsistencies issues by using a well-known
formalism called monotonic logic, it has been used especially
for requirement’s transformation. Multiple natural language
processing tools [18]–[21] in additional to grammatical anal-
ysis methodologies for requirement’s development have been
done to get requirements in a formal manner.

However, the main advantages of our work over prior
algorithms in requirements engineering is its ability to generate
a full formal model directly from natural language require-
ments by an expert supervision to emphasis on the safety
transformation. Also, our work does not require that the expert
user know any temporal logic languages.

IV. FORMAL MODEL SYNTHESIS PROCEDURE

The first step to computing the TSs is to extract the
APs from the requirements. We have developed three Atomic
Proposition Extraction Rules (APERs) that work on the parse
tree of the requirement obtained from Enju. The resulting APs
are then used to compute the states and transitions. The APERs
are described next.

A. Atomic Proposition Extraction Rule 1 (APER 1)
APER 1 is based on the hypothesis that noun phrases in a

requirement correspond to APs. Each subtree of the parse tree
with an NX root (called an NX head) corresponds to a noun
phrase and hence an AP. Therefore, APER 1 computes the
subtrees corresponding to NX heads. If NX heads are nested,
then the highest-level NX head is used to compute the AP. The
terminal nodes of the subtree are conjoined together to form
the noun phrase. APER 1 returns AP-list, which is the set of
APs corresponding to a parse tree.

We now describe the procedure corresponding to APER 1
in detail. Firstly, AP-List is initialized to the empty set (line 1).
The procedure then iterates through each terminal node n (line
2). The head of a node is its parent. If a terminal node is part of
an NX subtree, its level two head will be marked as NX, which

Procedure 1 APER1

Require: Parse-tree
1: AP-list ← ∅ ;
2: for each n ∈ TerminalNodes(Parse-tree) do
3: Start-cat = head(head(n));
4: if Start-cat = NX then
5: X = Sub-tree(Start-cat);
6: while (head(X) = NX ) ∨ (head(X) = COOD)

∨ (head(X) =NX-COOD ) do
7: X = Sub-tree(head(X));
8: AP-list ← AP-list ∪ TerminalNodes(X) ;

is checked in line 3. The level-two NX node of the terminal
node is stored in variable State-cat. If the Start-cat is of NX
category (line 4), a function called Sub-tree is used to get the
resulting subtree (line 5), which is stored in variable X. A while
loop is used to traverse the tree of X upwards checking if the
head syntactic category is NX or COOD or NX-COOD (line
6). Only when one of the conditions is satisfied the subtree
is stored in X (line 7). The terminal nodes of the resulting
sub tree ’X’ will be added to AP-List as a new suggested AP
(line 8). Figure 3 gives a sub tree example for APER 1. Note
that APER 1 may result in the same AP being duplicated.
Duplicates are checked and removed from the AP list in the
overall approach.

Figure 3. An Enju parsing tree portion shows some resulting APs by
applying APER 1.

As shown in Figure 3, the terminal nodes ’the’ and ’prim-
ing’ does not have head(head(n)) = NX. The first terminal node
that has the NX category is ’process’. Traversing upwards,
the NX related categories gives us the subtree which contains
’priming process’. This now constitutes the first AP for this
part of requirement. Applying the APER 1 rule on the visible
part of the sentence in Figure 3 gives us the following APs:
’priming process’, ’suspended basal profile’, ’basal profile’,
and ’temporary basal’.
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B. Atomic Proposition Extraction Rule 2 (APER 2)
APER 2 and APER 3 correspond to the two other parse tree

patterns that also lead to noun phrases. APER 2 examines the
parse tree for noun categories along with its upper verb head.
APs will be the conjoined terminal nodes of the resulting sub
tree. APER 2 states that APs are the terminal nodes under the
head VP passing through NX (or its related phrases such as
NX-COOD, COOD), NP (or its related phrases NP-COOD,
COOD), and VX phrase. APER 2 is built on top of APER 1

Procedure 2 APER 2

Require: Parse-tree
1: AP-list ← ∅ ;
2: for each n ∈ TerminalNodes(Parse-tree) do
3: Start-cat = head(head(n));
4: X1 ← ∅;
5: if Start-cat = NX then
6: X = Sub-tree(Start-cat);
7: while (head(X) = NX ) ∨ (head(X) = COOD)

∨ (head(X) =NX-COOD ) do
8: X= Sub-tree(head(X));
9: while (head(X) = NP) ∨ (head(X) = COOD)

∨ (head(X) = NP-COOD) do
10: X1 = Sub-tree(head(X));
11: if (head(X1) = VX) ∧ (head(head(X1)) = VP) then
12: X = Sub-tree(head(head(X1));
13: else
14: if (head(X1) = VP) then
15: X = Sub-tree(head(X1);
16: AP-list ← AP-list ∪ TerminalNodes(X);

to get atomic propositions for requirements that APER 1 is
not able to collect. While APER 1 looks only for APs that are
noun phrases, APER 2 looks for noun phrases that are further
characterized by verb phrases. For example, if APER 1 finds
the AP ”suspended basal delivery,” APER 2 will find ”resume
the suspended basal delivery.”

APER 1 and APER 2 have the same algorithmic flow until
finding the sub tree of X that is the top NX head (line 8).
However, APER 2 does not consider the resulting X to be
an AP like APER 1 does. Instead, X is the input of the next
step. A while loop is used to search if the head category of
X is in NP category or one of its related phrases (line 9).
Only when the while loop condition is true, the new sub-tree
is stored temporarily in the variable X1 (line 10), where X1 is
a temporary variable initialized to null (line 4). This ensures
that X does not change in this step for future use. The search
for VX and VP categories is to be performed only when X1

is not null.
On the successful completion of NP category search,

the search for VX category followed by VP categories is
performed (line 11). When the if condition is satisfied, X is
updated with the new sub-tree (line 12). In the case of failure
of the if condition in line 11, a new search for VP category
is performed on the head of NP category sub-tree (line 14).
On success, X is updated with the new sub-tree (line 15). If
either of the if conditions (line 11 and line 14) fail, then X will
remain as the sub-tree of NX category. The terminal nodes of
the resulting subtree in X is appended to the AP-list (line 16).
Figure 4 shows a resulting sub tree example by applying APER

2. Figure 4 shows that the procedure starts from left to right

Figure 4. An Enju parsing tree portion shows some resulting APs by
applying APER 2.

looking for level two NX nodes and traversing upward until
higher NX nodes are accounted for. NP phrases are selected
to expand the tree. Then choosing the upper level which is VP
in this particular case (sometimes its VX → VP). The output
of APER 2 for this tree portion is ’override the current basal
delivery with a temporary basal’, and ’changing existing basal
profiles’.

C. Atomic Proposition Extraction Rule 3 (APER 3)
APER 3 is built on top of APER 2, it explores the verb head

levels in the parse tree like APER 2, but APER 3 eliminates
some verb phrases that is not part of APs. This elimination
is done based on the head of the VP category as illustrated
in Procedure 3 below. APER 3 and APER 2 have the same
stream up to line 10. The algorithm starts with initializing
temporary variables X1 and Y to null (line 4). The search for
syntactic categories start with the top NX phrase (line 7) and
the resultant sub tree is stored in X (line 8). Then, the search
begins for the top NP phrase (line 9) and the resultant sub tree
is stored in X1 (line 10) since the sub tree in X is needed
for future use. As in APER2, the search for either VX phrase
followed by VP phrase or just VP phrase is performed on X1

and the resultant sub tree is stored in Y (lines 11-15). If and
only if Y is not empty then the check on the head syntactic
category is performed to ensure that it does not contain CP or
COOD categories. In this case, X gets only the right child (line
16-18) i.e. the left child of Y is pruned. On the other hand,
if Y has a CP or COOD head, X value will be updated to be
equal to Y (line 20). Finally, terminal nodes of the resulting
sub tree X will be saved in the AP-list as a new AP. The
pruning process (line 18) is done to remove some action verbs
which are not part of an AP.

Like APER2, APER3 also works on verb head categories.
However, APER3 has some pruning techniques to remove parts
of the sentence that should not be part of an AP. Consider the
snippet in Figure 5, the sub tree ”issue an alert” is subjected to
left branch pruning to remove the verb ’issue’ since such verbs
do not add value in the AP. According to the algorithm, since
the head node of VP is COOD, only the terminal nodes of the
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Procedure 3 APER 3

Require: Parse-tree
1: AP-list ← ∅ ;
2: for each n ∈ TerminalNodes(Parse-tree) do
3: Start-cat = head(head(n));
4: X1 ← ∅ , Y ← ∅;
5: if Start-cat = NX then
6: X = Sub-tree(Start-cat);
7: while (head(X) = NX) ∨ (head(X) = COOD)

∨ (head(X) =NX-COOD ) do
8: X = Sub-tree(head(X));
9: while (head(X) = NP) ∨ (head(X) = COOD)

∨ (head(X) = NP-COOD) do
10: X1 = Sub-tree(head(X));
11: if (head(X1) = VX) ∧ (head(head(X1)) = VP) then
12: Y = Sub-tree(head(head(X1));
13: else
14: if (head(X1) = VP) then
15: Y = Sub-tree(head(X1);
16: if (Y 6= ∅) then
17: if head(Y ) 6= CP) ∧ (head(Y ) 6= COOD) then
18: X = Sub-tree(RightChild(Y ));
19: else
20: X = Y ;
21: AP-list ← AP-list ∪ TerminalNodes(X);

right child are considered as an AP. Applying APER 3 on the
visible part of the requirement in Figure 5 gives the following
APs: ’pump’, ’an alert’, and ’deny the request’. The proposed

Figure 5. An Enju parsing tree portion shows some resulting APs using
APER 3.

APERs may be used individually or in combination depending
on the system requirement and model functionally. However,
no one rule is considered to be the best for all models because
of the natural language structure.

Procedure 4 Procedure for synthesizing TSs from system
requirements

Require: set of requirements (System-requirements)
1: TS-set ← ∅ ;
2: for each Req ∈ System-requirements do
3: Parse-tree ← Get(Req tree.xml);
4: AP-list ← APER(Parse-tree);
5: AP-list ← Eliminate Dup(AP-list);
6: AP-list ← USR IN(AP-List);
7: AP-truth-table ← Relation(AP-list);
8: AP-truth-table ← USR IN(AP-truth-table);
9: S-list ← ∅;

10: for each A ∈ AP-truth-table do
11: S-list[i] = Ai ;
12: S-list ← USR IN(S-list);
13: T ← CreateT(S-list);
14: T ← USR IN(T);
15: TS ← CreateTS(T, S-list);
16: TS-set ← TS-set U TS;
17: return TS-set;

D. High-Level Procedure for Specification Transition System
Synthesis

Procedure 4 shows the overall flow for computing the
TSs. A set of system requirements in natural language are
fed as input to the procedure. TS-set is the output of the
procedure and will contain the set of transition systems that
capture the input requirements as a formal model. TS-set is
initialized to null (line 1). Each requirement is input to the
Enju parser. The parser gives an xml file as output. A function
called Get is used to obtain the xml file into the variable
Parse-tree (line 3). The xml output in Parse-tree is subjected
to the proposed APERs, which give the atomic propositions
(APs) as output. APs are stored in the AP-list (line 4). Each
requirement is subject to all APERs and the AP-list obtained is
the union of the APs produced by each of the rules. The output
obtained by using the APERs may contain duplicates, which
are eliminated by using the function Eliminate Dup (line 5).
AP-list is then subjected to an expert user check, where the
AP(s) might be appended, eliminated or revised based on the
expert user’s domain knowledge (line 6). Some of the APs
maybe expressible as a boolean function of other APs.
Therefore, next, a truth table (AP-truth-table) is created, where
each row corresponds to an AP from AP-list and each column
also corresponds to an AP from AP-list (line 7). Each entry
in the table is a Bolean value (true or false). Completing the
truth table determines the relationship of each AP with the
other APs in the AP-list. The truth table is completed by the
expert user (line 8). The list of states for the input requirements
are stored in the variable S-list. S-list is initialized to null (line
9). Each truth table entry (A) is defined to be a single state in
the transition system (line 10). This heuristic has worked well
in practice. S-list is subjected to expert user input (line 12).

The transitions of the TS are computed next. The list of
transitions (T) is initialized to a transition between every two
states using function ’CreateT’ (line 13). The transition list is
subjected to expert user input (line 14). A transition system
(TS) is constructed using the CreateTS function, which takes
the transitions (T) and the list of states (S-list) as input (line
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15). This transition system (TS) is then added to the transition
system set (TS-set) (line 16). The procedure finally returns
a set of transition systems for all the requirements in an
application (line 17).

V. CASE STUDY: GENERIC INSULIN INFUSION PUMP
(GIIP)

Insulin pump is a medical device that delivers doses of
insulin 24 hours a day to patients with diabetes. It is typically
used to keep the blood glucose level in an acceptable range.
Overdose of insulin can lead to low blood sugar that can lead
to coma/death. Therefore, the insulin pump is a safety-critical
device.
Requirement 1.8.2: When the pump is in suspension mode,
insulin deliveries shall be prohibited. Any incomplete bolus
delivery shall be stopped and shall not be resumed after the
suspension.

The Generic Insulin Infusion Pump (GIIP) has been pro-
posed [22], which lists a set of safety requirements for insulin
pumps. We use these safety requirements for our approach.

As an example, consider requirement 1.8.2 (from [22])
which is needed to address a hazard that may happen in
the suspension mode of the pump. Suspension mode can
occur when the pump may be in refill or priming or insulin
delivery processes. The insulin pump has two type of insulin
deliveries: bolus and basal. Bolus is a high insulin rate that is
recommended in case of low blood glucose level. From safety
requirement 1.8.2, it is clear that the pump should not resume a
suspended bolus automatically after returning from suspension
since they would be an unexpected amount of insulin.
Requirement 1.8.5: When the pump resumes from suspension,
calculations shall be performed to synchronize insulin used
and remaining reservoir volume.

Requirement 1.8.5 is an extension of how the pump should
function after returning from the suspension mode. Here two
requirements are needed to address one safety hazard. When
algorithm 4 is applied on these two requirements, the first step
is collecting the APs by using the extraction rules. Applying
APER 2 on 1.8.2 gives: ”pump”, ”suspension mode”, ”insulin
deliveries”, ”incomplete bolus delivery”, and ”suspension”.
Applying APER 2 on 1.8.5 gives: ”pump”, ”suspension”,
”calculations”, and ”synchronize insulin used and remaining
reservoir volume”. Next, duplicate APs are to be removed.
This eliminates ’pump’ and ’suspension’ from the AP-list.
Now, the expert user intervenes for manipulating the AP-list,
where APs can be deleted, modified or even inserted based on
the expert user’s domain knowledge. This yields the final AP-
list as ”suspension mode” (SPM), ”insulin deliveries” (INDV),
”incomplete bolus delivery” (IBO) and ”synchronize insulin
used and remaining reservoir volume” (SYNC). Next, the AP-
truth-table to define relations between APs is constructed as
shown in Table I.

Here, each row represents a state. For example, SPM
represents a state where suspension mode is true, IBO is false,
INDV is false, and SYNC is also false; which emphasizes
that insulin bolus should not be active during suspension.
Finally, Procedure 4 applies transitions between every two
states as shown in Figure 6a. The expert user will approve
or remove some unacceptable transitions. Figure 6b shows the
final transition system.

TABLE I. AP-TRUTH-TABLE FOR REQUIREMENT 1.8.2 AND 1.8.5
FROM AP-LIST

APs → SPM INDV IBO SYNC
↓

SPM T F F F
INDV F T F F
IBO F T T F

SYNC F F F T

(a) TS with all suggested
transitions.

(b) TS after removing some
transitions.

Figure 6. Finite state machine for pump suspension requirements (1.8.2,
1.8.5).

VI. RESULTS ANALYSIS

Evaluation of the presented approach is performed using
the NuSMV model checker. A model checker is a tool that
can check if a TS satisfies a set of properties. The properties
have to be expressed in a temporal logic. Here, we have
used CTL to express the properties. The CTL properties
were written manually for each of the requirements that were
subjected to our approach. NuSMV was used to check if the
TSs synthesized by the presented approach satisfied the CTL
properties corresponding to that requirement.

Table II shows the results of applying Procedure 4 on
a number of GIIP requirements. The requirement numbers
in the table are from [22]. All the final TSs satisfied their
corresponding CTL properties. Each requirement or set of
requirements (listed in column 1) have been subjected to the
extraction rules (column 2), where column 3 shows the total
number of APs resulting from each extraction rule. Column 4
gives the number of APs after removing the duplicate APs. In
addition, a record of the suggested expert user intervention for
adding, removing or modifying the APs is shown in column
5. The final number of APs, states, and transitions are shown
in column 6.

As shown in the table, when a requirement is subjected
to the APERs, the resultant output from each APER may
be different even though the number of APs is the same.
For requirements 1.8.2 and 1.8.5, although applying APER1,
APER2, and APER3 give the same number of APs, APER1
gives different list of APs from APER2 and APER3.

VII. CONCLUSION AND FUTURE WORK

The key ideas of our approach for transforming require-
ments into transition systems are the following. The extraction
rules work on the parse tree to get an initial list of APs. The
AP truth table is used to establish relationships between the
initial list of APs. For example, an AP may be expressible as
a conjunction of two other APs. The initial expert user pruned

99Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-683-5

CYBER 2018 : The Third International Conference on Cyber-Technologies and Cyber-Systems

                         109 / 116



TABLE II. RESULTING TRANSITION SYSTEMS BY APPLYING THE GENERAL ALGORITHM AND APERS ON A SET OF SYSTEM
REQUIREMENTS

Req. NO. APER
Total No.

of APs

No. of APs

Without DP

User input Final

AP added AP removed AP modified APs states transitions

1 10 10 0 6 0

1.1.1 2 10 10 0 5 0 5 4 5

3 10 10 0 6 0

1 7 7 0 3 2

1.1.3 2 7 7 0 3 2 4 4 4

3 7 7 0 3 1

1 24 12 3 5 1

1.2.4 , 1.2.6, 1.2.7 2 24 18 0 8 0 10 10 14

3 24 16 2 8 0

1 11 6 1 3 0

1.3.5 2 11 8 0 4 1 4 4 4

3 11 8 1 5 0

1 9 7 1 3 1

1.8.2, 1.8.5 2 9 7 0 3 0 4 4 5

3 9 7 0 3 0

1 6 6 0 3 1

2.2.2, 2.2.3 2 7 6 0 3 1 3 3 4

3 7 6 0 3 2

1 15 14 0 9 0

3.1.1 2 14 12 0 7 0 5 3 3

3 14 13 0 8 0

1 10 9 0 7 2

3.2.5 2 7 7 0 4 1 3 3 3

3 7 7 0 4 1

1 4 4 0 1 0

3.2.7 2 4 4 0 1 1 3 3 3

3 4 4 0 1 0

list of APs gives insight into the states of the transition system.
We have found empirically that having one state for this initial
pruned AP list is a good heuristic to compute the states of the
transition system. Transitions are applied between every two
states and then pruned by the expert user.

Transforming natural language requirements into formal
models is quite a hard problem and hard to get right without
input from domain expert. Our approach sets up a very struc-
tured process, where the tool does lot of the work in analyzing
and synthesizing TSs, but also allows for input from domain
expert. The proposed methodology has worked very well in
practice for the GIIP requirements. All the TSs computed for
the requirements satisfied their corresponding CTL properties.
For future work, we plan to address requirements with real-

time constraints. The corresponding formal model will be
timed transition systems.
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Abstract—The biggest challenge in the formal verification of an
embedded system software is the complexity and large size of
the implementation. The problem gets even bigger when the
embedded system is an Internet of Things (IoT) device that is
running intricate algorithms. In Refinement-based verification,
both specification and implementation are expressed as transition
systems. Each behavior of the implementation transition system
is matched with the specification transition system with the help
of a refinement map. The refinement map can only project
those values that are responsible to label the current state
of the system. When the refinement map is applied at object
code level, several instructions map to a single state in the
specification transition system called stuttering instructions. The
concept of Static Stuttering Abstraction (SSA) is a novel idea
that focuses on filtering common multiple segments of these
stuttering instructions. The patterns are then replaced by mergers
that preserve the behavior of the original object code and
extensively reduce the size of the object code. The smaller code
size also gives the lesser number of stuttering transitions and
eventually more discernible matching between the specification
and implementation of transition systems. We have implemented
SSA technique on two platforms using infusion pump as a case
study and the technique has proved consistent in considerably
reducing the size and complexity of the implementation transition
system.

Keywords–Formal verification; static stuttering abstraction; stut-
tering instructions; refinement map; infusion pump.

I. INTRODUCTION

One of the pivotal entities in the ecosystem of Internet
of Things (IoT) is an embedded system due to its capa-
bility of receiving data from sensors and making decisions
independently. From a cell phone to an automobile, all are
comprised of an embedded system; that collects, and senses
data received, collates that data to be analyzed, and conse-
quently perform necessary functions. The functionality of the
embedded system not only encompasses basic I/O, but it also
involves complex communication protocols that consent other
indispensable peripherals to communicate over shared buses
and gateways. Hence, with IoT embedded devices are built
on intricate algorithms, which make the verification process
even more complicated. Safeguarding these embedded systems
against errors is an inevitable task especially in those devices
that prevent life-threatening ailments like pacemakers and
insulin pumps. Such devices can cause severe consequences if
the software or hardware malfunctions, making these medical
devices safety critical. For example, from 2001 to 2017, the
Food and Drug Administration (FDA) has issued 54 Class-1
recalls on infusion pumps due to software errors [1]. Hence, an
embedded system which is a thing on the IoT running complex

algorithms, techniques need to be devised for reducing the
complexity and the capacity of verification efforts.

An embedded system is comprised of a hardware and a
software. The software is a complex piece of code that is
prone to errors due to the translation process that converts the
high-level code to assembly code. Assembly code is the object
code, which is larger in size and complexity as compared
to its high-level counterpart. The biggest challenge in the
application of formal verification techniques is the large size of
the code being executed on the embedded system. Therefore,
the success and efficiency of formal verification techniques
are highly dependent on the reduction of the size of the code
leading to the need for an abstraction technique to minimize
the length of the code.

The abstraction technique is a transformation of the object
code that will significantly reduce the complexity of the
verification process. In this paper, we propose a novel ab-
straction technique called Static Stuttering Abstraction (SSA).
As the name suggests, this technique is applied to the object
code directly. The abstraction is developed in the context of
refinement-based verification, a formal verification technique.
In refinement-based verification, both the specification and the
implementation of the system are expressed as Transition Sys-
tems (TS). The specification TS is the behavior of the system
expressed as states and transitions, whereas the implementation
TS is obtained after the software is symbolically simulated at
the object code level. The implementation TS is therefore very
large as compared to the specification TS, as several transitions
of the implementation TS map to a single transition of the
specification TS. These several transitions of the implementa-
tion TS that map to a single transition of the specification TS
are called stuttering transitions. Stuttering transitions usually
arise from the execution of stuttering instructions, which are
instructions that do not directly modify the state of the system
as is visible at the specification level.

The idea with stuttering abstraction is that a finite sequence
of stuttering instructions can be merged into one. Such a
merger will still preserve the functional behavior of the original
implementation TS but will be reduced in size. We call the
segment obtained due to the merger an abstracted stuttering
segment. Also, we call the reduced TS obtained using such
mergers as the abstracted implementation TS. In this paper, we
present a methodology to apply abstractions on the stuttering
instructions of the implementation TS named static stuttering
abstraction (SSA).

The rest of this paper is organized as follows. Background
is presented in Section II. Section III details related work. The
abstraction technique is described in Section IV. Section V de-
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tails the case studies and gives verification results. Conclusion
and future work are noted in Section VI.

II. BACKGROUND

In refinement-based formal verification, both the imple-
mentation and specification are expressed as a TS. A TS is
defined as follows [2].

Definition 1: A TS M is a 3-tuple 〈S,R,L〉, where S is
the set of states, R is the transition relation, which is the set
of all state transitions, and L is a labeling function that defines
what is visible at each state. A state transition is of the form
〈w, v〉, where w, v ∈ S.
MM S and MM I denote the specification TS and implemen-
tation TS respectively. MM S is an explicit representation of
the requirements of the system thus containing the minimal
number of states and transitions. On the other hand, in MM I

a single execution of an instruction in the object code makes up
for one or more transitions in MM I . Therefore, in refinement-
based formal verification techniques, the biggest challenge is
matching a small set of transitions of MM S to a large set of
transitions of MM I .

The abstraction technique is developed in the context
of Well-Founded Equivalence Bisimulation (WEB) refine-
ment [2]. A key idea in WEB refinement is the notion of
refinement maps, which are functions that map implementa-
tion states to specification states. The specification TSs are
constructed simple and the states include only the predicates
relevant to the property being verified. Whereas, the imple-
mentation states for object code comprise all the registers in
the target micro-controller and memory locations of relevance.
Therefore, there is big difference in the abstraction-level of the
specification and implementation. Refinement maps essentially
extract the relevant variables from the implementation state to
construct the corresponding specification state.

The idea with WEB refinement is to match transitions of
the implementation with transitions of the specification. Given
an implementation transition 〈w, v〉, checking if this transition
matches with a specification transition is achieved by applying
the refinement map function r() to both states of the implemen-
tation transition. The resulting transition 〈r(w), r(v)〉 should
correspond to a specification transition. However, there are four
possibilities. The first possibility is the one mentioned above,
that when the refinement map is applied, the implementation
transition does correspond to a specification transition. Such an
implementation transition is called a non-stuttering transition.
The second possibility is that one or both of r(w) and r(v)
do not map to any valid specification state. This points to
a bug. The third possibility is that both r(w) and r(v) map
to the same specification state. In this situation, 〈w, v〉 is still
considered to be a correct transition, but one that is not making
visible progress w.r.t. the specification TS. Such a transition is
called a stuttering transition. The fourth possibility is that both
r(w) and r(v) map to specification states, but 〈r(w), r(v)〉
does not correspond to any specification transition and 〈w, v〉
is not a stuttering transition (as described above). The fourth
case again corresponds to a bug in the implementation.

The common operations in high-level code are translated
to the same set of instructions in the assembly code. Thus, a
single set of instructions may have large multiple numbers
of occurrences, which correspond to a large piece of the

assembly code. The idea of SSA is to identify common
multiple occurrences of two or more stuttering instructions
named as patterns and reduce the length of the pattern by
replacing it with a merger that is a single line instruction
but encompasses all the operations performed by the list of
instructions in the pattern. Therefore, a pattern comprising of
3 stuttering instructions occurring 100 times in the code will
reduce 200 lines of the code and consequently the size of
MM I .

III. RELATED WORK

There are a number of previous approaches that exploit
the notion of stuttering to improve verification scalability. An
algorithm is presented by Groote and Wijs [3] to check the
equivalence between two transition systems based on stutter-
ing. Ray et al. [4] show how to verify concurrent programs
using refinement-based on stuttering trace containment. A
method for the functional correctness of hardware and low-
level software is developed based on refinement-based testing
by Jain and Manolios [5]. Stuttering is introduced in the
context of probabilistic automata by Delahaye et al. [6]. While
the above approaches employ stuttering, they do not apply it
to static object code, which is the focus of our work.

Timed Well-Founded Simulation (TWFS) refinement for
verification of real-time Field Programmable Gate Array
(FPGA) is presented by Jabeen et al. [7]. Reachable states of
the FPGA are identified using manually generated invariants,
without employing abstractions. This approach is feasible for
FPGA only and not for object code with a very large number of
instructions as the manual characterization of reachable states
for object code is impractical.

Theory of automata is employed to stimulate discrete timed
systems and continuous timed systems by Rabinovich [8]. The
concept of stuttering is described, but stuttering abstraction is
not addressed.

Stuttering invariant properties are expressed using spec-
ification languages by Etessami [9] and Dax et al. [10].
The properties distinguish behaviors of systems regardless of
their stuttering or non-stuttering nature. The properties can be
verified using a model checker.

A similar idea of stuttering abstraction is presented by
Nejati et al. [11], but static abstraction is not considered.

Stuttering equivalence is employed in the context of the
model checking to present an abstraction technique by De-
Leon and Grumberg [12]. This abstraction technique is applied
dynamically to the transition system and not statically to the
object code.

Our abstraction is applicable to recurring patterns of object
code instructions that are responsible for millions of transitions
in real-time systems. Refinement-based verification, which is
a general form of equivalence verification is known to scale
well for low-level design artifacts. As can be seen from
the experimental results, the object code that constitutes the
implementation TS is considerably reduced. Next, we explain
SSA.

IV. AUTOMATIC STATIC STUTTERING ABSTRACTION

A. Static Stuttering Abstraction (SSA)
The need to develop an abstraction technique for the object

code is to ensure efficiency and scalability of the verification
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process. One of the challenges in refinement-based verification
is the complex behavior of the object code. SSA ensures
that the object code is transformed into a comparatively
smaller piece of code; which consequently reduces the
complexity and effort involved in the verification process.
SSA is applied after the high-level code is translated to object
code, then patterns comprising of stuttering instructions si
called stuttering patterns sp with the multiple numbers of
occurrences are identified. The pattern is called a stuttering
pattern because none of the instructions in the pattern update
the values projected by the refinement map. Let’s take
stepper motor as an example for the specification transition
system. The pins of the embedded system (LPC1768) that are
responsible for rotating a 4-lead stepper motor and changing
the current state is connected to the 4 rightmost pins of
general purpose I/O, i.e., LPC GPIO1. So as long as the
assembly instruction does not change the contents of the
register associated with LPC GPIO Port 1 (LPC GPIO1),
the instruction is a stuttering instruction si. An example of a
segment containing a non-stuttering instruction is given below:

0x0000067A 2001 MOVS r0,0x08
0x0000067C 4953 LDR r1,[pc,332] ; @0x000007CC
0x0000067E 6388 STR r0,[r1,0x38]

The first instruction in the above segment moves the
binary 1000 in r0, the second instruction loads the base
memory address of the peripheral registers of LPC1768. The
third instruction is a store instruction that stores a value of
the binary 1000 in rightmost 4 bits of LPC GPIO1 (to
the address calculated by adding an offset of 38 to the base
address of 0x000007CC in order to access the address of
GPIO Port1 register). Moving a value of 4 in LPC GPIO1
asserts the leftmost lead of the stepper motor, and hence
the stepper motor will take a step and the implementation
transition system gets a new state. The STR instruction
is hence a non-stuttering instruction ni, as it has changed
the state of the system. This implementation state can be
matched to a specification state by employing the refinement
map and extracting the rightmost four bits of the register
LPC GPIO1 and mapping them to the specification states.
The reason for not abstracting a segment with a non-stuttering
instruction ni is to preserve the independence and behavior
of the system, as in a merger a single instruction is supposed
to depict multiple parallel operations.

The stuttering patterns sp on the other hand, comprise of
stuttering instructions si only. These patterns are observed
and are replaced by mergers that preserve the functional
behavior of the original MM I , but will be reduced in size.
Below is an example of sp,

0x00000622 4968 LDR r1, [r3,416]; @0x000007C4
0x00000624 2001 ADDI r1, 0x04,
0x00000626 6008 STR r1, [r3,416]

The above pattern is a set of instructions that essentially
update the contents of a memory location 0x000007C4 by
adding 4 to it. Modern processors are not equipped to do
such operations in 1 clock cycle. However, we replace these
3 instructions with a single merger as given below,

0x00000622 7968125 LAS [r3,416], 0x04

The merger is given a new name LAS abbreviated from
Load-Add-Store and is assigned a new opcode for reference.
Merger LAS is updating the contents of a memory location
0x000007C4 by directly adding 4 to it in a single instruction.
An interesting thing to note here is that the original pattern
occupies addresses 0x00000622 to 0x00000626, whereas the
merger is only contained at 0x00000622. If each instruction
in the original code gives rise to 100 stuttering transitions
thus causing a total of 300 stuttering transitions, the merger
only corresponds to 100 stuttering transitions. In SSA, we
are not concerned with the implementation of the merger on
the actual processor. Rather the merger is the abstraction that
enables more scalable verification. A library is maintained for
stuttering patterns and the corresponding mergers with the
type of operation, name of instruction and the opcode shown
in Table I.

B. Procedure of SSA
Algorithm 1 shows a procedure that applies SSA to the

object code. The inputs to the procedure are,

1) Initial object code file(init obj code)
2) A matrix (path opc mat) that contains information

regarding opcode of instructions involved in each
pattern is shown in Figure 1.

Figure 1. Patterns Opcode Matrix

Each row contains information about the pattern. The
first column depicts the instruction types in a pattern.
The first row in M contains the pattern LDR-STR,
which based on the observation and research has
the highest number of frequency in the assembly
file. The second column of pattern LDR-STR (row
1) contains the opcode of LDR, the third column
contains the opcode of STR. As this pattern only
contains 2 instructions so rest of the columns get
no opcode values (X). Similarly, row 2 has pattern
MOV-STR that has the second highest number of
occurrences, second and third columns of row 2 get
opcodes values for MOV and STR respectively. Same
goes for the rest of the rows and columns.

3) Refinement map (ref−map)

The procedure Stutt Abs outputs the updated object code
upd obj code, which reflects the abstracted implementation
TS. The total number of patterns count is calculated statically
through a function No−of−Rows (line 2). It is equal to the total
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number of rows in matrix patt opc mat. Nc keeps a record
of the number of patterns that have been abstracted so far in
the algorithm. Its initial value is 0 and maximum value must
be equal to count. Value of Nc will be incremented by one
when the search for a pattern starts in init obj code (line 4).
It will be incremented when the search for a pattern in object
code completes. sp is the number of lines in each pattern. It
is computed through a function patt size (line 6). Function
counts the total number of numeric values in each row. Its
value must be greater than 2. Nopc is a variable that is used
to keep track of the number of lines in each pattern (line 7).
Function Next − Ins − Fetcher is used to find the Next
instruction Ic in init obj code (line 8). Opc represents the
opcode of an instruction Ic and is calculated through function
Opc−Cal (line 9).

In order to abstract the instructions, Opc must match with
already defined opcode in patt opc mat (line 10). If both
opcodes are matched (line 10), the instruction Ic is stored in
buff (line 11) else algorithm will set Nopc to 0 (line 26),
initialize the buffer buff again, and go to step 6 (line 28) to find
the pattern in rest of the object code. To abstract instructions
stored in the buff , Nopc must be equal to sp (line 12). It
indicates that all the required instructions in a pattern are stored
in the buff . If sp 6= buff , control will go to step 6 again (line
23).

In order to abstract instructions stored in the buff , it is
required that they all should be stuttering instructions. The
stuttering or non-stuttering nature of instructions is computed
using a function ref map (line 13). Output res of function
ref map will be ‘1’ if instructions in the buff are stuttering
and ‘0’ in case of non-stuttering instructions. If instructions
in the buff are stuttering (line 15), init obj code is updated
by abstracted instruction through a function mrg (lines 16-
17). Instructions in buff cannot be abstracted if they are non-
stuttering (line 18) and the algorithm will start searching for a
pattern in rest of the object code (lines 19-20). obj code end
is representing the end of an object code. It is computed using
function code comp (line 27) and the initial value is 0. The
algorithm will repeat until each pattern consisting of stuttering
instructions is not abstracted in whole object code (line 28).
The whole algorithm will repeat until Nc become equal to
count (line 29).

The abstracted Object Code depicts the functionality of the
original object code and it does not change the essence of the
original object code.

V. CASE STUDY AND RESULTS

We have implemented SSA on the object code of an
infusion pump. The basic functionality of an infusion pump
is to inject medicine, which is done using a stepper motor.
This behavior is modeled on an ARM Cortex-M3 based NXP
LPC1768 microcontroller, and the assembly code is obtained.
The number and type of patterns observed and caught by the
automatic SSA are given in Table II. The assembly file is
comprised of 335 lines of code for one cycle of execution,
which after applying SSA is reduced to 234 instructions.

The result confirms that stuttering abstraction reduces
30.3% of the object code. To show that the algorithm can work
consistently on another platform, infusion pump object code
was developed for another platform ATMega382P microcon-
troller. In this case, 26.1% of object code is reduced through

1: procedure Stutt Abs(init obj code, patt opc mat, ref−
map)

2: count = No−of−Rows(patt opcmat)
3: repeat
4: Nc++;
5: repeat
6: sp←patt− size(patt opc mat(Nc, :));
7: Nopc++;
8: Ic← Next−Ins−Fetcher(init obj code);
9: Opc←Opc−Cal(Ic);

10: if [Opc=patt opcmat(Nc, Nopc)] then
11: buff(Nopc)←Ic;
12: if [sp = Nopc] then
13: res←ref −map(buff)
14: N opc = 0;
15: if [res = 1] then
16: upd obj code←mrg(buff,init obj code);
17: init obj code← upd obj code;
18: else
19: buff−initialized−again;
20: again−go−to−step6;
21: else
22: again−go−to−step6;
23: else
24: N opc = 0;
25: buff−initialized−again;
26: again−go−to−step6;
27: obj code end←code comp(init obj code);
28: until !(obj code end = 1)
29: until !(Nc=count)
30: return upd obj code

Figure 2. Procedure for Static Stuttering Abstraction

SSA. The results in Table II depict that SSA consistently
reduces the size of the object code, this is for one execution
cycle of the code, whereas in real-time systems the object
code is executed in an infinite loop. Also, the reduction in
object code will considerably reduce the number of stuttering
transitions, which is a huge problem in refinement-based
verification.

VI. CONCLUSION AND FUTURE WORK

We have developed SSA and shown that the technique can
be effectively applied to object code. We have demonstrated
static abstractions on object code of infusion pump controller
implemented on two different micro controller platforms to
reason about the consistency and efficiency of the proposed
algorithm. The results demonstrate that static abstraction once
applied on stuttering instructions is capable of reducing one-
third of the object code, which exponentially reduces the
number of stuttering transitions in the implementation tran-
sition system. In the context of model checking, several other
abstraction techniques have been developed but they have not
targeted a very large state space like object code.

In the future, we plan to explore the combination of
dynamic stuttering abstraction and static stuttering abstraction
and experimentally evaluate this combination. Dynamic stutter-
ing abstraction is the technique where the abstraction is applied
to the transition system obtained by symbolically simulating
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TABLE I. PATTERNS AND THE MERGERS OF AN LPC1768 OBJECT CODE FOR INFUSION PUMP

Serial
Number

No of Instructions
in Pattern Frequency Of Pattern

No. of
Lines
Reduced

Instruction Type Instruction Opcode Abstracted
Merger Label

Merger
Opcode
(ASCII)

Merger
Opcode
(Binary)

1 2 13 13 LDR (PC)
STR

[01001]
[01100] LST 768384 01110110

2 2 3 3 MOVS
STR

[00100]
[01100] MST 778384 01110111

3 2 2 2 LSLS
STR

[00000]
[01100] STL 838476 10000110

4 3 15 30
MOVS
LDR (PC)
STR

[00100]
[01001]
[01100]

OMS 797783 01111001

5 3 2 4
MOVS
MOV (32 Bit)
STR

[00100]
[F04F]
[01100]

VMS 867783 10000110

6 4 9 27

LDR (PC)
LDR (REGISTER)
CMP
BNE

[01001]
[00100]
[00101]
[11010001]

BCL 666776 01100110

7 2 7 7 LDR (PC)
LDR (REGISTER)

[01001]
[00100] TLR 847682 10000100

8 3 3 6
LDR (PC)
LDR (REGISTER)
STR

[01001]
[00100]
[01100]

RSL 828376 10000010

9 2 2 2 LDR (PC)
STR (32 Bit)

[01001]
[F8C1] DLS 687683 01101000

10 2 4 4 LST (User Defined)
TLR (User Defined)

[01110110]
[10000100] NLT 787684 01111000

11 2 1 1 MOV (32-Bit)
LDR (Register)

[F04F]
[00100] CML 677776 01100111

12 2 2 2 LST (User-Defined)
LST (User-Defined)

[01110110]
[01110110] ELT 697684 01101001

13 2 2 1 OMS (User-Defined)
OMS (User-Defined)

[01111001]
[01111001] FOS 707983 01110000

TABLE II. RESULTS OBTAINED ON LPC1768 AND ATMEGA382P

Metrics LPC1768 ATMEGA382P
Number of Lines in Original Object Code 336 524
Number of Lines reduced in Original Object Code 102 139
Number of Lines in Abstracted Object Code 234 385
Total Number of patterns that are abstracted in Object Code 13 21
Percentage of Object Code Abstraction 30.3% 26.5%

the object code.
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