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EMERGING 2014

Forward

The Sixth International Conference on Emerging Network Intelligence (EMERGING 2014) held
on August 24 - 28, 2014 - Rome, Italy, constituted a stage to present and evaluate the advances
in emerging solutions for next-generation architectures, devices, and communications
protocols. Particular focus was aimed at optimization, quality, discovery, protection, and user
profile requirements supported by special approaches such as network coding, configurable
protocols, context-aware optimization, ambient systems, anomaly discovery, and adaptive
mechanisms.

Next-generation large distributed networks and systems require substantial reconsideration of
existing ‘de facto’ approaches and mechanisms to sustain an increasing demand on speed,
scale, bandwidth, topology and flow changes, user complex behavior, security threats, and
service and user ubiquity. As a result, growing research and industrial forces are focusing on
new approaches for advanced communications considering new devices and protocols,
advanced discovery mechanisms, and programmability techniques to express, measure, and
control the service quality, security, environmental and user requirements.

We take here the opportunity to warmly thank all the members of the EMERGING 2014
technical program committee as well as the numerous reviewers. The creation of such a broad
and high quality conference program would not have been possible without their involvement.
We also kindly thank all the authors that dedicated much of their time and efforts to contribute
to the EMERGING 2014. We truly believe that thanks to all these efforts, the final conference
program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the EMERGING 2014
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success. We gratefully appreciate to the technical program
committee co-chairs that contributed to identify the appropriate groups to submit
contributions.

We hope the EMERGING 2014 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in emerging
technologies.

We hope Rome provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Context Dependent Messages in Delay/Disruption/Disconnection Tolerant Networks

Koki Taguchi, Andrii Zhygmanovskyi, Noriko Matsumoto, Norihiko Yoshida
Graduate School of Science and Engineering

Saitama University
Saitama, Japan

Emails: {taguchi, andrew, noriko, yoshida}@ss.ics.saitama-u.ac.jp

Abstract—Delay/Disruption/Disconnection Tolerant Networks
(DTNs) attract a great deal of attention as the part of the
evolution of various telecommunications networks. In DTNs, the
desired features of communication are high-speed data-transfer,
high rate of transmission, and reduction of terminal resource
usage (e.g., network bandwidth or capacity of node storage).
These features often conflict with each other. Although balancing
conflicting requirements are important, optimum methodology is
still not established. In order to address these issues, we propose a
new method which propagates information based on the context
of messages in the shared network, such as Vehicle-to-Vehicle
(V2V) communication. In our method, we use two parameters,
namely, rate of dissemination and maximum number of hops, to
control the speed of information propagation and total amount of
information in the network. We found that rate of dissemination
controls the speed of spreading information and an amount of
messages needed for spreading, while maximum number of hops
controls the speed of spreading information and the information
volume sent per time unit.

Keywords—Delay/Disruption/Disconnection Tolerant Networks;
Vehicle-to-Vehicle Communication; Context Awareness

I. INTRODUCTION

Delay/Disruption/Disconnection Tolerant Networks
(DTNs) is a computer network technology which aims to
realize a high trust data transmission in the environment
where devices are not able to communicate sequentially.
DTNs do not assume a fixed wireless infrastructure, where
nodes communicate with each other by direct connection
or through multi-hop relays. When the terminal cannot
connect to the recipient directly, they perform multi-hop
relays by using the resources (message storage) of every node
encountered on their communication path. DTNs attract a
great deal of attention as a network construction technology
for a high-speed communication using only mobile devices,
in particular, when network infrastructure is damaged by
disasters [1].

As an ideal model of DTNs communication, we discuss
the approach to construct a network where any message can be
delivered with high-speed and high probability. The simplest
way to do it is to broadcast every message. It is difficult for
the terminal to deliver its message to the recipient directly
in DTNs. The terminal expects that somebody delivers the
message by passing its copy through other nodes. The more
nodes relaying the message exist, the higher are chances that
the message is delivered successfully. However, broadcasting
a message involves a lot of relaying nodes, so it is not a
good policy since the network becomes flooded with messages.
Besides, we need to assume that network resources have some

restrictions, since DTNs consist of mobile devices only. For
example, the broadcast communication leads to the network
congestion and, at worst, to the network failure. Hence, com-
munication on DTNs must be performed in a way that reduces
the consumption in resources.

Vehicle-to-Vehicle (V2V) networks [2] consist of many
moving vehicles which can communicate with each other, so
V2V can be regarded as one form of DTNs. For example, Intel-
ligent Transport Systems (ITS) are one of the solutions for road
transportation problems [3][4][5]. The most remarkable feature
of ITS is that every communication is performed between the
unspecified large number of nodes. Every message has no
specific recipient, but it is shared by all nodes which could
communicate with others. Assuming that ITS aims to share
information, we found that according to context, information
could be marked either as urgent or important. These two
factors affect information propagation.

Based on this analysis, we propose a parameter-based
routing method which controls the process of information
propagation by using information context. The structure of this
paper is as follows: Section II introduces some existing routing
techniques in DTNs. Section III shows our proposal. Section
IV shows the results of simulation and related considerations.
Finally, Section V presents conclusions and future tasks.

II. RELATED WORKS

This section introduces some existing routing techniques
in DTNs.

Epidemic Routing [6] is the easiest routing technique in
DTNs, where copies of messages are sent to adjacent nodes.
With a behavior resembling a contagious disease, this method
is a simple technique with very high probability of delivering
messages. However, most of messages sent by a node do
not reach an intended receiver. In order to avoid an overload
of network and message storage, more elaborate message
propagation methods have been proposed.

Based on the assumption that using historical information
estimates future behavior, several methods using historical
transmission state have been proposed. PRoPHET [7] uses the
delivery predictability calculated from the encounter rate, the
encounter time and the delivery success rate. In MaxProp [8],
all nodes in the network calculate transmission costs from the
number of the past encounters and send own message along
the path determined by these costs. However, in a large-scale
mobile network, these methods are hard to apply.

In Encounter-Based Routing [9], the total number of mes-
sages is set, and when relaying, sender makes copies of

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-357-5
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Sender 

Required messages 

are spread as wide as possible. 

Not so important messages 

are spread in the limited area. 

Fig. 1. Spreading messages by priority.

messages according to the number of node encounters. Spray
and Wait [10] introduces two propagation phases. In Spray
phase, the fixed number of messages is sent to the network.
In Wait phase, the node stops sending messages and waits
for them to be received. This policy can limit the amount of
information transferred in the network. Spray and Focus [11]
differs in that Wait phase is replaced with Focus phase. In
Focus phase, nodes holding a message do not wait for it to
reach the destination, but pass the message to the other node
who can deliver it with higher probability. In these methods,
however, the number of nodes who receive a message is limited
because the number of messages is fixed.

III. PROPOSED METHOD

This study does not target networks for communication be-
tween specific communication partners. Instead, it is supposed
to be used for sharing information scenarios, such as V2V
communication. We propose propagating shared information
according to the information context. Assuming that every
node wants the information shared, the goal is to spread a
message to as many nodes in the network as possible.

We understand that urgency and importance of the informa-
tion shared in V2V communication are defined by information
content. By importance in this paper we mean how much profit
can be produced. In case of traffic, a profit could mean that the
traffic jam is resolved early, traveling time is saved, and the
environment is considered by saving fuel. The priority of such
message is high because it is beneficial from a viewpoint of
V2V network and the vehicles in the network. Urgency means
how much information value is lost as time passes. In other
words, this shows how important the freshness of information
is. One example of such urgent information is the one that
prevents driver’s life risk. For example, the submergence
of roadway underpass or rockfall along the mountain path.
Drivers’ safety could be ensured by notifying them of such
information in the area as wide as possible.

It is hardly possible to balance all requirements in V2V
communication (like yielding both speedy delivery and deliv-
ery with high probability), similar to how it is done in general
DTNs. Instead, balance should be achieved by considering
the information context. Therefore, in this paper, we propose

changing propagation method according to a propagation me-
dia (in this case, a node), considering the information context
to attain desired efficiency (Fig. 1).

A. Context-Based Communication

We define context-based communication as follows:

1) Get message context
2) Assign propagation parameters determined by context

(importance and urgency) to each message
3) Send information depending on propagation parame-

ters

This paper proposes spreading messages by using param-
eters (the item 3 above).

During the evaluation (Section IV), we assumed that nodes
have functions to get the context and to assign parameters
(items 1 and 2 above). Since the number of message types is
limited, assigning parameters to each message can be easily
performed with the assignment table. It is important to define
how the context affects propagation parameters. For example,
first, a user sets the level of urgency and importance individ-
ually. The level ranges from 0 to 5. Next, the propagation
parameters are determined by the level. For example, the level
multiplied by 1/5 (20%) is used as rate of dissemination.

B. Communication Parameters

The following parameters are proposed:

1) Rate of dissemination: This is a propagation parameter
determining a probability, at which a node sends a message
to the other node. It controls the number of messages in the
network and the speed of propagation. For instance, a sender
sends a message to each receiver with 60% probability when
a parameter value is 60. In such case, we expect that this
information will reach 60% of possible receivers (Fig. 2). This
parameter should be set high when the message owner wants
to reach more nodes quickly and wants other nodes to relay
(the urgency is high).

2) Maximum number of hops: This is a propagation param-
eter determining the number of intermediate nodes. It controls
the area of spreading and the speed of propagation. Basic
behavior is similar to Time To Live (TTL) parameter of an

60%  

Sender 

Reachable receivers 

60%  

60%  

60%  

(60%) 

/ 3 5 

Fig. 2. Example—rate of dissemination (60%).
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Fig. 3. Example—maximum number of hops (2 hops).

IP packet. Fig. 3 shows an example when the message with
maximum number of hops = 2 is propagated. The parameter is
decreased by 1 with each hop. The message whose maximum
number of hops becomes 0 is not propagated anymore. In case
the same information arrives, the message is dismissed. We
decided not to overwrite maximum number of hops, since our
network aims to spread the information as much as possible.
This parameter should be set high when the message owner
wants to deliver a message in an area as wide as possible (the
importance is high).

IV. EVALUATION

Evaluation was done under the assumption that the context
of messages (importance and urgency) affects propagation
parameters (rate of dissemination and maximum number of
hops), which, in turn, influences spreading speed and the
amount of information. We use custom DTN simulator written
in Java, since none of existing open source software or
commercial software met our specific needs for this evaluation.
Physical parameters (e.g., communication bandwidth, commu-
nication channel or communication delay) were not taken into
account.

A. Simulator Design

One cycle of simulation contains the following sequence
of actions.

1) Each node moves within the simulation field area.
2) Each node searches other nodes in range.
3) Each node sends messages to nodes found.

All nodes move by 1 unit of length every cycle. The
contactable distance of all nodes is 10. The movable field
size is 1000 x 1000. To evaluate the effect of our parameters
more precisely, nodes and communication relay devices were
designed as follows:

• Unlimited storage: prevents deleting messages in the
storage.

• Fixed number of nodes: prevents losing messages.

• Communication always succeeds: prevents communi-
cation failures affecting successfulness of propagation.

TABLE I. AVERAGE NUMBER OF CONTACTABLE NODES

Nodes Upper Average Lower
50 0.33 0.02 0.00
100 0.80 0.03 0.00
200 1.18 0.06 0.00
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Fig. 4. Spreading (maximum number of hops = 2).

• Free movement: all nodes can either go straight or turn
randomly. In an epidemic broadcasting in DTNs, the
difference in mobility affects spreading messages [12].
The more freely nodes can move, the more difficult
message spreading patterns become.

All shared messages have two propagation parameters and
are transmitted according to them. At the beginning of each
simulation, the number of messages is the same. The number
of messages is affected only by our proposed parameters.

B. Results and Considerations

During the pre-experimentation stage, we measured the av-
erage number of contactable nodes using our simulator (Table
I). Most nodes did not have communication partner. The more
nodes in the simulation field are, the more communication
partners for each node appear, since node density increases.

In case of 50 and 200 nodes, an increase in the number of
nodes advanced the termination of spreading messages. The
simulation produced the same results in case of 100 nodes as
to the effect of rate of dissemination and maximum number
of hops. Therefore, we considered only the case of 100 nodes.
When maximum number of hops is “Unlimited” or rate of
dissemination is 100%, given parameter does not have any
effect.

Figs. 4 and 5 indicate how long does it take for the message
to spread within the field by changing rate of dissemination.
The horizontal axis shows the time, and the vertical shows
the spreading. By spreading in this evaluation we mean how
many nodes receive the message. As nodes in the field receive
a message, spreading approaches 100%. Each line corresponds
to messages with different values of rate of dissemination. As
rate of dissemination increases, the message is spread faster.
In other words, rate of dissemination controls the spreading
speed. Besides, by comparing two figures, we can see that
changing maximum number of hops also affects message
spreading speed.
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Fig. 6 indicates the number of transmissions for each
value of rate of dissemination. The horizontal axis shows the
number of cycles. We calculated the average every 600 cycles.
Regardless of rate of dissemination, at first the number of
transmissions increases with the number of cycles. After that,
it stabilizes. The lower rate of dissemination is, the lower is
the upper limit of measured value. Fig. 7 indicates the number
of transmissions for each value of maximum number of hops.
The axes are same as in Fig. 6. As the parameter increases, the
number of transmissions increases as well. However, further
increase in parameter did not make a substantial change in the
number of transmissions. There was a small variation in case
of 200 nodes, which we believe is because a small number of
nodes restricts the number of hops.
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Fig. 8 shows the number of cycles needed for 100% spread-
ing and the total amount of sent messages. The horizontal axis
shows rate of dissemination. The left vertical axis corresponds
to the line graph and shows the number of cycles needed for
100% spreading. The right vertical axis corresponds to the bar
graph and shows the number of sent messages by the spreading
termination. As rate of dissemination increases, cycles until
termination amount decreases at first, and then stabilizes. In
contrast, the total number of messages increases. Increasing
the parameter not only do not expedite the termination, but
also generates excessive messages, which, in turn, increase
the network load. In Fig. 9, we replaced the horizontal axis
to show maximum number of hops. Increasing the parameter
decreases cycles until termination amount, similar to rate of
dissemination. However, maximum number of hops do not
affect cycles until termination amount. Considering Figs. 7
and 9 together, we see that this parameter does not change
the sum of messages by spreading termination. From another
point of view, it can save network bandwidth by delaying
the consumption of network resources at the cost of reducing
spreading speed.

According to the experiments above, we assume that pro-
posed parameters (rate of dissemination and maximum number
of hops) control the amount of messages in the network and the
speed of the message spreading. When rate of dissemination
is 50%, the number of messages is reduced by half while
the termination time remains almost the same compared to
broadcasting. By decreasing the rate to 15%, the number of
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messages becomes one fifth and the time becomes about one
tenth compared to broadcasting.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed an efficient means of commu-
nication in information sharing DTNs by using the context
of information. We suggested that two parameters, namely,
rate of dissemination and maximum number of hops, can
serve as a way of controlling information propagation and
help establish the process of context-based communication.
We found that rate of dissemination controls the speed of
spreading information and an amount of messages needed for
spreading, while maximum number of hops controls the speed
of spreading information and the information volume sent per
time unit.

By performing the simulation, we established the effect
propagation parametes (rate of dissemination and maximum
number of hops) have on spreading messages, therefore mak-
ing the usage of message context feasible.

The future tasks for constructing context-aware communi-
cation in DTNs are as follows.

• Making the system context-aware: All nodes in DTNs
should take the context from their own messages and
assign the propagation parameters according to the
context (the items 1 and 2 in Section III-A). Also,
in order to deal with different kinds of information,
the system must be generalized.

• Realistic simulation: We should perform simulation
on the various mobile models and consider various
channel models and protocols (e.g., CSMA/CA) by
using the ns (network simulator) [13][14].

• Using the network state: Each node should take into
account the network state when propagating own
messages. This allows to build network-aware system.

• Summarization of the similar information: Each node
should summarize similar information shared in the
network. In the case of V2V, several vehicles may gen-
erate the information containing the similar message
(e.g., traffic jam occurred at almost the same location).
By summarizing such information, we could reduce
the total number of messages in the network.

• Applying game theory to DTNs for sharing informa-
tion: DTNs would become simple and intelligent if
each node acts for oneself. The goal of this task is
to make the function of each node simple and reduce
their load.
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Abstract—Establishing high robustness and resilience against
churn or unexpected behavior of users is an important issue in
building reliable Peer-to-Peer (P2P) streaming systems. In P2P-
based live streaming systems, interruption and network latency
in segment delivery are of particular concern. In order to address
these problems, we propose a reliable P2P live streaming system
which reconstructs its own topology dynamically, by observing
the state of neighbor nodes, selecting a predecessor and spare
predecessors, and balancing topologies using network motif.
Through various experiments, we show that our approach can re-
construct network topologies in case predecessor’s disconnection
or defection has occurred.

Keywords—Peer-to-Peer Streaming Networks; Resilience; Dy-
namic Reconfiguration

I. I NTRODUCTION

Traditional client-server based live streaming systems can
be constructed easily and provide good performance, although
it usually imposes high deployment and maintenance costs on
the owner. P2P live streaming systems attract much attention
because of their superior features: cost reduction, flexibility in
case of flash crowds, inherent bandwidth, resource scalability,
multiple network paths and self-organization. However, there
also exist some problems, for example, increased maximum
number of hops, concentrated connection or churn [1].

There already exist many proposals addressing these is-
sues, such as selecting topologies [1], scheduling algorithms
[2], incentives [3], re-transmission, coding [1] and balancing
topologies according to network motif [4]. However, since
these methods presuppose static topology during streaming
operations, they cannot address the problem of dynamic re-
construction in resilient P2P live streaming systems. Hence,
we propose a reliable P2P live streaming system which recon-
structs its own overlay autonomously. This proposal consists
of three processes: observing the state of neighbor nodes,
selecting next parent node and spare nodes, which are called
predecessors, and balancing topologies using network motif.

This paper is organized as follows: we describe research
background in Section 2, and present the definition of re-
silience, related works and our approach in Section 3. In
Section 4, we describe our system design. Subsequently, we
show the evaluation of our method through simulation in
Section 5. Finally, Section 6 contains the conclusion and future
work.

II. BACKGROUND

The demand for user-friendly streaming systems for both
content consumers and recipients is increasing. In general, a

streaming system is constructed based on client-server archi-
tecture. It is important to clarify the difference between client-
server based and P2P-based streaming systems. First of all,
we describe features of these two, and then discuss features of
P2P live-streaming systems.

A. Streaming systems

In streaming systems, large files are transmitted, causing
the original content to be divided into many small segments.
The recipients play back received segments while downloading
next segments. Streaming systems can be divided into two
types: client-server based systems and P2P-based systems. Fur-
thermore, these systems are classified by distribution method:
Video-On-Demand (VOD) and Live. In VOD steaming sys-
tems, all clients that participate in the streaming network can
play segments at any time. However, in live streaming systems,
all clients need to play the same segments at the same time. On
that account, constructing live streaming systems based on P2P
is more difficult than doing it based on client-server approach.
Therefore, we focus on P2P-based live streaming systems.

1) Client-server based streaming systems:In client-server
based streaming systems [5], all clients request desired content
from the server who owns them. If the number of clients in-
creases significantly, the server becomes heavy loaded. More-
over, in the worst case of server down, all clients will be
unable to download any content at all. There are some methods
that address these issues, the simplest one being to prepare
extra servers in advance. This solution incurs high deployment
and maintenance costs, although it is a very easy way which
performs well. For example, current estimated cost of YouTube
[5] is 1 million dollars per day [1].

2) P2P-based streaming systems:It is necessary to note
that unlike client-server based streaming systems, all clients in
P2P-based streaming systems [6][7] can be both senders and
receivers. In general, P2P-based systems are not as costly as
client-server based systems, because the former can distribute
the load of server using all resources of participating nodes.
Therefore, various P2P streaming systems were proposed to
perform Live and Video-On-Demand streaming to mass audi-
ence with better quality at low server and deployment costs.
While having these advantages, P2P live streaming has also
the drawback of network topology becoming highly dynamic
because of churn. Therefore, interruption of streaming and
latency in segment delivery are frequently observed in P2P
live streaming systems.

In order to address these problems, it is important to ensure
that network is resilient. A definition of resilience is given by
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Abbound et al. [1] as follows: “The persistence of avoiding
too frequent or severe failures in the presence of changes.”
We show some approaches that ensure resilience in Section 3.

B. P2P Live-Streaming

As mentioned above, there are some problems in P2P
live streaming systems. They can be roughly divided into the
following three kinds:

1. Highly dynamic topology
P2P-based streaming systems let all clients decide
freely when to join or leave. This results in
frequent topology changes.

2. Strict real-time constraints
In live streaming, all nodes must ensure syn-
chronous playback. However, in P2P live stream-
ing systems, the number of hops differs for each
node. Therefore, it becomes difficult to accom-
plish synchronous playback.

3. Topology imbalance
In P2P networks, all nodes select a predecessor
randomly. This causes an increase in the number
of hops and connection concentration.

In order to address these problems, especially the dynamic
change of network topologies as well as strict real-time con-
straints, the system needs to ensure resilience.

III. R ESILIENCE IN P2PSTREAMING SYSTEMS

To ensure resilience in P2P live streaming systems, dif-
ferent approaches has been proposed. In this section, first we
explain several of them, then introduce the related work that
concerns balancing topologies using network motif. Finally,
we introduce our approach.

A. Approaches to ensure resilience

There are the following approaches to ensure resilience in
P2P live streaming systems:

1. Topology selection
There are three basic topologies: a tree, a mesh,
and a hybrid of them. Topology selection should
be based on actual load, streaming interruptions
and amount of effort needed to construct an over-
lay among others.

2. Scheduling algorithms
In P2P streaming systems, each node has different
performance. To maximize the quality of content
and reduce end-to-end delay, a system should de-
termine which segments should be re-transmitted
and when these transmissions should be carried
out.

3. Re-transmission
Since a node can request a missing packet from
another node (not necessary being its original
sender), re-transmission provides resilience. How-
ever, in live streaming, the node must receive
missing packet before proceeding with current
stream playback. Therefore, this approach has
strict time constraints.

4. Incentives
System performance may suffer significantly if
nodes do not contribute their resources fully, for
example, restricting upload bandwidth or leaving
the system once segments have been delivered.
Therefore, the system should encourage nodes to
stay connected.

5. Network coding
Network coding is a technique by which nodes
in a streaming system encode multiple blocks
into one instead of simply sending data blocks.
This approach leads to decreasing the amount of
packets in the network. However, this algorithm
can be difficult to implement.

6. Media coding
Media coding enhances resilience by allowing the
receiver to deal better with losses and bandwidth
fluctuations.

B. Network motif

In P2P live streaming systems, topology imbalance poses
a serious problem. In order to address this problem, a method
of balancing topologies using network motif is proposed [4].

1) Network Motif: Network motif is defined as recurrent
of statistically significant subgraph or pattern. The aim of this
concept is to narrow the gap between local and global knowl-
edge of large networks and to understand network structure
better. In network motif, each node has at least one input or
output.

Network motif can be used as an approach to compare
the difference of network characteristics in biological studies,
World Wide Web (WWW) or electric circuit networks [8].

2) Approach in related work:In the related work [4], all
nodes make request to their predecessors/successors and all
transfers are performed from successor to predecessors when
they enter the network or are already connected to successors.
Each node’s behavior is as follows:

1. When a node enters the streaming network
1) Select a predecessor randomly.
2) A node, which enters the streaming net-

work, obtain immediate predecessor’s in-
formation and predecessor’s parent infor-
mation.

3) Reconnect to a new predecessor that has
sufficient load margin.

2. When a node is connected to successors
1) Get neighbor node’s information.
2) Compare neighbor node’s load with one’s

own.
3) Reconnect a successor to a new predeces-

sor that has sufficient load margin.

This approach makes use of balanced tree topologies,
decreases the server load and increases the scalability in
case of large audience. However, this exchange operation is
effective only when nodes enter a streaming network or are
already connected to successors, and it does not consider the
predecessor’s disconnection or defection. Therefore, it can be
said that this approach ensures resilience only in static manner.
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Predecessor

Predecessor

Fig. 1. Situation when predecessor has sufficient margin in load.

Sibling nodes

Fig. 2. Situation when sibling nodes have larger margin.

C. Our approach

At present, most live streaming systems are client-server
based; but, since this approach incurs high deployment and
maintenance costs, P2P live streaming systems draw much
attention. However, as mentioned above, there are still many
problems that arise in P2P live streaming systems.

In order to address these problems, several approaches
[2][3][4] were proposed; however, none of them concern
reconfiguring topologies dynamically which is important in
P2P networks, and overall there are few works that address
such situation. Therefore, in this paper, we propose a new
approach and evaluate it by simulation.

IV. SYSTEM DESIGN

In this section, we describe our approach for ensuring
resilience by reconfiguring topologies dynamically. This ap-
proach consists of three methods: observing neighbor node’s
state, selecting a predecessor and spare predecessors, and
balancing topologies using network motif.

A. Observing neighbor nodes state

Each node observes its own neighbor nodes while playing
back current stream. If node’s predecessor has sufficient mar-
gin in the load, then the node reconnects its successor to that
predecessor. If the predecessor has not enough margin in the
load but some of its siblings have margin larger than its own
margin, then the node reconnects its successor to one of its
predecessor’s siblings.

Figures 1 and 2 show examples of such a behavior. In
these figures, each node is allowed to be connected with at
most three nodes.

B. Selecting next predecessor and spare predecessor

Each node is able to continue streaming by quickly replac-
ing its own predecessor in case of disconnection or defection of
the latter. Exchange operations during replacing of predecessor
are as follows:

1) Each node observes its predecessor’s state: normal,
disconnected or defected.

Sibling nodes

Disconnect 

or Defect

Fig. 3. Replacing predecessor.

Fig. 4. Balancing topologies using network motif.

Algorithm 1 Pseudo code of our approach

Input: Neighbori, Parent, Child;
while playback segmentsdo
ObserveNeighbor(Neighbori);
NewParent ⇐ Neighbor1;
SubParent ⇐ Neighbor2;
if NumChilds > Neighbor′isNumChilds then
Reconnect(Child,Neighbori);

end if
if Parent is Disconnect or Defectthen

if NewParent is Alivethen
Parent ⇐ NewParent;

else
Parent ⇐ SubParent;

end if
end if

end while

2) A node selects new predecessor from predecessor’s
sibling nodes by largest margin in the load.

3) In case of predecessor’s disconnection or defection,
each node reconnects to the new predecessor.

Figure 3 shows an example of this behavior.

C. Balancing topologies using network motif

P2P live streaming is prone to topology imbalance resulting
in an increase in the number of hops as well as connection
concentration. Therefore, in this work we adopt a topology
balancing approach that was proposed by Krumov et al. [4].

Using this approach, we achieve both an optimization of
hop count and static load balancing in each node.

Figure 4 shows an example of balancing topologies, and
Algorithm 1 presents a pseudo code of our approach.

V. EVALUATION

In this section, we present evaluation results of our ap-
proach. They include structural properties of produced topolo-
gies and dynamic reconfiguration.
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TABLE I. SIMULATION PARAMETERS.

Parameter Value
Number of predecessors 1
Number of successors 3
Number of original senders 1
Number of pseudo segments 5
Playback time for pseudo segment 5000 ms
Simulation time 25000 ms

We compare “Normal Approach”, in which each node in a
streaming topology connects to a predecessor randomly, with
“Proposed Approach”, which corresponds to our approach. In
all of our experiments, we use the following scenario: there is
one root node providing the system with the original streaming
signal.

We investigate our approach from three different perspec-
tives: topology’s height and latency, connectivity and exchange
steps for each node, and Topo-metric values.

For each node, Topo-metric value is defined in [4] as the
difference between the longest and the shortest branches of
succeeding subtrees, starting from certain node in the whole
tree. If Topo-metric value is large, the streaming topology
becomes imbalanced. Therefore, smaller value is preferrable.

To evaluate our approach, we prepared a simulator which
is executed on single computer. Some major parameters of the
simulation are summarized in Table I.

A. Height and latency in produced topologies

Figure 5 shows the height of produced topologies, and
Figure 6 shows their latency in a range from 10 to 100 nodes.
In this experiment, we did the following actions randomly:
addition of a new node, predecessor’s disconnection or pre-
decessor’s defection. These results show the average of 10
executions for each experiment.

Figure 7 shows the change in topology’s height in case
predecessor’s disconnection or defection has occurred. In this
figure, these events occurred at approximately 2000, 10000 and
16000 milliseconds after the simulation had started.

From these results, we can conclude that both the height
and latency in produced topologies are reduced using our
approach. Furthermore, the height of topology increases after
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predecessor’s disconnection or defection, although it gradually
decreases afterwards. Therefore, our approach can reconfigure
the topologies dynamically in case of predecessor’s disconnec-
tion or defection, and decreases maximum number of hops.

B. Number of exchange steps and connectivity in produced
topologies

Connectivity is the number of nodes to which a node is
connected. In this work, each node allows up to 3 connected
nodes, therefore theoretically optimal node connectivity is
exactly 3.

Figure 8 shows the average connectivity for each node
in produced topologies, and Figure 9 shows the number of
exchange steps for each node in produced topologies, in a
range from 10 to 100 nodes. In this experiment, we did
the following actions randomly: addition of a new node,
predecessor’s disconnection or predecessor’s defection. These
results show the average of 10 executions for each experiment.

Figure 10 shows the result of a dynamic change of the
average connectivity for each node in case predecessor’s
disconnection or defection has occurred. In this figure, these
events occurred at approximately 2000, 10000 and 16000
milliseconds after the simulation had started.

From these results we conclude that with our approach
amount of successors for each node increases regardless of
the network size. The average of exchange steps per node is
also independent of the network size, and in total it grows
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sublinearly with respect to network size, increasing from 1 to
more than 1.5.

Furthermore, the connectivity of each node decreases after
predecessor’s disconnection or defection has occurred, how-
ever, it gradually increases afterwards. Therefore, our approach
can reconfigure the topologies dynamically in case of prede-
cessor’s disconnection or defection, and achieves dynamic load
balancing.

C. Topo-metric values in produced topologies

Figure 11 shows the Topo-metric value in produced topolo-
gies, in a range from 10 to 100 nodes. In this experiment, we
did the following actions randomly: addition of a new node,
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predecessor’s disconnection or predecessor’s defection. These
results show the average of 10 executions for each experiment.

Figure 12 shows the result of a dynamic change of
the Topo-metric value in case predecessor’s disconnection
or defection has occurred. Here, these events occurred at
approximately 2000, 10000 and 16000 milliseconds after the
simulation had started.

From these results, we can conclude that Topo-metric
value in produced topologies is lowered using our approach.
Furthermore, the Topo-metric value increases after predeces-
sor’s disconnection or defection, although gradually decreases
afterwards. Therefore, our approach can reconfigure topologies
dynamically in case of predecessor’s disconnection or defec-
tion, and produces balanced topologies.

D. Change of Topo-metric values in produced topologies

In Figures 13 and 14, we have fixed two positions in the
network where disconnection or defection occurs, and labeled
them as low and high. In case of a low position, node is located
1 to 2 hops up from the leaf node of a tree, and in case of a high
position node is located 1 hop down from the root node. In
these figures, both events occurred at 6000 milliseconds after
the simulation had started, and streaming topology consists of
100 nodes.

From these results, we can see that if a lower node was
selected, the time to stabilize the Topo-metric value becomes
shorter compared to selection of a higher node. This result is
the same regardless of whether disconnection or defection has
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defection).

occured. From this we can conclude that the imbalance in the
topology tends to appear if a higher node is disconnected or
defected.

VI. CONCLUSION AND FUTURE WORK

This paper studied the resilience of P2P live streaming
systems that comes as a result of dynamic reconfiguration of
peer-to-peer network.

In this study, we considered the scenario which consists of
a source node that provides the original streaming signal, and
other nodes in topology, that distribute the signal among each
other. In this scenario, our approach greatly decreases height
and latency in produced topologies, and provides an ability to
dynamically reconfigure the network in case of predecessor’s
disconnection or defection.

Issues to address in further studies are as follows.

A. Dealing with free-riders and malicious nodes

Our simulator does not consider free-riders or malicious
nodes: all nodes in the streaming network receive segments and
send them to successors. However, in real P2P live streaming
systems not all nodes are like this. Even if free-riders and
malicious nodes are present, it is difficult to detect them, and
the efficiency of load balancing using our approach suffers. In
order to address this problem, Simple Trust Exchange Protocol
(STEP) is advocated as a possible solution [9]. Therefore, we
need to improve our approach and simulator to model actual
P2P live streaming systems.

B. Practical experiments using HTTP Live Streaming (HLS)

Our simulator was executed on single computer, and lacks
the following features: recording, encoding and segmentation.
Therefore, the load applied on root node in our simulator is
much smaller compared to real world scenario. Furthermore,
since we used pseudo segments in our simulator, the latency is
not exact. Because of these issues, we need to measure latency
and load rigorously when segments are delivered to successors.
In order to address these problems, we need to consider using
HTTP Live Streaming [10], and confirm the soundness of our
approach.
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Abstract—Cloud Resource pricing has been known to be static.
The rapid nature of resource deployment gave the impression
that differential pricing might not be possible. This study shows
how various factors (e.g., Social User Status, Cloud Provider
Reputation, SLA Type, etc.) can be greatly used to achieve a
dynamic pricing system in Cloud provisioning. An architecture
of a resource price expert system has been developed, that com-
bines mathematical relations, IF-clauses and Neural Networks to
achieve a resource price model for cloud systems. Based on use
cases the effectiveness of this solution is shown.

Keywords—Cloud Computing; Price Models; Expert System

I. INTRODUCTION

No doubt, the PC and the Internet brought about an
information revolution by making information universally ac-
cessible and affordable.

Cloud computing is a computation revolution, that gives
users the possibility to access and utilize massive amounts of
processing power and computer resources [1]. For example
Amazon offers currently a machine with 613MB RAM [2] for
2 cents per hour, and there exist even cheaper offers from other
providers. These prices are very small compared to the cost
of a computer system. Thus cloud computing enables large
computation affordable and universally accessible.

However, the computation revolution has to be realized
with appropriate business models that will make the economic
case prevail and thus make cloud computing a consumer com-
modity. Payment for Internet services has traditionally favored
the flat pricing mechanism [3], which is basically monthly and
lately hourly subscription (pay-per-use). According to [4], this
static model of pay-per-use and subscription pricing allows
easy prediction of payments. However Lai [5] found that
dynamic pricing policies could achieve more economically
efficient allocations and prices for high-value services. The
ability of cloud providers to attract more cloud users by
employing dynamic pricing through the offering of customized
pricing models for the same product for different customers
could translate into more income for the providers.

In this paper, a new concept of building a pricing model
will be shown. Also the use of additional fuzzy information
about the customer will be investigated as input parameters
for the fair and economical price model. To create such an
dynamical pricing model, artificial intelligence offers various
techniques. An evaluation of neural networks has brought out
to be the best solution. This method has been proven to be
successful in the past.

After discussing related work in the next section, the
remainder of this paper is structured as following. Section III
will discuss what is influencing the price of a cloud resource
in general. Section IV gives a detailed description of the
architectural design of the price module, which is evaluated by
use cases in section V. In section VI, a conclusion is drawn.

II. RELATED WORK

The current static pricing in Cloud Computing basically
employs consumption patterns for pricing i.e., a fixed price for
a fixed quantity per hour. Even though a number of variations
are being introduced, like Amazon offering the opportunity to
reserve machines in advance with an upfront payment which
then grants an discount during usage, the basic model remains
static.

Strømmen-Bakhtiar has discovered that there is a tendency
for customers to think that paying the same price as in th
beginning after a period is not cost effective. Perceived fairness
in pricing significantly relates to emotions, and emotions
similarly affect behavioral responses. This means perceived un-
fairness can lead to distrust and diminished shopping intentions
both off and on the Internet. When consumers perceive price
unfairness they feel negative emotions like anger, outrage,
disappointment and may not repeat purchase.

Lai delivered, with an empirical study, evidence that vari-
ous types of differential pricing tactics can have a significant
impact on consumers’ perception of price fairness. In addition
it has been shown that employing dynamic pricing through
offering customized pricing for the same product for different
customers could translate into more income [5]. Differential
pricing strategy involves charging varying prices for the same
product based on some characteristics of the customer or the
product.

Miyazaki [7] identified some differential pricing tactics
that are available to Internet stores: buyer identification, time
of purchase, purchase quantity, and asset/usage. In an other
paper [8] this was extended to pricing of Cloud Computing
since Cloud Computing is also a business transacted over
Internet infrastructure like the Internet stores. No doubt there
is a need to develop appropriate business models that will
continuously make Cloud Computing more attractive to users.
Therefore business models have to be created which transform
cloud computing to a pure consumer commodity. In this
paper we present a further pricing scheme for a customer
specific business model. Against four factors proposed in [8],
a number of factors have been considered here to be influential
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in developing customer centric Business model for Cloud
Computing.

III. CLOUD RESOURCE PRICE INFLUENCE FACTORS

Several factors have been identified which influence the
price of cloud services. For this a classification in fixed and
variable factors was created. As an fixed factor things like the
cost of operating the data center can be seen. Examples for
variable factors are; Social Category of a User, Cloud Providers
Reputation, Type of Service Level Agreement (SLA), the
Reputation of a User, Availability of Monitoring Services,
Public Review and Type of Co-Cloud Users. An overview of
these factors can be seen in Fig. 1. Subsequently, the respective
factors are described in more detail.

Fig. 1: Factors Influencing the Price of Cloud Resources

A. Cost of Data Center

According to [9], the following entities make up the cost
of the data center. The cost of real estate, power from the
grid, backup power (generators and batteries) maintenance
of backup power, cooling resources, maintenance of cooling
resources, security, network connectivity and fire safety. The
cost may vary from location to location but are fixed for a
particular location.

B. Social Category of Customers (SC)

A fair price should be charged to everyone. But the price
should be adjusted for the different needs thus medical doctors
may charge different fees to different patients [10]. Thus it
is established that a price differential may be on account
of the social status of a consumer. Social classifications of
users is done here and presented with corresponding pricing
scenarios. An adjusted price may be proffered for a cloud user
perceived to be in need, in this case classified as a poor user.
Classification can be based on the location of the consumer.
The pricing of a hotel room in a downtown area might be
different from a similar room in a resort. In countries like

Nigeria if a company is situated in the nation’s capital, it
is perceived to be a rich company. Hence location could be
used to classify cloud users. The year of operation can also be
used to determine the stability hence the ability of a company.
Magazine publishers offer price promotions to new subscribers
to enhance their purchase intention. So a company that has
existed for some years can be seen to be stable hence classified
as being rich. Thus the year of operation is employed for
social status in this work. A company of less than 2 years
is categorized as New, those between 2 and 4 years as Middle
and above 4 years are taken as Old.

C. Cloud Provider’s Reputation (CPR)

Trust is a psychological state comprising the intention to
accept vulnerability based upon positive expectations of the
intentions or behavior of another. A single violation of trust
can destroy years of slowly accumulated credibility. There are
a number of ways to establish online trust [11]. Reputation
is a component of online trust [12] and it also measures
reliability. Reputation is the belief by the community of an
entity’s stand. Using Cloud infrastructure for critical busi-
ness computation necessitate that the reputation of the Cloud
provider is well established. A single publicized unethical
activity could create uncertainty that could tarnish a longterm
reputation. The Amazon botnet is a major compromise of a
cloud provider. Company’s reputation could be in terms of
success rate of transactions [13] and confidentiality of user’s
data. Record of Cloud providers experience could serve as
certificate of credibility for future patronage. Hence, a Cloud
Provider’s reputation can be greatly used to negotiate prices
for cloud services. Provider’s Reputation could be quantified
using: Record of Past Experience and Record of Compensation
in case of problem. This study uses these two to express the
reputation of Cloud Providers.

D. SLA

As guarantees for service delivery SLAs are negotiated
between the Cloud Providers and Cloud Consumers. Most
often SLAs are dictated by the Cloud Providers [14]. Providers
usually have fixed templates of SLAs where cloud users are
expected to pick from. There is opportunity to also negotiate
SLA online as reported in [15], where cloud user could be
allowed to specify customized SLA at a price. Therefore the
type SLA could be used to influence the price to charge.

E. Users Reputation

The nature of multi-tenancy in Cloud Computing demands
that users should have a positive reputation. Sniffing programs,
Trojans, Ill motive, Attacker and Hackers from the users
end can endanger the Cloud [16]. Social engineering attacks
remain effective - one exploit tried to convince Amazon Elastic
Compute Cloud (EC2) users to run malicious virtual machine
images simply by giving the image an official sounding name,
such as “fedora core”. It’s apparent that not only the data and
software is worth protecting in the Cloud but also the activity
patterns. Activity patterns could constitute confidential busi-
ness information [1]. Users reputation could be quantified with
the physical address (UPL), the police records of criminality
(UCR) and also users bank details (UBR) of financial stability
as banks don’t give credit to bankrupt customers. This study
considered the three of users reputation.
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F. Availability of Monitoring Services (MS)

Few Cloud Providers have the confidence to provide
customers with monitoring tools for service availability.
Rackspace Inc., GoGrid or ZOHO are offering 24/7 customer
support for free. However, Microsoft or Amazon is more
inclined to provide paid customer support. Google’s attitude
is more likely: “Cloud it on your own” towards customers. In-
dependent monitoring is largely missing except for Gomez Inc.
and Hyperic Inc. that offer services for monitoring providers,
SLA compliance and elasticity. Hence a good means for
negotiating customer friendly pricing could be availability of
proper monitoring devices. Monitoring services could either
be from the provider itself or a third party.

G. User’s Recommendation, Feedback and Public Review(PR)

Commoditization of Cloud services must emphasize users
rights to have a voice. Public reviews on issues such as
downtime, phishing [17], data loss, password weakness can be
valuable in pricing of cloud services. User ratings is employed
in this study, as done by Airline Operators (from 1 to 5): 1-
Excellent, 2-Very Good, 3-Good 4-Fair and 5-Bad

H. Co-Cloud Users

The nature of multi-tenancy in a Cloud could enable
competitive companies to use the same Cloud platform. There
may emerge clash of interest, fear of possible leakage of
confidential business information, loss of privacy, risk of data
theft [12]. Multi-tenants on cloud infrastructure has introduced
non-obvious threats as a result of sharing physical resources
between VMs [18]. Hence information about co-tenants in
the Cloud can be used to influence service price. No matter
how cheap the cloud service is, the presence of a business
competitor may scare off similar companies. In the same vein,
a cloud provider may offer a high cost in exchange for a deal
not to host a competitive company.

IV. ARCHTECTURE OF THE CLOUD PRICE MODULE

To get a most variable price solution for the customer
and the provider, a number of data has to be collected and
evaluated. The information is combined as shown in the
following Figure.

There are two major interfaces: The customer interface and
the provider interface to supply the information, from which
the price is determined. On both interfaces the parameters are
divided into fixed and variable cost parameters. The interface
of the customer requires information about which resources the
customer requires, which are fix parameters like the storage
size, CPU and RAM and variable parameters like the storage
place and runtime. Also the provider interface has input values.
There the fix costs are CPU and RAM and the variable
costs are defined as categories and reputation. This means the
variable costs directly depend on the status of a customer. At
the customer interface different parameters are influencing the
price for Cloud. SLA specific parameters are modelled as XML
using the Adaptable Service Level Objective Agreement (A-
SLO-A) language [15].

Fig. 2: Architecture of the Cloud Resource Price System

A. Mathematical Model

First of all the fixed costs or parameters are calculated
by mathematical formulas. Then the costs based on the input
parameters will be added:

• Costs of Power

• Costs of Hardware (CPU, RAM, Storage)

• Costs of required SLA

For example, cost-power + cost-hardware + cost-sla = cost-
total

This cumulative costs will be shown to the customer, to
support them, to find a suitable solution

B. Rule Based Model

The model is described using IF-THEN rulesets to specify
the options available. For the SLA factor, the rule based
design is shown in Fig. 3. The SLA level is used to influence
price for a service. The provider has three distinct SLA tem-
plates for the user to choose from; GOLD TEMPLATE, SIL-
VER TEMPLATE and the PLATINUM TEMPLATE, each of
which is accompanied by its price. The user has also the
opportunity to negotiate a new SLA, specifically designed for
its needs as it has been established that SLA can be negotiated
online.

C. ANN Model

The artificial Neural Network Resource Price (RP) system
was developed to further illustrate the concept. Four steps were
adopted in training of the neural network. First assemble the
training data, second create the network neurons, third train the
network and fourth run the neural network. The feed-forward
neural network with back propagation was used because of
their simplicity. The ANN structure is as shown in Fig. 4
with one layer of hidden neurons followed by an output layer.
The inputs are Public Review (PR), Monitoring Service (MS),
Cloud Provider’s Reputation (CPR), Type of SLA (SLA), User
Physical Location (UPL), User Bank Record (UBR), User
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Fig. 3: Knowledge Represented as Rules

Criminal Record (UCR) and the Social Category of user (SC).
As shown in Fig. 5, different combinations of the inputs where
used for the training of the neural network.

Fig. 4: Knowledge Represented with ANN

The function newff was used to create the ANN. For the
initial network, the following command was used and the ANN
network object called “CloudNet” was created.

CloudNet = newff(minmax(input_combination),
[100,1],
{’tansig’,’purelin’},’traingdx’);

Also the weights and biases of the network had to be
initialized. The following function transfers tansig from input
layer to hidden layer and purelin from the hidden layer to
output. The training function is used for the back-propagation
traingdx. Several trainings were carried out and the CloudNet
parameter that gave the best performance is shown below (see
Figure 5):

CloudNet = newff(minmax(input_combination),

Fig. 5: Sample Data for the RP ANN System

[100,1],
{’tansig’,’purelin’},’traingdx’);

CloudNet.trainParam.show = 50;
CloudNet.trainParam.lr = 0.01;
CloudNet.trainParam.lr_inc = 1.05;
CloudNet.trainParam.epochs =1200;
CloudNet.trainParam.goal = 1.63;
[CloudNet, tr] = train(CloudNet,

input_combination,
target_output);

The ANN was simulated using the command
sim(CloudNet, input_combination) and the
CloudNet being the network object and different input
combination were tried. The network simulation was static
because the sequence or timing of the inputs is not important.
The training type is incremental because the effect of the
input on the network is not the same. The RP ANN system
was implemented with Artificial Neural Network toolbox of
Matlab. The codes were deposited in an m-file. The codes are
shown in Figure 6.

Fig. 6: Neural Network Design for Resource Price System

V. USE CASES

To illustrate the applicability of our Cloud Resource Price
System a simple use case is introduced. As a precondition the
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Cloud user has to fill in a web form with all required data,
like the fix and variable parameters. Some information depend
on input by the cloud provider, other by the cloud customer.
The following information has to be provided by the Cloud
Provider:

• The state and the location of the data centers, to
determine their individual fix costs. All fix costs will
be handled by the providers price manager. Assume
a data center in Germany based on the total cost of
ownership of a VM (2 Core, 2G Mem, 100G storage)
has a fixed price of 8.50C.

• The SLA templates for BRONZE, SILVER, GOLD and
for each offered QoS selectable for the customer has
to be factored by the price manager of the provider.

• The Cloud Provider Reputation (CR) is expressed
based on the availability of Past Experience or Com-
pensation Records. Suppose the provider has both a
“Record of Success” and a “Record of Compensation”,
then its reputation is Good =>, which will result in
no change in the price.

The following information has to be provided by the Cloud
customer:

• If the customer wants to define individual QoS, the
price for each QoS is determined using information of
user, who predicts his usage of the resource. If heavy
usage is predicted during working hours it will costs
more, than during the night. A detailed discussion
about this can be found in the paper “Cloud Utility
Price Model” [8]. So for example a customer has
chosen GOLD (HA, backup every day, restore time <
2h, etc.), this could result in an increase of the price
by 20$.

• The customer has to check in the template the type
of monitoring services that are available. Monitoring
service can be available from the provider itself or
from a third party or may not be available. If no
monitoring is selected => then there is no change
in the price.

• The user reputation is measured using the “Physical
Address”, the “Bank Details” and the “Police Record”.
The particular option selected will determine the price
to give. A user with a bad police record is a high
risk user, hence the user has to pay higher price than
others. In our example we assume being Good for all
three reputations attributes.

After that, all information is fed into the price model,
building the final price for the cloud service. First, all fix cost
will be calculated with the mathematical formula and other
information like state and location will be evaluated by the if
then rules. Next step is the determination of information like
reputation or customer behavior where the neural networks will
predict the estimated price.

The provider itself has a provider price manager, where
he can add and change the fix and variable costs. All these
informations are used by the price modeling module, which
calculates the price for the cloud resources. The user also

checks the review from the public on this provider. Though the
review does not affect the price heavily, but it has an influence.

VI. CONCLUSION

The price of a Cloud resource is influenced by many
factors. It has been shown how a variety of static and dynamic
factors like hardware price, data center location, provider or
user reputation could be used to adapt the price of a cloud
resource. To keep up with the dynamicity of the factors in-
fluencing the price, an adaptable Cloud Resource Price Model
has been developed. By using a combination of mathematical
formula, IF-THEN rules and a Neural Network this has been
realized. A simple use case was introduced to show how useful
this approach can be.
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Abstract—Evolutionary training methods for Artificial Neural
Networks can escape local minima. Thus, they are useful to train
recurrent neural networks for short-term weather forecasting.
However, these algorithms are not guaranteed to converge fast or
even converge at all due to their stochastic nature. In this paper,
we present an algorithm that uses implicit gradient information
and is able to train existing individuals in order to create a
dynamic reproduction probability density. It allows us to train
and re-train an Artificial Neural Network supervised to forecast
weather conditions.

Keywords–artificial neural network; evolutionary algorithm;
weather forecasting; smart grid.

I. INTRODUCTION

Machine learning finds its application in many areas. One
of them is short-term weather forecasting, which is useful for
predicting the output of renewable energy sources [1]. The
basic assumption that wind speed or solar radiation follow
a particular, detectable pattern introduces Artificial Neural
Networks (ANN) as a probable device for forecasting. The
simplest form of the ANN, the Perceptron, is primarily usable
for detecting static patterns.

However, the more variety input data has, the larger
the error of a Perceptron. Introducing ANNs with a short-
term memory that implement the concept of time, such as
Elman’s [2], increase the success of the ANN.

Traditional training methods based on backpropagation,
such as RPROP [3] and its variants, allow fast weight updates
in online or stochastic mode, i.e., immediately after a pattern
has been seen. However, these algorithms can get stuck in local
minima. Evolutionary algorithms [4] can solve this problem
by introducing randomness through their process of mutation
and crossover, which also includes seemingly bad individuals.
This offers a chance to escape a local minimum. However,
this randomness typically increases the time it takes for an
evolutionary algorithm to arrive at a properly trained ANN,
and it can even be unsuccessful.

In this paper, we present a training method that combines
the gradient descent technique of a backpropagation-based
training method with the resilience of an evolutionary algo-
rithm against local minima.

II. MOTIVATION

Since the search space during the training for artificial neu-
ral networks is big for any real-life application, many training
functions harbor the danger of getting stuck in local minima.

Evolutionary training methods circumvent this by introducing
randomness into the process. However, this, in turn, increases
the training time and does not guarantee success per se. Results
obtained by training using evolutionary algorithms can even
yield worse results, since, by purpose, there is no knowledge
of an error gradient included.

This problem becomes apparent when using artificial neural
networks for weather forecasting since the search space of a
wind profile offers many local minima.

In [5], Maqsood et al. use an ensemble of neural networks
to forecast weather. Although this ensemble technique is
successful, it requires four different networks in order to yield
these results. Moreover, the networks are retrained for the four
seasons (winter, spring, summer and fall) separately. For this
supervised training, they use a hand-selected sample set.

If forecasters are installed at different sites, supervised
training will have to occur separately for each node, because
their different locations mean different weather conditions.
The ANN will have to continuously adapt itself in order to
remain reliable even under uncommon weather conditions.
Since remote sites such as wind parks will typically feature
embedded systems, training should occur in a short period of
time. However, using backpropagation-based algorithms will
yield non-optimal results due to the algorithm getting stuck in
local minima, which will introduce large deviation in cases of,
e.g., gusts of wind.

To address this problem, we propose a combination of both
evolutionary training and deterministic training algorithms that
can use the advantages of both approaches. Our approach,
which employs evolutionary strategies, uses information about
the current success and implicit gradient information when
creating the offspring. Furthermore, we allow existing individ-
uals to be improved instead of resorting to improve the overall
population through the offspring only.

The remainder of this paper is structured as follows. We
describe the training algorithm in the Section III along with
a pseudo-code representation in Figure 2. We discuss our
approach in Section IV and conclude in Section V.

III. THE TRAINING ALGORITHM

The algorithm currently finds its application in training
neural networks that follow the design of Elman [2]. The
difference to Elman’s design lie in the connections to the
context layer: The hidden layer is fully connected to the
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context layer. Furthermore, these connections can be trained,
i.e., their weight is not set fixed to 1.0.

To the algorithm, the concepts of “neural networks” with
“trainable weights” do not exist. Instead, we operate on indi-
viduals that we call objects. These objects, in turn, that have
parameters. This application-agnostic approach is consistent
with literature. It will, in the future, also allow us to apply
the algorithm to other problems instead of constraining it
to artificial neural networks. For ANNs, a parameter is a
particular, trainable weight.

Additionally to their parameters vector, each object also has
a scatter vector, s. It vector limits the interval of modification
during an iteration, t, for each parameter pi:

pt,i = [−si · pt−1,i,si · pt−1,i] (1)

As soon as an object is evaluated, its fitness is stored in its
fitness vector. The total mean error is stored in f0, while the
mean error values of different samples are stored in f1, . . . , fn.

Each object has additionally a maximum age that limits
the number of iterations it may exist.

Since many steps of the training process require random
numbers, we define a function called frandom() that returns a
random number in the interval [0.0,1.0) with an uniform dis-
tribution. We can create different points of high density of the
uniform distribution by calling frandom() multiple times. The
calls are concatenated by addition or subtraction, depending on
where we want these points to be. This uniform distribution
is used to pick initial values for scatter and parameters for all
objects derived from the user-supplied base object during the
creation of the initial population.

We begin by creating the starting population. Each pop-
ulation consists of a number of objects that are active, i.e.,
trainable. This upper bound of the size of a population is
contained in the variable numActiveObjects.

The training algorithm has the notion of an elite, i.e., a
number of objects that are considered to be better than the rest
of the population. The elite is included in the maximum num-
ber of objects in the population, i.e., population= elite∩others.
The size of the elite never changes: This is a user-configurable
value. However, as soon as any other object outside the elite
is better than any elite object, it is exchanged with the worst
elite object.

The initial set of parameters is supplied by the user. The
initial scatter vector is filled with random numbers within
bounds supplied by the user. However, only the first, i.e., the
base object o0, of the initial population gets these pristine
values assigned; for all other generated objects (on) these are
modified according to Equations 2 and 3.

on.si = o0.si · exp(4.0 · (0.5− frandom())) (2)

on.pi = o0.pi · si−
3

∑
0

frandom() (3)

The user also supplies the fitness function, fitness(o). It
is required to return the fitness value of the object, o, as

Other Object

Elite Object

Implicit Gradient

to Optimum

2
x

1
x

Figure 1. The implicit gradient information used by the modified
reproduction function, GenerateObject()

a single float-point number in order to compare it to the
user-supplied target fitness. The fitness value is also used to
sort the population. Since our training strategy is application-
agnostic, it does not evaluate the ANN directly; this is the
user’s responsibility.

To finalize the initialization phase, the population’s fitness
values are determined and the population is sorted accordingly.

The population is then iteratively improved until either the
maximum number of iterations is reached (maxIter), there has
been no improvement for a designated number of iterations
(maxNoSuccess) or the user’s target fitness (targetFitness)
value has been reached.

A global increase in fitness means that a new best object
(ob) has been found. This also sets lastSuccess to the current it-
eration in order to make this fact known to the outer loop. Oth-
erwise, it would break on iter− lastSuccess>=maxNoSuccess.
The error of the new best object is then, at the end of the
iteration, compared to the user’s target fitness. If it is equal
or better, the training ends and the newly found best object is
returned.

The training function takes samples of the success of the
training at a constant interval, T . This is used to calculate the
mean success dynamically by using a Linear Time-Invariant
system (LTI). This LTI is defined as:

pt1(y,u, t) =

{
u if t = 0

y+
u− y

t
otherwise. (4)

with t = T in our case. The constant T is user-defined and
denotes the number of iterations between two samples. The
pt1(y, u, t) function is called after a newly generated object has
been tested for its fitness. If it is better than the worst object of
the current population, we set success = pt1(success,1.0,T ).
But, only if this worst object has still iterations to live; if not,
we set u =−1.0 in the call to pt1(y, u, t), since replacing an
already dead object cannot be counted as success.

This mean success is important during the generation of
new objects, because it is used in order to calculate the implicit
gradient information. These information are used to calculate
a new object’s parameters. Figure 1 shows schematically how
a set of objects uses the implicit gradient information to move
towards the optimum.
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global population,eliteSize,success, targetSuccess,successWeight,gradientWeight
local on,oe,or, i1, i2,gradientSwitch,∆x,succcessRate,expvar,xl p
xl p← 0.0
i1←| RANDOM() mod eliteSize−RANDOM() mod eliteSize |
i2← RANDOM() mod population.length
if OBJECT1ISBETTER(populationi2 , populationi1) then SWAP(i1, i2)
oe← populationi1
or← populationi2
successRate← success/targetSuccess−1.0
gradientSwitch← RANDOM() mod 3
if gradientSwitch = 2

then

xl p← (∑9
0 FRANDOM()−∑

5
0 FRANDOM()) ·gradientWeight

if xl p > 0.0 then xl p← xl p ·0.5
xl p← xl p · exp(gradientWeight · successRate)

expvar← exp(FRANDOM()− FRANDOM())
for i← 0 to on.p.length

do



∆x← oe.si · exp(successWeight · successRate)
oe.si← APPLYBOUNDSFROMEQUATION 6(∆x)
if FRANDOM()< 0.5 then ∆x← oe.si else ∆x← 0.5 · (oe.si +oe.si)
∆x← ∆x · expvar
on.si← APPLYBOUNDSFROMEQUATION 6(∆x)
∆x← on.si · (∑4

0 FRANDOM()−∑
4
0 FRANDOM())

if gradientSwitch = 0
then {if RANDOM() mod 3 < 2 then ∆x← ∆x+oe.pi else ∆x← ∆x+or.pi
else if gradientSwitch = 1 then ∆x← oe.pi
else if gradientSwitch = 2

then
{

∆x← ∆x+oe.pi
∆x← ∆x+ xl p · (oe.pi−or.pi)

on.pi← ∆x
return (on)

Figure 2. The GENERATEOBJECT() function

In GenerateObject() as detailed in Figure 2, we pick a
random elite object (oe) and a random object of the whole
population (or) in order to create the new offspring, on.

For this, we determine the influence of the implicit gradient
information, xlp. It is used on a random basis with a probability
of p = 1

3 . This prevents GenerateObject() from completely
discarding objects with bad gradients. Discarding only happens
because of an object’s age. If it is used, we first create a custom
uniform distribution by repeated calls to frandom(). We further
modify xlp by exp(successRate ·gradientWeight).

The user is able to tune the influence of the implicit gradi-
ent information by modifying the Variable gradientWeight. Our
experiments have shown that values in the range of [1.0,3.0]
show great success. A value of 0.0 completely disables this
feature. Similarly, the influence of the mean success can be
disabled by setting successWeight to 0.0.

The actual delta (henceforth ∆x) by which first the object’s
scatter and then its parameters are modified is first derived
from the elite object’s scatter as shown in Equation 5.

∆x =
{

0.5 · (oe.si +or.si) if frandom()< 0.5
oe.si · exp(successWeight · success) otherwise.

(5)

The bounds specified in Equation 6 are then enforced.

eamin≤ ebmin· | oe.pi |≤ ∆x≤ ebmax· | oe.pi | (6)

The three variables the define the limits have the following
meanings: eamin is the absolute minimum for values and
typically set to the smallest IEEE 32 Bit floating point number,
i.e., 1 · 10−32. ebmin is the relative minimum of scatter. It is
user-tunable, but (ebmin+1.0)> 1.0 must be true. ebmax is the
relative maximum of scatter. It is also user-tunable. We suggest
ebmin < ebmax < 10.0 per the results of our experiments.

The scatter is finally used to set the new object’s parame-
ters.

We detail the complete process of generating a new object
in Figure 2.

IV. DISCUSSION

The algorithm’s two primary advantages over traditional
evolutionary algorithms are its ability to use implicit gradient
information and the dynamic density by which new objects
spread out in the search space.

We call this dynamic attribute of the algorithm repro-
duction probability density function. It is controlled by the
relationship of the two variables success and targetSuccess. If
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success> targetSuccess, the spread of new objects is increased.
It is decreased if the opposite holds true.

The function becomes obvious in GenerateObject(). Here,
the current success rate influences not only the new object’s
scatter and parameter vector, but also those of the selected
elite object. This way, objects move dynamically towards a
minimum in the search space. Thus, the training algorithm
does not only work by iteratively creating new object through
mating and crossover, but also enables older elite objects to
“learn” and improve.

An additional piece of information we can draw from
the success of the different objects is an implicit gradient
information. Implicitly, because it is available through the
spread of the selected objects towards a minimum. It is most
obviously in the assignment in Equation 7.

∆x = ∆x+ xl p · (oe.pi−or.pi) (7)

However, using these information also harbors the danger
of converging towards a local minimum instead of a global
one. An evolutionary algorithm typically saves the user from
this by its random crossover and mutation procedures which
always carry a chance of escaping a local minimum. We also
include this behavior since we enable this feature on a random
basis via the gradientSwitch variable.

Preliminary tests have been conducted using 10 minutes
mean wind speeds obtained from Germany’s national weather
service, DWD. We have compared the testing performance of
our algorithm to that of Simulated Annealing [6]. In order to
make the results comparable, both implementations use the
same code base.

For the comparison, two independent ANNs have been
identically configured and initialized. Both algorithms con-
tinuously trained their neural network with the same data.
For each forecast, the ANNs have been fed with the last 12
10 minutes mean values in order to make use of the short-term
memory the Elman ANN provides. The network was then used
to forecast the next 10 minutes. The network’s forecast was
finally compared to the actual measurement provided by the
national weather service in order to calculate the network’s
error.

During the training phase, our algorithm showed an almost
constant training time with a variation of ∆t ≤ 1s. This substan-
tiates that the population had a nearly identical “way to travel”
to an optimum during re-training, doing so targeted based on
the implicit gradient information. The Simulated Annealing
algorithm, in contrast, produced widely varying training times.
On average, our algorithm needed 5% of the time Simulated
Annealing took.

In the day period of which Figure 3 shows a section,
the mean error of the ANN our algorithm trained was 1.31,
while the network the Simulated Annealing algorithm trained
obtained a mean error value of 1.86.

Figure 3 depicts a representative section of a test run. One
can observe the varying training time of the Simulated Anneal-
ing algorithm due to its completely stochastic nature, while
our algorithm shows constant training time. The three large
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Figure 3. Absolute error and training duration of our algorithm
(“REvol”) and Simulated Annealing

spikes in the error values come from turbulences measured;
interestingly, the network trained with our algorithm was able
to forecast two of the three.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented a training algorithm for ANNs
that combines the strengths of evolutionary algorithms and
deterministic ones. Our algorithm is able to include implicit
gradient information into the reproduction process and allows
training of already existing objects. It reduces the possibility
of getting stuck in a local minimum, because it is based on
paradigm of evolutionary algorithms that introduce random-
ness in order to escape local minima.

Due to these two features, we expect our algorithm to
converge on a good minimum with a higher probability while
still being able to escape a local minimum.

In the future, we will test our approach against other
algorithms in terms of speed and convergence towards good
minima. We will especially pay attention to Long-Short Term
Memory approaches.
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Abstract—The current research on mobile cloud computing 
systems and mechanisms has identified several challenges that 
have to be addressed for permitting execution on remote 
terminals/servers. A mobile cloud computing service provision 
has to be based on a framework that will ensure the effective 
execution of applications under an energy-efficient approach. 
In this context, this paper elaborates on the assessment of a 
framework that exploits a cooperative process-execution 
offloading scheme, pointing at offering energy conservation. 
The proposed approach utilizes a dynamic scheduling process 
to ensure that no discontinuous execution will happen on 
mobile devices. In addition, this paper elaborates on a partial 
offloading algorithm for an energy-efficient failure-aware 
allocation of the resources, by considering temporal execution-
oriented metrics for the evaluation of the performance. The 
proposed scheme is analytically assessed through event driven 
simulation tests, towards verifying the effectiveness of the 
anticipated offloading approach, in terms of the energy 
consumption of the mobile devices and the quality of the 
degree offered. 

Keywords- Mobile cloud; offloading methodology; temporal 
execution-oriented metrics; opportunistic cloud reliability; 
dynamic resource migration. 

I.  INTRODUCTION 

The increasing number of the mobile devices (e.g. smart 
phones, tablets) introduces a new ground of research in the 
field of mobile wireless communications. This development 
has additionally been powered by a large number of 
applications that can be exploited in each mobile device, 
making the need for a dependable and high execution mobile 
computing processing environment. The proposed approach 

adopts an offloading process to partially outsource the 
resources that are required on a server rack or on an 
alternative mobile device with redundant resources. This 
offloading mechanism is adopted as a part of the application 
start-up, towards minimizing the GPU/CPU efforts, as well 
as the energy that is consumed by the mobile device, running 
out of resources. 

Mobile cloud computing services have to be provided 
according to a synchronous mode [1], while several metrics 
in terms of the mobile devices, as well as the availability of 
the offloading by other terminals or serves have to be also 
taken into account [1]. The current cloud computing models 
are considered as ‘low offered’ throughput models [2], [3], 
while sometimes they offer low Quality of Service (QoS) or 
Quality of Experience (QoE) to the end-recipients (i.e., 
mobile devices users). The restrictions regarding the 
processing power, as well as the bounded capacity 
availability of mobile devices, aggravate the execution and 
harmfully affect the consistency offered to the mobile user, 
due to capacity-oriented failures and intermittent execution. 
If the available resources (processing and/or memory-
oriented) are restricted, the mobile devices could exploit a 
cloud network infrastructure [1], towards supporting precise 
execution, via a resource/task migration mechanism. Such a 
mechanism has not yet been investigated to guarantee that 
satisfactory processing power is available, towards executing 
the application of a mobile device.  

In this framework, this paper elaborates on a dynamic 
scheduling scheme, towards enabling offloading of the 
resources from a mobile device to another mobile device. 
The proposed scheme reduces the resources utilization of the 
mobile devices (GPU, CPU, RAM, battery consumption), by 
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supporting at the same time, the extensibility of their 
lifetimes. The proposed approach in this paper is adopted to 
minimize the computational load of mobile devices, towards 
extending the lifetime of their battery. In addition, this 
approach takes into account a partitionable parallel 
processing wireless system, where the resources are 
partitioned and handled by a subsystem [1], evaluating the 
resource offloading process. Finally, a certain algorithm is 
proposed for the offloading process, towards dynamically 
defining the optimal resource manipulation in an energy-
efficient approach.  

In this context, the sections of this paper are based on the 
following structure. The related work and the research 
motivation are described in Section II. This section 
particularly focuses on the current research approaches, as 
well as on the resource offloading/migration scheduling 
policies. Section III then elaborates on the proposed 
offloading scheme and the associated mechanisms to reduce 
the energy consumption, maximizing the lifetime of the 
mobile devices. The proposed approach is based on the 
available resources of the mobile devices, the temporal 
terminals characteristics and the server-based parameters, 
along with the communication-oriented diversities. This 
approach establishes and maintains an efficient resources 
manipulation in the mobile devices, under an energy-
efficient manner. Section IV presents the results that were 
obtained, by conducting simulation experiments, towards 
evaluating the performance of the proposed mechanism, by 
focusing on the behavioral characteristics of the scheme, 
along with the system response, as well as the energy 
consumption achieved. Finally, Section V summarizes the 
research findings of this paper and discusses the potential 
future directions for further experimentation and research. 
 

II. RELATED WORK AND RESEARCH MOTIVATION 

It is definitely valid that over the last years, a number of  
research efforts have been dedicated to device-to-device or 
Machine-to-Machine communication networks, ranging 
from physical layer communications to communication-level 
networking challenges. Since mobile devices are able to 
exchange resources through mobile networks, they generate 
large amounts of data [2]. The QoS [3] offered by these 
devices where on-the-move services are taking place is 
aggravated significantly by energy-hungry applications (e.g., 
video services, interactive gaming, etc.). In this context, the 
explicit lifetime of such devices has to be extended, 
especially when energy-hungry applications are exploited. In 
addition, efficient resource management has to be achieved 
within the context of the cloud computing paradigm and 
effective allocation issues of the processor power, the 
memory capacity resources, as well as the network 
bandwidth have to be considered. The resource management 
mechanisms have to allocate the resources of the mobile 
devices, on a cloud-based infrastructure, towards migrating 
some of their resources on the cloud servers [4]. The mobile 
devices have also to operate under specific QoS 
requirements, as defined by the users and the applications 
characteristics. The resource management process at the 

cloud scale involves a rich set of resource and task 
management schemes, which are able to effectively manage 
the QoS provisioning, by preserving the efficiency of the 
total system. However, the energy efficiency issue is one of 
the greatest challenge for this optimization problem, along 
with the offered scalability in the framework of the 
performance evaluation and measurement. In this context, 
different dynamic resource allocation policies have been 
explored in [5], towards elaborating on the enhancement of 
the application execution performance and the efficient 
utilization of the resources. Other research approaches 
associated with the performance of dynamic resource 
allocation policies, had led to the development of a 
computing framework [6] that takes into account the 
countable and measureable parameters affecting the task 
allocation.  

In addition, authors in [7] address this problem, by using 
the CloneCloud approach [8] of a smart and efficient 
architecture. This architecture is exploited for the seamless 
use of the ambient computation to augment mobile device 
applications, off-load the right portion of their execution 
onto device clones and operate in a computational cloud. 
Authors in [8] statically partition service tasks and resources 
between the client and the server portions. The service is 
then reassembled on the mobile device at a later stage. The 
research approach in [8] is based on a cloud-augmented 
execution, by exploiting a cloned VM image as a powerful 
virtual device. This approach has many weaknesses, since it 
considers the resources of each cloud rack, depending on the 
expected workload and execution conditions (CPU speed, 
network performance). In addition, a computation offloading 
scheme is proposed in [9] that is exploited in cloud 
computing infrastructures to minimize the energy 
consumption of a mobile device, enabling the execution of 
certain/specified and under constrains applications. Energy 
consumption issues have also been investigated in [10], 
towards supporting computation offloading in a combination 
of 3G and Wi-Fi network infrastructures. However, such 
evaluations do not maximize the benefits of offloading, as 
they are considered as high latency offloading processes and 
require low amount of information to be offloaded. Cloud 
computing is currently impaired by the latency that is 
experienced during the data offloading through the wireless 
network infrastructure. Towards this direction, authors in 
[10] and [1], elaborate on issues, where the mobile devices 
exploit delay sensitive services. However, the variability of 
this delay in turn impairs the QoS/QoE of the mobile users.  

Furthermore, authors in [11] elaborate on the resource 
processing poverty for ‘energy-hungry’ applications that 
request large amount of processing resources to run on a 
mobile device. Authors in [12] propose a resource 
manipulation scheme as a solution that is based on the failure 
rates of cloud servers in a large-scales datacenters. However, 
such criteria do not include the communications diversities 
of the servers during the communication process with the 
mobile users’ claims. This approach also does not take into 
account the available processing resources, the utilization of 
the device memory, the remaining energy and the available 
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capacity with the communication of each of the device with 
the closest –in terms of latency- cloud terminal.  

Within this context, this paper proposes an offloading 
resource mechanism, which is used in collaboration with an 
energy-efficient model. The scheme exploits an offloading 
methodology in order to guarantee that no intermittent 
execution will occur on mobile devices, whereas the 
application explicit runtime will meet the required deadlines 
to fulfil the QoS requirements. This paper also elaborates on 
the development of an offloading scenario, in which the 
scheduling policy for guaranteeing the efficiency in the 
execution of mobile users’ tasks/applications can be 
achieved in an energy-efficient manner. The proposed 
framework is thoroughly evaluated through event driven 
simulation experiments, in order to define the efficiency of 
the proposed offloading policy, in contrast to the energy 
consumption of the wireless devices, as well as for the 
reliability degree offered.  

 

[ , ]
s dn nT T

mMN

[ , ]
s dn nT T

tT

snT

dnT

[ , ]
s dn nT T [ , ]

s dn nT T
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Figure 1.  Cloud configuration and offloading process in order to achieve 

the best effort processing on-device power. 

 

III. PRE-SCHEDULED OPPORTUNISTIC OFFLOADING IN 

WIRELESS DEVICES 

A. Pre-scheduled offloading mechanism 

Due to the heterogeneity in the hardware of both mobile 
devices and the servers on the cloud that the resources will 
be potentially (based on the proposed scheme) offloaded, the 
proposed framework encompasses the execution 
environment volatility and considers the cloud servers’ 
response time, in order to a-priori compare them and select 
the appropriate server, according to the best fit-case. More 
specifically, this work considers the network-oriented 
parameters for bandwidth provisioning to achieve an 
acceptable resource offloading downtime   (e.g., 

1.6s  as the experimental process validates in [1]). To 
this end, from the network perspective, the modelled 
parameters can be expressed, for an offloading process O for 

an executable resource task 
jaO , as a 5-tuple given by: 

( )
jaO MN = <ns, 

snT , 
dnT , BW, tT >, for the 

ja executable task, where ns is the devices or cloud terminals 

that the aj from MN device will be offloaded, 
snT  is the 

source location best effort access time, 
dnT  is the destination 

device or cloud location best effort access time from the 

source, BW is the required connection bandwidth and tT  is 

the connection holding duration for the aj  executable 
resource task.  

 

 
Figure 2.  Resource partitioning onto mobile device.  

In essence, the work done in [1] considers the resource 
transfer time, by taking into account the volume of traffic 
that should be transferred to the destination-source node. The 
total data volume that will be transferred, if the request meets 
the BW criteria can be provided by BW × tT . In this work, 

the typical values ranges that were utilized in our 
experimental processes were 1 20MBps BW MBps   and 

=2s+ ,
s dt x n nT t s T T  , where tx is the time to process x-

partitionable parts that are processed during the offloading 
process. Every executable resource task may have x-
partitions, which in this work are considered as tx 
partitioning parts/tasks where 1  tx  z*P, where z is the 
number of different devices that the resource can be 
offloaded. Therefore, the number of tasks per executable 
resource task is limited to the number of terminals in the 
system. An executable resource can be shared and 
partitioned to x1, x2, ... xn, while it can be simultaneously 
processed with r sequential partitions, where 0  r < z*P, if 
and only if the following relation holds: 

r + 
1

( )
n

i
i

p x

  z*P                              (1) 

where p(x) represents the number of cloud terminals (mobile 
and statically located) that are needed to host the aj. The 
scheduling strategy that was used is based on the Largest 
First Served/ Shortest Sequential Resource First Served and 
the service notations of [1] with a-priori knowledge of the 
[ , ]

s dn nT T  service durations, as shown in Fig. 1. Every device 
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with executable resource tasks and limited resources 
(memory) to execute, has to consider the offloading 
mechanism. In addition, Fig. 2 shows the dynamic offloading 
scheme, by considering executable resource tasks (tx 
partitions) that will be offloaded according to the scheme 
proposed in the next section to conserve energy. In this 
scheme, partitionable tasks are offloaded onto other devices 
or cloud terminals based on the evaluation mechanisms 
shown in the next section, aiming at conserving energy on 
each mobile device, while running energy draining 
applications. 

B. Energy-consumption model using temporal capacity 
measurements 

Wireless nodes are error-prone with limited battery 
power, vulnerable and uncertain reliability, hosting energy-
hungry applications. Therefore a challenging aspect for these 
devices is to design a resource offloading scheme that will 
significantly minimize the energy consumption and at the 
same time will enable the reliability in the smooth execution 
of any resource. As the consumed power varies with traffic 
and depends on the variations of the signal characteristics, as 
well as on the traffic-aware measurements [13], it is 
desirable to minimize the amount of power consumption, 
according to the resources that cannot ‘run’ on the mobile 
device or devices. To this end, the proposed scheme in this 
paper makes a progress beyond the current state-of-the-art, 
by elaborating on the association of the measurements of the 
partitionable tasks for two distinct cases: when resources can 
run on the devices. In this case, towards achieving energy 
conservation, the resources may be offloaded to a cloud or 
any other peer-neighboring device (so that the device that 
needs to run may potentially conserve energy); and the case 
that the device or devices cannot run the resources (as in Fig. 
2) as the processing and memory requirements cannot 
support this execution. Thus, the measurable energy 
consumption can be evaluated according to the: 

( ) ( )
j

j

r a c j
a

C
E E a

S
                              (2) 

In (2), ( )jr aE is the energy consumption, the parameter C is 

the number of instructions that can be processed within tT , 

parameter 
jaS is the processing time of the server and 

( )c jE a is the relative energy consumption expressed as: 

( )

( )

( ) i

i

c r
c i c

c r

Cost
E r W

S
                         (3) 

where cS is the server processing instruction speed for the 

computation resources, cCost the resources processing 

instruction cost for the computation resources cW energy 

consumption of the device or server in mW.  
 
Each mobile device examines, if all neighboring 2-hops 
devices (via lookup table) can provide information about 
their offloading capabilities without affecting their energy 

status (thus without draining their energy to run other 
devices resources). In addition, the closest cloud rack is 
considered, if the relations exposed in (4) and (5) are not 
satisfied. Hence, for the neighboring devices N within 2-hops 
vicinity coverage (based on the maximum signal strength and 
data rate model [1]) should stand: 
 

1,2..( ) ( )

( ) ( )

ii i

i i

r Nc r c r
c c

c r c r

Cost Cost
W W

S S
                   (4) 

1,2,3,...
ir cW W N  devices                (5) 

The energy consumption of each device should satisfy 
the (4)-(5) for each of the resources (executable processes) 

running onto the device 
1mMN  hosting the i

r . Otherwise, 

the ir with the maximum energy consumption is running in a 

partitionable manner to minimize the energy consumed by 
other peer-devices. These actions are shown in the steps of 
the proposed algorithm in table I.  

TABLE I.  DYNAMIC RESOURCE-BASED OFFLOADING SCHEME 

1: Inputs: 
mMN , Location([ , ]

s dn nT T ), resources 

1, 2 3, ,.. i mr r r r MN  

2: for all Cloud devices that stands 1, 2 3, ,.. ir r r r find the ir  

that can be offloaded to run onto another device 
3: for all 

1mMN   do{ 

4: Estimate the iN //(as derived in ( 4)) 

5:    if ( iN  is above a threshold){ 

6:      while (
tT == TRUE) { 

7:          while (1  tx  z*P) 
8:            search for 

1mMN   device that satisfies  

             1,2..( ) ( )

( ) ( )

ii i

i i

r Nc r c r
c c

c r c r

Cost Cost
W W

S S
  

, 1,2,3,...
ir cW W N   

9:      offload ( ir ,
( )k iMN ) //to 

( )k iMN to execute resource (i)  

10:      end while  
11:     end while ( min( ( )) 1,2,..

( )j

j

j
k

a c i
a

k

T
C E r N

T r
  


)  

12:    end for 
13: end if  
14: end for 

 

The resource allocation will take place, towards responding 
to the performance requirements as in [1]. A significant 
measure in the system is the availability of memory and the 
processing power of the mobile cloud devices, as well as the 
server-based terminals. The processing power metric is 
designed and used to measure the processing losses for the 

terminals that the ir  will be offloaded, as in (6), where ja  

is an application and j
kT  is the number of terminals in 

forming the cloud (mobile and static) rack that are hosting 
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application ja  and ( )
jaT r is the number of mobile 

terminals hosting process of the application across all 
different cloud-terminals (racks).  

min( ( )) 1, 2,..
( )j

j

j
k

a c i
a

k

T
C E r N

T r
  


             (6) 

The Eq. (6) shows that if there is minimal loss in the 

capacity utilization i.e., 1
jaC   then the sequence of racks 

( )
jaT r are optimally utilized. The latter is shown through 

the conducted simulation experiments in the next section. 
The dynamic resource migration algorithm is shown in Table 
I with the basic steps for obtaining an efficient execution for 
a partitionable resource that cannot be handled by the 
existing cloud rack and therefore the migration policy is used 
to ensure that it will be continuing the execution. The 
continuation is based on the migrated policy of the 
partitionable processes that are split, in order to be handled 
by other cloud rack terminals and thus omit any potential 
failures. The entire scheme is shown in Table I, with all the 
primary steps for offloading the resources onto either 

1mMN   

neighbouring nodes or to server racks (as in [1]) based on the 
delay and resources temporal criteria.  

IV. PERFORMANCE EVALUATION ANALYSIS, 
EXPERIMENTAL RESULTS AND DISCUSSION 

The mobility model used in this work is based on the 
probabilistic Fraction Brownian Motion (FBM) adopted in 
[13], where nodes are moving, according to certain 
probabilities, location and time. Towards implementing such 
scenario, a common look-up application service for resource 
execution offloading is set onto each one of the mobile 

nodes mMN . Topology of a ‘grid’ based network [1] was 

modeled, where each node can directly communicate with 
other nodes. For the simulation of the proposed scenario, the 
varying parameters described in the previous section were 
exploited, by using a two-dimensional network, consisting of 
nodes that vary between 10-150 (i.e., terminal mobile nodes) 
located in measured area, as well as five cloud terminals 
statically located on a rack. All measurements were 
performed using WLAN (Wi-Fi based technology 
specifications) varying with different 802.11X specifications. 
During simulation the transfer durations are pre-estimated or 
estimated, according to the relay path between the source 
(node to offload resources) and the destination (node to host 
the executable resources).  

In this direction, Fig. 3 shows the number of requests 
(total over failed) with the number of mobile devices 
participating in the evaluated area. It is important to mark 
that when the dynamic offloading scheme takes place the 
total failed requests among nodes are significantly reduced, 
particularly when the nodes number is small. Towards 
examining the impact of the different capacities, several sets 
of experiments were conducted, using the presented resource 
offloading scheme. Large memory resources are executable 

resources/processes that are between 500 MBytes -1 GBytes, 
whereas small resources are executable resources/processes 
that host capacity between the range of 10-400 MBytes. 

In addition, the partitionable task offloading on different 
mobile devices, on which the proposed offloading procedure 
takes place, is shown in Fig. 4, in contrast to the Throughput 
response of the system. Throughput response is presented 
with the number of the ‘in-service’ terminals on the cloud 
racks with different processing power and speed 
characteristics, as shown in Table II. Fig. 4 indicates that for 
large memory -required- resources and when the mobile 
terminals have no remaining memory to process these 
resources, throughput dramatically drops. Furthermore, the 
Service Time with the number of racks is shown in Fig. 5. 
The Service Time is greater for large files that are not 
migrated in partitionable parts to the other terminals on the 
cloud racks.  

 
Figure 3.  Number of requests with the number of mobile devices 

participating in the evaluated area.  

TABLE II.  CLOUD RACK TERMINALS CHARACTERISTICS. 
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6 2.3 16 i5 500 2 5 2.6 

7 2.1 4 
Quad 
6600 

400 2 3 1.5 

8 4.0 16 i5 1000 2 5 2.6 
 
On the other hand, the packet drop ratio of the proposed 

scheme for different mobility variations and without mobility 
over time is shown in Fig. 6. It is important to emphasize to 
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the fact that the proposed scheme scales well in the presence 
of FBM and even better when the FBM with distance 
broadcasting is applied. Fig. 7 presents the average lifetime 
for both active and idle time with the number of the mobile 
devices, participating in the evaluated area. The overall 
energy consumption for each mobile device for three 
different schemes in the evaluated area (for the most energy 
draining resources) is shown in Fig. 8. The proposed scheme 
shows that it outperforms the scheme proposed in [1], as well 
as the scheme in [7] for the Wi-Fi/WLAN connectivity 
configuration.  

 
Figure 4.  Throughput response with the mean number of executable 

resources that are partitioned per mobile device.  

 
Figure 5.  Number of requests with the number of mobile devices 

participating in the evaluated area.  

When resources are offloaded, a critical parameter is the 
execution time, while nodes are moving from one location to 
another. In Fig. 9, the execution time during simulation for 
mobile nodes with different mobility patterns is evaluated, 
for GSM/GPRS, Wi-Fi/WLAN and for communication 
within a certain Wi-Fi/WLAN to another Wi-Fi/WLAN 
remotely hosted. The latter scenario -from a Wi-Fi/WLAN to 
another Wi-Fi/WLAN- shows to exhibit significant 
reduction, in terms of the execution time duration, whereas it 

hosts the minimum execution time through the FBM with 
distance broadcast mobility pattern. This is due to the 
access/propagation technology that is used, playing a major 
role and enabling faster connection, as well as higher transfer 
rates. 

 
Figure 6.  Packet drop ratio of the proposed scheme for different mobility 

variations and no-mobility model over time.  

 

Figure 7.  Average lifetime for both active and idle time with the number 
of mobile devices participating in the evaluated area.  

 
Figure 8.  Overall energy consumption for each mobile device for three 
different schemes in the evaluated area (evaluated for the most energy 

draining resources).  
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Figure 9.  Execution time during simulation for nodes with different 

mobility patterns for three different schemes of communication.  

V. CONCLUSIONS 

This paper proposes a novel task outsourcing mechanism 
comprising of an executable resource offloading scheme. In 
the proposed scheme partitionable resources can be 
offloaded, in order to be executed according to their limited 
service, the transfer time, as well as the allowed execution 
(round-trip) duration, during the communication with the 
cloud terminal. The proposed scheme targets the 
minimization of the energy consumption and the 
maximization of the lifetime of each mobile device based on 
the available resources. The proposed offloading scheme is 
thoroughly evaluated through simulation experiments to 
validate the efficiency of the offloading policy, in contrast to 
the energy consumption of the mobile devices, as well as for 
the reliability degree offered. Future directions in our on-
going research encompass the improvement of an 
opportunistically formed mobile cloud, which will allow 
delay-sensitive resources to be offloaded using the mobile 
peer-to-peer (MP2P) technology.  
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Abstract—Recently, massive attacks on Fritz!Box hardware 
units have been disclosed, caused by a security vulnerability. 
The Fritz!Box by AVM is an multifunctional routing device, 
offering Voice over IP-(VoIP) and internet connectivity to 
private users, which is in wide use in Germany. By first taking 
over the units and in a second step using the units to conduct 
toll fraud attacks on VoIP providers and their customers, 
significant financial damage has been caused. In this work, 
these attacks are analyzed and attack patterns as well as their 
characteristic traits are described. Based on these results, a 
novel method for toll fraud detection is devised and evaluated. 
The method is capable of detecting this kind of attack, as well 
as similar attack patterns. Results of a prototype 
implementation show successful detection of these attacks, 
enabling to prevent them in the future. This work is based on 
real-life traffic data from a cooperating telecommunication 
service provider. 

Keywords—Fraud Detection; Voice Over IP Networks; 
Fritz!Box; User Profiling; Statistical detection methods. 

I.  INTRODUCTION 
Today’s voice communication by Voice over IP (VoIP) 

mostly uses the internet for data transport. There are the 
drawbacks that the internet can basically be accessed by 
anyone, and that it links anyone to anyone.  For example, it 
is possible for third parties with criminal intent to access 
private branch exchange (PBX) systems connected to the 
internet. 

Fraudsters may have multiple options to abuse these 
systems. Systems that are insufficiently secured may be 
tapped. Access data that has been saved in these systems 
could be used to abuse, compromise or even take over the 
whole PBX. If the PBX system has been taken over, a 
fraudster will be able to conduct telephone calls to premium 
rate service numbers or comparable call destinations, 
generating profit. The resulting cost, on the other hand, will 
often be charged to the victim or its telecommunication 
service provider, because of a general rule in 
telecommunication service providing, called “Calling Party 
Pays”. 

The Communications Fraud Control Association (CFCA) 
reports losses of about 46 billion USD caused by 
telecommunication fraud in 2013, an increase by 15% 
compared to 2011 [1]. Not only financial damage is a 
problem caused by fraud attacks. Small providers may also 
suffer from reputation losses, causing customers to change 

the provider because of decreased trust and fear of repeated 
fraud attempts in the future. 

To detect and counter these attacks, respectively fraud 
attempts, fraud detection systems are used. Often, these 
systems apply methods based on the generation of statistical 
profiles for each user. User profiles are generated that 
describe their behavior. These profiles will then be used as 
input for machine learning techniques, allowing for the 
detection of fraud [2] [3][4] [5]. 

The German company “Deutsche Telekom” reported a 
huge success in the prevention of fraud cases with potential 
damages of about 200 million Euro, using an automated 
fraud detection system [6]. The research project “Trusted 
Telephony” at the University of Applied Sciences 
Darmstadt, from which the work at hand originates, pursues 
the goal to increase security in VoIP telephony, cooperating 
with the German telecom service provider toplink GmbH. A 
key objective of the project is the development of a fraud 
detection system.  

Recently, fraud cases were caused by security exploits in 
Fritz!Box hardware (from the company AVM GmbH), 
which is often used in Germany [7][8]. The Fritz!Box is an 
integrated, multifunctional routing device, offering internet 
connectivity, VoIP capabilities and other services in local 
area networks. This unit is very popular in Germany. 
Because of the large amount of units in use, there is an 
increased risk in case of security vulnerabilities, especially 
for private users.  

On the other hand, an exploitation of the recently 
disclosed security vulnerability of this unit is only one 
possibility to start such attacks. The security vulnerability 
has been patched by the manufacturer in the mean time, but 
in the future, comparable vulnerabilities in similar hardware 
could turn up. Therefore, it is important to be able to detect 
these situations and devise measures to counter them. 

In the work at hand, an analysis of the recent attacks on 
Fritz!Box units is presented. Characteristic traits of these 
attacks are described, classified and analyzed. Additionally, 
it is discussed if the usual methods for the detection of fraud 
cases are also applicable in these cases. Resulting from this 
analysis, a new fraud detection method is devised. The basic 
idea is not to apply a variant of user profiling techniques, as 
usual, but to use statistical profiles of call destination 
numbers. This way, it is possible to detect certain attacks that 
would go undetected if user profiling techniques were 
applied. The general problem with this kind of attack pattern 
is a distribution of single attacks over multiple users, whose 
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router units have been compromised by a primary attack. 
Therefore, this pattern cannot be detected as a fraud attack 
from the perspective of a single user. 

The new method uses two profiles, as described in our 
preliminary work for a different case [9]. These profiles are 
used to describe the behavior of destination call numbers in 
defined time spans in the past and present. Changes in 
behavior are statistically evaluated. Fraud attempts are 
detected by the investigation of major changes in this data. 

A. Call detail records 
The data being analyzed in this work comprises fraud 

attacks that have been enabled by the recently discussed 
security vulnerability of the Fritz!Box units. The data, 
consisting of Call Detail Records (CDR) has been supplied 
by toplink GmbH.  

A CDR is a text file, containing all parameters of single 
telephone calls. Each CDR is written by the primary VoIP 
routing system TELES.iSwitch at toplink as calls are set up 
[10]. CDRs contains information on caller, callee, call 
duration, starting time as well as technical network 
parameters. 

B. Structure of the Paper 
After the introduction, an overview of related work is 

given in Section II, its relevance is described as well. In 
Section III, the concept of behavior profiling is introduced, 
on which the method presented in this paper is based. In 
Section IV, Call Detail Records are introduced. Section V 
contains an analysis of attacks on telecommunication 
systems that are enabled by the known security vulnerability 
of Fritz!Box hardware. In Section VI, a method to identify 
and counter such attacks is presented. First evaluation results 
of this method, based on real-life CDR traffic data, are 
presented in Section VII. Section VIII contains a conclusion 
to this paper, and Section IX presents possible future work. 

II. RELATED WORK 
This work is partially based on findings from preliminary 

work of the authors [9], as well as additional ideas that arose 
during the recent announcement of the attacks on Fritz!Box 
hardware [8]. 

In [9], a method for toll fraud detection using statistical 
user profiling has been described, which can especially be 
applied when no significant amount of training data is 
available. Additionally, the method can be run in a mostly 
autonomous way, requiring only a minimum amount of 
external administration. The method applies two user 
profiles, one for a past period of time and one for a present 
period of time, each containing statistical features. The 
profiles are used to identify suspicious deviations of the 
users’ behavior, by which toll fraud attempts are detected. In 
this work, the attacks on Fritz!Box hardware and the 
possibility to detect these using the presented method had 
already been mentioned. 

In the work at hand, the method from the preliminary 
work is adapted more closely to this attack pattern. The new 
method again uses two profiles of statistical features for each 

user, but differing in contents and their actual use for the 
detection of attacks. 

Furthermore, other related work also describes different 
methods of user profiling for the detection and prevention of 
toll fraud in VoIP telecommunication [2] [3] [5] [11] [12] 
[13]. In contrast to this work, the work at hand does not 
apply simple user profiles, but a new kind of profile 
specified as Call Destination Profile. These profiles are used 
to characterize the behavior of a destination telephone 
number instead of a user’s behavior. It is intended to detect 
special kinds of attacks this way.  

These attacks cannot be detected with user profiling 
techniques alone and hence would go undetected if the 
method from [9] was applied. Section V contains a more in-
depth description of the idea. 

III. BEHAVIOR PROFILING 
The term „behavior profiling“ describes a technique for 

differential analysis where the behavior of a given object is 
represented by a statistical profile. In the profile, data from 
the object is accumulated, which is then used to generate 
statistics that describe the object’s behavior, which are called 
features. Often, behavior profiles are applied in the form of 
user profiles [2] [3] [5] [11] [12] [13]. In most cases, a 
differential analysis is preferred over an absolute analysis. 
This is because the absolute analysis is a subset of the 
differential analysis [9].  

For example, three variants of user profiling methods are 
presented in [4]. In this work, the parameters duration per 
call, number of calls per customer and costs per call are 
arranged in different ways into the group’s national calls, 
international calls and mobile calls. These are used to 
generate statistics for the profiles. 

User profiles are utilized to describe the behavior of users 
in the present and in the past, enabling a comparison of 
behavioral patterns. By this comparison, it is possible to 
detect suspicious fluctuations. These are analyzed in the next 
step in order to generate a decision on fraudulent or non-
fraudulent behavior.  

In the work at hand, behavior profiling is applied for a 
novel profiling approach, differing from classical user 
profiling in the way that no profiles of the user’s behavior 
are generated, but profiles of destination call numbers 
instead. 

IV. ANALYSIS OF ATTACKS ON FRITZ!BOXES 
The recent attacks at (and by) Fritz!Boxes can be divided 

in two categories. The first category comprises the hostile 
takeover of a Fritz!Box by exploiting a security vulnerability 
in its firmware. The second category comprises possible 
results of such a takeover, especially secondary attacks that 
are enabled by then remotely controllable units. Both 
categories are described in more detail in the following 
subsections. It is important to note that the initially possible 
attacks on these units cannot be conducted anymore, since 
the firmware has been updated by the manufacturer in the 
mean time [8]. The focus of the work at hand is at the 
possibility of fraud attacks on telecommunication systems by 
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utilizing taken over secondary hardware, which is not 
unlikely to happen again in the future, and detecting it.  

A. Primary hostile take-over of a Fritz!Box 
The basic idea to perform a hostile take-over of a 

Fritz!Box was as follows: An attacker would set up a web 
site, which is to be visited by potential victims. The attacker 
would then be able to exploit the known security 
vulnerability of the Fritz!Box in order to extract the master 
password. Using this password, the attacker would be able to 
access the command shell. Once this is done, the attacker 
could then deploy system commands, e.g., to make the unit 
call premium-rate service numbers at the cost of the unit’s 
owner [8]. 

B. Secondary attacks after the take-over 
Attack attempts on other systems that had been 

conducted using taken-over Fritz!Boxes seem to be very 
similar in their basic approach. For an in-depth analysis, 
anonymized data on such attack attempts has been provided 
by toplink GmbH. The data being used is in accordance to 
the Federal German Data Protection Act 
(Bundesdatenschutzgesetz) [14]. All results from this 
analysis are based on this data and may not represent attack 
patterns that appeared at other telecommunication providers. 

1) From a single user’s view 
From the perspective of a single user, an attack attempt 

may look as follows: An attacker tries to set up a call to a 
premium-rate service number or a comparably expensive call 
destination, possibly also in another country. This is done 
multiple times during a short time span. As soon as the 
attacker has successfully set up a call to a given number, he 
will try to call this number again, as often as possible, and 
also in a short period of time. If the call attempts fail (e.g., 
because the number is not available), the attacker will try 
another number, 

The difficulty to detect such attack attempts lies in the 
low frequency and the low duration of these calls seen from 
a single user’s point of view. Attackers will avoid a detection 
using these two parameters by applying an approach 
described in the next section. 

2) Exploiting multiple users 
By exploiting the security vulnerability at multiple 

victims' Fritz!Box units, attackers are able to hide their attack 
attempts neatly. The attack attempts are distributed across 
multiple taken-over units. So, it becomes possible to mask 
obvious evidence of attack attempts, such as frequency and 
duration of calls. This will be illustrated by the following 
examples: 

1. Attacker A conducts a hostile take-over of victim C 
and causes C’s unit to start 30 calls to destination 
number B. The duration of each call is 20 seconds. 

2. Attacker A conducts a hostile take-over of victim C 
and causes C’s unit to start 5 calls to destination 
number B. The duration of each call is 5 minutes. 

3. Attacker A conducts hostile take-overs of 30 victims 
and causes each victim’s unit to conduct one call to 
destination number B. The duration of each call is 20 
seconds. 

Internet

Attacker

Victim 2

Victim 1

Premium Servicehacks calls

 
Figure 1.  Depiction of example three with just two victims of an attacker 

calling a premium service number 

In the first example, the attack at victim C can be 
detected by the frequency of the calls.  In the second 
example, the attack can be detected by the extraordinarily 
long duration of the calls. In the third example, the features 
used before cannot be used again. Existing methods often 
apply user profiling to detect suspicious behavior and 
potential attack- or fraud cases. This way, distributed attacks 
as described in example three, cannot be detected. Therefore, 
it is necessary to apply a different method for detection. 
Figure 1 shows a depiction of example three with just two 
victims of an attacker calling a premium service number. 

Existing methods often apply user profiling to detect 
suspicious behavior and potential attack- or fraud cases. This 
way, distributed attacks as described in example 3, cannot be 
detected. Therefore, it is necessary to apply a different 
method for detection. 

C. Characteristic traits for detection 
From the results of the preceding section, the following 

characteristic traits for detection can be deduced: 
• Duration of call for a certain user: The call duration 

is significantly higher in comparison to the known 
behavior of that user. 

• Number of calls for a certain user: The number of 
calls in a given time span is significantly higher in 
comparison with the known behavior of that user 

• Number of calls for a certain destination number: 
The number of calls that has been conducted to a 
given (premium rate service-) destination number in a 
given time span is suspicious 

The first two of these characteristic traits can be detected 
by applying user profiling if the perspective of a single user 
is applied. To be able to detect attack attempts using the 
number of calls, a new method has to be devised. This will 
be described in Section VI. 
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V. BASIC CONCEPT OF DETECTION METHOD 
Because of the large amount of call attempts that are 

distributed to many users, it is necessary to devise a 
profiling method that does not differentiate single users, but 
destination numbers. This method is named Call 
Destination Profiling and will be described in this section. 

Call Destination Profiling differentiates single Call 
Detail Records (see Section IV) by destination number. 
Compared to user profiling, a destination number is been 
looked upon as a “user”. For each destination number, two 
profiles are generated and analyzed to detect attack- or fraud 
attempts. The Past Behavior Profile (PBP) is used to 
describe the behavior in the past. The Current Behavior 
Profile (CBP) is used to describe the behavior in the present. 

A. Profile 
In this method, a profile describes the behavior of a 

destination number and not the behavior of a user.  Because 
it is possible for different users with different behavioral 
patterns to conduct calls to a given destination number, it is 
not possible to use the same behavior-describing statistics 
(features) as in user profiling. In user profiling, it is often 
the case to collect statistical data on the duration and the 
frequency of calls [2] [4] [5] [11] [15]. Since different 
callers may conduct calls of different length, it is less 
reasonable to collect statistical data on the duration of calls.  

As mentioned in Section V, the number of calls to 
certain destination numbers represents an important feature 
for profiles used to detect the described attacks. For this 
reason, the following features are used in the PBP: 

• Arithmetic mean of the number of calls per hour 
(MeanCalls) 

• Standard deviation of the number of calls per hour 
(StdCalls) 

In addition to those features, the time span 𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃  that the 
PBP will comprise has to be determined. If 𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃 is too long, 
it will take longer to initialize it with data. On the other 
hand, it will offer more robust statistics. 

If 𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃  is too short, the statistics describing the past 
behavior may be not robust enough, possibly introducing 
inaccuracies into the detection process. 

Based on findings in our preliminary work [9], the 
following rules apply for the construction of profiles: If 
𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃 comprises a time span of less than one week, then 
“gaps” in the statistics will result. These gaps will cause 
large deviations of the measurements in the accumulated 
statistics. Furthermore, if the profiles are too short, e.g., one 
single day, large deviations will also occur. This is because 
the number of measurements is too low. For this reason, 
𝑡𝑡𝑃𝑃𝑃𝑃𝑃𝑃 will be set to one week, as it has also been done in our 
preliminary work. 

In contrast to the preliminary work, a different profile 
time span 𝑡𝑡𝐶𝐶𝑃𝑃𝑃𝑃 will be applied for the CBP. This is justified 
by the use of a different comparison function, which is 
described in more detail in the following Section. For the 
CBP, especially the number of unique callers (NumCallees) 
and the number of calls (NumCalls) is of great relevance. 
The length of the CBP determines the effects of individual 

fraud cases on the statistics of the profile. If MeanCalls and 
StdCalls relate to calls per hour, a length of one hour is 
determined by this. Longer or shorter profiles are more 
suitable for fraud attempts that are spread farther or closer 
on the time scale. For the time being, a profile time span 
𝑡𝑡𝐶𝐶𝑃𝑃𝑃𝑃 of one hour was applied.  

Figure 2 displays a simplified diagram of both profiles in 
relation to time, as well as the features used. 

B. Comparison of profiles and fraud detection 
As already mentioned, the comparison function for the 

profiles differs from the function used in our preliminary 
work.  

 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 =  𝑀𝑀𝑀𝑀𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀 + 𝑆𝑆𝑡𝑡𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀 ⋅ 𝐺𝐺𝑅𝑅  + 𝐴𝐴𝑅𝑅    (1) 

If CBP comprises a shorter time span as the PBP, the 
comparison can obviously not be conducted in the same way 
as before. The comparison will now be done in the 
following way:   

A threshold CallLimit for each destination number is 
calculated from the features MeanCalls and StdCalls of the 
PBP using (1). A weighting parameter 𝐺𝐺𝑅𝑅  has been 
introduced for the feature StdCalls, to allow for a finer 
adjustment of the relative component 𝑀𝑀𝑀𝑀𝐶𝐶𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀 +
𝑆𝑆𝑡𝑡𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀. Additionally, an absolute component 𝐴𝐴𝑅𝑅has been 
added to enable the analysis of infrequently called 
destination numbers. This component is used to compensate 
for errors as well, as long as the profile is still empty. 
Furthermore, the absolute component 𝐴𝐴𝑅𝑅 and the weighting 
parameter 𝐺𝐺𝑅𝑅  have to be selected depending on the 
geographic destination region 𝑅𝑅 of the destination number. 
Region 𝑅𝑅  is distinguished into national calls, mobile calls 
and international calls. This is to allow for a different 
treatment of national, mobile and international calls, each 
causing different costs, and differing in regard to potential 
damages from the perspective of telecommunication service 
providers. 

The threshold CallLimit is finally compared to the 
feature NumCalls within the CBP to decide upon fraudulent 
or non-fraudulent behavior using (2). 

 𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝑆𝑆 =  � 𝑡𝑡𝐹𝐹𝐹𝐹𝑀𝑀, 𝑁𝑁𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀 ≥ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡
𝑓𝑓𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀, 𝑁𝑁𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀 < 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡         (2) 

Present Time

CDR CDR

NumCalls
NumCallees

MeanCalls
StdCalls

PBPCBP

Past

CDR CDR CDR

 
Figure 2.  Depiction of the current behavior profile and the past behavior 

profile in relation to time  
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If the threshold is exceeded, the related call will be 
marked as fraudulent. A detection using the number of 
callers (NumCallees) can be conducted as an option. For 
detection, the number of calls is the most important 
parameter, which is very meaningful for administrative staff 
to support their final decision in the process. 

VI. PROTOTYPE 
In this section, results from a prototype implementation 

of the devised method are described and analyzed 
empirically. In Subsection A, the data set in use is specified. 
Subsection B describes the experimental setup. The final 
results are presented in Subsection C. 

A. Used Data Set 
To evaluate the prototype implementation, real life 

traffic data (CDRs) provided by toplink GmbH has been 
used. The data comprises calls from a time span of two 
weeks containing about 3.5 million calls. Only the portion 
of the data with outgoing calls was used, because incoming 
calls are not relevant to the analysis. The outgoing calls 
amount to about 470,000. Table I shows the distribution of 
the calls for the regions national, mobile and international 
and are split into connected and unconnected calls. 

TABLE I.  NUMBER OF CDRS FOR EACH REGION 

REGION AMOUNT 

CONNECTED 325,947 
NATIONAL 274,205 

MOBILE 42,669 
INTERNATIONAL 9,073 

UNCONNECTED 153,330 
NATIONAL 112,476 

MOBILE 24,570 
INTERNATIONAL 16,284 

TOTAL 479,277 
 
In the first week, no attack attempts (fraud) were 

contained. This part of the data was applied to initialize the 
behavior profiles, building the features. In the second week, 
normal call traffic is contained as well as about 20,140 
fraudulent calls following the typical Fritz!Box attack 
pattern. The second week has been used to test the detection 
abilities. 

B. Experimental Setup 
First of all, the relevant thresholds had to be determined, 

because this is a necessity for high-quality detection results. 
To accomplish this, a single run of the method, without the 
fraud detection, is conducted with the first week of the data 
and every feature value at the time of each call is recorded. 
The thresholds are estimated by analyzing the resulting 
values of the CBP for fraud and non-fraud cases and for 
each region (national, mobile, international). The 99%-
quantiles of the number of calls from the CBP, for 

connected and unconnected calls as well as national, 
international and mobile calls each, have been recorded and 
used as the absolute threshold 𝐴𝐴𝑅𝑅 for each region. The 
parameter 𝐺𝐺𝑅𝑅, representing the relative threshold, has been 
set to 𝐺𝐺𝑅𝑅 = 1, for testing purposes. 

Finally, a test run with the activated fraud detection and 
the previously measured thresholds is done and the 
detection quality is evaluated by comparing the detected 
cases to the known cases of fraudulent behavior.  

The approach can be described with the following steps: 
1. The detection method is deactivated at first 
2. The profiles are initialized using the first week data 

set 
3. Thresholds are calculated from CBP values as 

described before 
4. The detection method is now activated 
5. The second week data set is now used as input 
6. The results from the detection method are compared 

to the known cases of fraudulent behavior 

C. Results 
Thresholds have been determined for successfully 

connected as well as unconnected call attempts, each for 
national, international and mobile calls. Also, the profile 
values have been calculated and recorded. 

Unfortunately, the thresholds determined herein cannot 
be published for security reasons. This would especially 
allow fraud attackers to refine their attack patterns. On the 
other hand, the thresholds in this case represent the actual 
test data and wouldn’t be representative for the situation at 
other telecommunication service providers. For this reason, 
only the results for the detection method are described. 

The arithmetic mean and the standard deviation both 
represent valid values to generate relative thresholds, as 
mentioned in Section VI-B. An adjustment with the 
parameter 𝐺𝐺𝑅𝑅 is only necessary in individual cases.  

Under these testing conditions, the detection method 
achieved a false positive rate of 0.7% or 3,355 false positives 
(as show in Table II). Of the known attacks in the data, the 
detection method was able to identify all attacks, resulting in 
100% detection rate or true positive rate. However, there is 
the possibility that not all attacks are detected because some 
may be unknown. An estimation of a true positive rate of 
about 95% would be more appropriate.   

TABLE II.  DETECTION RESULTS 

 AMOUNT RATE 
FALSE POSITIVE 3,355 0.7% 
TRUE POSITIVE 20,140 100% 

 
Compared to the results achieved in comparable related 

work (see Table III), which utilizes unsupervised user 
profiling, with a FPR of 4% and a TPR of 75% [3] and our 
previous work with a FPR of 1.22% and a TPR of about 90% 
[9], these measurements are as good or even better. 
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TABLE III.  COMPARISON OF FPR AND TPR 

 TPR FPR 
THIS WORK 95% 0.7% 
PREVIOUS WORK  [9] 90% 1.22% 
RELATED WORK [3] 75% 4% 

 
On the other hand, no direct comparison is possible, 

because the detection method itself is partially different, 
applying a modified approach of user profiling. Additionally, 
the number of callees (NumCallees) has been found a viable 
criterion for administrative staff to make decisions on 
fraudulent or non-fraudulent behavior. 

VII. CONCLUSION 
The presented method successfully detects distributed 

fraud attacks that are conducted using multiple Fritz!Box 
units. The test results show that the method may also be 
applied to similar attack patterns in the future. It has to be 
stressed that the focus of this work has been on devising a 
universally applicable method rather than a specialized one, 
because the security vulnerability in the Fritz!Box has since 
been patched, but it is possible to use different hardware 
units for similar attack patterns in the future.  

The method offers a low false positive rate. An 
experimental evaluation showed that all known cases of 
fraud attacks in the test data were detected. 

VIII. FUTURE WORK 
In future work, a further evaluation of call destination 

profiles will be done. 
For example, neural networks could be applied as well, 

as in [15], delivering comparable results. Neural networks 
are not as transparent as basic statistical approaches, such as 
used in the presented method. Other techniques may also be 
applicable, for example support vector machines (SVM). On 
the other hand, significantly more data than in the presented 
case would be necessary for training. Since the training data 
should not contain fraud cases, the effort for generation from 
real life traffic data would be high. The presented method is 
also to be integrated into the fraud detection framework 
developed within this research project. 
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