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The Ninth International Conference on Fundamentals and Advances in Software Systems Integration
(FASSI 2023), held on September 25-29, 2023, continued a series of events started in 2015 and covering
research in the field of software system integration.

On the surface the question of how to integrate two software systems appears to be a technical
concern, one that involves addressing issues, such as how to exchange data (Hohpe 2012), and which
software systems are responsible for which part of a business process. Furthermore, because we can
build interfaces between software systems we might therefore believe that the problems of software
integration have been solved. But those responsible for the design of a software system face a number
of trade-offs. For example the decoupling of software components is one way to reduce assumptions,
such as those about where code is executed and when it is executed (Hohpe 2012). However,
decoupling introduces other problems because it leads to an increase in the number of connections and
introduces issues of availability, responsiveness and synchronicity of changes (Hohpe 2012).

The objective of this conference is to work toward on understanding of these issues, the trade-offs
and the problems of software integration and to explore strategies for dealing with them. We are
interested to receive paper from researchers working in the field of software system integration.

We take here the opportunity to warmly thank all the members of the FASSI 2023 technical program
committee, as well as all the reviewers. The creation of such a high quality conference program would
not have been possible without their involvement. We also kindly thank all the authors who dedicated
much of their time and effort to contribute to FASSI 2023. We truly believe that, thanks to all these
efforts, the final conference program consisted of top quality contributions.

We also thank the members of the FASSI 2023 organizing committee for their help in handling the
logistics and for their work that made this professional meeting a success.

We hope that FASSI 2023 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the area of software systems
integration. We also hope that Porto provided a pleasant environment during the conference and
everyone saved some time to enjoy the historic charm of the city.
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Abstract— In the development of diverted software, impact 
analysis, which determines the extent of software impact on 
change requests, is an important task because it greatly affects 
the quality and efficiency of the development. We proposed a 
method that machine-learns the modification histories of the 
projects using word-embedding techniques and multi-label 
classifiers to accurately generate a ranking list of modification 
candidates of the software components in order of their sigmoid 
values. To improve accuracy of the method, this paper proposes 
to use the multi-label classifier algorism to take co-occurrence 
between labels into account because of the assumption of the 
dependencies between the components. Experiments were 
conducted on actual project data to compare the accuracy of the 
four algorisms: Convolutional neural networks, BR method, LP 
method, and RAkEL method. The result shows that RAkEL 
method, which takes co-occurrence relationships into account 
and does not over-learn, has the best accuracy among them. 

 
Keywords—impact analysis; change requests; 

machine learning; co-occurrence relationships; 
 

I. INTRODUCTION 
Software impact analysis is the task of determining the 

extent to which a change request affects when implemented 
[1]. Its failure may result in incomplete implementation of 
change requests or degrades on existing functionalities. 
Therefore, when many small projects that put small changes 
on a large source code base concurrently and continuously run, 
the accuracy and efficiency of impact analysis is crucially 
important for their development productivity and quality [2]. 

When conducting an impact analysis to identify the 
components to be fixed in a source code base for a change 
request (modification targets), the following two tasks are 
required: selecting modification candidates and determining 
modification targets from them. Since the latter task can only 
be performed by the developers by reviewing the modification 
candidates, it is important how well the former task can be 
performed with complete coverage and without waste in order 
to increase the accuracy and efficiency of the impact analysis. 

Requirements traceability is commonly used to seek 
for modification candidates. It is a discernible association 
between a requirement and its relating requirements, 
generally difficult to establish and maintain traceability 
continuously with a high degree of accuracy. Moreover, it 
is required to correctly identify the existing requirements 
affected by the change request before applying the 
traceability. 

Iwasaki et al. [4] proposed and implemented a method 
for estimating a list of components of a source program 
as modification candidates directly from a change request 
by machine-learning the history of changes for the change 
requests. The implemented tool has two components, one 
is word embedding part which translates a change request 
text into a vector form, and the other is machine-learning 
part which estimates modification candidates from the 
change request vector. In paper [4], the machine-learning 
part was implemented using a convolutional neural 
network (CNN) and evaluated using real project data. The 
results showed that the method works effectively when 
there exist many projects each of which implements a 
small set of change requests for the same source code base. 

The tool provides the ranking list of components most 
likely to be modified (modification candidates) in 
descendant order of sigmoid value, however it does not 
provide how to determine the range of modification 
candidates from which the reviewer determines the 
modification targets. To determine the range of 
modification candidates, we set the threshold from the 
actual data so that it can narrow the range to around 30%. 
As a result, the rate of missing modification targets for the 
candidate range was around 23% in case of the above 
implementation. 

In this paper, to improve the accuracy of the tool, we 
propose to change machine-learning part of the tool from 
CNN to the other multi- label classification algorithms 
that take into account label correlations: LP (Label 
Powerset) and RAkEL (RAndom k-labELsets) [12]. In 
addition, for comparison of performance, CNN, and 
BR (Binary Relevance) are used in the experiment. As a 
result, he RAkEL shows the best results among them. 

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-096-4
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Section 2 describes the proposed method and its 
implementation presented in paper [4], Section 3 introduces the 
algorithms for multi-label classification, and Section 4 
describes the experiment to compare the four implementations 
and show its evaluation results. 

II. PROPOSED METHOD AND ITS CNN IMPLEMENTATION 

This section describes the experimental data treated in this 
study and the algorithmic structure of previous studies. 

A. Characteristics of the Target Project and its Deliverables 
In the software development for diverse and continuously 

evolving products (multi-product, small-change development 
[5]), a large number of changes have been made to a source 
code base to periodically add new features, customizing it for 
different sets of hardware and various shipping destinations. 
This type of development often causes many small projects 
with multiple change requests running in parallel without 
sufficient human resource with sufficient knowledge on the 
source code infrastructure to perform impact analysis 
accurately and efficiently. 

The target project group adopts a derivative development 
method called XDDP (eXtreme Derivative Development 
Process) [6], in which one change design document is 
supposed to be created for each change request. 

This document describes the following items. 

• Change Request ID 
• Requirements (natural language) 
• Mounting 
• Details of changes to software method design 

specifications 
• Modification details regarding the module of the 

software detailed design specification 
• Description of changes made to the source code, 

including names of components and modules that have 
been modified 

About 30 projects occur every year, and about 10 change 
requests are made per project in average. 

The input change request text is written in Japanese, having 
20 to 400 characters, and the output is 32 components, which 
the source code based has. 

B. Proposed Method 
The proposed method learns a large number of change 

design documents to estimate modification candidates 
directly from new change requests [4]. 

 

Figure 1 Configuration of the implemented tool. 

As shown in Figure 1, for each change request document, 
a change request text is extracted, and then a vector of change 
request text is created using a word-embedding technology. 
On the other hand, a component vector is created from the 
information on the modified modules in the source code base 
corresponding to the change request. Each index of the vector 
is uniquely corresponding to some component in the source 
code base, whose value is either 0 or 1 (1 means modified and 
0 means unmodified). 

At the time of estimation, the proposed method outputs the 
ranking list of components most likely to be modified for a 
new change request text. 

Compared to the impact analysis using traceability, the 
proposed method has the advantage of being able to select 
modification candidates directly from a new change request 
without burdening development activities. 

 

Figure 2 Proposed Method for Estimating Modified 
Candidates. 

C. Algorithm Structure of Previous Studies 
1) Text vectorization 

When vectorizing a text, the text is decomposed into words 
by applying the morphological analyzer mecab [7]. The 
decomposed words are processed in three stages: extraction of 
words to be used from all the words (word extraction), 
vectorization of the words, and vector integration. The 
resulting vector has 100 dimensions. 

In a previous study, we tried three implementation 
methods shown in Table 1 and as a result found out that noun 
selection + doc2vec [8] (Implementation 3) produced the best 
results. 
TABLE I: IMPLEMENTATIONS EVALUATED IN PREVIOUS STUDY 

 

Implementation 
No 

Word 
extraction 

Word 
vectorization 

Vector 
integration 

I１ Noun 
selection 

word2vec 
(skip-gram) 

Simple 
averaging 

I２ Full selection doc2vec 

I３ Noun 
selection doc2vec 

 
2) Machine learning 

The machine-learning part can be seen as the multi-label 
classifier since it determines whether the 32 vectors of values 
are 0s or 1s for a vector of change request text. To implement 
the tool, convolutional neural networks (CNNs) have been 
used as a multi-label classifier. 

Figure 3 shows the structure of the implemented CNN. 
The input is a 100-dimensional vector of change request text, 
and the output is a 32-dimensional vector of component lists. 
The reason the number of components output is 32 is that the 
number of components in the data used in the experiment is 
fixed at 32. 

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-096-4
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Requirement vector 
(100) 

Component vector 
(32) 

 
 
 
 
 
 
 
 
 

Figure 3 Adopted structure of CNN. 

 

Table 2 shows the metrics measured for the data of the 
previous study. 

TABLE II THREE METRICS FOR THE PREVIOUS STUDY 

 
 

The parameters of the CNN are as follows. 

• Intermediate layer: 4 (1000, 500, 300, 100) 

• Number of epochs: 50 

• Batch size: 50 

• Learning rate: 0.1 

• Function on output: sigmoid 

D. Reassessment of Previous Studies and Issues 
In the previous study [4], a ranking list of modification 

candidates is ordered by the likelihood to be modified to a 
change request. The output list contains a mixture of 
modification targets and the others. The modification targets 
are the components that need to be modified by the change 
request. 

The previous study used two metrics to evaluate its 
performance: coverage range ratio and accuracy in the 
coverage range, where the coverage range is up to the position 
where the last modification target appears in the list.    

However, prior research has not provided a method for 
determining which components need to be reviewed. To do 
this, we devise a method that determines a threshold on the 
sigmoid value to determine the range to be reviewed, where 
the threshold is to be determined from the actual data to be a 
specified range ratio. In addition, we defined three metrics 
shown in Figure 4 to evaluate the performance of the method. 

 

Figure 4 Measurements to evaluate effect on impact 
Analysis. 

1. Candidate range ratio: percentage of components with 
higher sigmoid value than the threshold out of the 
number of all components. 

2. Accuracy in the candidate range: percentage of 
modification targets out of components in the candidate 
range. 

3. Missing rate: percentage of the modification targets 
beyond the candidate range out of all the modification 
targets. 

In the Table 2, the threshold is 0.06 when A is set to 30%. In 
case, the tool of the previous study resulted in B of 35% and 
C of 23%. The problem is that C is considerably high. A 
higher missing rate may cause bugs in the program because it 
increases the likelihood of leakage of reviewing. Therefore, it 
is necessary to reduce the missing rate for practical use. 

E. Improvement Targets 
The goal of this study is that the candidate range ratio is less 

than 30% and the missing rate is 5% or less. The reason we 
set the goal is that we want to keep the missing rate within the 
2σ interval from the viewpoint of quality assurance, obtaining 
a certain level of effort reduction of reviewing tasks. 

III. ALGORITHMS FOR MULTI-LABEL CLASSIFICATION AND 
CO-OCCURRENCE RELATIONSHIPS 

This section explains the reasons for focusing on co-
occurrence relationships and the methods that take co-
occurrence relationships into account. 

 
A. Co-occurrence relationships in the source code base 
To improve the missing rate in the previous study, we focus 

on the architectural dependencies between the components in 
the source code base. Such architectural dependencies 
include:  

 
• Call Relationships 
• Resource sharing relationships (communication, 

memory, I/O) 
• File read/write relationships 
• Inheritance relationships 
• Include relationships 

 

Figure 5 Dependencies between components. 
 

In particular, the target source code base has a layer   
structure as illustrated in Figure 5, having: 

• Calling relationships may occur between the 
components of adjacent layers. 

Input 
(100) 

Fully 
connected 

layer 
(1000) 

 Fully 
co nnected co   Fully 

nnected 
layer layer 
(500) (300) 

Fully 
connected 

layer 
(100) 

 Output 
(32) 

Threshold A B C 

0.06 30.0％ 18.0％ 23.0％ 
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• Components in a specific layer (Layer B in Figure 5) 
handle a common resource, causing indirect 
dependencies. 

Concerning this observation, we hypothesize that 
components having dependencies are often modified together. 
If it is true, we can improve the machine-learning part by 
applying multi-label classification algorithms that take into 
account label correlations to it, which may increase its 
performance. 

B. Algorithms for handling multi-label classification 
As mentioned earlier, machine-learning in this study is 

attributed to the problem of multi-label classification, in 
which multiple labels are assigned to a single object [7]. 

The major difference between multi-label classification 
and single-label classification is that it is expected to improve 
accuracy by using the co-occurrence relationships between 
labels in the prediction process. 

In this study, in order to incorporate co-occurrence 
relationships among outputs, several multi-label classifiers 
are examined, with a combination with the Support Vector 
Machine (SVM). SVM is a supervised learning algorithm [8] 
that can be used for classification and regression problems 
such as natural language processing and speech recognition. 

The Binary Relevance (BR) method is one of the 
representative methods for multi-label classification (without 
considering correlations between labels), predicting labels by 
transforming a multi-label classification into multiple single- 
label classification. In detail, the BR method creates a binary 
classifier for each label and outputs the sum of the classifier 
results [9]. For our problem, each element of the component 
vector is trained with the input sentences vector (Figure 6). 

 

 
Figure 6 Configuration of the learning algorithm for the BR 

method. 

C. Algorithm to model co-occurrence relationships 

1) Label Powersets  method (LP method) 
Label Powersets method (LP) is one of the basic algorisms 

for multi-label classification considering the correlation 
between labels. 

The LP method treats each element of the power set of 
labels as a class, transforming multi-label classification into 
multi-class classification. A power set is all possible 

 
 

Figure 7 Configuration of the learning algorithm for the LP method. 

Combinations, for example, a power set of labels 1, 2, and 3  
are 𝜙𝜙, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}. The LP 

method use all the set except 𝜙𝜙 as classes, classifying an input 
into one class.Figure 7 illustrates what pattens are to be 
learned. 

The LP method calculates the probability of occurrence of 
a label from the sum of the probability of occurrence of the 
classes in which the label appears, shown in Figure 8. 

 
 
 
 
 
 
 
 

Figure 8 Estimation results for each label. 

     Although the LP method has the advantage of prediction 
based on co-occurrence relationships among labels, it has 
some disadvantages: 

• The computational complexity increases exponentially 
with the number of labels. 

• The number of classes increases, resulting in 
overlearning when the number of data is small. 

 
Figure 9 Creating a subset from a set of labels. 

 
2)  Random k Labelsets method (RAkEL method) 

As mentioned above, the LP method has some 
disadvantages when the number of labels increases. The 
RAkEL method [10] was proposed to conquer them. 

 

 
Figure 10 Estimation results by label. 
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The RAkEL method first randomly creates label subsets of 
size k for the input label set, and then applies the LP method 
to each subset, as illustrated in Figure 9. 

The classification results for each subset are then 
integrated to predict the label, as shown in Figure 10. 

The RAkEL method is an algorithm with high potential for 
improving accuracy compared to the LP method because it 
can significantly reduce the computational complexity of LP 
calculations for subsets compared to the LP method for the 
whole set, and it can also reduce the bias in the distribution 
of each class value. 

IV. EVALUATION AND EXPERIMENT 

This section describes the experimental results and 
evaluation of the proposed method.  
A. Purpose of the experiment 

We consider that the applicability and accuracy of the 
algorithms described in previous section will differ 
depending on the nature of the problem domain and the 
number of available training data. To examine them, we 
apply the BR, LP, and RAkEL methods to the machine 
learning part of the proposed method and conduct an 
experiment to compare their accuracy using the same project 
data.  

Our research question is whether the algorithms that take 
co-occurrence relationships into account may improve the 
accuracy for this problem or not. To answer this question, we 
select the following four implementation of the machine- 
learning part for comparison: 

1. CNN (implementation in [4], already shown in Table 2) 

2. BR with SVM (no consideration on co-occurrence) 

3. LP with SVM 

4. RAkEL with SVM 

This will allow us to evaluate whether algorisms 
considering co-occurrence relationships improve accuracy, 
investigating effects of the LP method’s disadvantages. 
Furthermore, by presenting the measurement results of the 
CNN-based classifier, we will evaluate tow what extent they 
improve the accuracy from the previous study. 

 
B. Experimental data 

This experiment uses data from 405 change design 
documents provided. The data was divided into training and 
test data at a ratio of 4:1, with 324 books used as training data 
and 81 books used as test data (Figure 11). This sequence of 

 
 
 
 
 
 
 

 

Figure 11 Data size used for the experiment. 

experiments were conducted five times with other 
combinations, and the average of the results was calculated 
as the experimental result. 

 
C. Experimental Methods 

The experiment was conducted according to the following 
procedure. 

1. Change request sentences are vectorized by noun 
extraction + doc2vec and features are extracted. 

2. The machine learning component is configured using 
Scikit-learn. BR/LP/RAkEL methods as multi-label 
classifiers (k=3) ＋Implemented three SVMs: + SVM. 

3. For the five sets of experimental data shown in Figure 
11, the following were performed and averaged to 
calculate the accuracy: 

a) Create a training model from training data. 

b) Estimation of labels is performed on the remaining 
test data. 

TABLE III: BR METHOD + SVM Values 
 

Threshold 
Percentage of 

candidate Range 

Accuracy in the 

candidate range 

Missing 

rate 

0.04 38.1% 14.7% 12.3% 

0.05 33.5% 17.1% 15.2% 

0.06 29.4% 19.1% 17.1% 

0.07 25.7% 21.0% 20.5% 

0.08 23.1% 22.4% 23.7% 

0.09 21.1% 23.1% 28.1% 

0.1 19.4% 24.5% 29.9% 

 
TABLE IV: LP METHOD + SVM 

 
Threshold 

Percentage of 

candidate Range 

Accuracy in the 

candidate range 

 
Missing rate 

0.04 46.0% 16.8% 10.0% 

0.05 39.9% 18.7% 13.4% 

0.06 35.8% 19.9% 16.7% 

0.07 32.8% 21.0% 19.7% 

0.08 29.7% 22.2% 23.0% 

0.09 26.6% 23.7% 26.4% 

0.1 24.1% 25.0% 29.9% 

   

TABLE V: RAkEL method ＋SVM 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

405 
Machine-learn 

Test data(80) 
 

Change request Proposed tool 

List of modified 
components 

Change request 
hange design 
document 

List of modification candidates 

Training data (325) 
 

Threshold 
Percentage of 

candidate Range 

Accuracy in the 

candidate range 

 
Missing rate 

0.04 41.4% 18.7% 9.6% 

0.05 36.5% 20.8% 11.3% 

0.06 32.6% 22.7% 13.5% 

0.07 29.5% 24.5% 15.6% 

0.08 27.2% 26.2% 16.7% 

0.09 25.2% 27.6% 18.8% 

0.1 23.1% 29.3% 20.9% 
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D. Evaluation methods 

Three measures were obtained: the candidate range ratio, 
which indicates effectiveness of narrowing the review range; 
the accuracy in the candidate range, which indicates amount 
of waste in the review process; and the missing rate, which 
indicates adequacy of determining candidate range. 

The sigmoid threshold was moved in 0.01 increments until 
the candidate range ratio over 30 percent. The threshold value 
where it is the closest to 30 for each algorism is selected for 
comparison. 

E. Experimental results 

Table 3-5 show the values of three measures respectively 
for method 2-4. The values are shown in the range of 
0.04 to 0.1 for sigmoid values, in line with previous studies. 
The value when it is closest to 30% is shown. 

Table 6 compares the accuracy of four methods (including 
CNN’s in Table 4) around a candidate range ratio of 30%. 

TABLE VI: COMPARISON RESULTS OF ALL METHODS 

method 
Candidate range 
ratio (threshold) 

Accuracy in the 
candidate range Missing rate 

CNN(Previous 
research) 30.00% (0.06) 18.00% 23.00% 

BR＋SVM 29.10% (0.06) 19.10% 17.10% 

LP+SVM 29.70% (0.08) 22.20% 23.00% 

RAkEL+SVM 29.50% (0.07) 24.50% 15.60% 

 

The results of our analysis are: 
• The accuracy of the error rate was improved by 5.9% 

when comparing the BR method + SVM with the 
conventional method (CNN). This result indicates that 
SVM is more accurate than CNN for this problem. 

• When comparing the BR and LP methods, the LP method 
was less accurate than the BR method, which is not the 
expected result because it must have superiority of the 
method that takes co-occurrence relationships into 
account. This is most likely due to overlearning, as the 
number of output labels is as large as 32, resulting in a 
huge number of combinations. 

• The RAkEL + SVM method is the most accurate of the 
above methods, improving the missing rate by 1.5 points 
and the accuracy in the candidate range by 5.4 points 
compared to the BR method (improving 7.4 and 6.5 to 
CNN respectively). This result indicates that the RAkEL 
method did not cause overlearning problems, showing 
that the co-occurrence relationship is effective in 
improving accuracy to some extent. 

• The highest accuracy of the RAkEL method was 15.6%, 
and the target accuracy of 5.0% or less could not be 
achieved. 

V. CONCLUSION 
In this paper, we compared and evaluated a total of four 

algorithms: two that take co-occurrence relationships into 
account (LP and RAkEL) and two that do not (CNN and BR)． 
The results of the  experiment  show  that  the  RAkEL  
method 

considerably improves the accuracy from the CNN in the 
previous study. 

Future work includes further improvement of algorisms 
such as the application of the improved RAkEL method 
(overlapping version). Further validation of the effectiveness 
of the proposed method by applying it to another dataset is 
also needed, including exploring the necessary size of 
historical data to obtain a certain accuracy. 
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Abstract—Artificial Intelligence (AI) technology has been 

adopted and employed in healthcare section to develop 

applications for providing various healthcare services. 

However, the effectiveness of these apps depends on their 

usability, which is a critical factor in their success.  One 

approach to evaluating the usability of these apps is through a 

cognitive walkthrough. In our study, we aimed to evaluate the 

usability of AI-based features in 3 mHealth applications, 

including Ada, Babylon, and Ornament. We conducted a 

cognitive walkthrough by providing a list of tasks in order to 

carry out the process. After each task completion, evaluators 

were presented with questionnaire to assess the application's 

usability attributes. A total of 27 distinct problems were 

identified. The highest number of problems were related to 

health information and symptom checking features. The 

reported severity of identified issues in Ada, Babylon and 

Ornament are 7.4, 8.0 and 4.2 respectively. Some of the 

identified usability problems are irrelevant health information, 

limited disease enlistment, no search option, tiresome 

navigation, unsatisfactory results, and delayed responses. 

These issues impact effectiveness, and efficiency of AI models, 

and ultimately user satisfaction, thus, highlighting the need to 

improve AI based mHealth applications' functionality and 

design. Further, the evaluators provide recommendations on 

these identified problems.  

Keywords- AI based mobile applications Introduction; 

Artificial Intelligence; Cognitive Walkthrough; mHealth 

application; Usability Evaluation.  

I.  INTRODUCTION  

Nowadays, everyone irrespective of their age can access 
smart devices including smart televisions, tablets, phones, 
and other internet-connected devices because of digital 
media. Every day, thousands of apps, with a wide range of 
functions, are added to dedicated (iOS and Android) app 
stores (Apple App Store and Google Play Store), and this 
number is constantly growing [1]. In the past decade, the 
health industry has seen phenomenal growth and pushed 
healthcare delivery to new levels. Therefore, m-health is 
becoming an essential sector for delivering and spreading 
health in our society as a whole [2]. The mobile health 
(mHealth) app market is anticipated to develop at a 
compound annual growth rate of 17.7% throughout the 
forecast period, according to the most recent report by Grand 
View Research, Inc. [3], reaching US $149.3 billion by 

2028. Users' interest in mHealth applications has grown 
significantly over the past decades, making healthcare a 
significant category in these mobile app catalogs.  According 
to research, up to 34% of smartphone owners have at least 
one health app loaded on their mobile devices [4]. Also, the 
usage of artificial intelligence (AI) in mobile apps for 
healthcare systems, finance, and entertainment has increased 
primarily due to smartphones and tablets [5]. In this era of 
rapid technological development, people from all walks of 
life utilize artificially intelligent mobile applications (apps) 
on a global scale. Conclusively, AI is progressively playing a 
larger role in people's daily lives [6] [7]. 

Using AI-based applications in healthcare is of particular 
importance to patients; therefore, it is important that their use 
does not harm them, but rather benefits them. Thus, AI 
systems should provide patient satisfaction across multiple 
healthcare environments and be effective and efficient [8]. 
Hence, by examining the usability of mobile health apps, we 
can uncover issues, help redesign systems, spend less time 
and money, and improve user acceptance [9]. Effectiveness, 
efficiency, learnability, ease of use, and user satisfaction 
considered some of the most common usability attributes 
when defining the usability of system. An often-used 
analytical method of usability evaluation is Cognitive 
Walkthrough (CW) [10]. 

Lewis and Wharton developed cognitive walkthrough for 
evaluating the usability of interfaces using theory-based 
evaluation [11]. It is employed to identify problems and 
generate proposals about their causes. Learning through 
CWs is aimed at simplifying learning, especially through 
exploratory learning. In medical equipment evaluation, CW 
is used to evaluate depression screening models [12], Nurse 
information systems [13], Diabetes management systems 
[14] and other healthcare systems. It is advantageous to use 
CW in healthcare since it can be used to identify important 
usability problems quite easily, quickly, and cheaply when 
real usability testing is not feasible [15]. This paper aims to 
contribute in the identification of critical issues in mobile 
health applications that affect the usability attributes and that 
impact the adoption and effective use of AI applications in 
healthcare. 

The rest of the paper is organized as follows: In Section 2 
we discuss the previous publications which evaluates the AI 
based system. Section 3 is the detailed methodology of our 
evaluation process. In Section 4, we present the qualitative 
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and quantitative findings from evaluation, followed by 
Section 5, which is the conclusion of our research work. 

II. LITERATURE REVIEW 

There are nearly 165,000 mobile health (mHealth) apps 
available in the Apple iTunes and Android app stores in the 
United States [16], which are used by two-thirds (66%) of 
Americans [17] Survey Finds 66% of Americans eager to 
leverage digital tools to manage personal health. Many 
mHealth apps have designed with little input from end users, 
and they continue to expand despite limited evidence of user 
engagement [18][16] Applications are routinely created with 
low-quality designs and with insufficient consideration of 
end-user demands. Such applications may be challenging to 
use, misunderstood, or underutilized, and may ultimately fall 
short of their objectives [19] [20] Apps must therefore 
guarantee quality and offer the necessary functionality. This 
emphasizes how crucial it is to assess usability of mHealth 
applications. Also, medical technology focuses more on 
usability than user experience [21]. This section provides a 
summary several research studies that have been performed 
to calculate usability of mHealth and mobile systems through 
the usability evaluation methods.  

A mobile accounting software has been developed by 
[22] using Rapid Application Participatory Development 
(RAPD) method.  Further, they evaluated the usability of 
accounting software using a cognitive walkthrough 
performed by 16 participants. Their objective was to identify 
the effect of COVID-19 on the usability of new software.  
Their research identifies new factors that influence 
application usability, including user experience, remote 
work, security, privacy, internet speed and Artificial 
Intelligence. [23] proposed a conceptual model names “ 
GenDAI”, which is an AI assisted laboratory Diagnostic 
Solution for the genomic applications. In GenDAI, the AI-
driven AI2VIS4BigData abstract architecture for 
metagenomics is combined with the CRISP4BigData-based 
model for the gene expression diagnostics. An evaluation of 
this conceptual model was conducted by partnering with 
small medical laboratory of ImmBioMed GmbH & Co. KG 
in Heidelberg, Germany.  Platflow was developed to perform 
analysis on the raw data and was evaluated through cognitive 
walkthroughs.  Preliminary study results indicate that there 
are several areas in laboratory workflow that could be 
automated.  

A depression-screening model has been evaluated by N. 
Fasihah Jamaludin [12] to examine how effective it was at 
addressing adolescent motivation during gamification-based 
depression screening, through a cognitive walkthrough. The 
evaluation was conducted by five respondents with expertise 
in adolescent counseling and human-computer interaction. 
According to the analysis, all respondents gave positive 
feedback on the sets of tasks provided. These results 
confirmed the model's usability in detecting depression 
through the cognitive walkthrough. They concluded that the 
model might be used as a blueprint for creating a real 
depression screening system.  A. S. Dahri [24] investigates 
how well the mobile health application “mHealth” is used by 
patients by accessing their satisfaction with their tasks. 15 

patients completed tasks on task success rate, mistakes, 
efficiency (time spent), and satisfaction using System 
Usability Scale (SUS) and the International Organization for 
Standardization (ISO) 9241-11 standard criteria. 
Effectiveness was measured in terms of how many users 
have successfully completed task, while efficiency was 
measured in terms of time taken by each task to get 
completed. The findings of this study showed that finding a 
medical professional was the most challenging step for users 
and registering was the easiest task. The usability scores in 
this study are also influenced by educational level and 
mobile expertise.  

In addition, M. N. Islam et al [25] developed a mobile-
based solution “Muktomon” which means open one’s mind, 
for providing mental health support to the people of 
Bangladesh. This application provides virtual therapy 
through videos and audio, a chatbot service for mental health 
assistance. They evaluated the usability by conducting a 
system usability survey and pots questionnaire from 37 
participants. Their application got SUS score of 79.875%, 
which means acceptable system in terms of usability. In the 
context of the COVID-19 pandemic, the application proved 
useful and usable for improving mental health. N. A. Zaini et 
al [26] designed a low-fidelity APi prototype of a game to 
provide fire safety education to children. They used 
interactive learning as a key to promoting preschool 
children's knowledge of fire safety basics. APi prototypes 
were designed based on the user requirements of preschool 
children focused on cognitive, psychomotor, and behavioral 
aspects. A small group of 6 people including professional 
designers and developers. They conducted the cognitive 
walkthrough evaluation to evaluate the usability and 
learnability of the APi interface. Participants evaluated 
prototype on color, background theme, font, and consistency 
in design etc. From the findings of the cognitive 
walkthrough, they designed the high-fidelity prototype of 
APi interface for fire safety education. 

The cognitive evaluation method has been used by [13] 
to evaluate the usability of a user interface of a Nursing 
Information System (NIS). The system was evaluated by five 
evaluators according to given scenarios and the problems 
identified were assigned to usability attributes.  Evaluators 
also determined the severity of each identified problem.  M. 
Georgsson [14] proposed a technique called user-centered 
cognitive walkthrough, to address the flaws of the original 
cognitive walkthrough. They also perform a preliminary 
validation using the think-aloud protocol to gauge the 
method's efficacy, and user acceptability in a study with 
diabetes patient which are users of a mHealth self-
management application. They divided the Diabetes patients 
into 2 groups, one as UC-CW and the other as think-aloud 
(TA) groups at the University of Utah Health in the United 
States. They identified 26 different usability problems 
(heuristics violation) with UC-CW and 20 usability problems 
using the think-aloud method, in Recall and Recognition, 
Consistency and Standards, and Match between System and 
Real world.   The study reported that UC-CW is an effective 
method for finding usability problems than TA becuase 
patients' diseases required customized qualities that could not 
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be determined by TA. [27] proposed a study which compares 
two expert-based evaluation methods (Heuristic Evaluation 
& Cognitive Walkthrough) in a nursing module of a Hospital 
Information System (HIS). Five evaluators use the system 
and identifies 104 problems with the heuristic method and 24 
usability problems with cognitive walkthrough method. They 
reported a significant change between severity of recognized 
usability problems and the number by these methods. As a 
result of the cognitive walkthrough, issues of learnability, 
efficiency, and memorability have been identified, whereas 
as a result of heuristic evaluation, issues of effectiveness, 
satisfaction, and errors have been identified. methods.  

A usability test involving 18 healthcare professionals has 
been conducted by [28] to evaluate the effectiveness of an 
electronic health record (EHR) display prototype for 
emergency medicine. Participants were asked to complete 2 
questionnaires for rating usability, usefulness, and 
effectiveness. Study findings emphasize the need for user-
centered design when developing EHR systems for 
emergency medicine. [2] developed and evaluated an e-
health prototype with five health professionals including 
information system experts and six health consumers. The 
Post-Study System Usability Scale (PSSUS) was modified 
and adapted by the authors, who developed the post-Study e-
Health Usability Questionnaire (PSHUQ), which consists of 
19 items describing five characteristics of system usability: 
easy learning, functional adequacy, rapid acquisition of 
usability experts and several different user groups, rapid 
completion of work, and high-quality online documentation. 
A number of users have provided feedback on the system, 
suggesting improvements and recommendations for future 
enhancements. The most common suggestion was that 
consumers' personal information should be kept confidential 
and secure. Moreover, optimization of resource utilization 
and quality are desired, along with meeting consumer 
demands.  

TABLE I.  LITERATURE REVIEW 

Ref

eren

ce # 

Objective No. of 

Participa

nts 

Evaluation 

method 

Evaluated 

App 

[22] Develope

d 

accountin

g 

software 

using 

RAPD  

Identified 

new 

usability 

factors 

16 Cognitive 

walkthroug

h, 

interviews 

Accounting 

mobile app 

[23] Genome 

diagnostic 

tool for 

laboratory 

use 

Develope

d an 

applicatio

- Cognitive 

walkthroug

h, on-site 

visits, 

interviews 

Platflow 

Tool 

n for 

analyzing 

results  

[12] Usability 

evaluation 

of the 

depressio

n 

screening 

model 

5 Cognitive 

walkthroug

h 

Gamificatio

n Model 

[2] Develope

d and 

evaluated 

an e-

health 

prototype 

11 Post-Study 

System 

Usability 

Scale 

Heal-me.co 

[25] Developm

ent and 

Usability 

evaluation 

of Mental 

Health 

care app 

37 SUS, 

Interviews 

Muktomon 

[13] Usability 

evaluation 

of an 

informati

on 

system  

5 Cognitive 

Walkthroug

h 

Nursing 

Information 

System  

[27] A 

comparati

ve study 

to 

evaluate 

usability 

and 

learnabilit

y of a 

system 

with 

different 

methods  

5 Cognitive 

Walkthroug

h 

+Heuristic 

Evaluation 

Health 

Information 

System 

[24] Investigat

es UE of 

the 

Mobile 

Health 

applicatio

n by 

patients’ 

task 

performan

ce 

evaluation 

and 

satisfactio

n 

15 SUS, ISO 

9241-11 

mHealth 

[26] Develop 

and 

evaluate 

the 

6 Cognitive 

Walkthroug

h 

Fire Safety 

Education 
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usability 

of the 

prototype 

for 

preschool 

children 

[14] A case 

study to 

evaluate 

the 

usability 

of a 

mobile-

based 

healthcare 

system  

12 Cognitive 

Walkthroug

h 

Diabetes 

self-

manageme

nt 

application 

[28] Evaluate 

the 

usability 

of 

Emergenc

y 

Medicine 

HER 

Prototype 

18 Questionna

ires 

Electronic 

Health 

Record 

Display  

 

Pro

pos

ed 

Wor

k 

Evaluate 

usability 

and 

learnabilit

y of AI 

applicatio

ns in 

healthcare  

15 Cognitive 

Walkthroug

h 

Ornament, 

Ada 

Health, 

Babylon 

Health 

 
The proposed work evaluates the effectiveness, 

efficiency, ease of use and satisfaction of 3 AI applications 
(Ada, Babylon and Ornament) in healthcare using cognitive 
walkthroughs. A significant contribution of this study will be 
the identification of critical issues in these applications that 
affect the usability attributes and that impact the adoption 
and effective use of AI applications in healthcare, and they 
will contribute to knowledge of usability and learnability. In 
order to develop more user-friendly AI applications that are 
easy to use, learn, and adopt in healthcare, the study aims to 
provide useful recommendations from experts. 

III. MATERIALS AND METHODS 

In this section, we present the methodology that was used to 

evaluate the usability of AI-based features in three mobile 

health applications: Ada Health, Ornament, and Babylon 

Health. To assess the effectiveness, efficiency, satisfaction, 

and ease of use of these applications, we used the cognitive 

walkthrough evaluation method. We chose these three 

applications because they are well-established and widely 

used in the healthcare industry and each provides unique AI-

based features. Further, we recruited a team to conduct the 

evaluation. We then conducted a survey that included both 

qualitative data, that are problems and suggestions, and 

yes/no responses. The complete workflow diagram is shown 

in Figure 1. 

 

 

Figure 1.  Complete Workflow Diagram of conducting CW to Evaluate 

usability 3 Applications. 

A. Cognitive Walkthrough Evaluation Method 

A group-based expert approach called CW was created 
by Polson and Lewis and is based on theories of the 
cognitive exploratory learning or users' capacities to 
understand through their activities [29], [30]. Experts 
identify system flaws using CW by simulating users' 
problem-solving skills. For systems that need cognitive 
support or feedback when users lack basic knowledge, this 
point is crucial [14]. It involves evaluators simulating users' 
cognitive processes when thinking about the actions they 
took to accomplish tasks that based on their background 
knowledge. It is important for evaluators to put themselves in 
the user's shoes in order to produce good results [15]. The 
assessor evaluates the user interface and assesses how simple 
each step is for new [10]. 

Firstly, we identified the applications to evaluate and 
assess usability. Then we identified the tasks and users, who 
are actually evaluators, and determine the sequence of 
actions that user will take to carry out the task. After it, 
evaluators conducted the walkthrough and answer the 
following four questions after each step of task. These 
questions are aids to stimulating the user’s cognitive process. 

 
1. Will the user be trying to achieve the right effect? 
2. Will the user discover that the correct action is 

available? 
3. Will the user associate the correct action with the 

desired effect? 
4. If the correct action is performed, will the user see 

that progress is being made? 
In response to these questions, the user will answer a 

YES or NO along with reasons why their action was 
successful or unsuccessful. To further evaluate the main 
usability attributes which are effectiveness (accuracy of 
predictions), efficiency (time taken by AI model to give 
results), satisfaction of user and ease of use, users will be 
posed to multiple questions after the completion of each task. 
In response of these questions, users will describe the 
usability problems found and their recommendations. 
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IV. AI BASED M-HEALTH APPLICATIONS 

We have selected three mHealth applications that uses 
Artificial Intelligence. These applications include, Ada, 
Babylon, and Ornament Health application. The criteria of 
selecting applications is based on use of AI model, 
availability on android and iOS, and diversity of 
applications. All the 3 applications use AI to predict disease 
from symptoms, personal recommendations etc., and 
available on Android and iOS.  

Ada Health [31] is a mHealth application that uses AI 
algorithms to provide users with personalized symptom-
checking and health information (Figure .2). In this 
application, users can identify potential health concerns and 
make informed decisions about seeking medical treatment. 
Users can input information about their symptoms, medical 
history, and other relevant health information into the 
application. A personalized report is generated based on this 
information, which suggests possible causes of the 
symptoms and recommends seeking medical care when 
necessary. 

Babylon Health [32] is a another mHealth application 
that offers telehealth services to users. Home Screen of this 
application is shown in Figure 3.  A virtual consultation can 
be scheduled with a healthcare professional, such as a doctor, 
nurse, or therapist, through the application. Medical records 
can also be accessed and prescriptions can be requested 
using the application. Specifically designed for non-
emergency medical issues, Babylon Health provides users 
with convenient access to healthcare services. Using AI 
algorithms, the application guides patients to the most 
appropriate healthcare provider based on their symptoms and 
medical history.  Ornament Health [33] is also a mHealth 
application that focuses on wellness and helping users 
achieve their health goals (Figure. 4). Users can track their 
physical activity, nutrition and other health metrics. 
Application's Ai models generated personalized 
recommendations for users using this collected information 
to help them improve their well-being and health. Users can 
also access wellness coaches through Ornament Health, who 
can answer questions and provide guidance on living a 
healthy lifestyle. 

 

 

Figure 2.  Ada 
Health  

Mobile App Home  

Screen 

 
 
Figure 3. Babylon 

Health Mobile App 

Home Screen 

 

Fugire 4. Ornament 

Health Mobile App 

Home Screen 

 

A. Evaluators 

For a cognitive walkthrough evaluation, a minimum of 
three evaluators is recommended to ensure that a variety of 
perspectives are represented [34]. It was found in a study by 
[35] that only three subjects are needed to uncover 65% of 
the problems, five are needed to uncover 80%, and nine are 
needed to uncover 95%. Our study was conducted by 15 
evaluators. The evaluators include Ph.D students of which, 5 
were developers, 5 were UX designers, 3 were the HCI 
experts, and 2 were the Ph.D. Scholars in Computer science. 
All of them have prior experience with mHealth applications. 
We aimed to enrich the results by bringing in different 
perspectives from individuals with different expertise, 
despite the higher cost associated with using more 
evaluators. This enabled us to evaluate the usability of 
mHealth applications in a comprehensive manner, which can 
lead to the design of more effective and user-friendly 
products. 

V. DATA COLLECTION AND ANALYSIS METHOD 

Each task was performed independently by evaluators on 
three applications in order to carry out the evaluation. If a 
problem arises afterward to achieve a task from a users' 
perspective, the evaluators could report back [13]. In 
addition to acting as an observer, the researcher, along with 
the evaluators, took notes on the data collection forms 
regarding questions, comments, and ambiguities relating to 
the evaluation process. To assess usability attributes, we 
present evaluators with a questionnaire following completion 
of each task. This questionnaire includes attributes are 
effectiveness, efficiency, ease of use, and satisfaction. The 
definition of these usability attributes are as follows: 

 
1. Effectiveness: It refers to how well the AI model 

performs in accurately predicting a specific health 
outcome or disease diagnosis.  

2. Efficiency: It refers to how quickly the application 
and user can perform a specific task or process.  

3. Ease of Use: It refers to how easily and intuitively 
users can interact with the application to perform 
specific tasks or access relevant information.  

4. Satisfaction: It refers to overall satisfaction that user 
get after using and experiencing the application.  

 
The evaluators reviewed the details of the usability issues 

and made corrections or additions as needed after the 
evaluation process was complete. All the identified problems 
were added to the list of problems, while the repeated 
problems were removed from the list. To calculate the 
severity of each problem we used the (1) [36], 

            Severity = Frequency*Impact                      (1) 
Where, frequency is the number of times a problem is 

occurring and impact is severity of consequences of the 
problem. Symptom Checking given impact value 5, virtual 
consultation, personal recommendations, health tracking and 
health information were given 4, 3, 2, and 1 respectively.  
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VI. RESULTS AND DISCUSSION 

An evaluation of three AI-based mHealth applications, 

including Ada health, Babylon health, and Ornament health, 

was conducted using Cognitive walkthrough method. The 

five tasks were performed by 15 evaluators to identify the 

problems with the application's usability. To further assess 

the usability of AI based tasks, we designed and presented a 

questionnaire to evaluators following the cognitive 

walkthrough of each task. In total, 56 problems were 

detected, of which 40 unique ones remained (14 from Ada 

health, 14 from Babylon and 12 from Ornament health 

application) after eliminating duplicates and combining the 

problems. Table 2 summarizes the unique problems 

identified and recommendations based on usability 

attributes. 

 

 

TABLE II.  A USABILITY ATTRIBUTE-BASED IDENTIFIED PROBLEMS AND RECOMMENDATIONS 

Usability Attributes Application Identified Problem Recommendations Task 

Effectiveness Ada Not relevant articles  Add articles relevant to 

history of patient. 

Health Information 

Sometimes system provides a list 

of irrelevant diseases. 

Re train the AI models  Symptom Checking 

AI model only enlist few possible 

diseases and nothing else. 

Provide with medical 

treatment options as 

well. 

Symptom Checking 

Babylon No personal recommendation 

according to expectation 

Retrain the model with 

updated data and new 

algorithms Or use 

collaborative filtering 

techniques 

Personal 

Recommendations 

No option to search for articles of 

user’s choice 

Add search option so 

user can search for 

relevant information 

Health Information 

Asks for driver license and other 

unnecessary details before 

booking consultation session. 

Do not ask user for 

passport or driving 

license information.  

Virtual Consultation 

AI model only enlist few possible 

diseases and nothing else. 

Provide with medical 

treatment options as 

well. 

Symptom Checking 

Ornament limited options (disease) were 

given on “Ask Doctor page” 

Add more variety of 

diseases to choose from 

Health Tracking 

Presented data and statistics is 

difficult to understand. 

Use user friendly 

language and 

visualization methods.  

Health Information 

Efficiency Ada No search option make user took 

a lot of time in order to search and 

get desired information.  

Add search 

functionality 

Health Information 

Babylon No search option make user took 

a lot of time in order to search and 

get desired information.  

Add search 

functionality 

Health Information                                               

Duplicate buttons  Remove duplicated 

buttons of book 

appointment and 

symptom check 

Virtual Consultation, 

Symptom Checking 

Ornament 

 

Application give response to 

almost every touch after some 

time 

Optimize the code to 

improve speed and 

responsiveness of 

application 

Health information, 

Health Tracking, 

Personal 

recommendations 

Ease of Use Ada Menus and options were not 

organized in logical manner 

Restructure and group 

the menus and options 

in a more intuitive and 

user-friendly manner 

Symptom checking 

It was not easy to find the 

information that we are looking 

for. 

Categorize the data, 

Add search 

functionality on home 

page 

Health Information, 

Symptom checking 
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No “Go back” to home button  Add “Go back” button 

on every screen 

Health Information 

Babylon Presentation and design of 

application was not pleasant.  

Use more pleasing color 

scheme and design 

elements 

Symptom Checking, 

Health Information, 

Health Tracking, 

Virtual Consultation 

Navigation is tiresome.   Provide clear and 

concise labels for 

navigation. Optimize 

layout design for easy 

navigation. 

Symptom Checking, 

Health Information, 

Health Tracking 

Ornament Some evaluator reported that UI 

of application is not pleasing. 

Use visually appealing 

color scheme, 

typography, and layout 

Health Tracking 

Application gets stuck on 

Insight’s page sometimes 

Optimize the page 

loading and processing 

times by reducing 

unnecessary data from 

page 

Health Tracking 

Restriction on Must select 3 

topics to get insights on. 

Remove this restriction Health Information 

Navigating Back does not work 

on some pages 

Make it work on every 

page. 

Health Information, 

Health Tracking 

Satisfaction Ada Sometimes results are not what 

user expected.  

Improve the accuracy of 

the symptom checker 

algorithm by 

incorporating more 

comprehensive and up-

to-date knowledge 

Symptom checking 

Did not feel informed about 

health after using it 

Provide comprehensive 

and personalized health 

information. 

Health Information, 

Personal 

recommendations 

Some icons are different from 

their functions. 

Use icons that have 

clear meanings for 

users. 

Health Information, 

Personal 

recommendations 

Babylon Very few articles to read  Add more user health 

history related articles. 

Health Information 

Ornament Due to time lagging, the most of 

the users are not very satisfied 

with application. 

Work on improving 

speed and 

responsiveness. 

Health Information, 

Personal 

recommendations, 

Health tracking 

 
TABLE III.  AVERAGE SEVERITY OF IDENTIFIED PROBLEMS AND AVERAGE TIME TAKEN BY EACH TASK 

Tasks  Severity 

in ADA  

Severity in 

Babylon 

Severity in 

Ornament 

Average Time 

Taken in Ada 

(min) 

Average Time 

Taken in 

Babylon 

(min) 

Average Time 

Taken in 

Ornament (min) 

Symptom Checking 25 20 0 03:35 02: 58 00:00 

Virtual Consultation 0 8 0 00:00 00:00 00:00 

Personal 

Recommendations 

6  3 6 03:50 04: 38 05:34 

Health Tracking 0 4 10 00:00 02:10 04:23 

Health Information 6 5  5 02: 35 01:25 03:59 

Average  7.4 8.0 4.2 03:20 02:48 04:39 

 
One of the problems that evaluators reported frequently 

is inaccurate and unexpected results of symptom checker 
model of applications and it is related to effectiveness of AI 
models and applications. Other research studies have found 
that health applications often suffer from poor accuracy, 
which can undermine their effectiveness [37], [38]. Patients 

are the most significant recipients and users of AI based 
mobile applications, thus ensuring its use in healthcare does 
not harm but rather benefits them should be a priority [39]. 
Hence, AI systems should be efficient and effective to 
provide user satisfaction [8].  AI in mobile health 
applications is a helpful tool [40]. AI has the potential to 
engage their users and develop significant and healthy 
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connections with them over time.  Using advance machine 
and deep learning methods and large amount of data, the 
effectiveness, accuracy of algorithms can improve [41].  

Another reoccurring problem that evaluators reported is 
no search bar (Figure. 5) when performing health 
information task, thus, affecting the efficiency usability 
attribute. Usability issues related to efficiency have also been 
identified in the literature [42], [43] reported frustration in 
users due to long waits. Hence, it is the need for applications 
to be faster and more responsive. Similarly, in another it was 
found to be frustrating and time-consuming for users to 
manually browse through a lot of information on health 
information pages without a search bar on interface [44].  A 
search bar added on page of an application makes it more 
efficient and enhances the user experience. A study by the 
Nielsen Norman Group [45] has shown that the presence of a 
search bar improves the efficiency of an application by 
allowing users to quickly find what they are looking for. 
Participants were asked to perform a series of tasks on a 
website, some with a search bar and some without. The 
results showed that participants were able to complete tasks 
faster when a search bar was present hence more efficient. 
To get health information, ornament restrict their user to 
select minimum of 3 topics to get insights on as shown in 
Figure. 6, ultimately affecting the ease-of-use usability 
attribute of application. 

    

 
Figure 5. No search 

Bar on the Health 

Information Page 

 
Figure 6. Restriction 
to select Minimum of 

3 items to get insights 

on 

 
Figure 7. List of 
Possible diseases 

 
 
Participants also reported that navigation was tiresome in 

Babylon. And in Ada Health app, Elements were not 
properly organized, making it difficult for them to look for 
the information they require. Go back button was also 
missing on some screens. However, AI applications need 
system behavior to be presented in a clear manner. 
Furthermore, despite dynamic system behavior, high 
consistency levels are achieved. The navigation design of an 
application impacts how easily the user can operate it [46]. 

The health applications Babylon and Ada do not offer 
personalized recommendations to users. Upon entering 
symptoms, these applications only generate a list of possible 
diseases as shown in Figure. 7. These symptoms are added to 

the user's history. However, evaluators have reported that 
they did not observe any articles personalized to their history 
that met their expectations. There are studies that identified 
this problem the lack of personalization in AI based mobile 
health applications. However, personalized 
recommendations are particularly important in AI based 
Healthcare applications, as they enable to provide 
personalized information to user to meet their expectations 
which ultimately affect the satisfaction of user [47]. 
Personalized recommendations significantly increased 
people's likelihood of adopting healthy lifestyle behaviors, 
according to a study [48]. Another study, shows that the 
personalized diabetes management recommendations 
generated by an AI algorithm improve glycemic control 
better [49]. Additionally, a study found that the lack of user-
specific data is a major challenge in developing personalized 
mobile health applications [50]. Furthermore, a study 
concluded that personalization is crucial in AI systems used 
for clinical decision-making, as it allows for more accurate 
and effective diagnoses and treatment plans [51]. Health care 
AI apps have predominantly focused on AI's analytical 
capabilities, and data handling, but have neglected human 
factors perspectives, resulting in poorly designed apps [52]. 
Issues such as the need for simpler navigation and better 
design have been noted which affect the ease-of-use usability 
attribute [53]. Research has also high-lighted the importance 
of satisfaction in health applications, as a factor to determine 
the success of a health care facility [54]. 

Finally, the evaluators from our study recommended to 
retrain the models with updated data to provide personal 
recommendations that meet individual needs of the users, 
and results in overall good user experience. To address these 
issues, evaluators proposed following solutions. They 
suggested that the addition of a search bar in such 
applications can significantly enhance a user's experience 
since it makes it easier for them to find the desired 
information without having to navigate through multiple 
screens. Additionally, prior research has shown that search 
functionality in health applications is extremely important 
[55],[56]. To address the problem of inaccurate predictions, 
it is recommended that these applications provide users with 
more personalized recommendations. It is suggested that a 
more relevant and accurate recommendation can be provided 
by collecting more user data and incorporating it into the AI 
algorithms. This suggestion is also reinforced by previous 
research that emphasizes the importance of personalization 
and personalized recommendations in mHealth applications 
[57]–[60].  Users who are unfamiliar with the application 
may be confused and frustrated by the absence of a "navigate 
to back" button on certain screens. By adding this feature to 
all screens, the application's overall usability can be 
improved and user frustration can be reduced. Additionally, 
it is recommended that these applications should include 
more engaging and attractive functionalities, such 
personalized feedback, goal-setting, and performance 
reporting, to improve the overall user experience. These 
features can increase application commitment and user 
motivation, which will lead to improved health results.  
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VII. CONCLUSION 

 

In conclusion, the widespread use of mobile healthcare 

application with making use of artificial intelligence 

technology provide numerous healthcare services to their 

users. However, as the number of mobile applications in 

increasing day by day, evaluating their usability in terms of 

effectiveness of AI systems they provide, efficiency in terms 

of time user take to perform a task, ease of using application 

and over experience of user is crucial factor in their success. 

Cognitive walkthrough is one of many methods of usability 

evaluation. In this study, we selected 3 applications that 

make use of AI in their features, on the basis of their 

popularity, and availability to evaluate their usability 

through cognitive walkthrough. The identified tasks are 

symptom checking, virtual consultation, personal 

recommendations, health tracking and health information. 

27 unique problems were identified after eliminating the 

repeating ones. The most of the problems were reported in 

symptom checking and health information tasks, 9 and 16 

respectively. Since health information and health tracking 

impact value are lesser than symptom checking and virtual 

consultation. Therefore, the average severity of problems in 

Ada, Babylon and Ornament are 7.4, 8.0 and 4.2 

respectively. Babylon has the most severity due to the high 

impact of symptom checking and virtual consultation tasks. 

The average time taken by users in these applications is 

varied, ornament being taking the longest time to complete 

tasks, because evaluators reported unresponsiveness issues 

in Ornament application. The evaluators provided 

recommendations for the identified problems to improve the 

effectiveness, efficiency, ease of use, and satisfaction of 

these applications. From our study, it is clear that evaluating 

the usability during the development and design of mHealth 

applications, especially those that use AI-based features is 

crucial to ensure the success and effectiveness of 

application. Adding more usability evaluation methods can 

enrich such studies taking into account also additional 

mobile applications.  Involving larger number of users can 

be seen as an extension of this research project.  
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Abstract—Rail transport services are emerging as a major 

sustainable transportation option, especially in metropolitan 

areas. However, these services are significantly dependent on 

high investments and complex logistics, which creates the need 

to identify opportunities to minimize the waste of resources so 

that these services remain affordable and competitive. The 

digital twin, one of the core concepts of the Industry 4.0 

paradigm, enables detailed, real-time monitoring of the state of 

a piece of equipment during its operation. For this reason, the 

digital twin represents an important support in ensuring sound 

decision making. This work seeks to explore the potential of 

the digital twin to support the monitoring of the conditions of 

railway vehicles and railroad infrastructure. First, a research 

was conducted on the implementations and studies of digital 

twins carried out in recent years. Next, two digital twin 

prototypes – a digital twin of a railway vehicle model, and 

another one for a section of a railroad - were developed. Both 

prototypes are composed of a relational database for storing 

the data on the operational conditions of the equipment, a 

mobile application that works as a dashboard of the digital 

between the application and the database. With the developed 

prototypes, it was possible to glimpse how the digital twin 

concept provides a deeper knowledge of the working conditions 

of the components of a train. Besides, the prototype also 

supports preventive maintenance through the analysis of the 

historical evolution of the data collected from these 

components. The results of this study also allow the 

identification of possible improvements and research 

opportunities for future work. 

Keywords- rail transport; digital twin; monitoring; Industry 

4.0. 

I.  INTRODUCTION 

Accelerated technological and scientific progress over 
the last few centuries has enabled the worldwide growth of 
industrialization [1]. This phenomenon began with the First 
Industrial Revolution at the end of the 18th century, which 
introduced mechanical manufacturing facilities powered by 
water and steam, as well as equipment such as the 
mechanical loom. A century later, the Second Industrial 
Revolution was marked by the spread of mass-production 
factories powered by electricity, along with the introduction 
of division of labor. The Third Industrial Revolution, which 
took place in the early 1970s, was characterized by the 
employment of electronics and information technology (IT) 
to achieve an even greater level of automation in 

manufacturing processes [2]. The emergence of Internet of 
Things (IoT) technologies has led to a new industrial 
paradigm shift, which has been dubbed Industry 4.0 [3]. The 
transition from centralized industrial control systems to 
decentralized intelligent systems can be considered the 
central principle behind the Industry 4.0 paradigm. The 
Industrial Internet of Things (IIoT) – which refers to the real 
time collection and sharing of data between products, 
components and industrial machines – allows industrial 
systems to adapt their behavior to different operating 
conditions [3]. 

One of the key technologies in the Industry 4.0 paradigm 
is the digital twin concept. The digital twin makes it possible 
to integrate the physical world with the virtual world by 
creating a virtual representation of a piece of equipment or 
object. For this reason, a digital twin facilitates the building 
of information systems that offer a solid basis for decision-
making [4]. Consequently, this concept has been adopted not 
only in the context of industrial production, but also in 
sectors such as urban planning and health [5]. The digital 
twin is also a promising technology for improving and 
modernizing rail transport processes. As these operations are 
significantly dependent on high investments and complex 
logistics, it is desirable to optimize costs related to 
equipment maintenance and modernization, as well as 
minimize downtime. The digital twin concept can be 
employed to tackle these challenges, as it enables the 
monitoring of the operational conditions of rail transport 
systems and its resources [6]. 

Rail transport represents a crucial service for a country's 
logistical and economic scenario, as it allows the 
transportation of a large number of passengers and heavy 
loads over long distances. In addition, it is an important 
means of transportation for maintaining a sustainable 
economy [7]. Considering the worsening climate crisis - to 
which the saturation of the road system contributes 
significantly - it is necessary to increase the competitiveness 
and attractiveness of rail transport services. For this reason, 
the European Commission has strongly recommended an 
increase in the share of rail transport compared to road 
transport [7]. 

The present paper seeks to explore the potential of the 
digital twin concept for rail transport support, especially 
regarding the monitoring of the conditions of railway 
vehicles and railroads, and the implementation of predictive 
maintenance. To this end, two digital twin prototypes were 
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developed: a digital twin of a train model, as well as a digital 
twin of a section of railroad. Both prototypes consist of a 
database, a web server and a mobile application for data 
visualization. This work was carried out as part of the 
Ferrovia 4.0 research project and was accompanied by 
project partners throughout the development process. 

The remainder of this work is structured as follows. 
Section II details related work in digital twins. Section III 
describes the methods and tools used in the development of 
the present work. Section IV delineates the process of 
implementation of the digital twin prototypes. The employed 
evaluation method is explained in Section V, and its results 
are presented and discussed in Section VI. Lastly, Section 
VII presents the conclusions and opportunities for future 
work. 

II. RELATED WORK 

The concept, as well as the term "digital twin" itself, 
were introduced in 2003 by Grieves in the Product Lifecycle 
Management course at the University of Michigan. At the 
time, the notion of virtual representations of physical 
products was in its infancy, and the technological limitations 
meant that data on the real product had to be collected 
manually through paper [8]. These same limitations were the 
main cause behind the lack of practical studies related to 
digital twins in the years following its introduction [9]. 

Although not very specific, a preliminary digital twin 
model was proposed by Grieves at the time. This model had 
three main components: the real product, the virtual product 
and the data connections responsible for linking the real and 
virtual products [8][9]. Accelerated advances in 
communication, sensor, simulation and big data technologies 
over the course of the 2000s have contributed to the rise in 
the number of digital twin studies over the last decade, as 
these advances enabled the automated collection of product 
data [9]. Fig. 1 shows the growth in the number of scientific 
publications related to digital twins since the introduction of 
this concept. 

In 2011, the first scientific journal article on the concept 
of the digital twin was published [9]. In this article, Tuegel et 
al., [10] sought to apply the digital twin concept to improve 
the prediction of the useful life of aircrafts, which at the time 
consisted of using individual physical models of the different 
categories of stress exerted on the airframe. To this end, the 
authors proposed the use of high-fidelity models for each 
unit of a specific variety of aircraft in an inventory. By using 
data on the estimated flight path and expected maneuvers for 
a given mission assigned to the aircraft, these models could 
perform a simulation and calculate the level of stress that 
would be exerted on the machine's structure as a result of the 
flight [10]. 

In an article published in the following year, NASA 
formalized the definition of a digital twin as a multi-physics, 
multi-scale, probabilistic, high-fidelity simulation that uses 
historical data, sensor data and physical models to reflect the 
state of a real product. In this article, the authors proposed 
the use of digital twins to address the shortcomings of 
conventional vehicle certification and fleet management 

methods employed at NASA and the United States Air Force 
[11]. 

Guo et al., [12] proposed a modular approach to assist in 
the development of a flexible digital twin for evaluating 
factory designs. The authors make use of parameterized and 
reusable modules that correspond to real physical entities to 
make the process of developing the digital twin more 
flexible, dynamic and faster. This approach results in a 
simulation model made up of modules that are independent 
of each other, which speeds up any changes to the model and 
enables collaboration between multiple designers [12]. 

Vachalek et al., [13] presented a digital twin-based 
approach for production line optimization. The authors used 
a simulated pneumatic cylinder production line paired with a 
detailed digital twin of the actual physical process. In 
addition to enabling the simulation of alternative 
manufacturing scenarios by modifying production 
parameters, the digital twin was also able to monitor the 
process in real time and identify opportunities for 
minimizing resource consumption [13]. 

Tao and Zhang [14] proposed the concept of the digital 
twin shop-floor, which consists of a virtual reproduction of 
the geometry, behavior and rules of a given shop-floor. This 
digital twin is updated in real time according to data related 
to the operations carried out on the physical shop floor. This 
enables the digital twin to carry out simulation, evaluation 
and optimization tasks, as well as regulating physical 
operations automatically as required [14]. 

Haag and Anderl [15] presented a proof of concept of the 
digital twin by employing it to a bending beam test 
procedure. The authors designed a test bench in which two 
actuators are used to apply force to both sides of the beam in 
order to make it bend. Integrated sensors are responsible for 
measuring the resulting force and calculating the 
displacement of the beam by using the difference in the 
position of the actuators. This data is sent to a digital twin of 
the test bench, which consists of a three-dimensional model 
of the built structure and a dashboard. Using this dashboard, 
users can monitor data about the force applied to the beam 
and the degree of displacement, as well as control the test 
bench's actuators [15]. 

 

 
Figure 1. Approximated number of digital twin-related scientific 

publications per year. Adapted from [5][9] 
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Liu et al., [16] developed a digital twin-based approach 
to support the planning of diesel engine machining processes 
by analyzing and reusing knowledge from previous 
procedures. The digital twin built by the authors consists of 
geometry information and data on the current state of the 
equipment. This data was then combined with the 
accumulated process knowledge and then filtered through a 
similarity calculation algorithm, which discarded the process 
knowledge information that did not correspond to the current 
operation. The result was the set of process knowledge that 
was a candidate for the optimization procedure. Finally, the 
diesel engine components were applied to a prototype 
module in order to verify the effectiveness of the proposed 
method [16]. 

Jeschke and Grassmann [6] proposed a strategy for 
implementing digital twins in the German rail transport 
system. The authors presented a use case of an Intercity 
Express train, a high-speed rail transportation service that 
connects several cities in Germany and other European 
countries. According to the authors, by allowing the 
representation of a real object in a virtual environment, the 
digital twin concept enables the monitoring of the rolling 
stock in real time and the identification of unplanned 
changes in service operations. Through data-based 
evaluation and simulation, a digital twin can make early 
predictions of future events, which enables predictive 
maintenance and preventive measures against possible 
failures, as well as avoiding the waste of financial resources. 
The authors also identify some of the biggest obstacles to the 
implementation of digital twins in the context of the German 
rail transport service. They point to the absence of technical 
norms and standards for the interoperable operation of digital 
twins on a network, as well as legal barriers to obtaining and 
using data from pre-existing control and monitoring systems 
on the system's trains [6]. 

The Alstom and Simplan companies have developed a 
digital twin – by using the Anylogic simulation tool - with 
the aim of optimizing transport services on the West Coast 
Main Line, one of the UK's most important railways. 
Although there are fixed schedules for train operations, the 
need for maintenance regimes and the possibility of faults or 
accidents make it extremely difficult to predict the location 
of trains a few days in advance. Considering that simulations 
based on fixed data are inadequate in this case, a digital twin 
made it possible to explore different scenarios for optimizing 
rail services more efficiently and accurately [17]. 

III. MATERIALS AND METHODS 

In order to achieve the desired objectives, two digital 
twin prototypes were built: the first one consists of a digital 
twin of an ARCO train, based on the vehicles operated by 
public transport services in Portugal. The second prototype is 
a digital twin of a 5km section of railroad based on a real 
section that is part of the Portuguese railway system. Both 
prototypes include mobile applications which serve as 
dashboards for the digital twins. These applications offer a 
visualization of metrics relating to a series of damage 
indicators, which are associated with the components of the 
vehicles and the railroad infrastructure. 

The Unity game engine [18] was chosen tool for the 
development of the mobile applications. Although primarily 
designed for video game development, game engines are 
extremely versatile tools that offer a wide range of 
programming libraries and plugins for building interactive 
software. In addition, many of the main game engines on the 
market are either free for non-commercial use or are open-
source projects. Unity was specifically chosen because for its 
versatility, its extensive support for 3D graphics and third-
party plugins, as well as for being frequently employed in 
other research work on the topic of digital twins [5]. 

The data used by the digital twins was stored in relational 
databases, which are accessed by the mobile applications via 
requests to PHP files stored on an Apache web server. We 
decided to use relational databases as they allow for greater 
organization and structuring of the data. MySQL was 
selected as the relational database management system as the 
PHP language offers native support for the software. 

We also chose to run both the databases and the web 
server inside Docker containers. Docker, unlike hypervisors, 
performs software virtualization at the operating system 
level, using individual user space instances called containers. 
Each instance contains an application and its dependencies 
and is completely isolated from other instances and the rest 
of the operating system. Fig. 2 illustrates the structure of the 
developed system. 

Partners involved in the research project in which the 
proposed work is framed accompanied the development of 
the prototypes through presentations in meetings and 
workshops. The final validation of the prototypes was carried 
out through a quality assessment survey, which was sent to 
the project partners to assess both the degree of suitability of 
the graphic interface of the mobile applications, and the 
potential of the prototypes to support railway operations in a 
real context. 

IV. IMPLEMENTATION 

This section details the structure of the proposed 
prototypes, as well as the functionalities provided by each of 
digital twin’s mobile applications.  

A. Railway Vehicle Digital Twin 

The mobile dashboard of the railway vehicle digital twin 
provides the user with a view of the metrics about two 
damage indicators associated with the components of the 
hypothetical vehicles: an indicator of the transmissibility of 
damage to the axle boxes, and an indicator of the length of 
wheel flats. The data relating to these indicators is synthetic 
and was obtained through simulations of different damage 
scenarios. 

Through the mobile application, the user is able to select 
the specific vehicle and railway carriage they wish to 
analyze. The application interface also features a computer-
aided design (CAD) model that represents an abstracted view 
of the railway carriage. This model was built using the 
Blender 3D modeling tool. 
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Figure 2. Structure of the developed digital twin system 

 
Vehicle and railway carriage selection is carried out 

through dropdown menus. It is also possible to navigate 
along the carriages of a vehicle using two navigation buttons. 
The component of the vehicle is selected directly on the 
vehicle's CAD model by using touch input. As this prototype 
only includes damage indicators for axle boxes and 
wheelsets, these are only component types that can be 
selected by the user. An indication of the level of damage in 
each carriage is displayed next to their respective carriage 
option in the carriage selection dropdown menu. This 
indication has four different levels, which are dependent on 
the severity of the damage measured on a given carriage: a 
green icon, which corresponds to the absence of damage or 
the presence of  superficial irregularities only; a yellow icon, 
which represents the presence of slight damage; an orange 
icon, which points to the existence of significant damage; or 
a red icon, which warns of the presence of serious damage. 
Similarly, each of the axle boxes and wheelsets in the CAD 
model are displayed in one of these colors, according to the 
level of damage shown by the indicators with which they are 
associated. The user interface also features an "Exploded 
View" button, which can be used by the user to switch the 
vehicles’ view between the standard view - with the vehicle 
properly assembled - and the exploded view - in which the 
carbody, bogies, axleboxes and wheelsets are displayed as if 
they were disassembled. 

An indication of the currently selected component, as 
well as the most recent measurement of the damage indicator 
to which the component is associated, are displayed in the 
left corner of the top menu. In addition, the user can also 
view a history graph of the indicator through the "View 
History" option. The user can navigate along the graph by 
tapping the left and right sides of the screen. Lastly, the user 
can also activate or deactivate the top menu freely. When it 
is deactivated, the CAD model of the vehicle takes up the 
entire screen. Fig. 3 shows the main view of the vehicle’s 
mobile dashboard. Fig. 4 presents the history graph of the 
damage indicator. 

B. Railroad Infrastructure Digital Twin 

In a similar way to the railway vehicle’s digital twin, the 
data on the railroad’s damage indicators is synthetic and was 
obtained through simulations of several damage scenarios. 

 

Figure 3. Main view of the railway vehicle's mobile dashboard 

 

 

Figure 4. History graph of the damage indicator 

 
This data refers to vertical and horizontal irregularity 

indicators on both the left and right rails. Each point on a 
5km stretch of a railroad has values associated with these 
indicators. For visualization purposes on the prototype, we 
decided to use a 100m interval between each point. 
Therefore, fifty points along this stretch were taken into 
account. 

A static image obtained using the Google Street View 
API was associated with each of these points. The Uniform 
Resource Locator (URL) addresses of the images are stored 
in a MySQL database, as is the data on the indicators of 
irregularities in the infrastructure. The railway prototype's 
mobile application, similarly to how the vehicle prototype 
works, accesses the database by requesting PHP files and 
displays the static image associated with the selected point 
on the railroad. As Unity does not offer native support for 
displaying web pages, the third-party plugin UniWebView 
was employed to perform this task. 

Through the mobile dashboard, the user is able to 
navigate along the fifty points of the railroad and interact 
with a map of the railroad section. This map was obtained 
via Google Maps and represents an aerial view of the 
railroad. Similarly to the approach used in the vehicle’s 
digital twin, alert icons with different colors are displayed on 
the map according to the severity of the irregularities at each 
point. These alerts can be yellow, light orange, dark orange 
or red, which correspond to light, significant, very significant 
and serious damage respectively. By tapping on one of these 
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alerts, the user can find out what the maximum permitted 
speed is for the selected point, given the level of irregularity 
indicated. The user interface of the railroad’s mobile 
dashboard is shown by Fig. 5. 

V. EVALUATION 

The evaluation of the proposed prototypes was done on 
meetings throughout the development of the work and 
through an online quality assessment survey sent to the 
Ferrovia 4.0 project partners, which served as a complement 
to the discussions raised at the meetings. The present paper 
will only discuss the evaluation of the railway vehicle 
prototype, as the railroad prototype will be assessed at a later 
date. 

We decided to formulate the survey items using the 
Likert scale, which is a technique for measuring respondents' 
opinions and attitudes towards a series of statements that 
represent value judgments. The respondent must indicate 
their attitude towards each statement on an ascending scale 
of agreement. This scale usually has five values, which are 
represented by the numbers 1 to 5 [19]. This method was 
chosen because it is the most suitable technique for 
measuring partners' opinions on the quality of the mobile 
application's graphic interface and the potential of the 
prototype as a whole. In addition, the Likert scale is widely 
used for the assessment of software usability evaluation [20]. 

The survey was developed in an online format through 
the Google Forms tool and sent to partners via email. We 
opted for an online survey because it makes communication 
with partners easier and faster, as it allows participants to 
respond to the survey at any time. Alongside the survey, we 
also included a demonstration video of the railway vehicle’s 
digital twin prototype, which respondents had to watch 
before submitting their answers. This was done to simplify 
the evaluation process and prevent partners from relying 
solely on the documentation made during the development of 
the project to answer the survey. A five-value Likert scale 
was used for the survey items, which are represented by the 
numbers 1 to 5 and interpreted in ascending order as 
"strongly disagree", "partly disagree", "neutral", "partly 
agree" and "strongly agree". A text field was also included 
for feedback, where respondents could, if they wished, 
describe their opinions on the prototype more clearly. It 
should also be noted that the survey was designed to be 
answered anonymously. Table 1 presents the statements 
included in the survey. 

VI. RESULTS AND DISCUSSION 

The survey was sent to 63 partners in total, 3 of whom 
responded. Although the survey was answered by around 5% 
of the total number of people to whom it was sent, it should 
be reiterated that part of the validation of the prototype was 
carried out in meetings with the partners throughout the 
development of the project. 

 

 

Figure 5. Railroad infrastructure's mobile dashboard 

 

TABLE I.  EVALUATION SURVEY STATEMENTS 

# Statement 

S1 
The user interface of the prototype is, in general, intuitive and 

easy to interact with. 

S2 
The data on the damage indicators is presented in a clear and 

understandable way. 

S3 
The data shown by the history graph of the damage indicators 
is presented in a clear and comprehensible manner. 

S4 

If employed in a real-world context, the proposed prototype 

would be useful for supporting the monitoring of the conditions 
of rail transport vehicles. 

S5 
If employed in a real-world context, the proposed prototype 

would be useful for supporting preventive maintenance. 

 
The participants' answers to items S1 to S3 indicate a 

generally positive opinion about the user interface of the 
mobile application, although some issues were raised 
regarding the clarity of the information and navigation, 
which still need to be improved. The feedback given by one 
of the respondents mentions that, when the application 
launches, the user interface displays placeholder texts in the 
dropdown menus and in the sections where the names of the 
component and the chosen variable will be displayed. These 
texts consist of generic words such as "Train", "Component 
Name" and "Variable". This could make the interface less 
intuitive, as it creates confusion among users. Changing the 
placeholder text to explanatory phrases - such as "Select 
variable" instead of "Variable" - could help make the user 
interface more intuitive. 

TABLE II.  EVALUATION SURVEY RESULTS 

# Respondent 1 Respondent 2 Respondent 3 

S1 5 4 5 

S2 5 4 4 

S3 5 4 4 

S4 4 5 5 

S5 4 4 5 
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A different participant also mentioned that they would 
like to be able to "click" on the vehicle component they want 
to analyze. Although the meaning of the term "click" was not 
entirely clear in this case, it is understood that the respondent 
would like to select the vehicle component directly on the 
CAD model of the vehicle. This functionality already exists 
and it is essential for the interaction with the application, as it 
is the only way to select components. This means that the 
need for direct interaction with the CAD model of the train is 
not obvious to some users. The inclusion of an explanatory 
text - such as "Touch the train to select the component you 
want to analyze" - could eliminate this issue. 

Despite receiving a positive evaluation from the 
respondents, the history graph of the damage indicators also 
has some points that need to be improved. It was mentioned 
that the way the graph is presented would not be appropriate, 
as continuous lines are used to illustrate variations in 
measurements. These lines, according to feedback from one 
of the respondents, do not represent real variations and, 
because of this, broken lines should be used instead. In fact, 
the value variations illustrated in the graph do not correspond 
to reality, which could lead to confusion among users and 
even result in misunderstandings in decision-making if the 
prototype was employed in a real-world scenario. As stated 
by the respondent, the use of broken lines would be the most 
appropriate method. 

The participants also mentioned that it would be useful to 
include a button for viewing measurements prior to those 
displayed on the graph. The functionality for navigating 
along the graph is already implemented and is done by 
tapping the right and left corners of the graph's window. 
However, due to the lack of buttons or visual indications 
alerting users to the existence of this functionality, it can go 
unnoticed. This shortcoming could be remedied by simply 
adding buttons with arrows pointing to the right and left, 
positioned in the right and left corners of the graph, 
respectively. 

Finally, the opinions expressed by the respondents in 
items 4 and 5 indicate that the proposed digital twin 
prototype shows potential for supporting the monitoring of 
railway vehicles and the implementation of preventive 
maintenance in a real-world context. The feedback indicates 
that, although some corrections are needed in relation to the 
user interface of the mobile application, the prototype 
displays the essential characteristics of a digital twin. 

VII. CONCLUSION AND FUTURE WORK 

The present work was designed to explore the potential 
of the digital twin concept in supporting rail transport 
operations, particularly with regard to monitoring and 
preventive maintenance. This objective was achieved by 
developing digital twin prototypes of a railway vehicle and 
of a section of railroad, which provided a greater 
understanding of how the digital twin concept can offer a 
more complete and functional view of the operational 
conditions of railway equipment during operation. It was 
also possible to see how this concept supports the 
implementation of preventive maintenance processes for 

vehicles, by making it possible to visualize the evolution of 
damage indicators relating to the vehicle's components. 

Although the proposed prototypes allow us to see the 
potential of the digital twin concept in the context of rail 
transport, there are several improvements that could be 
implemented. Among them is the incorporation of 
functionalities for sending and displaying warnings, through 
which users would be able to alert others to potential defects 
or physical irregularities in the vehicles and in the railroad 
infrastructure. The mobile application would allow users to 
submit alert notes, which would be stored in a database and 
associated to the corresponding equipment. 

Another improvement that could be implemented is the 
real-time collection and display of vehicle location data 
using Global Positioning Systems (GPS) sensors. With this 
method, it would be possible to identify the exact location of 
a vehicle along its route, as well as allow the subsequent 
display of information about the schedule of the vehicles, 
such as the time taken to complete a given route. 

The present work could also encourage interest in 
exploring the potential of other technologies in the Industry 
4.0 paradigm - such as augmented reality and algorithms for 
analyzing big data and computer vision - in the context of 
rail transport services. Some of these technologies could be 
used, for example, to support the maintenance processes of 
train components: by using a mobile application, operators 
would be able to view interactive guides - generated by 
computer vision algorithms - and maintenance instructions in 
augmented reality. 
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