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FUTURE COMPUTING 2015

Forward

The Seventh International Conference on Future Computational Technologies and Applications
(FUTURE COMPUTING 2015), held between March 22-27, 2015 in Nice, France, continued a
series of events targeting advanced computational paradigms and their applications. The target
was to cover (i) the advanced research on computational techniques that apply the newest
human-like decisions, and (ii) applications on various domains. The new development led to
special computational facets on mechanism-oriented computing, large-scale computing and
technology-oriented computing. They are largely expected to play an important role in cloud
systems, on-demand services, autonomic systems, and pervasive applications and services.

The conference had the following tracks:

 Computing technologies

 Computational intelligence strategies

 Large-scale computing strategies

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the FUTURE COMPUTING
2015 technical program committee, as well as the numerous reviewers. The creation of such a
high quality conference program would not have been possible without their involvement. We
also kindly thank all the authors that dedicated much of their time and effort to contribute to
FUTURE COMPUTING 2015. We truly believe that, thanks to all these efforts, the final
conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the FUTURE COMPUTING
2015 organizing committee for their help in handling the logistics and for their work that made
this professional meeting a success.

We hope FUTURE COMPUTING 2015 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the area
of future computational technologies and applications. We also hope that Nice, France
provided a pleasant environment during the conference and everyone saved some time to
enjoy the charm of the city.
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Ternary Arithmetic Pipeline Architectures using multi-bit Memristors

Dietmar Fey

Friedrich-Alexander-University Erlangen-Nürnberg (FAU)
Department Computer Science 3, Chair for Computer Architecture

Email: dietmar.fey@fau.de

Abstract—The paper addresses the possibilities exploiting the
multi-bit storing features of memristor cells for balanced ternary
signed-digit (SD) arithmetic pipelines realising addition, sub-
traction and multiplication. Different pipeline schemes using
memristors as pipeline registers are shown in overview. Their
functionality was verified on digital level by SystemC simulations
and their performance is comparatively evaluated using analytic
methods. In a ternary SD number system the digits of the
operands can be assigned not only to 0 and 1 but also to minus 1.
Such an SD representation has the great advantage that additions
and subtractions can be carried out in O(1) step, i.e., the run time
is independent from the word length N . However, this requires
a physical memory cell that allows to store reliably not only
two but at least three states and in addition such a device has
to offer fast access times and must be compatible with CMOS
logic. All these constraints are fulfilled by memristors. Using
memristor based pipeline registers offers different alternatives
for implement fast arithmetic architecture circuits that differ
from conventional ones. In particular, they allow to use more
homogeneous pipelines for realising addition, subtraction and
multiplication than current superscalar pipelines, which use for
different operations also different pipeline paths. However, for
the realisation of a homogeneous pipeline using memristors there
are different possibilities. Those were evaluated in this paper
concerning latency and hardware effort measured in number of
required logic elements for computing and memristors for storing.

Keywords–Memristive computing; Ternary logic, Signed-digit
arithmetic.

I. INTRODUCTION

Since the invention of a nano-device in the HP labs in
2008 by a team around Williams [1] that shows the specific
behaviour prognosticated by Leon Chua in a paper of 1971
[2], and which was called by Leon Chua memristor, a lot of
research launched in the community to use such new devices
for digital and analogue logic operations. A memristor is
an electronic device that can sustainably change its internal
electrical resistance due to a change of an applied magnetic
flux generated by electronic charge. Normally, this change
of the magnetic flux and charge is generated indirectly by
applying a voltage at the poles of a two-terminal memristor
device to produce a current flow through it, if the memristor
is connected to a circuit. Chua claimed, that if the current-
voltage curve of such a device shows hysteresis behaviour and
runs through the origin (see Figure 4), then it is a memristor
(”if it’s pinched, then it’s a memristor”). Depending on the
direction of the current the changing of the device’s resistance
can be made reversible. For example, it is possible to mimic
the strength of a synaptic interconnect that is controlled by
the time difference of two currents arriving at the two poles
of the device to realise analogue neuromorphic processing

based on the spike time dependent plasticity (STDP) model
[3]. Furthermore, complete memristor networks were proposed
for digital processing. In such networks targeted changing of
the memristors’ resistance, called memristance, was induced
in specific memristors to realise fundamental digital Boolean
logic elements [4][5][6].

In some works, the research was also focused on the
multi-bit storing feature of a memristor, i.e., the capability to
store different resistance levels produced by periodic voltage
excitations at the memristor poles. That multi-bit feature is
also the topic in this paper. The idea, that was first published
in [8], is to use memristors as elementary ternary storing cells
for registers in a ternary arithmetic unit. This unit is based
on a number system, in which the addition is accelerated by
using a balanced ternary representation, i.e., each digit can be
assigned to 1, 0, and −1 (in the following denoted as 1̄).

Based on that addition, further arithmetic circuits like a
multiplication can be built up in a pipeline structure. Mem-
ristors are to use as multi-bit pipeline registers to store the
ternary digits, called trits. There are different possibilities for
the exact structure of such a pipeline, e.g., to process directly
two numbers in signed-digit (SD) representation or a hybrid
arithmetic structures operating an SD number and a binary
number. All theses alternatives cause different realisation ef-
forts on the logic side, i.e., the number of used gates, and on
the storage side, i.e., the number of necessary memristors and
transistors for the interface circuitry to convert trits, stored in
a single memristor cell, to bits and vice versa. In this paper,
some of the different alternatives are shown and are evaluated
among each other to select the best for a future memristor-
based ternary computer.

The rest of the paper is structured as follows. In Section
II, the fundamentals of a memristor and the possibility to
store multi-bits in such a single physical storage cell are
explained. In Section III, the principal Boolean equations and
benefits of SD arithmetic are illustrated. In particular, it is
shown why a ternary arithmetic unit is to favour. Afterwards
in Section IV, computer arithmetic and memristor technology
are brought together by presenting different solutions for
arithmetic pipelines using memristor-based registers. These
different proposals are evaluated in Section V, in terms of
latency, bandwidth and hardware effort. Finally, Section VI
summarizes the most important statements of the paper.

II. MEMRISTOR

The core of a memristor is a so-called transfer oxidation
metal, like e.g., TiO2. This metal oxide layer is sandwiched
with a ionized layer of the metal oxide, TiO2−x, between
two metal plates (see Figure 1). Inside this two-terminal
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Figure 1. Structure of a two-terminal memristor cell

device electro-chemical processes of oxidation and reduction
are taking place to move ions along the interface of the metal
oxide and the ionized layer. This moving can be caused by
an electrical field applied at the two metal poles. The change
of voltage, V (t), and current, I(t), over time generates a
magnetic flux, ϕ, and a charge, q, which both determine
the memristance M of the device according to Leon Chua’s
assumption, expressed in (1) and (2).

dϕ = Mdq (1)

M(q(t)) =
dϕ/dt

dq/dt
=
V (t)

I(t)
(2)

This ion transfer is responsible for the sustainable changing
of the resistive features of such an element. The electron
depleted ionized layer (TiO2−x) has a much lower resistance
than the metal oxide layer. Both layers determine with different
weights according to their lengths the resistance of the whole
device (3). ROFF is the resistance if the device is switched off,
i.e., no ionized layer is available. RON holds for the contrast,
i.e., the device contains of a complete ionized layer. Since
the depletion zone can be shifted in both directions according
to the direction, where the voltage is applied, the changing of
the resistance is reversible. Therefore it can be memorized and
this kind of reversible resistance with memory effect is called
memristance.

RMEM (x) = RON · x+ROFF · (1− x), (3)

where x =
w

D
ε (0, 1)

The ratio of the length of ionized layer, w, to the total
length of the two layers, D, is called the state variable x. The
changing of this state variable in dependence on the time is
expressed in (4),

dx

dt
=
η · µD ·RON

D2
I(t), (4)

where µD corresponds to the drift mobility of the ions, η
is equal to 1 or −1, resp. The last parameter expresses the
direction of the applied voltage causing either an expanding
or a shrinking of the depletion zone.

The most elaborate presentation of the mathematical
derivation of the behaviour of memristors based on ion transfer
can be found in [11]. The paper derives a discretization of
the differential equation (4), which is shown here by (5) to
(8). These equations allow to calculate the changing of the
parameters between two discrete time steps ti and ti+1.

Figure 2. Modelling non-linearity with Biolek’s window function for
different parameters p = 1, 5, and 7. Considered is also I(t) < 0, the curve

starting at Fp(0) = 1.

M(x(ti)) = RON · (x(ti)) +ROFF · (1− x(ti)) , (5)

I(ti+1) =
V (ti+1)

M(x(ti+1))
, (6)

x(ti+1)/dt =
η · µD ·RON

D2
I(ti) · Fp(x(ti)), (7)

x(ti+1) = x(ti+1)/dt · [ti+1 − ti] + x(ti) (8)

The comparatively simple mathematical modelling assumes
a linear drifting of the ions according to (4). However, real
memristors show a different drift behaviour the nearer the
ions are located at the boundaries of the device, where the
drifting is slower. This non-linearity is modelled by a so-
called window function Fp in (7). Different window functions
are proposed in literature [9][10]. In this paper, the window
function from Biolek [10], see (9), was selected since it simpli-
fies convergence issues at the device boundaries compared to
other window functions. Figure 2 shows the graph for Biolek’s
window function.

Fp(x) = 1− [x− u(−I)]
2p
, (9)

where u(I) =

{
1, ifI ≥ 0

0, ifI < 0

To investigate the memristor’s behaviour more detailed in
this paper a numerical simulation program was written in C to
implement (5) to (9). The outputs of the simulation program
are shown in the following figures. Figure 3 shows the applied
input voltage over time. First two positive voltage oscillations
are applied at the two terminals of the memristor device. Then,
this process is reversed by changing the polarization. Figure
4 shows the I-U behaviour. The typical hysteresis loops for
memristors are arising. After each voltage oscillation the level
of memristance is changed and another hysteresis loop is valid.

Figure 5 displays the value of the state variable x. The
multi-state or multi-bit feature of a memristor can be clearly
detected. With each excited voltage oscillation the state vari-
able x was shifted to another level. Even if the values are not
completely constant and the transition between the levels is
smooth each level corresponds to some amount to a discrete
memristance level. The level starts not at zero, the initial value
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Figure 3. Input excitation with two voltage oscillations

Figure 4. The memristor hysteresis loop, generated for D = 41nm,
x(0) = 0.11, and p = 7. For each excited voltage oscillation another

hysteresis behaviour is generated

for x was assumed as 0.11. It expresses an arbitrary assumed
ratio between doped and undoped zone at the beginning
determined by the memristor’s manufacturing process. Further,
two levels were injected and then this process was withdrawn
by the applied inverted voltage levels. Each of these three
levels corresponds to one of the three signed digits, 1, 0, and
1̄, which are stored in one nano-sized physical cell. Such a
cell is the base for pipeline registers used in the proposed SD
arithmetic circuits proposed in the next section.

III. SD-ARITHMETIC

As already mentioned in the introduction the great ad-
vantage of arithmetic circuits using SD numbers is that the
execution time of an addition has a complexity of O(1),
i.e., it is independent of the operands’ word length N [12].
Conventional adders which are executing binary operands like
a carry-look-ahead adder or a conditional-sum adder show a
run time complexity in O(logN), or in O(N) like a ripple-
carry adder. In order to avoid the generation of carry chains
in an addition, a balanced number representation is used in
an SD adder. That means that the number of negative digits
is the same as the number of positive digits. Since in this

Figure 5. The course of the state variable x of a memristor cell

paper the focus is not on the computer arithmetic side, the
functionality of an SD addition is explained by words, by
presenting the basic formulae to execute a carry-free addition,
and by examples to demonstrate the principle.

First, we investigate roughly the cost of an addition of two
SD numbers. The addition is carried out in two steps. In the
first step an intermediate sum vector, z, and a carry vector, c,
is calculated. In the second step the two vectors, z and c, are
post-processed to determine the final sum vector, s, which is
also given in an SD number representation.

Adding two SD numbers requires a base r ≥ 3. For the
digits, sdi, 0 ≤ i < N , of a N digit long SD number holds
sdi ε {−(r − 1) ,−(r − 2), ..., 0, ..., r − 2, r − 1}. Equation
(10) shows the calculations that have to be performed in each
digit position i to determine the vectors z and s for two SD
input operands x and y. The term ci · ri in (10) is a so-called
correction term. That correction term secures that zi ≤ |r−2|.
This prevents that the possible addition of a carry bit will
cause an additional carry to the left neighboured position. To
compensate the addition/subtraction with ci · ri it is necessary
that a carry bit, either +1 or -1, has to be added in the next
left neighboured digit position i+ 1.

zi = xi + yi − ci · r

ci =


+1, if (xi + yi) > r − 2

−1, if (xi + yi) < −(r − 2)

0, if − (r − 2) ≤ (xi + yi) ≤ r − 2

(10)

si = zi + ci−1

Table I shows an example calculation to a base r = 3
with a word length N = 4. The two SD numbers to add
are 1 · 33 + (−2) · 32 + 1 · 31 + 0 · 30 = 12 and 0 · 33 +
(−1) · 32 + 1 · 31 + 1 · 30 = −5. The correction term for the
second and the first digit positions are +3 and −3, resp., since
x2+y2 = −3 < −(r−2) = −1 and x1+y1 = 2 > (r−2) = 1.
In Table I the carry vector, ci−1, is already shifted to left for
a better illustration of the final addition in (10). As expected
the sum is s = 0 · 33 + 1 · 32 + (−1) · 31 + 0 · 30 = 7.

An evaluation of this addition scheme to a base r = 3 and
a realisation with memristors yields the following statements.
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TABLE I. ADDING TWO SD NUMBERS x AND y IN TWO STEPS.

1 -2 1 0 = 12 x
0 -1 1 1 = −5 y

step1 1 0 -1 1 z
-1 +1 0 . ci−1 shifted to left

step 2 0 +1 -1 1 = 7 s

For the required signed digits, sdi, holds sdi ε [−2, 2] That
means five levels are to store in a single physical memristor
cell. That is not impossible in principle but there are two
more states to realise than in a ternary computer making
the interface circuitry to the memristor cells more difficult to
realise. Furthermore a larger effort for the coding is necessary.
Three bits are required to code the five possible values,
yielding

(
8
5

)
· 5! = 6720 different possibilities to assign five

3-bit long code words for xi, yi, zi, 0 ≤ i ≤ 2, to cover the
values {−2, . . . ,+2}. Table II looks like nearly as the function
table from which the Boolean logic is to derive that allows
calculating the sum code bits.

TABLE II. Scheme for function table to determine (10).

x2 x1 x0 y2 y1 y0 2 bits for r · ci z2 z1 z0
5 entries 0, 1 or -1 ... ... ...

for [−2,+2] 0, 1 or -1 ... ... ...
... 0, 1 or -1 ... ... ...

6720 possibilities 0, 1 or -1 ... ... ...
for 25 entries ... ... ... ...

To the best knowledge of the author it is not known if
a minimal coding for such a function exists. However, it is
to expect that the gate logic is much higher compared to an
alternative operation mode, which is preferred in this paper.

This refers to an arithmetic that allows to operate a SD
number, SD, with a binary number, B. For such an operation
the coding for the SD number producing a minimum gate
effort is known. Already in the 1990s Muller and Duprat [13]
published the efficient coding scheme shown in Table III for
the positive and the negative channel of a SD number, SD.
This allows ternary coding, what in addition simplifies the
realisation of the interface to store the SD value in a memristor
cell since only three states are to distinguish. Furthermore
the necessary gate logic, shown in (11), to calculate the
intermediate sum bits, zi, the carry bits, ci, and the positive
and negative channel of the sum, s, is comparatively simple.
An example calculation for the addition of a SD number, a,
and a binary number, B, presents Table IV. The shown bits
for zi, ci, SD+

i , and SD−
i are calculated by applying all the

equations given in (11) in each digit position. The technique
to avoid the carry propagation in this case is to generate in
the intermediate sum vector only 0’s and -1’s, and in the carry
vector only 0’s and +1’s. This excludes that in the second step
two positive or negative 1’s will meet in one digit position to
produce a further carry.

TABLE III. Digit coding of a binary SD number.

SD+ SD− Value for SD
0 0 0
0 1 1̄
1 0 1
1 1 not defined

Figure 6. Schematic for a 4-digit SD adder that can add/subtract a SD
number a and a binary number B

c+i = SD+
i ∨

(
Bi ∧ SD−

i

)
z−i =

(
SD+

i ∨ SD
−
i

)
⊕Bi

s+
i = z−i ∧ c

+
i−1 (11)

s−i = c+i−1 ∧ z
−
i

A detailed analysis how the Boolean equations from (11)
can be derived and how they are mapped onto an SD adder
using memristors as in-/outputs can be found in [13][8]. There
is also shown a detailed verification of the functioning of
the SD adder by SPICE simulations [8]. A schematic of that
SD adder is shown in Figure 6. In each module denoted as
SD cell the equations shown in (11) are carried out on the
SD number a, and the binary number B for word length of
N = 4. The signal addsub determines if an addition or a
subtraction is carried out. A subtraction can be easily reduced
to an addition according to (12). The inverse of an SD number
can be simply determined by exchanging the negative with the
positive channel. The signal zero clears the binary input, if it
is set to logical 0, i.e., an addition is carried out with zero.
That is necessary in case of a multiplication if the multiplier
bit is zero. If zero is set to 1, the corresponding bit of the
second operand B is passed. The output sum, s, as well as
the input, a, are SD numbers, which have a positive and a
negative part and can be stored in memristor cells. Details
how this adder is operating can be found in [8]. There is also
included a comparison that proves the performance benefits of
an SD adder compared to existing methods like ripple-carry or
carry-look-ahead adders. In this paper, the focus is laid on how
combinations of such SD adders can be used for a much easier
operation of two SD numbers, which is reduced to subsequent
series of additions of a SD number and a binary number. The
price for that reduction is only a small higher latency compared
to the direct addition of two SD numbers shown in Table I.

TABLE IV. Example of a carry-free addition for two positive integers, A
and B, using binary coded SD numbers.

a . 0 1̄ 0 1 = (−3)10

B . 1 0 0 1 = (9)10

z 0 1̄ 1̄ 0 0
c 1 0 0 1 .
s 1 1̄ 1̄ 1 0 = (16 − 8 − 4 + 2)10 = (6)10

SD −B = −(−SD +B) (12)
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Figure 7. Schematic for adding/subtracting two SD numbers using
memristors as pipeline register

IV. MEMRISTOR BASED PIPELINE STRUCTURES

An addition between two SD numbers, SD1 and SD2, can
be decomposed in two steps, in which in the first step SD1

is processed with the positive channel of SD+
2 and in the

second step the negative channel is subtracted from the result
of the addition (13). In the case of a subtraction the signs of
the operators signs have to be inverted (+ becomes - and vice
versa).

SD1 ± SD2 = ((SD1 ± SD+
2 )∓ SD−

2 ) (13)

Figure 7 shows the schematic for a corresponding arith-
metic circuit. Two of the addsub modules shown in Figure 6
are necessary with an appropriate interface circuitry, not shown
in Figure 7, to store the first result in a memristor register. This
allows to pipeline the calculation before the second addsub
module comes to execution.

Figure 8 shows a scheme for a multiplication of a SD
number a with a binary number B. A multiplication of
operands with N digits is reduced back to N subsequent
additions/subtractions. Each addsub module forms a pipeline
with memristors to store the partial product digits. In the first
three steps the product digits, P [0] to P [3], are produced before
in the last pipeline step the final product digits P [4] to P [7]
appear at the output of the last addsub module and all digits
can be stored in a memristor register file. The digits of the SD
operand a[i] determine in each pipeline stage, i, if either an
addition (a[i]− = 0) or a subtraction (a[i]− = 1) has to be
carried out with the partial product and the binary number B,
or if in case a[i] = 0 no addition takes place.

Multiplication of two SD numbers, SD1 · SD2 can be
traced back to a hybrid operation scheme that executes a
SD number and a binary number (14) as it was done for
the addition/subtraction, see Figure 9. First, two intermediate
products, Prod1 and Prod2, are generated with two concur-
rently operating circuits from Figure 8. Afterwards these two
products, given in SD number representation, are subtracted
with a two step circuit analogue to the addition/subtraction
shown in Figure 7. If no multiplication has to be carried out

Figure 8. Memristor-based pipelining for the multiplication of a SD number,
a, and a binary number B

the two multiplier pipelines can be used for two concurrent
additions/subtractions. Therefore, Figure 9 represents the core
of a future memristor multi-threading architecture, which the
author intends to realise with largely homogeneous pipeline
structures.

SD1 · SD2 = (SD1 · SD+
2 )− (SD1 · SD−

2 ) (14)
= Prod1 − Prod2

V. EVALUATION OF MEMRISTOR-BASED PIPELINE
STRUCTURES

The functionality of all proposed pipeline architectures was
verified by simulations in SystemC. In this section the pipeline
architectures are compared with regard to latency, expressed
in gate delays, achievable throughput, and necessary hardware
effort, which is measured in numbers of necessary transistors
and memristors (Table V).

First, the add/sub pipeline from Figure 7 is analysed. If
∆ corresponds to one gate delay, according to (11) an add-
sub module requires 4∆ plus the time, tconv , for converting
the digital signals by a number of voltage oscillations (see
Figs. 3 and 5) to store the SD adder outputs in multi-bit
memristor cells at the end of the first pipeline stage. In [8],
N · 62 transistors were determined for the used SD adder,
shown in Figure 6. Additionally, the number of transistors
for the conversion, transconv , is to add for each of the N
memristors. An adder that adds directly two SD numbers using
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TABLE V. Evaluation of the memristor-based pipeline architectures. Time to write back to MEMRIST regfile is not considered

latency # memristors # transistors
Addition/Subtraction 4∆ + tconv N N · (124 + transconv)

SD-binary multiplier N · (4∆ + tconv) N2 N2 · (62 + transconv)

SD-SD multiplier (N + 2) · (4∆ + tconv) 2N2 + 4N (2N2 + 4N) · (62 + transconv)

Figure 9. Memristor-based pipelining for the multiplication of two SD
numbers with a digit length of four.

a base r = 3 would show a latency of only 2∆. However, it is
to expect that this requires much more transistors for logic and
conversion, since five and not three multiple memristor states
have to be stored. Therefore, the conclusion is drawn that the
double latency time of a SD-binary adder is acceptable.

Counting the number of memristors and addsub modules
of the SD-binary multiplier in Figure 8 for the case N = 4 and
deducing from that the generic case yields the numbers shown
in Table V for latency and hardware effort. The SD-SD multi-
plier consists of two multipliers and two further SD adders with
2N digit length leading to the values entered in the last row
of Table V. The throughput for all architectures is equal to the
reciprocal of the latency in one stage, 1/(4∆ + tconv). Access
times for memristors in the range of 0.3ns make realistic to
achieve a clock frequency of more than 1GHz.

VI. CONCLUSION

Memristors and their capabilities to store multi-bits in a
single cell allow the set-up of fast CMOS compatible carry-
free arithmetic circuits. The presented analysis shows that the
effort for the realisation of ALUs with the proposed hybrid SD-
binary multiplier pipeline approach and pipeline memristors
is quite moderate and to prefer versus a pure SD-SD adder
arithmetic. The half latency time of the hybrid solution is

offset against the pure SD approach that would cost much more
hardware. Future work requires the design of a corresponding
control unit to feed the pipeline with a stream of instructions
and a detailed analysis how to realise efficiently an interface
circuit to the memristors.
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Abstract—The work presented in this paper is done within the
NASCENCE (NAnoCSale Engineering for Novel Computation
using Evolution) project which investigates computational prop-
erties of nanomaterials and unconventional computing paradigms
which can be applied to such materials in order to achieve
material computing. The paper presents a novel approach to mod-
elling computations in one of the nanomaterials considered in the
project - Single-Walled Carbon Nanotubes (SWCNTs)-polymer
nanocomposites. Our belief is that the presented approach is
more suitable for the experiments within NASCENCE. It takes
inspiration from the principles of dynamical hierarchies and can
be related to some known cellular computing architectures. Our
motivation is given as well as some initial simulation results
based on a simplified model built according to the proposed
approach. The results show that the proposed approach captures
well the conductivity dependence on the concentration of carbon
nanotubes and varying electric potential in the material.

Keywords–Unconventional computing; Evolution-in-Materio;
carbon nanotubes; SWCNT-polymer nanocomposites.

I. INTRODUCTION

Computing devices based on silicon (Si) technology are
not likely to meet the needs for the extent of computations
needed by humankind in the future. Novel technologies need
to be found which will provide for the growing scales of
computations but also for the demands such as energy effi-
ciency and similar. In that it is not only sufficient to find a
promising replacement for Si, i.e., some novel material which
can perform computations; it is also necessary to discover new
computing paradigms better suited to novel technologies.

The NASCENCE project [1] investigates both. Materials
considered so far are coated gold nanoparticles and nanocom-
posites made of SWCNTs and polymer molecules but also,
recently, SWCNTs / Liquid Crystal (LC) dispersions. Meth-
ods of material manipulation for achieving computation are
explained within Evolution-in-Materio (EIM) [2][3] whereby
Evolutionary Algorithms (EA) are employed to search for the
solution of a computational task in materio.

Exploitation of computational properties of a material
requires a good understanding of its properties and behaviours
when exposed to certain type of excitation. A good under-
standing of the material properties is best tested in a model
of the material. If a model produces responses similar to the
experiments in the lab, then model is sufficiently good to
make good predictions of the material behaviour in simulation
thereby saving experimental time and resources.

However, to make a model good enough for the CNT-based
materials used in NASCENCE is not an easy task. This is due
to the setup of the experiments but also the bulk of material
itself: there is no tidy alignment of CNTs, rather there is a blob
of nanocomposite where Van der Vaals’ forces keep SWCNTs
in bundles which, sustained by polymer molecules, stretch in
all directions. Further, there is no ’neat’ electric field as is the
case, for example, in the CNT-gate stretching from source to
drain electrode in thin film transistors [4][5]. In NASCENCE
experiments, electric field is the result of the voltages on a
number of electrodes which are immersed into a blob, thick
film of SWCNT-polymer nanocomposite. As existing models
and simulation methods fail to serve the purpose, a novel
approach is needed.

This paper presents one of the approaches considered
within the project. In NASCENCE, a material under exper-
iments is treated as a black box - some signals are brought
to it and some signals are read as a response. If the aim
is to model what takes place in the material, we need to
unbox it and look inside searching for the physical processes
which lead to material computing. Different levels of details
can be accounted for when addressing the physics at the
bottom of the computations produced by the material. The
approach presented in this paper is based on two paradigms
borrowed from complex systems: dynamical hierarchies [6][7]
and cellular computing [8][9].

The paper is organised as follows. Section II gives a brief
overview of the computing materials and EIM. Section III
presents the approach to modeling SWCNT-based nanocom-
posites. Section IV shows simulation results based on a simple
model and, finally, Section V provides a discussion of a
proposed approach and some directions for future work.

II. MATERIALS THAT COMPUTE

The notion is not novel. Ferrous sulphate which discrimi-
nates between the frequencies [10], frequency discriminator in
FPGA tissue [11], pattern recognition in a bucket of water [12],
robot controllers in liquid crystal [13] - are just a few examples,
some of which have been known for as long as half a century.
Beside finding suitable materials, another challenge is which
method of material manipulation to use in order to achieve
useful computation. One possible way is to use a bottom-up
approach and let an EA search the space of possible solutions.
EIM [2] uses computations performed by the material when
stimulated by some signals from outside material which change
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Figure 1. Overview of the Evolution-in-Materio, taken and adapted from
[14]. See Section II for explanation.

according to an EA. These signals configure the material so
that it performs a certain computation. Therefore they are
called configuration signals. EA is run on a computer where
configuration (signals) of the material is represented as a
genotype which undergoes evolutionary changes until material
response corresponds to a desired computation. Figure 1 shows
an overview of this process.

Configuration and input signals as well as fitness value
are processed by the computer, i.e., they are digital while
actual computations which happen in the material are ana-
logue due to the physics exploited for computation. Figure 1
shows this cross-domain between digital and analogue worlds.
Instructions which configure the material are generated by the
computer (digital) and are subject to an EA which runs on a
computer. Material response (analogue) is read and converted
by interface so that it can be tested for fitness by the computer.

EIM is used in NASCENCE [1]. In a typical experiment,
material is treated as a black box. We assume nothing about
what is inside the sample of material when searching for solu-
tions for some computational task. A more detailed description
of the process used in the experiments can be found, for
example, in [15][16].

In NASCENCE, it has already been shown that materials
can solve computational problems [14][16]. However, having
a problem solved is not enough. We would like to learn more
about the possibilities that lie in the material. If the travelling
salesman problem is successfully solved for 9 and 10 cities
[14], can we expect the same blob of material to be equally
successful at solving the problem for larger numbers of cities?
Can we say more about problem scalability in some other way
than purely by running exhaustive runs of experiments?

To get more knowledge about the computing properties of
the material, a way to go is to construct a model of the material.
A good model means a good understanding of the underlying
laws of physics which govern behaviour of the system under
investigation. A model also shows how well we understand the
material - if a model is good enough, when used in simulations
it will produce behaviours similar to those observed in the
lab when we run experiments. The more we know about the
material, the better can we make use of its properties for
computations while saving experimental resources.

Figure 2. Optical micrographs of SWCNT-polymer nanocomposites
dispersed over gold electrodes with 25µm electrode gap. Different

concentrations exhibit various coverage of gold electrodes.

III. DICING MATERIAL INTO CELLS

Many models of CNTs exist [17]–[21]. However, usually
they are suited for a certain purpose, for example to model
conductivity of CNT gates in thin film transistors [18]. Our
goal is to model conductivity of CNTs used in NASCENCE ex-
periments. The conductivity of CNTs is due to the percolation
paths they form and can be observed when CNTs are placed in
an electric field. It changes either with the change of electric
field or with the change of percolation paths if nanotubes are
movable. In case of the samples currently under investigations,
SWCNTs are not movable, they are held at certain positions by
polymer molecules. So, the only way that conductivity of the
sample can change is by changing the electric field to which
the sample is exposed.

Therefore, it can be said that the challenge faced when
modelling blobs of SWCNT-polymer nanocomposites used
in NASCENCE experiments is multifaceted. The main two
questions which need to be answered are:

• how to represent physics of SWCNT-polymer
nanocomposites?

• how to represent electric field which changes accord-
ing to the change of voltages on the electrode array?

Figure 2 shows micrographs of some of the sam-
ples used in NASCENCE experiments. Typically, it is
a 20µL blob of SWCNT-polymer nanocomposite. Poly-
mer is Poly(Methyl MethAcrylate) (PMMA) or Poly(Butyl
MethAcrylate) (PBMA). The nanocomposite is dissolved in
some solution to be dispersed over array of electrodes as a
droplet and subsequently dried at high temperature leaving
a thick film of nanocomposite spread over electrodes upon
dissolvent’s evaporation. Electrodes are made of gold and can
be placed in different arrangements - circular, square matrix
- so that the distance between individual electrodes varies.
Typically, it is several 10s of µm and so is the radius of
individual electrodes.

Another feature which can be noticed from micrographs in
Figure 2, is that the coverage of electrodes by nanotubes is not
uniform. Some electrodes are more in contact with nanotubes
than the others and some may even remain with no contact
at all. Also, this is very much dependent on the SWCNT
concentration. A somewhat simplistic sketch of the material
sample at hand can look as given in Figure 3, which simplifies
the content of the sample together with the electrodes.
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Figure 3. A sketch of the system used in experiments: SWCNT bundles are
represented as grey sticks lying in all directions, polymer molecules are in a
shape of balls and electrodes are golden yellow patches seen behind material.

A. Abstracting away the details
Behaviour of complex systems is the result of the dynamics

of their constituent parts [22]. In [23], Herbert Simon named
hierarchies as “one of the central structural schemes” that
the architect of complexity uses. And, indeed, hierarchies,
dynamical hierarchies [6][7] in particular, describe systems
which are made of a number of components undergoing
some dynamics and, in doing that, mutually interacting. Such
behaviour leads to the emergence of novel units at higher hier-
archical levels [24]. Hierarchical systems within which higher
levels emerge as a result of the dynamics of lower level units
have been studied from various approaches - philosophical,
computational, information theoretical - that more as they carry
the principles on which life itself emerges.

Interesting to notice is that dynamics at different levels
happens at different rates [25]. The lower the level, the higher
the rate of the dynamics [24] which further leads to averaging
or “some selective loss of detail” as Pattee names it [26] or
some filtering of the information from a lower to a higher level
[27]. All the details of the dynamics at lower levels need not be
fully known, rather some averaged, filtered information which
describes it in sufficient detail.

B. Cellular approach
Another trait of complex systems is that their constituent

parts operate in parallel. The behaviour or functionality of the
system as a whole is the result of the operation of its parts but,
as a rule, it cannot be simply represented as a sum of its parts,
i.e., nonlinearity is inherent to the system. The related notion
is emergence [28] which captures the property that “the whole
is greater than the sum of its parts” and that nonlinearity is
present.

Models of such systems are usually based on the represen-
tation of the parts of the system as cells. It is needed to find
appropriate cell arrangement and some governing mechanism
for the cell dynamics. This mechanism can be given in different
forms - rules which describe how a cell transitions from one
state to another - Cellular Automata (CA) [8] or some physics
of the cell - Cellullar Neural Networks (CNN) [9].

C. Our sample - what is in the cell?
Now, let us take a second look at the sketch of a system

shown in Figure 3. Let us try to imagine some 3-dimensional

Figure 4. Example of the system viewed as a collection of cells.

Figure 5. Four examples of what the cell sides may look like.

cells, in the simplest case let them be a one layer of cubes,
as in Figure 4. Each cell contains a portion of the system
which may contain SWCNTs and/or polymer molecules and/or
golden electrodes. The cell dynamics within the system will
be governed by the physics of its content. The cell interaction
with its neighbouring cells will be governed by the sides
where the cells touch. Figure 5 shows some examples of what
the sides of the cell, in this case a cube, may look like.
The top left figure shows an example with mainly polymer
molecules and CNT bundles only in a right top corner; the
top right an electrode with CNT bundles and a few polymer
molecules; the bottom left an electrode; the bottom right only
CNT bundles. If only polymer molecules are present, there will
be no current flow between the cells as they are electrically
isolators. If there are SWCNTs there, the current flow will
be determined by the electrical properties of the SWCNTs
- the percentage of metallic and semiconducting nanotubes,
characteristic resistance per unit length, etc. If there is an
electrode there, then the voltage it provides is known. Further,
the sides of the cells may contain each of the elements to a
certain percentage.

The behaviour of the cell is determined by the physics of
the material the cell contains. When describing the physics
that governs the cell dynamics, no detailed mechanisms of
SWCNT-polymer nanocomposites behaviour are needed. Some
level of abstraction may suffice so that interesting and useful
behaviour is still captured although not all the segment and
junction resistances and the currents in individual segments of
percolation paths formed by SWCNTs are considered.
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Figure 6. Plot of the concentration of SWCNTs in our model, see Section
IV for explanation.

Figure 7. Plot of the electric potential resulting from the voltages on
electrodes, stand-alone crosses correspond to the electrode voltages, see

Section IV for further explanation.

IV. MODEL AND SIMULATION

Let us consider a very simple model which captures the
properties described in Section III. A sample of material is
given as a blob of SWCNT-polymer nanocomposites dropped
over 16 electrodes placed in 4×4 array. Further, let us assume
that such system has been diced into a number of cells, as in
Figure 4. The cells are uniform and in a shape of a cube. Ap-
proximately 1.96·104 cells of 100×100×100µm3 dimensions
would account for a blob of 20µL of nanocomposites typically
used in our experiments. Let them be placed in a 140 × 140
grid of cells and position the array of electrodes in the centre
of the grid.

Lab samples are characterised by the concentration of
SWCNT. To make the model more realistic, let us assume
that the concentration is not uniform for all the cells: the cells
closer to the centre of the 140× 140 grid have slightly higher
concentration than the cells closer to the edges. Therefore, in
our model, for a given concentration, we multiply this value
with some weight which depends on the position of the cell
within the grid, as shown in Figure 6, for a simple case where
the concentration of 0.25 is multiplied by coefficients 1.5,
1 and 0.5 dependent on the cell position within the three
’rings’ around the central cells which contain electrodes, 1.5
corresponding to the closest to the centre.

Electric field is the result of the voltages on electrodes.
During EA runs, voltages on electrodes change thereby chang-
ing electric field as well. The electric field at certain location
determines electric potential of the location. Without going
into exact equations, let us assume that the value of the electric
field at some position within the 140 × 140 grid is given as
supersposition of the contributions from individual electrodes.
Further, for each contribution, the value of the electric field

Figure 8. Plot of the simulated current for the SWCNT concentration 0.25%
- only the cells which contain electrodes can conduct current but since no
percolation paths are formed with other cells, there are no current flows.

Figure 9. Plot of the simulated current for the SWCNT concentration 5% -
all cells in the system conduct current.

is dependent on the distance of the cell from that particular
electrode. Figure 7 shows a plot of the electric potential caused
by the electric field which is determined in the described way
for voltages on electrodes being some random numbers in the
range [0, 3]V . For each location (i, j) in the grid, the potential
is calculated as vij = 0.01 ·

∑16
k=1 vk ·

√
(i− ki)2 + (j − kj)2,

for an array of 16 electrodes in a 4× 4 matrix.

The change of the states of the cells is governed by the
physics of the material found in the cell. In our model, the
cell state is described as the collection of the states of the cell
sides (vi, ii), i = 1, 2, ..., 6, the state of the cell side given as a
pair of values (vi, ii) representing electric potential and current
at its location within the grid. The choice to describe the state
of the cell based on the states of its sides comes from the
fact that conductivity of the sample is calculated based on the
interactions between the neighbouring cells which can allow
for the current conduction if sufficient concentration of CNTs
is found at the cell boundaries so that conducting percolation
paths can be formed.

Let us consider a simple case where the physics is deter-
mined purely by the concentration of the SWCNTs in the cell
and some probability that the side of the cell will conduct.
In particular, a random number from a uniform distribution is
multiplied by the concentration of SWCNTs in the cell and if
such product is greater than the midrange of the distribution
interval, the current may flow and is set to 1, otherwise it is
set to 0. Figures 8 and 9 show the conductance of the material
for two corner cases when there is no current as no percolation
paths are formed due to a low concentration of SWCNTs and
when concentration of SWCNTs is so high that current flows
across the whole of material.
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V. DISCUSSION/CONCLUSION AND FUTURE WORK

In this paper, initial work on modelling conductivity of
SWCNT-polymer nanocomposites has been presented. The
novelty of the approach lies in it being based on two
paradigms: dynamical hierarchies and a cellular computation
model. Principles of hierarchies are used to find a suitable
approach to abstracting away details of the physics at a very
low level. A cellular computation model accounts for the
interactions between units of material - cells.

Initial sketch of the model shows that when it is used in
simulations, it yields the results which are intuitively expected:
higher concentrations of SWCNTs in nanocomposites lead
to more percolation paths formed and consequently more
current flows; different voltages on electrodes produce different
electric fields in the material; the material behaviour is based
on some underlying physics which can be abstracted to a
certain level, etc.

However, this initial sketch is still far away from the
model of the behaviour of the materials used in NASCENCE
experiments - it needs to be extended! We identify main
directions for future extensions:

• representation of the physics which drives the be-
haviour of the cell

• type of the cell which is best suitable

Could some of the existing models for CNT thin film tran-
sistors be used like in [19]? Or some of the models currently
investigated within the project (not published yet)? Or some
even higher level description? Simple cubes as presented at this
place are far from the real blob of material sample. Some other
shapes, e.g., dodecahedron are being considered. Also, the non-
uniformity of the cells is likely to be suitable for successful
models regarding size and content of the cell.

We are looking forward to addressing these challenges.
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Abstract—We report on observations of the behavior in single-

wall carbon nanotubes (SWCNTs) and polymer 

nanocomposites, which may indicate that the conductivity of 

this nanomaterial undergoes chaotic changes under certain 

circumstances. We present interesting material properties that 

can be used for (a) investigating non-linearity / chaotic 

behavioral properties of the material, (b) understanding the 

underlying physics that may be explored by evolution, and (c) 

identifying appropriate signal types (voltages, frequencies) 

suitable to stimulate the material and demonstrate a 

computationally rich behavior. The presented results show that 

the investigated material is particularly sensitive to specific 

frequencies, e.g., square waves, and suggest that different 

behavioral regimes may be achieved, e.g., uniform, stable, 

chaotic. This work is done within the NASCENCE project, 

whose goal is to find new materials suitable to perform 

computation. 

Keywords- Computation-in-Materio; Evolution-in-Materio; 

Evolvable Hardware; Chaos. 

I.  INTRODUCTION 

Traditional silicon-based computers are meticulously 
designed with a conventional top-down process. The 
miniaturization and engineering of such processors poses 
technological and economical challenges. In contrast, 
Evolution-in-Materio [1] [2] is a bottom-up approach where 
the intrinsic underlying physics of materials is exploited as 
computational medium. Different computational substrates 
have been previously explored [3] [4] [5]. The EU-funded 
NASCENCE project [6] investigates how nano-scale 
materials, e.g., carbon nanotubes / polymer composites, 
liquid crystals, and graphene, may be used and configured to 
produce computation. As such, the material blob is treated as 
a black-box and is interfaced to a traditional computer 
through a series of signals / wires which send inputs / 
configurations and read / interpret outputs. Evolutionary 
algorithms are the means of finding suitable configurations 
in order to “program” the material to solve a wanted 
function. Such a black-box hybrid approach has been shown 
successful for different problems, such as Traveling 
Salesman [7], logic gates [8], bin packing [9], machine 
learning classification [10], frequency classification [11], and 
function optimization [12]. At the current state of research, it 
is not clearly understood what the exploited underlying 
physical properties are and what is the best way of exploring 

them, e.g., number of input / outputs, types of signals (static 
voltages, sinusoidal waves, square waves). The solved 
problems serve as proof of concept that such an approach 
may be competitive in terms of computational time, size, and 
energy consumption, but scaling-up to solve bigger instances 
requires a better understanding. In other words the black-box 
needs to be opened. The number of used input electrodes, 
configuration signals, etc., is related to what part of the 
search and solution space is available for evolution to be 
exploited on the material, which may be critical for the 
success of any kind of computational task.  

There are several parameters that may have impact on 

evolvability and computational power. Those can be grouped 

in three macro-categories:  

 Intrinsic: this is related to internal properties of the 

molecules that compose the material, for example the 

type of used particles and their composition. This decides 
the physical properties that may be available to be 

exploited, e.g., conductivity, charge, etc. 

 External/Environmental: external stimuli that influence 

the material properties, such as current, temperature, 

light. Those can be of two types: controllable, e.g., 

evolved, or non-controllable. External inputs may have 

an impact and change the physical state of the material 

temporarily or permanently.  

 Construction: those are properties that are decided when 

the system is built and cannot be changed afterwards. As 

such, they may be said to be both external, i.e., 

construction choices, and internal, as they influence the 

intrinsic physical properties of the material, e.g., 

concentration of molecules, type of nanotubes (metallic, 

semi-conducting), electrodes material, size and pitch. 

As there are several variables to be explored, it is 
reasonable to acquire a better understanding of how the most 
relevant parameters impact the computational power of 
materials. The more we know about materials, the better they 
can be used for computations (or any other purpose we may 
want to use them for). 

This paper, which serves as a work-in-progress report, is 
organized as follows: Section 2 describes the investigated 
material and hardware platform. Section 3 relates the work to 
dynamic complex systems and chaos. In Section 4, the 
experimental setup is described and Section 5 presents the 

12Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-389-6

FUTURE COMPUTING 2015 : The Seventh International Conference on Future Computational Technologies and Applications

                            22 / 75



results and discussion. Section 7 concludes the paper 
together with planned future work. 

II. MATERIAL AND HW PLATFORM 

The current experiments are performed on a blob of 
single-wall carbon nanotubes (SWCNT) mixed with 
polybutyl methacrylate (PBMA) dissolved in anisole 
(methoxy-benzene). The material samples, supplied by 
Durham University, are prepared on 4x4 grids of gold micro-
electrode arrays with pads of 50μm and pitch of 100μm. The 
preparation is done by dispensing 20μL of material onto the 
electrode area (CNT concentration 0.53% of weight). This is 
baked for 30min at 90C; the solvent dries out and leaves a 
“thick film”. The substrate is cooled slowly over a period of 
1h. This process leaves a variable distribution of nanotubes 
across the electrodes. Carbon nanotubes are 30% conducting 
and 70% semi-conducting, while PBMA creates insulation 
areas within nanotube networks, which may allow non-linear 
current versus voltage characteristics.  

 

 
 

Figure 1. Sketch of nanotubes dispersed over electrodes. 

 

 
 

Figure 2. Electrode array slide plugged into connector. 

 
A sketch of randomly dispersed nanotubes over gold 

electrodes on a glass slide is shown in Figure 1. The glass 
slide on which the material and electrodes are placed is 
plugged into a connector as represented in Figure 2. Such 
connector is attached to a custom built hardware board called 
Mecobo [13] (designed and built at the Norwegian 
University of Science and Technology), which is connected 
to a host PC via USB. Such platform can be accessed 
remotely over the internet by a Thrift server. Figure 3 shows 
a Mecobo board with a connected material slide. An overall 
block diagram of the system is presented in Figure 4. 
Mecobo serves as interface for computer-controlled 
evolution of configuration signals (analog or digital) to 

stimulate the nanomaterial to solve computational problems. 
For more details on the Mecobo platform see [13]. 

 

 
 

Figure 3. Mecobo interface between nanomaterial and PC. 

 
In a typical experiment, the overall goal is to solve a 

computational task. Output signals are sampled from the 
material by the board and returned to the host computer 
which executes an evolutionary algorithm and calculates the 
fitness. The maximum sampling frequency is 50KHz. The 
input signals may be static voltages or square waves ranging 
between 400Hz and 25MHz. As the material is treated as a 
black-box, the input stimuli are used to exploit the 
underlying physics of the material blob. On the other hand, if 
we want to unveil the computational power of materials, how 
to better exploit them, and how to use them to solve 
problems of scaled-up complexity, a different approach is 
needed. As such, in the experiments herein we connect 
material slides to a Hewlett Packard 33120A 15MHz 
function / arbitrary waveform generator (used as input) and 
an Agilent 54622D 100MHz mixed signal oscilloscope (used 
as output). 

 

 
 

Figure 4. Experimental system block diagram. 

III. COMPLEX DYNAMIC SYSTEMS AND CHAOS 

Carbon nanotubes randomly dispersed in polymer 
solutions may be considered as a complex dynamic system 
where a huge number of tiny elements (nano-molecules) 
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interact at a local level and exhibit different emergent 
dynamics [14]. Such an emergent process cannot be 
understood by describing one of its parts alone but must be 
considered together with the massively parallel interactions 
among its parts. The idea of complex dynamic systems is 
connected with the notion of “edge of chaos” [15] [16], 
which may indicate maximum complexity and computational 
power. Computation may be said to occur in the vicinity of a 
phase transition between order, i.e., little dynamics / 
information processing and high memory / structure 
preservation, and chaos, i.e., no memory and plenty of 
dynamics. It may be argued that in order to have any 
complex computation, a balance between order and chaos 
needs to exist, i.e., edge of chaos.  Computation at the 
molecular level, i.e., computation-in-materio, may be able to 
produce considerably rich dynamics as the very essence of 
the material physics is exploited. This may allow to abstract 
computational properties and analyze the dynamics of the 
investigated substrates as trajectories and attractor basins 
[17]. 

IV. EXPERIMENTAL SETUP 

Evolving solutions to computational problems in the 
material requires interfacing to a computer (EA). Such 
interface is typically provided by the Mecobo board. 
However, when it comes to understanding the underlying 
properties of the material and relative responses, it may be 
necessary to use specific electronic test instruments, i.e., 
oscilloscopes and signal generators.  

 

 

 
 

Figure 5. Mecobo (left) vs. oscilloscope (right) at 1KHz (top) and 10KHz 
(bottom). Input ±3.3V, duty cycle 50%. 

 
Figure 5 presents the same square wave (±3.3V, duty 

cycle 50%) at a frequency of 1KHz (top) and 10KHz 
(bottom), sampled with Mecobo (left) at a frequency of 
25KHz and probed with the oscilloscope (right). It is visible 
that the material may show a charge / discharge transition, 
but the level of details is partially lost with Mecobo. As the 
operating input frequency may range between 400Hz and 
25MHz, while the maximum sampling rate is 50KHz, it is 
clear that physical properties of the material need to be 

investigated with an oscilloscope. On the other hand, when 
solutions ought to be discovered by an evolutionary 
algorithm, Mecobo acts as an interface, being able to 
produce different inputs, i.e. analog and digital, on different 
pins and read outputs at the same time.    

 

 
 

Figure 6. Schematics without Mecobo. 

 

 
 

Figure 7. SEM image of gold electrode arrays with different coverage of 
nanotubes. Adopted from [8]. 

 
The chosen experimental setup is shown in Figure 6, 

where the input probe (from the signal generator) is placed 
on pin #2 (IN) and the two output probes (to the 
oscilloscope) are connected to pins #9 (OUT1) and #7 (OUT 
2). The input / output pins have been chosen as there is the 
same electrode distance between gold pads within the 
material blob. Coverage of gold electrodes with randomly 
dispersed nanotubes varies and some of the electrodes may 
even be left with little or no coverage, as visible in the 
Scanning Electron Microscope (SEM) image in Figure 7.  

One of the expected results is to achieve different 

responses on different output pins, as the material from a 

macroscopic point of view has the following properties: 

 Varying capacitance between pin pairs; 

 Varying inductance between pin pairs; 

 Varying induced magnetic field, inducing current in 

other parts of the material; 

 Varying resistance between pin pairs; 

 Varying metal/semiconductor junctions, e.g. different 

coverage of carbon nanotubes on gold probes. 

V. RESULTS AND DISCUSSION 

Even if a single square wave input signal is used, the 
resulting output shows a rich variety of behaviors, more than 
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what may be achieved by a single static voltage or by a 
sinusoidal wave. As such, square waves may be better suited 
to penetrate the material and exploit the nanotube sub-
networks, which may be particularly sensitive to different 
frequencies. 

Figure 8 presents the experimental results. In particular, 
Figures 8(a) show several snapshots of the material response 
on two different pins at different frequencies, ranging from 
1KHz (Figure 8a1) to 14MHz (Figure 8a12). At 1KHz the 
signals may seem similar (a1), where the material charges-up 
and subsequently discharges, but at a zoomed-in resolution 
(a2) a voltage spike is visible on the second probe which is 
not present on the first probe. This is better visible at 5KHz 
(a3), 30KHz (a4) and 100KHz (a5), where it is possible to 
notice that on the rising front there is a sudden voltage 
increase/drop, as the material behavior is “supercapacitor-
like”. Starting from 500KHz (a6), which is also zoomed-in 
(a7), the second probe signal is similar to a square wave 
(most of the harmonic frequencies are passed) while the first 
probe acts more like a filter. In both cases, there is a 
resonance phase which results in a deterministic yet semi-
chaotic waveform. This may be the effect of some 
conducting sub-networks in the material that are enabled at 
specific frequencies and disabled at others. At 2, 5 and 8.5 
MHz the measured voltage decreases while frequency 
increases. At 10MHz (a11) a strange phenomenon is 
observed where both signals (it is more noticeable on the 
first) have a voltage increase, probably due to a feedback-
effect (some frequencies are fed again into the material by 
some nanotube sub-networks). At 14MHz (a12) the signal on 
the second probe is sinusoidal, i.e., only one harmonic 
frequency is present. As such, it may be concluded that with 
a single square wave input it is possible to observe a rich 
variety of behaviors while the frequency spectrum is 
traversed.  

As the system produces uniform, stable and semi-chaotic 
behaviors, it is of particular interest to visualize input-output 
responses and output-output relations, as to better understand 
traversed trajectories and attractors. For this purpose, XY 
plots are shown in Figure 8b, where OUT1 is plotted against 
OUT2 and Figure 8c, where IN is plotted against OUT1. In 
Figure 8b1, some orbits are present at 30KHz. Similar orbits 
are visible at 60KHz (b2) and 100KHz (b3), moving towards 
opposite corners to those where the impulse is. After each 
impulse, there is a semi-chaotic orbit which relaxes before 
the next impulse arises, as the semi-chaotic behavior is 
annihilated by the lack of energy in the material, until the 
next impulse. This may suggest that chaotic behavior may be 
present, yet particularly difficult to observe.  

Finally, we present XY plots between input and output, 
which represent the phase space of the system (input-output 
pin pair). Figure 8c1 is registered at 350Khz. Several 
oscillating orbits are present, which are zoomed-in at 2MHz 
(c2). Same effect is observed for frequencies up to 5MHz 
(c3) while for frequencies around 10MHz and higher we 
observe a hysteresis loop which may indicate that some 
saturation may have been reached in the material. Some sort 
of non-linearity seems present, which is always a good 
indicator that the system may achieve chaotic behavior.  

VI. CONCLUSION AND FUTURE WORK 

In this paper, we presented interesting properties of 
nanocomposites of single-wall carbon nanotubes and 
polymers. Such material blobs are investigated within the 
NASCENCE projects as one of possible novel computational 
substrates. Previous work has presented proof of concept for 
the solution of several problems, where the material blob was 
used as a black-box and interfaced to a computer running 
EAs through a custom developed board. Our approach was 
intended for investigating different behavioral responses 
when the material is stimulated with square wave voltages at 
different frequencies, with the goal of detecting non-linear 
and chaos-like behaviors. As such, signal generator and 
oscilloscope’s probes were connected to the material gold 
electrodes. This was done to understand underlying physical 
responses and suitable signal frequencies able to show 
computationally rich behaviors. The work in progress results 
are promising as a single square wave signal has been shown 
to produce a variety of responses dependent on pins and 
frequencies. Phase space plots have been presented with 
orbiting trajectories alternated to relaxed transients. 
Responses that may be exploited for evolution have been 
identified at rather low frequencies, in ranges below MHz.  

As future work we will continue our investigation to 
search for interesting responses and new methods for their 
analysis, in particular with the goal of determining whether 
chaotic behavior is present. The presence of chaos may be 
considered a benefit of the used computational materials, as 
the described theory on the computation at the “edge of 
chaos” may be plausible for computation at the molecular 
level, where the low physics of material are exploited. 

Another future direction is the modeling of different 
materials at different abstraction levels. Currently, cellular 
automata (CA) models of materials are considered. Such an 
approach has the advantage of representing different 
computational behaviors as trajectories and attractor basins, 
allowing measurements on computational complexity and 
computational power of materials.  
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Figure 8. Oscilloscope screenshots. 

(a) Voltage responses on 2 different pins with input square wave at different frequencies. 

(b) XY plots, X (OUT1) is plotted against Y (OUT2) at different frequencies. 

(c)  XY plots, X (IN) is plotted against Y (OUT1) at different frequencies.  
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Abstract— The Java garbage collector effectively avoids some 

security holes and improves the utilization rate of resources. 

Guaranteed reliability of the garbage collector is a challenge 

due to the complexity of the interaction between the collector 

and the user program; the highly abstracted garbage collector 

algorithms cannot reflect the real implementation details.  

System complexities have allowed dynamic analysis based on 

Design by Contract (DBC) to become an important method for 

ensuring software quality. Java Modeling Language (JML) 

inherits all the advantages of contractual design, and became a 

behavior interface specification language for Java. JML can be 

used to regulate module behavior and detailed design of Java 

programs. In this paper, we discuss the JML specifications for 

the functional requirements of the garbage collector in Hoare-

style. This approach can improve the reliability and 

correctness of the software system in the extent of real 

environments and run-time.   

Keywords- design by contract, Java Modeling Language, 

garbage collector. 

I.  INTRODUCTION  

A large number of existing research works have addressed 
validating various types of garbage collection algorithms. 
However, these works focus on highly abstract algorithms 
with little work on implementations. Birkedal, Torp-Smith, 
and Reynolds gave an informal proof of a copying garbage 
collector [1]. Russinoff mechanically verified an incremental 
garbage collector under abstracted memory and a user 
program without actual environmental and implementation 
details. Validated algorithms are not equivalent to executable 
programs [2]. Lin, Chen, and Li verified the incremental 
stop-the-world mark-sweep garbage collector, which is more 
complex [3]. However, the interactions between a user 
program and garbage collector do not typically exist for a 
stop-the-world garbage collector. 

Java Garbage Collector is an important component of a 
software system that can effectively avoid dangling pointer 
bugs, memory leaks, double free bugs, and can improve 
memory utilization [4]. Multi-threading makes possible for a 

concurrent incremental garbage collector. However, 
compared to a stop-the-world garbage collector, it is more 
complex and the reliability issue is more challenging. Java is 
an object-oriented language with inheritance, polymorphism, 
and dynamic binding properties. The program execution is 
no longer simply based on static typing and must now 
accommodate dynamic typing, meaning the type will not be 
known until execution time. This will introduce extra 
complexity to ensure program correctness. If the garbage 
collector process produces errors or exceptions, the user 
program will run into unpredictable consequences. 
Therefore, ensuring the reliability of the garbage collector is 
extremely important. 

Many practitioners utilize Design by Contract (DBC) to 
improve software quality. Java Modeling Language (JML) is 
a DBC implementation in Java, and is also a precise formal 
specification language for Java programs [5][6]. JML can 
accurately describe functional requirements and generate 
efficient testing cases which can avoid ambiguity and 
inaccuracies caused by natural language [7]. Formal interface 
specifications written in JML can also encourage automated 
testing. 

This paper discusses the validation and verification of an 
incremental mark-sweep garbage collector. The security 
interaction between the garbage collector and the user 
program is accurately described by applying JML 
precondition, postcondition, and invariants in Hoare-style 
logic. The JML runtime assertion will automatically perform 
formal verification to ensure the correctness of the garbage 
collector. This study focuses on real environment memory 
objects. The JML specification covers both normal and 
abnormal behavior, which can accurately describe the real-
time environment. The assertions are runtime execution, thus 
they can effectively handle polymorphic, inheritance and 
dynamic binding for object-oriented software. In our 
approach, program execution is not only the result of a 
function generation process, but also an assertion checking 
process. This approach can improve correctness and 
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reliability for the garbage collector, quickly position errors, 
and handle abnormal behavior during collection. 

The main contributions of this paper are listed as follows: 
(1) Using JML to verify the incremental mark-sweep 

garbage collector. JML, a Hoare-style syntax for pre- and 
postconditions and invariants, is a DBC implementation in 
Java. If the inputs meet the requirements, we should get the 
expected outputs. In more detail, if we take the parameters as 
inputs and returns as the outputs, then the responsibility of 
the caller (client) is to ensure that the correct parameters are 
provided, while the obligation of the supplier is to ensure the 
correct results are returned. 

 
(2) Verifying the write barrier of the garbage collector 

using JML. The verification can avoid incorrect operation 
due to memory access and modification by the user program, 
to improve the correctness of the interaction between the 
garbage collector and the user program. 

 
(3) Improve simplicity and understandability of the 

program function code. By separating the original program 
function code from the DBC checking code using JML, the 
program function code no longer mingles with DBC code 
block, thus avoiding unnecessary confusion. Also, the 
postcondition failure can easily locate errors. Improvement 
of algorithm reliability, as well as code understandability, 
can be achieved. 

The rest of the paper is organized as follows: Section 2 
describes JML and examples. Section 3 describes the 
garbage collector and write barrier algorithm using JML. 
Section 4 establishes the capabilities of the garbage collector 
in detail. Finally, Section 5 points out the conclusion and 
future work. 

II. INTRODUCTION TO JML 

A. Features of JML 

JML specifications are written as Java annotation 
comments in the source files, and can be compiled with any 
Java compiler. These specifications are more abstract 
without logic implementation and thus can increase the 
modularity and accuracy of the source code [7][8]. By using 
DBC ideas, JML inherits all of its advantages, and is an 
excellent specification language: 

(1) Documentation. JML provides semantics to formally 
specify interface, behavior, and detailed design. Java 
modules with JML specifications can be compiled with any 
Java compiler, making JML well suited for documenting 
reusable components, libraries, and frameworks [8]. 

(2) Clear Obligation. Pre- and postconditions separate the 
obligation. A precondition error indicates that the user's input 
does not meet the conditions, while a postcondition error 
indicates the procedural methods do not meet the 
requirement [9][10]. 

(3) High Efficiency. Since each execution of pre- and 
postconditions checks will consume resources, JML can turn 
off these checks to avoid unnecessary consumption of 
resources. This mechanism can decrease the cost of 
debugging and testing.    

(4) Modular Reasoning. JML is abstract so that by 
reading the formal specification of a method its function is 
understood with no need to go inside other referenced 
methods (JML modular reasoning). JML modularity brings 
the benefits of easy understanding, but shields the details. 
The user will cannot understand the contents due to the lack 
of corresponding information. 

In addition, the quantifier, specification inheritance, and 
pre-process can make the specification more accurate. Java 
modules with JML specifications can describe a method or 
class’s anticipated behavior, without affecting the normal 
code while compiling. This can provide an early detection of 
incorrectness to improve the security of a system. Finally, 
Java modules with JML specifications can be compiled 
unchanged with any Java compiler. Various verification 
tools, such as a runtime assertion checker and the Extended 
Static Checker (ESC/Java) are available to aid the 
development. If the program does not implement the 
specification, JML throws an unchecked exception to explain 
that the program violates the specification. 

B. JML Syntax and Examples 

      JML is a behavioral interface specification language for 

Java modules. JML provides semantics to describe the 

behavior of a Java module, preventing ambiguity with the 

module designers' intentions. Developers use JML to write 

classes and interfaces in the form of specifications. Each of 

the methods and interfaces written in accordance with the 

functional requirements is a JML formal specification. 

Developers must consider specific context of the system 

within which the method is running. The more precise the 

specification is, the more correctness will be achieved. 

    The example below illustrates JML usage and how it 

ensures reliability of a program. Assume class 

CustomerManager can manage all customer information of 

class BasicCustomerDetails. CustomerManager provides 

users with the add() method to create new customers. When 

a clear requirement of the add() method is available, we can 

develop JML specification as follows: 

 

/*@ public normal_behavior 

@ public invariant count>=0; 

@  requires !theManager.idActive(theCustomer); 

@  assignable theManager; 

@  ensures  

@    theManager.count==\old(theManager.count+1); 

       @      theManager.idActive(theCustomer); 

       @*/ 

public void add(BasicCustomerDetails theCustomer); 

  
Figure 1. JML example. 

   

   JML invariant assertion count is always greater than or 

equal to zero. Class CustomerManager’s invariant count is 
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true under all circumstances. In line 3, the keyword requires 

starts the precondition followed by a precondition assertion,  

@ requires !theManager.idActive(theCustomer); 

 

    The precondition has to be true; otherwise, the caller is 

not able to call this method. This shows that in order to 

legally call add() to add theCustomer, theCustomer.id 

should be inactive. This will be asserted during runtime. 

Keyword assignable can modify the variable theManager. 

Keyword ensures introduces the postcondition which should 

be true after the execution, otherwise there are errors in the 

implementation of the add() method. In this case, the 

postcondition includes two assertions,  

@theManager.count==\old(theManager.count+1); 

       @theManager.idActive(theCustomer); 

 

    The first assertion ensures count is incremented by 1. The 

expression \old indicates that the count value is the value 

before calling add(). The second assertion indicates the 

customer ID is now active. The pre- and post-conditions are 

specified as: 

 

(1) If the customer ID is already active, the same 

customer cannot be added; 

(2) Increasing the customer count will make the 

customer ID active.  

   Violation of either one or both will be considered as 

illegal and prohibited. If the add() method implementation 

did not follow JML specification, we would get error 

debugging feedback like the following: 

  

    By reading the debug feedback, we can get the following 

information: 

 

(1) The application is stopped in an object; 

(2) The object is theManager of class CustomerManager; 

(3) The error occurred when calling the add() method;  

(4) The error is a violation of a precondition of add(); 

(5) The violation is idActive; 

(6) The BasicCustomerDetails object (theCustomer) caused 

the error when passed as an argument; 

(7) The call sequence causes the problems: The 

changeCustomer method of the CustomerManagerUif class 

(Customer Manager user interface) calls the add() method of 

the CustomerManager class; 

 

    In summary, we conclude that the CustomerManagerUif 

class's changeCustomer method is the problem: it is trying 

to add() an activated ID of the BasicCustomerDetails object, 

which is illegal. 

    In supporting the design by contract without slowing 

down the program execution, the contract testing can be 

manipulated by turning it on or off according to customer 

need. 

III. MARK-AND-SWEEP GARBAGE COLLECTION 

A. Garbage Selection Algorithm 

The mark-and-sweep algorithm is based on tracing 
through the working memory, which includes a mark phase 
and sweep phase. In the mark phase, the collector does a tree 
traversal of the entire “root set”, marking all reachable 
objects, while the remaining memory cells are unreachable. 
During the sweep phase, unreachable objects are returned to 
the free list. The most notable disadvantage is that the entire 
system must be suspended during collection, also known as a 
stop-the-world event. In order to avoid this halting 
interruption, we adopted an interleaved garbage collector and 
user program which is called incremental collection. In our 
approach for JML specification, we also adopted tri-color 
marking, which divides the heap node into black, gray, and 
white sets. The tri-color method can be performed “on-the-
fly”, without halting the system for significant time periods. 

 
(1) The black set is the set of reachable objects that the 

garbage collector has visited and all their referenced objects.  
(2) The gray set is the set of reachable objects the 

garbage collector has not visited; or, visited but not all their 
referenced objects; or, the reference relationship has been 
changed by the user program.  

(3) The white set is the set of unreachable objects the 
garbage collector has not yet visited. At the end of the 
tracking phase, these are the garbage. 

  
The garbage collection process is divided into mark, 

sweep, and idle phases. During the mark phase, each object 
in memory has a flag (a single bit) reserved for garbage 
collection and a stack data structure to achieve the tri-color 
abstraction: 1) a marked object not in the stack is considered 
black; 2) a marked object in the stack is considered gray; 3) 
an unmarked object not in the stack is white. Although 
additional data structures needed for the mark phase will 
increase the memory space required for the collector, they 
will also shorten the time used for marking survived objects 
in the stack. If the stack is not empty, every time a gray 
object is visited, the garbage collector will mark all the non-
black objects that are referenced by the current object to 
grey, and mark the current object to black. This process will 
continue until the number of visited objects meet the thresh 
value, and go to the sweep phase. In the sweep phase, not 
only the white objects are recycled, but also all the black 
objects are marked white for the next round before entering 
the idle phase. Once the empty space in the stack is less than 
the thresh value, a new mark phase is started again. 
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Figure 2. User programs violate garbage collection. 

 

B. The Write Barrier 

The role of the write barrier is to prevent error caused by 
a changed reference graph from the user program. Figure 2 
shows the user program has changed pointer A to point to 
object C, and we do not know if there are other references to 
object B. If the objects B and C at the end of the mark phase 
are still white, then the garbage collector must ensure they 
are marked, otherwise they will be treated as garbage in the 
sweep phase. In this case, an object needs to be protected by 
a write barrier. Otherwise, there must be an object that is still 
reachable by the user program but is marked white. Thus, 
two conditions must be met at marking phase: 

(1) A reference to a white object is written to a black 
parent object, and this is the only reference to this white 
object. 

(2) The original reference to the white object is 
eliminated. 
   An object is retained if one or both of the conditions failed. 
We used Dijkstra’s algorithm for color updating. Every time 
a reference to a white object is created, regardless of the 
color of its parent, this white object is marked gray. When 
the collector traverses the heap, there will be no reference 
from a black object to a white object. For a reachable white 
object, there must be a path from gray to white. When the 
collector traverses the stack, condition 1 will fail. This is the 
solution for the communication between the user program 
and the collector. 

IV. GARBAGE COLLECTOR JML SPECIFICATION 

   The JML specification for the garbage collector is 
discussed in this section. Assume the pointerSet is the 
memory set for the garbage collector, including white, gray, 
black, and free sets. The freeList is a linked list used to store 
the recycled idle objects. The stack together with the flag bit 
is used for marking the objects. The detailed JML 
specification of the garbage collector is as follows: 

/*@   require p.getAddr()>=ST&&p.getAddr()<=ED; 

         @   assignable p.color,stack;  

         @   ensures  p.getColor()==Color.BLACK; 

         @           stack.peek()==p; 

         @          stack.count==\old(stack.count+1); 

         @ also 

         @   requires  p.getAddr()<ST||&p.getAddr()>ED; 

         @   assignable \nothing; 

         @   signals_only IllegalArgumentException; 

         @*/ 

       public void markField( /*@non_null @*/ Pointer p); 

 
 

Figure 3 JML specification for the markField. 

    The markField function has a constraint that the non_null 
parameter passed is not an empty pointer. If the pointer 
address is not within the address space managed by the 
collector, assignable \nothing cannot modify the stack, 
otherwise it is painted gray. According to the coloring, set p 
flag and push to the stack. The function returns the top 
element, stack.peek() which is p, and the number of 
elements in the stack increases by 1, which is 
\old(stack.count) plus 1. 

 

/*@requires phase==Phase.MARK&&stack.count==0; 

  @  assignable Phase; 

@  ensures phase==Phase.MARK; 

@         \not_modifed(stack); 

@         \not_modifed(pointSet); 

@         \not_modifed(freeList); 

@also 

@  requires phase==Phase.MARK&&stack.count>0; 

  @           (\forall Pointer p; 

@              pointerSet.contains(p)&&p.getcolor==Color.BLACK; 

@                p.accessible(root)); 

 @  invariant NumMark>=MARKNUM&&NumMark<=MARKNUM; 

@  assignable Phase,stack,pointSet.color,pointSet.Field; 

  @  ensures (numMark==MARKNUM&&phase==Phase.MARK); 

  @          (\forall Pointer p; 

@            pointerSet.contains(p)&&p.getcolor()==Color.BlACK; 

@    p.getField1().getcolor()==Color.BlACK&&p.getField1==stack.peek()&& 

@    p.getField2().getcolor()==Color.BlACK&&p.getField1==stack.peek())); 

@*/ 

public void mark(); 
 

Figure 4. JML specification for the mark function. 
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    The precondition of the mark() function is that garbage 

collection is in the mark phase, and the operations are 

dependent on the status of the stack. When the stack is 

empty, that means no nodes need to be visited, and no 

operations need to be done, thus the garbage collection goes 

to the sweep phase directly. If the stack is not empty, the 

mark stage is started. The assumption is that all the black 

and gray objects are reachable by the root.  Each time a top 

element (a black node) is popped, all its referenced objects 

need to be marked gray, and the number of marked objects 

increases until reaching the threshold value. In the mark 

phase, the pop and push operations modify the stack, the 

flag, and the address space, while other variables that are 

not declared in the assignable remain unmodified. This 

ensures that the mark process did not modify the user 

information, idle list, or the current sweep position in the 

main memory. 

/*@  invariants numSwept>=0&&numSwept<=SWEEPNUM; 

  @  invariants sweepCur>=START&&sweepCur<=END; 

@  requires phase==Phase.SWEEP&&START<=p.getAddr()<=END; 

@  assignable freeList,pointSet.color;  

  @  ensures numSwept=SWEEPNUM; 

@      (\forall Pointer p;START<=p.getAddr()<=sweepCur&& 

@        \old (p.getColor()==Color.BLACK);p.getcolor==WHITE) 

  @           (\forall (Pointer p;sweepCur<=p.getAddr()<=END&& 

@       \old (p.getColor()==Color.BLACK);p.getcolor==BLACK) 

  @             (\forall (Pointer p;START<=p.getAddr()<=sweepCur&& 

@      \old(p.getColor()==Color.BLACK);p.getcolor==WHITE&& 

@     freelist.getlast()==p&&p.freeField<==>TRUE); 

@also  

  @  requires  phase==Phase.SWEEP&&p.getAddr()>=END; 

@  ensures phase==phase.IDLE; 

@*/ 

public void sweep(); 
 

Figure 5. JML specification for the sweep function. 

 

Similar to the mark() function, the precondition for the 

sweep() function is that garbage collection is in the sweep 

phase. Its task is to recycle a certain number (SWEEPNUM) 

of garbage.  The invariant keyword describes, during sweep 

the numSwept (already swept objects) and sweepCur 

(current sweep address) should both be within the valid 

range. Changing in \old(p.getColor) (before call) and 

p.getColor (after call) means all the objects before 

sweepCur are swept. For the objects after sweepCur, 

p.getColor remaining unchanged means the objects were not 

visited. By setting the second identification bit p.freeField 

we can check whether the garbage is in the free list. The 

assertion Freelist.getlast () == p verifies if it is indeed 

recycled in the free list. Finally, all the visited black objects 

are marked white for the next round sweep. 

Garbage collector calls the corresponding functions 

according to phase status. Whether to start the next round of 

mark-sweep is based on the number of idle objects 

(FREENUM). The garbage collector constantly monitors the 

memory to make judgments. When the size of the free list, 

freelist.size, is less than the threshold, the start_marking 

function sets phase to mark status. The sweepCur starts 

scanning from low address and marks the root node to mark 

phase. Its JML specification is as follows: 

 

/*@ requires freelist.size()<FREENUM&&phase==Phase.IDLE; 

  @ ensures sweepCur==START; 

  @         phase=Phase.MARK; 

  @        root.color==Color.BLACK; 

  @       root==stack.peek(); 

  @      stack.size=\old (stack.size+1); 

@*/ 

public void startMarking(); 

  
Figure 6. JML specification for start_marking().  

 

     In order to make the garbage collector and the user 

program interact properly, the allocate() function needs not 

only to allocate space to the user program from the free list, 

but also needs to avoid treating objects as garbage in the un-

swept address segment. After assigning space to the user 

program (\result is assigned starting address), the length of 

the free list and the number of the idle objects (numfree) 

will both be reduced. Marking objects after sweepCur black 

can ensure the unprocessed objects are not treated as 

garbage. 
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/*@ requires freelist.size()>0; 

  @ assignable freelist,pointSet.color; 

  @ ensures \result=\old(freelist.getFirst()); 

  @         freelist.size()=\old(freelist.size()-1); 

  @         numfree=freelist.size(); 

  @        (\result.getAddr()<sweepCur;||(\result.getAddr()>=sweepCur&& 

@          \result.getColor==Color.BLACK;) 

  @*/ 

public void allocate ( ); 

  
Figure7. JML specification for allocate function  

 

The assignable constraint in the write barrier only 

changes the color of the node, while data in memory is not 

changed before or after the execution of write barrier. As 

long as there is a pointer from black to white in the stack, 

the white are marked gray to ensure the user program will 

not interfere with the execution of the garbage collector. 

 

/*@ requires phase=Phase.MARK; 

  @ assignable stack,pointSet.color; 

@ ensures (\exist Iterator it; PointerSet.iterator()>=START/(sizeof)(Pointer) 

@      &&PointerSet.iterator()<=END/(sizeof)(Pointer)&& 

@ \old(it.getcolor==Color.BLACK)&&\old(it.next().getColor==Color.WHITE); 

@   it.next().getColor==Color.BLACK&&stack.count=\old(stack.count+1)&& 

@     stack.peek()==it.next()); 

*@/ 

public void djikstraStroe(Pointer field,Pointer val); 

 
Figure 8. JML specification for djikstraStore(). 

 
The examples shown above illustrate that the JML 

specification can efficiently specify the pre- and 
postconditions for the mark, sweep, and write barriers of the 
garbage collector. Based on the system requirements, the 
JML specification can be applied to the entire garbage 
collector to improve the correctness and reliability. 

 

V. CONCLUSION AND FUTURE WORK 

 
    We discussed the JML specification for the interaction 
between the garbage collector and the user program. The 
assertion is based on DBC pre- and postconditions in Hoare-
style logic. This study focuses on real environment memory 
objects without abstraction, which is more reliable to some 
extent. The JML specification covers both normal and 

abnormal behavior which can accurately describe the real-
time environment. Runtime execution of the assertions is 
more suitable for object-oriented software. In our approach, 
program execution is not only the result of a function 
generation process, but also an assertion checking process. 
This approach can improve correctness and reliability for the 
garbage collector, quickly position errors, and handle 
abnormal behavior during collection. For the future, we will 
focus more on DBC implementation in JML, improve 
accuracy for describing various types of garbage collectors, 
and their implementation on generational concurrent garbage 
collectors. 
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Abstract— Transition from mainframe computers to personal 

computers marked a new important step in computer 

technology. Here, we suggest a new transition from personal 

computers to personal computing networks that, as proven in 

scientific literature, they can be more powerful and efficient in 

computation. An efficient tool for personal computing 

networks is the Distributed Intelligent Managed Element 

(DIME) network architecture, which extends the conventional 

computational model of information processing networks, 

allowing improvement of the efficiency and resiliency of 

computational processes. This approach is based on organizing 

the process dynamics under the supervision of intelligent 

agents that, knowing the intent of the underlying process, is 

able to optimize its execution. In this paper, we will discuss 

about main ideas, structural features and tentative applications 

of personal computing networks and will explain why the 

DIME network architecture is suitable to build them.  

Keywords- personal computer; personal computing network; 

Oracle; DIME network architecture; structural operation;  

connectivity; modularity. 

I.  INTRODUCTION  

After their creation, electronic computers existed in the 
form of a mainframe computer where the end user's requests 
are filtered through operating staff, or a time sharing system 
in which one large processor is shared by many individuals. 
A new important step in computer technology followed with 
the transition from mainframe computers to personal 
computers intended for interactive individual use, as opposed 
to time sharing access to mainframe computers.  

Efficiency of personal computers has grown very fast and 
contemporary personal computers are more powerful than 
gigantic mainframe computers, which existed in the past. 
However, people need to solve more and more complex 
computational problems. To do this, engineers build more 
and more efficient and fast computers, develop new 
architectures such as Grid and Cloud Computing [1] [2] [3] 
while programmers write more and more complex 
distributed software systems [4] [5] [6] [7]. 

Here we suggest a new computational paradigm, which 
presuppose the transition from personal computers to 
personal computing networks (PCN), a set of distributed 
resources provisioned on demand (often provided by 
different service providers) that may have global reach using 
private and public clouds. The goal of PCN is to solve 

computational problems of the user with a specific goal with 
appropriate resources throughout the computation life-cycle 
to maintain optimal or desired availability, performance, 
security, compliance and cost.  

As it is proved in [8], computation using networks of 
computers can be more powerful and efficient than 
computation using an individual computer. Being an 
efficient environment for concurrent computations, this 
approach will unleash a revolution of new possibilities in 
computer technology and applications of computers. 

An efficient tool for PCNs is the distributed intelligent 
managed element (DIME) network architecture [9] [10] [11] 
[12] [13], which extends the conventional computational 
model of information processing networks, allowing 
improvement of the efficiency and resiliency of 
computational processes. This approach is based on 
organizing the process dynamics under the supervision of 
intelligent agents that, knowing the intent of the underlying 
process, is able to optimize its execution. 

The DIME network architecture (DNA) utilizes the 
DIME computing model with non-von Neumann parallel 
implementation of managed Turing machines with a 
signaling network overlay adding cognitive elements to 
evolve super recursive information processing, for which it is 
proved that they improve efficiency and power of 
computational processes.  

The aim of this paper is to explain why the DIME 
network architecture is suitable to build PCNs. The paper is 
organized as follows. Section II of this paper, describes the 
main ideas, structural features and tentative applications of 
PCNs. Section III describes how it is possible to build PCNs 
with assured distributed resources throughout the 
computation life-cycle based on the DIME network 
architecture. In Section IV, we apply theoretical models to 
study properties of PCNs, while in Section V, some 
conclusions are considered and directions for future work are 
suggested. 

II. PERSONAL COMPUTING NETWORKS 

Here we review the main ideas, structural features and 
tentative applications of PCNs. 

There are different approaches to the PCN architecture. 
The goal of a PCN is to allow the user to work with a 
network of computers in a similar way to working with a 
single computer. The simplest solution is to form a 
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computing network and to provide access to each of its 
computers for the user. 

However, to interact with a personal distributed network 
of computers at the same time is an unmanageable task. That 
is why to achieve this goal, it is necessary to have a special 
machine, which on one hand, provides an efficient interface 
for the user, while, on the other hand, manages functioning 
of all computers, called basic network computers, in the 
PCN. We call such a machine the network Oracle because it 
has to be more powerful and have more information that the 
basic computers in the PCN. 

There are different modes how the network Oracle can 
manage the basic network computers. Here we consider three 
prime modes of such a management: 

1. Information supply 

2. Control 

3. Supervision 

Definition 1. Information supply of the network Oracle is 
the function of the Oracle in Turing machines where the 
computing machine from time to time goes to the Oracle to 
get information in the form of data that the Oracle already 
has. 

Definition 2. When the network Oracle A controls 
functioning of the basic computers from its network, A 
monitors these computers all the time changing, if 
necessary, functioning of any of these computers. 

Definition 3. When the group Oracle A supervises 
functioning of the basic computers from its network, A 
interacts with these computers from time to time, verifying 
if the functioning of any of them is correct, providing 
necessary data and allocating instructions for  forthcoming 
work. 

Possible applications are: 

A. Information search. 

Each basic network computer from a PCN uses a specific 
search engine for its task. For instance, one computer uses 
Google, another utilizes Yahoo while the third one applies 
Microsoft’s Bing. After each search cycle, the network 
Oracle collects the most relevant results from all basic 
computers, excluding repetitions and reorganizing data. Then 
it transmits the results to the user and assigns new tasks to 
the basic network computers. In such a way, the user 
receives more relevant and organized information. 

When it is necessary to find information about different 
objects, e.g., different terms, each basic network computer 
can explore only one object. As a result, the PCN performs 
search in a parallel mode decreasing time of the search. 

B. Computer simulation. 

Each basic network computer from a PCN uses a specific 
simulation algorithm or/and simulation technique for its task. 
After each simulation cycle, the network Oracle collects the 
obtained results from all basic computers, excluding 
repetitions, eliminating irrelevant information and 
reorganizing data. Then, it transmits the results to the user 
and assigns new tasks to the basic network computers. In 

such a way, the user receives more relevant and organized 
information. 

When it is necessary to simulate different systems, e.g., 
air currents and ocean currents, each basic network computer 
can simulate only one system. As a result, the PCN performs 
simulation in a parallel mode decreasing time of the 
simulation. 

III. DIME NETWORK ARCHITECTURE AS A BASIS FOR 

PERSONAL COMPUTING NETWORKS 

The DIME network architecture introduces three key 
functional constructs to enable process design, execution and 
management to improve both resiliency and efficiency of 
computing networks: 

1. Machines with an Oracle 
2. Blue-print or policy managed fault, configuration, 

accounting, performance and security monitoring 
and control 

3. DIME network management control overlay over 
the managed Turing Oracle machines 
 

A. Machines with an Oracle 

Executing an algorithm, the DIME basic processor P 

performs the {read  compute  write} instruction cycle or 

its modified version the {interact with external agent  read 

 compute  interact with external agent  write} 
instruction cycle. This allows the external agent to influence 
the further evolution of computation, while the computation 
is still in progress. We consider three types of agents: 

(a) A DIME agent. 
(b) A human agent. 
(c) An external computing agent. 
 
In a PCN, we use DIME with several basic processors 

The DIME agent plays the role of the network Oracle in its 
PCN, while the basic DIME basic processors function as the 
basic computers from this network. 

It is assumed that a DIME agent knows the goal and 
intent of the algorithm (along with the context, constraints, 
communications and control of the algorithm) the DIME 
basic processor is executing and has the visibility of 
available resources and the needs of the basic processor as it 
executes its tasks. In addition, the DIME agent also has the 
knowledge about alternate courses of action available to 
facilitate the evolution of the computation to achieve its goal 
and realize its intent. Thus, every algorithm is associated 
with a blueprint (analogous to a genetic specification in 
biology), which provides the knowledge required by the 
DIME agent to manage the process evolution. An external 
computing agent is any computing node in the network with 
which the DIME unit interacts. 
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B. Blue-print or policy managed fault, configuration, 

accounting, performance and security monitoring and 

control 

The DIME agent, which uses the blueprint to configure, 
instantiate, and manage the DIME basic processor executing 
the algorithm uses concurrent DIME basic processors with 
their own blueprints specifying their evolution to monitor the 
vital signs of the DIME basic processor.  

It also implements various policies to assure non-
functional requirements such as availability, performance, 
security and cost management while the managed DIME 
basic processor is executing its intent. Figure 1 shows the 
DIME basic processor (executing its “Algorithm & Turing 
Machine Instruction Cycle”) and its DIME agent 
(performing “FCAPS monitoring of Application health). The 
DIME agent extends the basic processor capability adding 
the “Check with Oracle” operation: this allows the DIME 
agent to infuse to the underlying basic processor new 
knowledge, stored as the blueprint [15] and coming from 
both local information, collected by the DIME agent itself, 
and global information, received from the network of oracles 
through the signaling channel. 

 

C. DIME network management control overlay over the 

managed Turing Oracle machines 

In addition to read/write communication of the DIME 
basic processor (the data channel), other DIME basic 
processors communicate with each other using a parallel 
signaling channel. This allows the external DIME agents to 
influence the computation of any managed DIME basic 
processor in progress based on the context and constraints. 
The external DIME agents are DIMEs themselves. As a 
result, changes in one computing element could influence the 
evolution of another computing element at run time without 
halting its Turing machine executing the algorithm. The 

signaling channel and the network of DIME agents can be 
programmed to execute a process, the intent of which can be 
specified in a blueprint. Each DIME basic processor can 
have its own Oracle managing its intent, and groups of 
managed DIME basic processors can have their own domain 
managers implementing the domain’s intent to execute a 
process. The management DIME agents specify, configure, 
and manage the sub-network of DIME units by monitoring 
and executing policies to optimize the resources while 
delivering the intent. 

 
Figure 2 shows the DIME network architecture 

implementation for a process with different hardware, 
functions and an evolving structure used to attaining the 
intent of the process. This architecture has following benefits 
from current architectures deploying virtual machines to 
provide cloud services such as self-provisioning, self-repair, 
auto-scaling and live-migration: 

1. Using DNA same cloud services can be provided at 
application and workflow group level across physical or 
virtual servers. The mobility of applications comes from 
utilization of the policies implemented to manage the intent 
through the signaling network overlay over the managed 
computing network. Applications are moved into static 
Virtual Machines or physical servers with given service 
levels provisioned. 

2. Scheduling, monitoring, and managing distributed 
components and groups with policies at various levels de-
couple the application/workflow management from 
underlying distributed infrastructure management systems. 
The vital signs (CPU, memory, bandwidth, latency, storage 
IOPs, throughput and capacity) are monitored and managed 
by DIMEs, which are functioning similar to the Turing 
Oracle Machines. 

 
 
 

Figure 1. The distributed intelligent managed element (DIME) is a managed Turing Oracle Machine endowed with a 

signaling network overlay for super recursive policy based DIME network management 
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While implementing the monitoring and management of 
the DIME agent, the DIME network monitors and manages 
its own vital signs and executing various policies to assure 
availability, performance and security. At each level in the 
hierarchy, a domain specific task or workflow is executed to 
implement a distributed process with a specific intent. In 
Figure 2, each web component has its own policies and the 
group has the service level policies that define its 
availability, performance and security. Based on policies, the 
elements are replicated or reconfigured to meet the resource 
requirements based on monitored behavior. 

In essence, the DIME computing model infuses sensors 
and actuators connecting the DIME basic processor with the 
DIME agent to manage the DIME basic processor and its 
resources based on the intent, interactions and available 
resources. Higher level policy managers are used to 
configure, monitor and manage the intent of a network of 
lower level managed basic processors. 

The DIME network architecture has been successfully 
implemented using both Linux and Parallax [9][10][14], an 
operating system designed to support natively the DIME-
based approach. More recently, a product based on DIME 
network architecture was used to implement auto-failover, 
auto-scaling, and live-migration of a web based application 
deployed on distributed servers with or without virtualization 
[15]. 

The mobility of the applications is provided by using the 
Oracle interrupt to control the down-stream processes. The 
global knowledge of down-stream process activity allows the 
higher level Oracles to reason and affect changes to the 
down-stream process dynamics. In addition to read/write 
communication of the basic automaton (the data channel), 
the Oracles manage different basic automata communicating 
with each other using a parallel signaling channel. This 
allows the external Oracles to influence the computation of 
any managed basic automaton in progress based on the 

context and constraints just as a Turing Oracle is expected to 
do.  

The Oracle uses the blueprint to configure, instantiate, 
and manage the automaton and executing the algorithm. 
Utilization of concurrent automata in the network with their 
own blueprints specifying their evolution to monitor the vital 
signs of the DIME basic automaton and to implement 
various policies allows the Oracle to assure non-functional 
requirements such as availability, performance, security and 
cost management, while the managed DIME basic 
automaton is executing its task to achieve its goal and realize 
its intent. 

The external Oracles represent DIME agents, allowing 
changes in one computing element influence the evolution of 
another computing element at run time without stopping its 
basic automaton executing the algorithm. The signaling 
channel and the network of the Oracles can be programmed 
to execute a process whose intent itself can be specified in a 
blueprint. Each basic automaton can have its own Oracle 
managing its intent, and groups of managed basic automata 
can have their own domain managers implementing the 
domain’s intent to execute a process. The management 
Oracles specify, configure and manage the sub-network of 
DIMEs by monitoring and executing policies to optimize the 
resources while delivering the intent. The DIME network 
implementing the Oracles is itself managed by monitoring its 
own vital signs and executing various FCAPS (i.e. Fault, 
Control, Accounting, Performance and Security) policies to 
assure availability, performance and security. 

An Oracle is modeled by an abstract automaton that has 
higher computational power and/or lower computational 
complexity than the basic automaton it manages. For 
instance, the Oracle can be an inductive Turing machine, 
while the basic automaton is a conventional Turing machine.  

 
 

Figure 2. A managed application network with super recursive global, local and process level policy management with 

a signaling control network overlay 
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It is proved that inductive Turing machines have much 
higher computational power and lower complexity than 
conventional Turing machine [16][17][18]19]. 

DIME agents possess a possibility to infer new data and 
knowledge from the given information. Inference is one of 
the driving principles of the Semantic Web, because it will 
allow us to create software applications quite easily. For the 
Semantic Web applications, DIME agents need high 
expressive power to help users in a wide range of situations.  

To achieve this, they employ powerful logical tools for 
making inferences. Inference abilities of DIME agents are 
developed based on mathematical models of these agents in 
the form of inductive Turing machines, limit Turing 
machines [16] and evolutionary Turing machines 
[18][20][21][22]. 

Figure 3 shows a DNA workflow of a web application 
running on a physical infrastructure that has policies to 
manage auto-failover by moving the components when the 
vital signs being monitored at various levels are affected. For 
example if the virtual machine in the middle server fails, the 
service manager at higher level detects it and replicates the 
components in another server on the right and synchronizes 
the states of the components based on consistency policies. 
A similar schema, described in details in another work [15], 
is adopted for handling (live) migration and (auto) scaling-
out. 

Figure 4 shows, in details, how a network of Oracles can 
be deployed in order to allow the user/developer of the 
application to have full control over an application. A user (a 
developer of a web service in this case) can provision 
resources by defining the intent of the global Oracle and use 

multiple Oracles at various levels to implement, monitor and 
manage the life-cycle of each component of the web 
application The DIME network architecture allows 
components to be developed and composed into services, 
deploy them, monitor the resources and their behavior and 
take corrective actions to fulfill the intent. 

In conclusion, the PCNs distinguish themselves with the 
following properties: 

1. On-demand service provisioning with required 
resources, 

2. Auto-failover based on policies,  
3. Stateful or stateless application migration and 
4. End-to-end service visibility and control to assure 

availability, performance and security. 
Users can create application components and compose them 
into service workflows and execute them on available 
distributed resources with dynamic service assurance. 

 

IV. CAPABILITIES OF PRIVATE COMPUTING NETWORKS 

Let us assume that it is possible to model the group 
Oracle and each computer from its group by a Turing 
machine. Results from [16] allow us to prove the following 
result. 

Theorem 1. If the network Oracle A works in the 
recursive mode and controls functioning of basic network 
computers in the recursive mode, then it is possible to 
model the network functioning by a Turing machine. 

 

 

 

Figure 3. A Web application suite deployed using DIME network architecture with policies to monitor and manage the 

service availability, performance and security using auto-scaling, auto-fail-over and live migration 
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Figure 4. PCN for a Web Application 

 

Results from [16] allow us to prove the following results. 

Theorem 2. If the network Oracle A working in the 
recursive mode supervises functioning of basic network 
computers, then the supervised network can be more 
powerful than any Turing machine even if all basic network 
computers function in the recursive mode and A does not 
have noncomputable information. 

Theorem 3. If the network Oracle A has recursively non-
computable information, then the supervised network can be 
more powerful than any Turing machine. 

V. CONCLUSION 

Three innovations are introduced, namely, the parallel 
monitoring of vital signs (CPU, memory, bandwidth, latency, 
storage IOPs, throughput and capacity) in the DIME, 
signaling network overlay to provide run-time service 
management and machines with Oracles in the form of  

DIME agents. This allows interruption for policy 
management at read/write in a file/device allow self-repair, 
auto-scaling, live-migration and end-to-end service 
transaction security with private key mechanism independent 
of infrastructure management systems controlling the 
resources and thus, provide freedom from infrastructure and 
architecture lock-in. The DIME network architecture puts the 
safety and survival of applications and groups of applications 
delivering a service transaction first using secure mobility 
across physical or virtual servers. It provides information for 
sectionalizing, isolating, diagnosing and fixing the 
infrastructure at leisure. The DIME network architecture 
therefore makes possible reliable services to be delivered on 
even not-so-reliable infrastructure. Modeling this 

architecture by grid automata allows researchers to study 
properties and critical parameters of semantic networks and 
provides means for optimizing these parameters. Future 
work will investigate specific predictions that can be made 
from the theory for a specific DIME network execution and 
compare the resiliency and efficiency using both recursive 
and super-recursive implementations.  
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Abstract- In this paper, a genetic algorithm (GA) is considered 

for assessing the effect of Million Volt-Ampere Reactive 

(MVAR) power injection via shunt capacitors in optimizing the 

electrical power loss for a real hydrocarbon industrial plant. 

The subject plant electrical system consists of 275 buses, two 

gas turbine generators, two steam turbine generators, large 

synchronous motors, and other rotational and static loads. The 

minimization of power losses objective is used to guide the 

optimization process, and, consequently, the injected power in 

the grid is monitored. First, the optimal locations of MVAR 

injection will be identified using a voltage stability index. The 

potential of power loss optimization with and without MVAR 

injection versus the base case will be discussed in the results. 

The results obtained demonstrate the potential and 

effectiveness of the proposed approach to optimize the power 

consumption in both scenarios (with and without MVAR 

injection). Also, in this paper a cost appraisal for the potential 

daily, monthly and annual cost saving in both scenarios will be 

addressed. 

 
     Keywords-genetic algorithm, power loss optimization, 

electrical submersible pump, hydrocarbon facility, British thermal 

unit (BTU), millions of standard cubical feet of gas (MMscf).  

 

I. INTRODUCTION 

Since 2009, an environment of urgency was created to 

deal with the exponential increase of the domestic energy 

used in the kingdom of Saudi Arabia. All stockholders since 

then are working together in many initiatives sponsored by 

the government of the kingdom to address the optimization 

and the efficiency improvement of energy in all utility 

sectors, especially, the electrical generation sector. The 

kingdom international commitment to reduce the CO2 

emission was another driver for energy optimization in the 

kingdom.  Optimizing the oil usage for electrical generation 

is also for the benefits of the oil producing countries.  The 

optimization of the energy sector will support the 

development of downstream petrochemical industries and 

other very promising industries. In addition, the need of 

shaping the high annual rate increase of energy demand 

becomes a major concern for most of the developing 

countries. For example, in Saudi Arabia, the annual electric 

demand increase is around 8% [1]. All these pressing critical 

issues push many countries to develop nationwide strategies 

for enhancing the electricity generation efficiency, reduce 

loss and invest in the renewable energy development.  

In light of the aforementioned challenges and others, GA 

was addressed in literature for optimizing the electrical 

power  

system loss. Optimizing the power loss of virtual IEEE 

system models, improving the performance of the GA by 

adapting different crossover and mutation techniques and 

creating a hybrid GA by combining it with other techniques, 

such as the swarm particles and Fuzzy logic, were among the 

many techniques addressed in literature. None of the 

previous studies addressed the application of GA in 

optimizing the power loss of real h hydrocarbon facility with 

small system footprint, shorter lines, large machines, 

combined cycle’s generation and large load.  [2]-[9].  

Generally, there are three approaches to solve the real 

power loss optimization problem by optimizing the reactive 

power flow. The first approach applies sensitivity analysis 

and gradient-based optimization algorithms by linearizing 

the objective function and the system constrains around 

operating points [10]. The gradient-based methods are 

usually subjected to be trapped in local minima which makes 

the obtained solution not optimal. Moreover, sensitivity 

factors calculation is a time consuming process.  The second 

approach uses a nonlinear programming technique [11]. This 

approach has many disadvantages such as long execution 

time, insecure convergence properties and algorithmic 

complexity. The third approach utilizes heuristic methods to 

search the solution space for the optimal solution. This 

approach is promising as it can overcome the possibility of 

trapping in local minima [9]. 

This paper considers an existing real life hydrocarbon 

central processing facility electrical power system model for 

assessing the potential of system loss minimization using the 

GA for two scenarios: without and with MVAR injection. In 

section 2 of the paper the problem will be formulated as 

optimization problem with equality and inequality 

constrains. Also, the voltage stability index will be 

introduced. In section 3, the GA will be employed to solve 

this problem. In section 4, the paper study scenarios will be 

developed. Finally, in section 5 the results technically and 

economically will be evaluated. 
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II. PROBLEM FORMULATION 
 

The problem formulation consists of three parts: the 

development of the objective functions, the identification of 

the system electrical constrains to be met; equality and 

inequality constrains; and the calculation of all load buses 

stability index (L-Index).  

 

A. Problem Objective Functions 

 

The objective function is to minimize the real power loss 

J1 (PLoss) in the transmission and distribution lines. This 

objective function can be expressed in term of the power 

follow loss between two buses i and j as follows: 

           J1 = PLoss = ∑  𝒈𝒌 [ 𝑽𝒊
𝟐 + 𝑽𝒋

𝟐 − 𝟐  𝑽𝒊𝑽𝒋 𝐜𝐨𝐬(𝜹𝒊 − 𝜹𝒊)] 
𝒏𝒍

𝒌=𝟏
            (1) 

 

Where nl is the number of transmission and distribution 

lines; gk is the conductance of the k
th

 line, Vi i  and Vj j   

are the voltage at end buses i and j of the k
th

 line, 

respectively  [12] [13]. 

 

The real power injected (PRInject) in the utility grid at Bus# 

1 was monitored as J1 evolves. It is expected that PRInject will 

be maximized since it is inversely proportional to J1; a 

decrease in the J1 results in an increase in PRInject.  

 

B. Problem Equality and Inequality Constrains  

 

The system constrains are divided into two categories: 

equality constrains and inequality constrains [9][13]. Details 

are as follows: 

 

B.1  Equality Constrains 

 

These constrains represent the power load flow 

equations. The balance between the active power injected 

PGi, the active power demand PDi and the active power loss 

Pli at any bus i is equal to zero. The same balance apply for 

the reactive power QGi, QDi , and  Qli. These balances are 

presented as follows: 

 

                                 PGi− PDi −  Pli = 0                                            (2) 
 

                                 QGi− QDi −  Qli = 0                                          (3) 

 

The above equations cane be detailed as follow: 

  

PGi− PDi−𝑉𝑖 ∑  𝑽𝒋 [ 𝐺𝑖𝑗𝑐𝑜𝑠(𝛿𝑖 − 𝛿𝑗) + 𝐵𝑖𝑗 sin (
𝑵𝑩

𝒋=𝟏
𝛿𝑖 − 𝛿𝑗)] = 0        (4) 

 

QGi − QDi−𝑉𝑖 ∑  𝑽𝒋 [ 𝐺𝑖𝑗𝑠𝑖𝑛(𝛿𝑖 − 𝛿𝑗) − 𝐵𝑖𝑗 cos (
𝑵𝑩

𝒋=𝟏
𝛿𝑖 − 𝛿𝑗)] = 0    (5) 

 

where i = 1,2,…,NB;NB is the number of buses; PG and QG 

are the generator real and reactive power, respectively; PD 

and QD are the load real and reactive power, respectively; Gij 

and Bij are the conductance and susceptance between bus i and bus 

j, respectively.   

 

B.2  Inequality Constrains 

 

These constrains represent the system operating 

constrains posted in Table III and they are as follow:  

a. Generator and synchronous motor voltages; VG and 

VSynch; their reactive power outputs; QG and QSynch.  

b. The transformers taps. 

c. The load buses voltages VL.  

Combining the objective function and these constrains, the 

problem can be mathematically formulated as a nonlinear 

constrained single objective optimization problem as 

follows: 

 

Minimize J1   
Subject to: 

                                         g(x,u) = 0                                   (6) 

                                         |h(x,u)| ≤ 0                                  (7) 

where: 

x:   is the vector of dependent variables consisting of load  

bus voltage VL, generator reactive power outputs QG and 

the Synchronous motors reactive Power QSynch. As a 

result, x can be expressed as 

            x
T
= [VL1..VLNL, QGi…QGNG, QSynchi…QSynchNSynch]       

(6) 

u:  is the vector of control variables consisting of generator 

voltages VG, transformer tap settings T, and synchronous 

motors voltage VSynch. As a result, u can be expressed as 

                 u
T 

= [VG1..VGNL, T1…TNT, VSynch1..VSynchNL]             

(8) 

 

g: are the equality constrains. 

h: are the inequality constrains. 

 

C. Voltage Stability Index (L-Index)  

 

 The L indicator varies in the range between 0 (the no 

load case) and 1, which corresponds to voltage collapse. This 

indicator uses the bus voltage and network information 

provided by the power flow program to measure the stability 

of the system. The L indicator can be calculated as given in 

[14]. For a multi-node system 

 

                                 
bus bus bus

I Y V                           (9) 

 

By segregating the load buses (PQ) from generator buses 

(PV), (8) can be written as: 
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      [
𝑰𝑳

𝑰𝑮
] =  [

𝒀𝟏 𝒀𝟐

𝒀𝟑 𝒀𝟒
]  [

𝑽𝑳

𝑽𝑮
]                        (10) 

 

       [
𝑽𝑳

𝑰𝑮
] =  [

𝑯𝟏 𝑯𝟐

𝑯𝟑 𝑯𝟒
]  [

𝑰𝑳

𝑽𝑮
] =  [

𝒁𝑳𝑳 𝑭𝑳𝑮

𝑲𝑮𝑳 𝒀𝑮𝑮
]  [

𝑰𝑳

𝑽𝑮
]       (11) 

 

where  

VL , IL are load buses voltages and currents 

VG , IG are Generator buses voltages and currents 

H1 ,H2 ,H3 ,H4 are submatrices generated from Ybus Partial 

Inversion 

ZLL ,FLG , KGL ,YGG  are submatrices of H-matrix 

 

Therefore, a local indicator Lj can be worked out for each 

node j similar to the line model 

 

                                  Lj = |𝟏 −
∑  𝑭𝒋𝒊𝒊  𝑮  𝑽𝒊

𝑽𝒋
|              (12) 

 

For a stable situation the condition Lj ≤ 1 must not be 

violated for any of the nodes j. Hence, a global indicator L 

describing the stability of the whole system is given by: 

                     Lmax= MAXjL |𝟏 −
∑  𝑭𝒋𝒊𝒊  𝑮  𝑽𝒊

𝑽𝒋
|         (13) 

 

where L is the set of load buses and G is the set of 

generator buses.  

 
III. THE PROPOSED APPROACH 

A. Electrical System Model Data Collection  

 

The research electrical models system parameters were 

gathered and categorized in tables to be ready for developing 

the simulation model of the system. The gathered parameters 

include the followings: 

a. Generators type, voltage and capacity, including active 

and reactive capacity curves reflecting the operation 

limitations such as stator and rotor thermal limitations. 

b. The Generators BTU/kW equation and cost equation. 

c. Utility power system parameters (swing bus); bus voltage 

and short circuit MVA. 

d. System buses voltage constrains.  

e. Lines parameters, including the lines resistance, 

reactance, capacitance, length and voltage.  

f. Transformers parameters including primary voltage, 

secondary voltage, voltage taps, size and impedance. 

g. The large synchronous motor parameters, including 

active and reactive power curve reflecting the operation 

limitations such as stator and rotor thermal limitations. 

h. The large induction motor and the electrical submersible 

pumps (ESPs) parameters such as the active and reactive 

power demands. 

i. The lumped load Thousand Voltage-Ampere (KVA) 

rating. All loads except the motor rated > 5000 Horse 

Power (HP) and the ESP are modeled as lumped load. 

B. Optimal Locations of the Shunt Capacitors  

 

The L index described in (13) was employed to identify 

the most sensitive load buses with regard to voltage stability. 

These most sensitive load buses were selected for shunt 

capacitors connection.  

C. Generic Algorithm Implementation    

 

The implementation of the developed GA technique can 

be summarized in the following steps: 

1) Generate initial populations of chromosomes; each 

chromosome consists of genes and each of these genes 

represents either transformer tap settings, synchronous 

motors voltages, the generators voltages or shunt 

capacitors MVAR values. 

2) Assign fitness to each chromosomes as follows; 

a. Use the Newton-Raphson method to calculate the real 

power losses for each population [15]. 

b. Identify if the voltage constrains are satisfied.  

c. Identify if the Synchronous machines (generators and 

motors) capacity limitations are met.  

d. Assign fitness values to the populations that meet the 

voltage constrains; the population best power loss 

value (J1) divided by the base case power loss value. 

e. Assign penalty values to those populations that do not   

meet the voltage constrains; constant value (0.05). 

3) Identify the best population with its associated 

chromosomes that has the best objective function value 

and store it.  

4) Identify the chromosomes parents that will go to the 

mating pool for producing the next generation via the 

Random Selection method. This method works by 

generating two random integer numbers (each represents 

a chromosome). Then, these two randomly selected 

chromosomes fitness values are compared and the one 

with the better fitness value will go into the mating pool. 

This randomly selected chromosomes mechanism will be 

repeated until the population in the mating pool equals to 

the initial chromosomes population [16].   

5) Perform genes crossover for the mating pool parents via 

the Simple Crossover method [16]. In this method, the 

offspring chromosomes are generated by establishing a 

vertical crossover position for parent’s chromosomes and 

then crossover their genes.  

6) Perform gene mutation for the mating pool parents after 

they have been crossed over; the Random Mutation 

method was implemented [16]. In this method, the 

offspring chromosomes genes are mutated to new ones 

randomly from the genes domain. 
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7) Go to Step #2 and repeat the above steps with the new 

populations generated from the original chromosome 

parents after being crossed over and mutated.  

8) Each time, identify the best population and compare its 

fitness value with the stored one; if it is better (meeting 

the objective function), replace the best chromosomes 

with the new ones. 

9) The loop of generation is repeated until the best 

population with its associated chromosomes, in terms of 

minimum real power loss, is identified or the maximum 

number of generations is met. The flow chart of the 

proposed approach implemented is shown in Figure 1. 
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Figure 1.  The GA algorithm evolution process flowchart 

IV. STUDY SCENARIOS 

In this paper, three scenarios were studied: the base case 

scenario (system as usual), the optimal case scenario without 

MVAR injection, and the optimal case scenario with MVAR 

injection. In the optimal cases the best system parameters 

(chromosomes) that meet the minimum objective function 

(J1) are obtained. 

A.  Base Case Scenario 

 

Normal system operation mode was simulated to be 

benchmarked with the two optimal scenarios. Following are 

some of the normal system operation mode parameters: 

1) The utility bus and generators terminal buses were set at 

unity p.u. voltage. 

2) All the synchronous motors were set to operate very 

close to the unity power factor.   

3) All downstream distribution transformers and the captive 

synchronous motors transformers; off-load tap changers; 

were put on the neutral tap. 

4) The causeway substations main transformers taps were 

raised to meet the very conservative voltage constrains at 

these substations downstream buses; ≥ 0.95 p.u. Refer to 

Table I below. 

TABLE I 

 THE SELECTED FEASIBLE TRANSFORMERS TAPS VALUE 

Substation Number Transformer Tap 

Causeway Substation#1 +3 (1.019 p.u.) 

Causeway Substation#2 Neutral (1.0 p.u.) 

Causeway Substation#3 +3 (1.019 p.u.) 

Main Substation Transformers +1 (1.006 p.u.) 

 

B. Optimal Case Scenario without MVAR injection 

 

To optimize the elevation process time the unfeasible 

transformers tap values (genes) were not selected. In other 

words, the genes values were limited to certain taps around 

the neutral taps out of the all taps full range; ±16 taps. Table 

II below posts the selected range of the transformers tap 

values and the percentage of the voltage change for each tap. 

 
TABLE II 

 THE SELECTED TRANSFORMER TAP FEASIBLE GENES VALUE 

Description Upper Tap Lower Tap 

Main Transformers +8 (0.625% ) -4 (0.625%) 

Causeway Main Transformers +8 (0.625%) -3 (0.625%) 

Captive Motors/Distribution Transformers +1 (2.5%) -1 (2.5%) 

Generator Step-up Transformers +5 (1.25%) -4 (1.25%) 

 

An initial 200 populations of feasible chromosomes 

(individuals) which meet both the buses voltage and 

synchronous machine reactive power constrains were 

identified. These feasible populations are associated with the 

first optimal scenario; without MVAR injection. The feasible 

populations with their associated chromosomes were subject 

to the GA evolutionary process of 20 generations guided by 

the objective function J1. The PRInject was monitored as J1 

evolved.  The GA process was set with 90% crossover 

probability and 10% mutation probability. The system 

parameters and the objective function value associated with 

the optimal solution of this scenario were identified. 

 

C. Optimal Case Scenario with MVAR injection 

 

The evolutionary process was optimized via the same 

method employed in the second case scenario. Another 

initial 300 populations of feasible individuals were identified 

in for the second optimal scenario; with MVAR injection. In 

this scenario, MVAR shunt capacitors are connected to the 

preselected buses; refer to Table IV. In this case, the MVAR 

chromosomes are extended to include MVAR injection 

considered as control variables. The feasible populations 

with their associated chromosomes were subject to 20 

generation of GA evolutionary process. The crossover and 
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mutation probability were set equal to those in the scenario 

without MVAR injection: 90% and 10%, respectively.  

 
V.  RESULTS AND DISCUSSIONS 

 
The results from the three scenarios, base case, without 

MVAR injection and with MVAR injection, will be analyzed 

in two categories: the system parameters analysis and the 

economic analysis.  

 
A. System Parameters Analysis  

 

The hydrocarbon facility simplified electrical system 

model, which is studied in this paper, is shown in Figure 2. 

 

Figure 2.  Simplified electrical system of the hydrocarbon processing facilty 

 

The system inequality constrains are posted in Table III.  

 
TABLE III 

 SYSTEM INEQUALITY CONSTRAINS  

Description Lower Limit Upper 

Limit 

GTG Terminal Voltage (VGTG) 90% 105% 

STG Terminal Voltage (VSTG) 90% 105% 

GTG Reactive Power (QGTG) Limit  -62.123 
MVAR 

95.72 
MVAR 

STG-1 Reactive Power (QSTG) Limit -22.4 MVAR 20.92 

MVAR 

STG-2 Reactive Power (QSTG) Limit -41.9 MVAR 53.837 
MVAR 

Captive Synch. Motors Terminal Voltage  90% 105% 

Synch. Motors Terminal Voltage (VSychn) 90% 105% 

Causeway downstream Buses Voltage  95% 105% 

All Load Buses Voltage 90% 105% 

Main Transformer Taps +16 (+10% ) -16 (-10%) 

Generators Step-Up Transformer Taps +8 (+10% ) -8 (-10%) 

Base on the substation load buses stability index rank, the 

selected buses for shunt capacitors connection, together with 

the potential MVAR values, are posted in Table IV.  

   
TABLE IV 

 THE SELECTED BUSES FOR MVAR INJECTION 

Substation Number Bus Number Potential MVAR 

Substation#2 13 and 28  [8  8.5  9  9.5  10] 

Causeway Substation#1 102 and 113 [1.5 2 2.5 3 3.5] 

Causeway Substation#2 124 and 137 [2  2.5  3] 

Causeway Substation#3 148 and159 [2  2.5  3] 

 
The evolution of the objective function (J1) and PRInject 

values over the GA process is captured in Figure 3. The 

benchmark for the system real power loss and the injected 

power in the grid is demonstrated in Figure 4. There are 

0.202 Million Watts (MW) and 0.203 MW reduction in the 

system loss between the base case, the no MVAR and with 

MVAR optimal cases sequentially. The same amount of MW 

were injected in the grid for both scenarios.  

 
Figure 3.  J1 and PRInject value convergent for 10 generations 

 

The system for the two optimal cases demonstrates an 

improvement in the system buses p.u. voltage profile, which 

increases the robustness of the system (Figure 5).  

 

Figure 4. System power loss and injected power benchmark 
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Figure 5.  The main system buses’ voltage benchmark 

The paper shows there is not much power loss reduction 

associated with MVAR injection scenario compared to the 

no MVAR injection scenario [17] due to the system stiffness 

and its small footprint. 

 

B. Economic Analysis  

The avoided cost due to the optimization of the system 

power loss is demonstrated in Figure 6 at daily, monthly and 

annual bases. The annual cost avoidance based on natural 

gas cost of $3.5 per MMscf is around $60,300/year and 

$60,400/year for the no MVAR and with MVAR optimal 

cases sequentially when compared to the base case. 

 

Figure 6.  The system power loss cost 

 

The revenue due to the power injection in the grid at both 

scenarios is shown in Figure 7.  

 
Figure 7.  Revenue due to power injection in the grid 

 

The figure illustrates the potential of the optimal 

scenarios in increasing the revenue using $37.3 MWh tariff 

rate; $65,200/year for the no MVAR optimal case and 

$65,500/year for the with MVAR optimal case benchmarked 

to the base case.      

 
VI. CONCLUSION AND FUTURE WORK 
 

This paper presented the potential of minimizing the 

power system loss for a real-life hydrocarbon facility using 

the GA base approach considering no MVAR and with 

MVAR injection scenarios. Consequently, the increase in the 

injected power to the grid due to the loss optimization was 

also captured. The paper demonstrated that the reduction of 

power loss associated with MVAR injection is minimum. 

The economic advantages of the optimal scenarios modes 

versus the base mode were highlighted in this paper. The 

economic advantages of the with MVAR injection scenario 

compared to the no MVAR scenario did not support the 

shunt capacitor installations as the advantages are minimal. 

Improvement to the system buses voltage profile was shown 

to be a byproduct of the system power loss optimization. 

Future study may need to address the effectiveness of 

different selection, crossover and mutation methods in 

optimizing the system   loss through GA evolutionary 

process. 
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Abstract—We present a new method for network 
configuration and management in pervasive computing systems 
inspired by the Chemical Affinity theory. We coined our 
approach C2A2: Chemistry-inspired, Context-Aware, and 
Autonomic management system for networked objects. The 
hypothesis behind C2A2 is that by paralleling the model of 
interaction that takes place between atoms during a chemical 
reaction, a form of collective intelligence emerges among system 
components enabling them to achieve a common global objective 
while relying primarily on preferences expressed at the individual 
level. In C2A2, both physical and logical entities in the network are 
modeled as atoms with varying levels of affinity toward each 
other. Network reconfiguration is realized by breaking existing 
bonds between atoms and establishing new ones based on inter-
atom affinities, which change continuously in response to context 
dynamics. Context is seen as having either a catalytic or inhibiting 
effect on reactions and is used to guide bond creation in favor of 
reactions that are most suitable to the situation at hand. Bonds 
are established by exchanging messages between atoms using a 
protocol that leverages the Affinity Propagation algorithm, which 
is used in C2A2 as a reaction execution engine. Finally, we use 
simulation to evaluate the performance of C2A2 in clustering and 
task assignment in wireless sensor networks. 

Keywords-affinity propagation; bio-inspired computing; 
chemical affinity; context awareness; Internet-of-Things; networked 
objects; pervasive computing. 

I. INTRODUCTION 
In this paper we propose a new approach to network 

configuration and management in pervasive computing 
systems inspired by the Chemical Affinity theory, which was 
the key concept in the development of the idea of chemical 
equilibrium. The hypothesis behind our work is that by 
paralleling the model of interaction that takes place among 
atoms during a chemical reaction, we enable a form of 
collective intelligence to emerge among nodes, enabling them 
to achieve a common global objective while relying primarily 
on local decisions. 

The objective of our work is to enable effective multi-
mission Smart Cyber-Physical Spaces (CPSs) that are context-
aware, adaptable, autonomic, and efficient. This would 
eventually allow for self-managing CPSs capable of hosting 
multiple applications operating in different contexts with 
competing demands, whereby for each context the system 
optimizes its different parameters to the situation at hand. We 
have coined our system C2A2 (short for Chemistry-inspired, 
Context-Aware, and Autonomic management system for 
networked objects). In C2A2, context-awareness goes beyond 
affecting the operational state of the system to guiding its self– 
management, configuration, and optimization. Chemical 

Affinity and Affinity Propagation [3] –inspired techniques for 
self-management make the ability to serve multiple concurrent 
goals efficiently an intrinsic property of the network – one that 
doesn’t require special handling. 

The motivation behind our work stems from the observation 
that a certain degree of congruence exists between the 
structure and interaction dynamics in a pervasive computing 
system and their analogues in several natural ecologies. 
Adding to that the possibility of modeling ecology dynamics 
using chemical reactions – which, as pointed out in [31], has 
been proven in [9] and [10] – this motivated us to explore the 
possibility of using the concept of chemical affinity to model 
different interaction patterns that take place in a pervasive 
computing system. The heterogeneous nature and rapidly 
changing structure of networks that underlie future pervasive 
computing environments require individual system 
components to posses a high degree of autonomy and 
adaptability. We believe that by incorporating the concepts of 
chemical affinity, affinity profiles, and affinity propagation as 
outlined in the remainder of this document, we can achieve a 
system that possesses such qualities. The notion of chemical 
affinity emphasizes the individuality of each system 
component, allowing it to freely express the services it can 
offer to the rest of the system, as well as what it needs to 
consume from other components in order for it to function 
properly. This emphasis on individuality is essential in a 
ubiquitous environment where the relationship between 
different actors in the system is often based on a supply and 
demand model. Moreover, the flexibility provided by allowing 
each entity in the system to dynamically vary its affinities 
toward other entities allows for fine-grained adaptation and 
provides a means for subsuming context dynamics into system 
operation. Finally, the utilization of affinity propagation 
permits the system to explore different solutions concurrently 
in the search space of any given problem, allowing for a sort of 
collective intelligence to emerge as individual entities take 
local decisions that serve high-level objectives. 

The contributions of this work lie in the utilization of the 
following techniques in order to realize the aforementioned 
system characteristics: 
• Chemical affinity –inspired collective intelligence: we 

introduce the notion of perceiving a CPS as a dynamic 
chemical solution and utilize the concept of chemical 
affinity to model the interactions between its components. 
Each node in C2A2 is governed by a mutable affinity profile, 
which determines its affinity to other entities in the system, 
such as events, tasks, users, or other nodes. Affinity profiles 
allow nodes to take individual decisions that ultimately 
serve a global system objective, and they serve to provide a 
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flexible interconnection framework, which plays a central 
role in realizing self-organization. 

• Affinity propagation: we reutilize the Affinity Propagation 
clustering algorithm [3] as a reaction execution engine, 
which we then use for executing different network 
configuration and management tasks. Affinity Propagation 
is a clustering algorithm that relies on exchanging messages 
between data points to compute pair-wise similarities, which 
are then used to recursively combine similar points together. 
The algorithm need not be initialized with exemplar points, 
which is advantageous in dynamic environments where new 
resources might join or leave the system at any time. 
The remainder of this paper is organized as follows. Section 

II provides some background on the chemical affinity theory 
and presents an overview of the related work in literature. 
Section III discusses the C2A2 system. Section IV presents a 
number of case studies and an experimental evaluation of the 
system performance. Finally, Section V concludes the paper 
and discusses future work. 

II. BACKGROUND AND RELATED WORK 
A common feature among most – if not all – natural 

computing models that draw their inspiration from the 
chemical reaction metaphor, is that the system state is 
represented as a fluid in which reagents of different types 
move freely and interact with each other according to 
predefined reaction rules. Developing concrete applications 
based on this concept requires mature models of computation 
that can be used to encode real-life problems using the 
chemical formalism and describe programs to solve them, as 
well as runtime systems that can actually execute these 
programs. The former field of study has seen significant 
research activity, ushered by the Γ language by Banatre et al 
[18] and continued through various other works such as the 
Chemical Abstract Machine by Berry et al [1], the Molecular 
Dynamics model by Bergstra et al [19], Membrane Computing 
(P Systems) by Păun [2], and more recently in the Biochemical 
Tuple Spaces model by Viroli et al [20]. Some of these works 
contributed incremental improvements over previous models 
while others offered entirely new approaches, but all have 
served to present the chemical metaphor as a mature and viable 
option for modeling computational processes, especially for 
applications where concurrency and self-organization are two 
necessary characteristics. However, despite the progress on 
this front, not as much attention has been given to the runtime 
systems on which chemical computing models can be executed 
[21]. 

The earliest runtime system for a chemical machine is 
perhaps the one described in [18], where an implementation of 
the Γ language on a massively parallel machine (aka the Γ-
machine) is proposed. In order to evaluate a Γ program, the 
runtime system has to perform two tasks: (a) search for 
reagents that satisfy reaction conditions (in other words, 
determine which reactions to fire), and (b) applying the actions 
associated with fired reactions on the system. It can easily be 
shown that a roughly similar breakdown of tasks would also 
apply to any other runtime, not just the Γ-machine. The first 
task requires solving an NP-hard optimization problem, and 
with C2A2, we attempt to put forward a practical, efficient, and 
scalable solution to this problem. 

Existing runtime systems employ different approaches to 
address this problem. One approach can be described as the 
search-and-match approach, and it usually relies on some data 
structure that stores information about reagents and reaction 
rules where a search algorithm is then used to find reagents 
that satisfy the left-hand side conditions of any given reaction. 
The implementation proposed for the Γ-machine in [18] falls 
under this category. However, it can be considered more of a 
proof of concept as it assumes a number of processors equal to 
the number of reagents, which would be faced by strict 
scalability limits in reality. Additionally, it only considers one 
form of reactions (more specifically, reactions that take exactly 
two input values and produce two output values), which would 
impose further constraints on the practicality of this approach. 
More efficient methods belonging to this category have also 
been proposed, such as The Chemical Machine by Rajcsányi et 
al [22], which relies on the more sophisticated RETE pattern-
matching algorithm [23]. 

Another approach that is mainly used for simulation but is 
also used in some runtime systems is the computational 
chemistry approach. Methods belonging to this category rely 
on algorithms that have long been used by theoretical chemists 
to solve many quantitative chemical problems using simulation 
with acceptable accuracy. Several algorithms have been 
developed under this category and which have been improving 
in efficiency over time, such as Gillespie’s First Reaction 
Method [24], the Next Reaction Method by Gibson et al [25], 
Slepoy et al’s constant-time Monte Carlo algorithm for 
simulating biochemical reaction networks [26], ALCHEMIST 
[27] and others. These methods offer a statistically correct 
depiction of the evolution of species concentration in a 
chemical solution over time, which is necessary in applications 
that rely on accurate simulation of the laws of chemical 
kinetics. 

These two approaches have different points of strength and 
weakness. The search-and-match approach can be used to 
model the behavior of a self-organizing system in terms of 
microscopic interactions among its lowest-level components, 
which makes it a more versatile tool for modeling a wide range 
of applications. On the downside, it offers limited control on 
the macroscopic behavior of the whole system [28]. The 
computational chemistry approach on the other hand offers 
greater control over the macroscopic behavior of the system, 
which allows for better overall stability and predictability, but 
only if the target application lends itself easily to this 
approach, such as the case studies given in [27, 29, 30, and 28]. 
With C2A2, we aim to combine some of the advantages of 
these two approaches. 

III. THE C2A2 SYSTEM 
Before we’re able to utilize the chemical metaphor in our 

target domain, we must first map some key elements that 
would allow us to mirror the more complex operations that 
require interaction and cooperation among such elements. At 
the lowest level, the most basic building block of interest to us 
is the atom, which is paralleled by an individual entity in the 
modeled system (e.g. network node, event, user, etc.). Atoms 
from different elements possess distinct qualities, resulting in 
different affinities toward atoms from other substances. When 
an atom combines with other atoms, either from the same or 
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different substance, a molecule is formed, which represents a 
higher-order structure. The counterpart in the network would 
be a group of cooperating nodes that are structurally less 
attached to the rest of the network – for instance, a cluster 
within a clustered network, or a group of nodes assigned to a 
particular task. A molecule can be defined as a specific 
configuration of bonds among atoms of particular elements. In 
the network, such bonds are paralleled by network 
connections, where connections between nodes belonging to 
the same cluster (intra-cluster) mirror the intra-molecular 
forces holding a molecule together, and connections among 
different clusters (inter-cluster) would be similar to the weaker 
inter-molecular forces that exist between different molecules. 

The objective of the network is to restructure itself by 
optimizing bond selection between nodes in order to better 
serve the tasks presented to it. The network is described as 
stable if no such bonds are in the process of being formed. By 
establishing all necessary bonds, the node groups (molecules) 
required to serve all present tasks are constructed, which 
parallels the state of chemical equilibrium. An important 
realization regarding the state of chemical stability, or 
equilibrium, is that despite the apparent steadiness of the 
system, the potential for dissolution and thereby the formation 
of new bonds between different reactants is always present. 
This possibility emanates from the fact that the state of 
stability is in reality the result of a balance between 
antagonistic forces that never cease to exist as long as the 
reactants themselves exist. Whenever a change is introduced in 
the system – as in the addition or removal of a reactant or a 
change in system conditions – existing affinity forces become 
unsettled and they compete again until equilibrium is gradually 
regained, possibly resulting in new products being formed. 
This latent potential, even under a stable or steady state, 
provides the system with a high degree of dynamism in the 
face of change. 

A. Abstract System View 
We now present an abstract view of the system we propose. 

The system is seen as a pool of networked resources with 
different roles, capabilities, and other attributes of different 
degrees of relevance according to hosted applications – such as 
function, geographic location, resource levels, and so forth. 
Throughout the lifetime of the system, it is presented with 
events that can be categorized into three classes: application 
events, system events, and circumstantial events. An example 
for application events is user queries, while an example for 
system events is change in resource levels, and an example for 
circumstantial events is any change in the conditions within 
which the system operates. The system is programmed to 
respond to each event by executing a set of tasks. In order to 
do that, a group of resources with appropriate capabilities must 
be selected and assigned to each task. This process involves 
optimizing resource selection, configuring selected resources, 
and reorganizing the pool of resources by establishing the 
required connections among its members. 

B. C2A2 Abstraction Domains 
One of the fundamental challenges that manifest themselves 

when embarking on the task of designing a pervasive 
computing system is the heterogeneity of its elements. 

Ubiquity is a highly desirable feature in all but the most 
narrowly scoped of such systems, and this immediately entails 
the involvement of a host of highly diverse real-life entities. 
Such entities play different roles in the system in terms of 
whether they produce or consume information, the type of 
information they produce or consume, the tasks they partake 
during information processing, and the depth of their impact 
on how the system is configured and the selection of its short-
term objectives. Accordingly, this implies that such entities 
would possess extremely heterogeneous and non-normalized 
characteristics, and consequently interaction models. It is then 
only imperative that an appropriate abstraction tool be utilized 
so as to normalize and homogenize such diverse elements of 
the system for it to be able to deal with them uniformly and 
efficiently. As illustrated in Fig 1, C2A2 can be perceived at 
three levels of abstraction, or as having parallel manifestations 
in three different domains, which are discussed below. 

1) The Physical Domain 
In the first – and lowest – level, lies the physical domain, 

which encompasses all the elements of the system in their real-
life representation. These are heterogeneous physical and 
logical entities that are either among the system stakeholders 
or are necessary for its operation. The physical entities can be 
categorized into active and passive ones. Active entities are 
those that participate in imposing the (short-term) functional 
objectives of the system, in addition to elements that partake in 
the execution of such objectives. An example of the former is 
system users, whether they are human users or software 
agents, while an example of the latter is the various hardware 
components that carry on the execution of requests generated 
by users. These components can either be infrastructural (e.g. 
communication devices, generic processing devices, network 
health monitoring hardware, etc.) or application-specific, 
which are customized and properly equipped to generate, 
collect, and process the exact information needed by the 
possibly different applications running on the system. Passive 
entities in the physical domain are necessary for proper 
operation of the system, but they play a role that is rather 
assistive, as they mainly comprise resources that handle 
storing and managing network state and application data, 
deploying and distributing middleware updates, and 
overseeing the knowledgebase responsible for defining and 
formulating the system response to various events. The third 
and final element in the physical domain is the different types 
of events that constitute contextual information. 

2) The Logical Domain 
In the next level lies the logical domain, which constitutes 

the first level of abstraction. In this domain traditional object-
oriented software modeling techniques are applied in order to 
represent all entities in the physical domain as well as their 
respective interrelationships. Each entity is represented by a 
proxy object that serves three purposes: (1) it provides a 
faithful depiction of the characteristics of its corresponding 
real-life object in the physical domain, represented using a 
normalized form that permits and simplifies manipulation via 
software, (2) it acts as an observer of its physical counterpart, 
and as an upstream channel that propagates any changes to its 
state to the higher layers of the system, and (3) it acts as a 
surrogate that provides access to the physical entity, allowing 
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control and configuration commands to flow downstream 
through the system to be finally effected in the physical 
domain. 

3) The Chemical Domain 
The third and final level is the chemical domain, which adds 

homogeneity to the normalized representation attained in the 
previous level. Semantic mapping is used to reduce the high 
dimensionality of the OOP representation, and produce a 
homogenous model where all entities are represented 
uniformly and their different characteristics are abstracted via 
different quantification techniques. Each entity is represented 
as an atom with an associated affinity profile. Events 

constituting the context are represented as either catalysts or 
inhibitors, which according to each atom’s affinity profile, 
either attract or repel an atom with a certain strength. This is 
used as a platform for executing reaction rules that emulate 
chemical reactions with the objective of reorganizing and 
reconfiguring the system, taking into consideration user-
generated requests, the internal state of the system, as well as 
contextual information. In the rest of this document, we will be 
focusing more onto the components of this layer, which will be 
referred to as the Chemical Abstraction Layer (CAL), and 
discuss the various operations that take place therein. 

 
Figure 1.  C2A2 at different levels of abstraction. 

C. The Chemical Abstraction Layer (CAL) 
In chemical-inspired systems (e.g. CHAM [1]), the state of a 

system is like a chemical solution in which floating reactants 
can interact with each other according to specific reaction 
rules. A certain stirring mechanism is responsible for causing 
motion within the solution, allowing for possible contacts 
between reactants. A solution can be heated to break complex 
molecules into smaller ones up to ions. Conversely, a solution 
can be cooled to rebuild heavy molecules from simpler 
reactants. Furthermore, to make it possible to model and solve 
problems of hierarchical structure, a molecule is allowed to 
contain a sub-solution enclosed in a membrane, which can be 
somewhat porous to allow communication between the 
encapsulated solution and its environment [1]. In this section 
we show how all of these concepts are realized in C2A2. 

1) Affinity Profiles 
One of the goals that we attempt to achieve in C2A2 is 

adaptability. In order to optimize the system under changing 
circumstances and varying tasks, the system configuration 
should be easily and dynamically adaptable to both external 
and internal stimuli. Several factors must be considered when 
assigning tasks, allocating resources, or carrying out any 

network configuration operation. For instance, in a network of 
heterogeneous nodes, the decision to allocate a node to a 
certain task must take into consideration the compatibility 
between such task and the capabilities of the selected node. 
Other factors may also affect the decision, such as node 
location, its residual power, whether the node is allocated to 
another task with a higher priority, and so forth. We use the 
concept of affinity to express the strength of such 
compatibility. 

In our proposed scheme, we would like each node to behave 
as independently as possible in order to minimize the 
communication overhead, but without compromising the 
functionality of the network as a whole. In other words, we 
would like to guide nodes to take local decisions that 
collectively serve global goals. Each real-life entity, be it 
physical or logical, is represented in CAL as a reactant (atom 
or molecule) with the capacity to interact with other reactants 
to establish new bonds and possibly disband existing ones. In 
C2A2 this capacity is expressed using an affinity profile. An 
affinity profile is akin to atomic valence, which determines the 
ability of an atom to form bonds with other atoms. Unlike 
valence, however, affinity profiles are mutable. In CAL, 
affinity between two reactants might change over time due to 
changes in context or in the internal state of the physical 
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domain counterpart of either reactant. This allows us to 
incorporate context dynamics in the system configuration loop 
and adapt each individual component accordingly. 

An affinity profile can be modeled mathematically as a 
vector Pi = 〈fij〉, where fij is the affinity of reactant i toward 
reactant j. Affinities are expressed as real numbers where 
maximum affinity, minimum affinity, and neutrality are 
denoted by ∞, -∞, and 0 respectively. One advantage of this 
representation is its neutrality to the application-specific 
interpretation of affinity values, which provides a flexible and 
generic tool to carry out various system configuration tasks. 
CAL is absolutely agnostic to application semantics, and thus, 
the process of assigning initial affinities and updating them as 
different events occur during system operation is handled 
independently via a semantic mapping mechanism that resides 
between the logical layer and CAL. Such mechanism is 
cognizant of application semantics, contextual information, as 
well as the precise state of the entities being mapped, which is 
made possible by its access to their representation in the 
logical domain. Affinities are not necessarily symmetrical; i.e. 
fij and fji don’t have to be equal, which allows for more 
independence for reactants to bond with the most suitable peer. 
As will be shown in the examples in Section IV, each entity 
independently controls its initial affinity toward other entities, 
and it is up to the reaction execution mechanism to resolve 
conflicts that arise between them. Initial affinities can be 
computed using a variety of ways that can be as plain or as 
elaborate as the system permits. For instance, neural networks 
can be used to produce the affinity values based on arbitrary 
inputs, including, but not restricted to, context parameters. 
This would provide a means for incorporating machine 
learning techniques, which can be used to retrain the neural 
networks in order to produce affinities that optimize system 
performance over time. 

2) Context Representation 
In CAL, context is seen as having either a catalytic or 

inhibiting effect on ongoing reactions. A catalyst is a 
substance that causes or accelerates a reaction without itself 
being consumed, while an inhibitor has the opposite effect. In 
addition to its congruity with the chemical frame of reference 
employed herein, we also find that this perception of context is 
in accordance with how context information is used in a 
context-aware system, where the presence of a certain context 
element (also referred to as parameter, variable or dimension) 
typically triggers an adaptational response where the system 
incorporates the newly sensed context information into the 
process of deciding how the system configuration should be 
changed to best serve the task at hand. The catalytic or 
inhibiting effect owing to the presence of a specific context 
parameter is exhibited at two levels. At a high level, it controls 
the overall attraction force by which a reaction rule pulls 
reactants. This has the effect of regulating the rate at which 
each reaction takes place by controlling the amount of 
reactants consumed by it. At a lower level, context is used to 
mutate the affinity profiles of individual reactants, leading to 
different bonding choices than what would have taken place in 
absence of contextual influence. Both effects are modeled as a 
multiplicative factor that either strengthens or weakens the 

affinity between a rule and a reactant or between two reactants 
that are potentially to be consumed by the same reaction. 

Now that we have discussed the role of affinity profiles, 
which is one of the key factors in determining the behavior of 
reactants in CAL and the influence of context on them, we 
now turn our attention to the final factor that constitutes the 
driving force behind reaction execution in CAL. 

3) Affinity Propagation 
Affinity propagation (AP) is a clustering algorithm that 

operates by exchanging messages between data points [3]. In 
essence, AP is a heuristic approach for finding an approximate 
solution to the maximization problem in graphs, which is 
known to be NP-hard [14]. AP relies on the max-product belief 
propagation algorithm [12, 13] to optimize an objective 
function that aims to maximize the sum of similarities between 
nodes and their exemplars. Despite being conceived as a 
clustering algorithm, AP is utilized in this work as the reaction 
execution engine in CAL, where it is responsible for 
exchanging affinities between reactants and updating them 
iteratively during the course of a reaction until final bonds are 
established. In order to explain how this is achieved, we first 
need to discuss how AP works in slightly more detail. 

AP takes as input the initial measures of similarity between 
each pair of data points and simultaneously considers all data 
points as potential exemplars to each other. These values also 
include self-similarities, or preferences [3], which express the 
a priori willingness of individual points to become exemplars. 
Message exchange then takes place between data points until a 
high quality set of exemplars and corresponding clusters 
gradually emerge. In this paper, we use the binary variable 
model formulation of AP presented in [11] because of its ease 
of extension. In this model, cluster affiliations are obtained by 
computing an N×N array of binary variables hij using the 
factor graph shown in Fig 2, where i, j ∈ {1..N} and N is the 
number of data points. hij = 1 if j is the exemplar of i, 
otherwise hij = 0. As pointed out in [11], in order for exemplar 
assignments to be valid, two constraints must hold in the 
solution obtained by the factor graph: 

Figure 2. Factor graph for 
computing cluster affiliation 
between nodes i and j [11]. 

	  
• 1-of-N Constraint: Each node i must select exactly one 
exemplar (i.e. ∀i ∈ [1,N]: ℎ!" =!

!!!  1), which can be i itself 
if it is an exemplar node (in which case hii = 1). 
• Exemplar consistency constraint: A node i may only choose 
j as its exemplar if j has chosen itself as an exemplar (i.e. ∀i ≠ 
j, hij = 1 → hjj = 1). 

It can easily be seen that any solution satisfying the two 
constraints above would be correct, although not necessarily 
optimal. There are three function nodes that contribute to the 
value of hij, which are shown in the factor graph in Fig 2: Sij 
represents the similarity between nodes i and j, while Ii and Ej 
correspond to the two constraints above, respectively. Cluster 
affiliations are found by executing the max-sum (or log-
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domain max-product) algorithm on the graph, which works by 
exchanging the five messages shown in Fig 2: 
• sij is a scalar that expresses how similar node i is to node j. In 
this formulation of AP, this value also subsumes i's 
preference. 

• Responsibility messages (ρij) are sent from a node i to a 
candidate exemplar j, and they represent the accumulated 
evidence for how well suited point j is to serve as an 
exemplar for point i. 

• Availability messages (αij) are sent from j to i, reflecting the 
accumulated evidence of how appropriate it would be for 
point i to choose j as its exemplar, given the support j has 
from other candidate cluster members. Together with ρij, 
these two messages are used to verify the fulfillment of 
constraint Ej. 

• Similarly, βij and ηij are used to test whether constraint Ii is 
violated for node i. 

The derivation of these messages is given in detail in [11]. If 
either constraint is violated, its corresponding factor assumes a 
value of −∞, otherwise it is set to 0. The objective function 
being maximized by the algorithm is given in (1). The function 
maximizes the sum of intra-cluster similarities but also ensures 
that invalid cluster assignments are discarded by incorporating 
the constraints, which would cause the function to yield -∞ if 
either constraint is violated for any node. 

ℱ {ℎ!"} = 𝑠!"ℎ!"!,! + 𝐼!(ℎ!:)! + 𝐸!(ℎ:!)!   (1) 
Evidently, (1) is only suitable for clustering. However, [11] 

shows how this formulation of AP can be extended to solve 
other problems, such as the Facility Location [15] and 
Maximum Bipartite Matching [16] problems. Shamaiah et al. 
[17] also apply the same technique to develop distributed 
routing mechanisms for networks. In C2A2 we utilize the 
extensibility of the binary AP model to produce cluster 
affiliations that obey the reaction rules defined in CAL. More 
precisely, we modify the factor graph and objective function 
above by manipulating node similarities and defining different 
constraints such that the resulting clusters would resemble the 
structure of molecules produced by the reaction rules. We now 
describe how this was achieved in detail. 

4) Utilizing AP as a reaction execution engine in CAL 
CAL is an implementation of a restricted P System [2] 

where reactions can only take one form in either direction. 
Reactions in the forward direction take the form ca → cu, 
while reverse directions take the form cu → ca. In both forms, 
c is an optional catalyst, and a and u are multisets such |a|>1 
and |u|=1. The forward form is used to compose complex 
molecules from multisets of atoms and/or simpler molecules, 
while the reverse form is used to dissolve molecules produced 
previously by forward reactions to their simpler components, 
thereby returning them back to the environment. Both forms 
may optionally require the presence of a catalyst as a condition 
to be triggered. Reactions of different forms that produce an 
arbitrary number of outputs are not allowed. 

Under this restriction, the problem of assigning reactants to 
forward reactions can be seen as a clustering problem in which 
reaction rules play the role of exemplars while reactants 
(atoms and molecules) play that of cluster members. However, 

one property of P Systems necessitates a slight departure from 
traditional clustering, which is that reactions must be 
performed in a maximally parallel way. This means that 
reactants are assigned to rules until no further assignments are 
possible, which imposes the consequence that a single rule 
may assume exemplarity of multiple cluster instances, all of 
identical structure, where the members of each instance have a 
one-to-one correspondence to the elements in the left-hand 
side multiset in the forward reaction form, a. 

This reformulated clustering problem can be solved by 
constructing a factor graph as the one shown in Fig 3. In this 
graph, we assume that the system contains N reactants and R 
reaction rules, and the goal is to match subsets of these N 
reactants with reaction rules such that each subset (or reactant 
group) is congruent with the left-hand side multiset of the 
reaction it is matched with (the multiset a in the forward 
reaction form), and no single reactant is involved in more than 
one reaction. One important practical consideration to note is 
that even though multiple instances of the same reactant type 
might exist simultaneously in the system, their inclination to 
partake in the same reaction may differ due to application 
semantics. Similarly, if the left-hand side multiset of a reaction 
consists of two reactant types, r1 and r2, where multiple 
instances exist of the former but only one exists of the latter, 
the different r1 instances are not to be considered 
interchangeable, but rather, the one with the highest affinity to 
the r2 instance should be picked if possible. This is important 
because it might not be preferable for the physical entities that 
correspond to the reactant instances to communicate with each 
other for any reason, such as being physically separated by a 
large distance. Because of this, the input provided to the 
algorithm consists of similarities between reactants and 
reaction rules as well as reactants and each other, where the 
latter is based entirely on application semantics, while the 
former is based additionally on whether the reactant appears in 
the left-hand side multiset of the rule. If it does not, then the 
two are incompatible and their similarity is set to -∞. In this 
scheme, self-similarities (or preferences) have no significance 
for reactants, whereas for reaction rules, they represent the 
context influence. 

 
Figure 3. Factor graph of reformulated clustering problem for executing 

reactions in CAL. 

As illustrated in Fig 3, the factor graph is 2-dimensional and 
is constructed such that reaction rules are organized 
horizontally and are indexed by the variable j ∈ {1..R}, while 
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symbols representing reactant groups are organized vertically 
and are indexed by the variable i ∈ {1..G}. Reactant groups 
represent the elements of the power set over all reactants, 
which has a size of 2N. Obviously, this can be prohibitively 
expensive. In practice, however, reactant groups that don’t 
appear in any reaction rules as well as those that don’t satisfy a 
minimum similarity threshold among its members can be 
eliminated, reducing the size of the set by several orders of 
magnitude. Similar to the original AP formulation, assigning a 
value of 1 to hij indicates that the reactant group i is to be 
consumed by reaction rule j. Due to the fact that a single 
reactant may belong to multiple groups, if group i is assigned 
to a rule (i.e. ∃ j s.t. hij = 1), we must guarantee that all 
reactants in group i are not assigned to any other rule. This is 
achieved by adding the single-assignment constraint factors 
(labeled 𝐸{!..!} in the graph), one for each reactant, which 
collectively guarantee that if hij=1 then all other variables that 
appear in rows corresponding to groups that share any 
reactants with i are set to 0. Finally, the Ii factors represent the 
1-of-N constraint, which plays the same role as in the standard 
AP problem. 

Figure 4. Factor graph fragment 
for computing the affiliation of 
reactant group i with reaction 
rule j. 

	  
A fragment of the factor graph for computing a single 

variable is shown in Fig 4, which is similar to that of AP (Fig 
2) except that the exemplar consistency constraint 𝐸! is now 
replaced by a varying number of single-assignment constraints 
𝐸!!  (the notation stands for the constraint in 𝐸{!..!} that 
corresponds to the kth reactant in group i). The number of 
single-assignment constraints imposed on each hij variable is 
equal to the number of reactants in group i, and each constraint 
is connected to all other ℎ!"|  (!,!)!(!,!) where reactant group g 
includes the reactant associated with the constraint. As shown 
in (2) and (3), the 1-of-N constraint is satisfied only if each 
reactant group is assigned to at most one reaction rule, while 
the single assignment constraint is satisfied if no more than 
one of the hij variables linked to the constraint is set to 1. The 
objective function in (4) is similar to that of AP, where the 
sought solution maximizes the sum of similarities between 
reactant groups and reaction rules while satisfying all 
constraints. 

𝐼! ℎ!: =
0             ∶     𝑖𝑓   ℎ!" ≤ 1!

!!!
−∞       ∶     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                      

  (2)	  

	   	  
𝐸! ℎ∷! =   0               ∶       𝑖𝑓   ℎ!"

!
!,! ! ≤ 1

    −∞         ∶       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (3)	  

	   	  ℱ {ℎ!"} = 𝑠!"ℎ!"!
!!!

!
!!! + 𝐼!(ℎ!:)!

!!! + 𝐸!(ℎ∷!)!
!!!   (4)	  

	   	  Messages passed between nodes in the modified graph have 
the same semantics as in the original AP formulation. 
However, due to the varying number of constraints imposed on 
each variable and their slightly different roles in our problem, 
the equations for computing the values of these messages must 

be rederived. The binary formulation of AP simplifies this 
process, as it lets us derive the formula for each message by 
calculating its value for each setting of the hidden binary 
variable hij then taking the difference [11]. We now discuss the 
derivation of the five message types shown in Fig 4: 
• sij : this message is independent of hij and it represents the 
initial affinity between reactant group i and reaction rule j. If 
reactants of group i match those of rule j, then the value of 
the message is set to the average similarity between each 
reactant in the group and the reaction rule, multiplied by the 
preference value of the rule. Otherwise, the pair is not a 
candidate for matching and the message is assigned a value of 
-∞. In the former case, the average is taken as a normalization 
mechanism for countering the fact that the number of 
reactants (and subsequently constraints) may vary from one 
reactant group to another. Multiplying by the preference 
value is used as a means for adjusting the rate at which the 
reaction takes place as a result of contextual influence. 

• βij and ηij have the same role as in AP, which is to enforce the 
1-of-N constraint, and thus their formulas are unchanged, 
except that the average over the α messages is taken for the 
same reason explained earlier. 

• 𝛼!"!  : this message represents the accumulated evidence of 
how appropriate it would be for the kth reactant in group i to 
partake in reaction rule j. To calculate its value, we fix the 
value of hij to 1 or 0, then we find an optimal assignment for 
the other variables associated with the same reaction. When 
hij = 1, this means that the kth reactant (and all of group i) is 
assigned to rule j, and thus all other variables that correspond 
to reactant groups that contain the same reactant must be set 
to 0, yielding 𝛼!"! 1 = avg(!,!)!   {  𝜌!"! 0   }(!,!)!(!,!). For hij = 
0, the other variables are unconstrained and the maximum 
over both configurations should be taken, resulting in 
𝛼!"! 0 = avg(!,!)!   {  max!!" 𝜌!"

! ℎ!"   }(!,!)!(!,!). We obtain 
𝛼!"!  by taking the difference between 𝛼!"! (1) and 𝛼!"! (0) where 
we end up with the formula in (8), in which we have relied on 
the fact that 𝑥 −max 𝑥, 𝑦 = min  (0, 𝑥 − 𝑦). 

• 𝜌!"!  : this message represents the accumulated evidence for 
how well suited reaction j is to consume the kth reactant in 
group i, and it has a similar formula as that of AP but takes 
into consideration the availabilities of the other reactants 
involved in the group. A summary of the formulas for all 
messages is given in (5) – (9): 

𝑠!" =   
𝑝! ∙ avg

!
   𝑠𝑖𝑚 𝑘! , 𝑗       ∶     𝑖𝑓  𝑖 ≡ 𝑟𝑢𝑙𝑒  𝑗

−∞                                                                   ∶       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    
 (5) 

  𝛽!" = 𝑠!" + avg!!   {𝛼!"
! }  (6) 

  𝜂!" = −max!!! 𝛽!"  (7) 
  𝛼!"! = avg(!,!)! {  min 0, 𝜌!"!   }

!,! !(!,!)
  (8) 

  𝜌!"! = 𝑠!" + 𝜂!" + avg!!   {  𝛼!"
!   }!!!  (9) 

  When the algorithm terminates, decoding the final solution 
is straightforward. Reaction rules with any variables set to 1 in 
their respective columns are considered to have been triggered. 
Those reactions are denoted by j s.t.    ℎ!" ≥!

!!!  1. Similarly, a 
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reactant group i is considered to have been consumed by a rule 
if one of the variables in its row is set to 1, i.e. ℎ!" >!

!!!  0. 
Individual reactants within each such group are substituted by 
a molecule that represents the whole group in the system, 
while all other reactants are remain unaffected. 

IV. EVALUATION 
We now provide a number of examples where we put the 

concepts behind C2A2 to use. This serves to elucidate how such 
concepts can be applied in a concrete application and also to 
gauge their feasibility and efficiency in a practical setting. 

A. Clustering in Wireless Sensor Networks 
The first application we use to present C2A2 is clustering in 

wireless sensor networks (WSNs). In WSNs, clustering is 
often used to increase the longevity of the network and ensure 
balanced resource utilization. In its most basic form, WSN 
clustering involves just two parameters: node location and 
residual energy. In this model, each node is represented as an 
atom with an affinity profile that specifies its affinity toward 
other nodes in the network. The affinity profile can be sparse, 
where missing values are taken to mean −∞, indicating that the 
two nodes can never be in the same cluster (due to their being 
too far from each other, for instance). Messages exchanged 
between nodes are calculated using the equations (10) – (13), 
which are a slight variation from the original AP formulas: 
(a) Similarities between each pair of nodes are calculated 

according to (10), which in this model is designed to 
minimize the sum of squared error (i.e. the distance 
between each node and its exemplar). 

(b) Availability of a node i to serve as an exemplar for another 
node j is initialized as shown in (11), which takes into 
consideration the exponential increase in communication 
cost as the distance between the two nodes increases. In 
subsequent iterations, availabilities are updated using (12) 
which takes into account the accumulated evidence that 
node j should be chosen as an exemplar in addition to the 
positive responsibilities received by j from other nodes. 

(c) Responsibility of a node j to serve as an exemplar for a 
node i (from the latter’s point of view) is calculated using 
(13), which relies on the similarity between the two nodes 
but also taking into consideration the suitability of i to be 
chosen as an exemplar by other nodes. 

	    𝑠 𝑖, 𝑗 = 𝑐! ∙ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑖, 𝑗)!  (10) 
	    

𝑎! 𝑖, 𝑗 = 𝑐! ∙
!"#$%&'(_!"#$%(!)
!"#$%&'((!,!)!

  (11) 
	    𝑎 𝑖, 𝑗 = 𝑚𝑖𝑛 0, 𝑟 𝑗, 𝑗 + max  {0, 𝑟(𝑘, 𝑗)}!:!∉{!,!}   (12) 
	    𝑟 𝑖, 𝑗 = 𝑠 𝑖, 𝑗 −𝑚𝑎𝑥!:!!! 𝑎 𝑖, 𝑘 + 𝑠(𝑖, 𝑘)   (13) 
	    In this experiment we used ns-2 [8] to compare our results to 

those obtained using two widely used WSN clustering 
protocols; generalized LEACH [4] and Average Minimum 
Reachability Power (AMRP) HEED [5]. The simulation 
parameters are identical to those used in [5], and the 
experiments were carried out using ns-2 [8]. The sensors are 
deployed randomly in a 100×100 m2 area with a base station 
located at (50,175). During each TDM frame, each node 
collects data and sends a data packet to its cluster head, and 
each cluster head fuses these packets into one message and 

sends it to the base station. Clustering is triggered at the end of 
each round, where a round is 5 TDM frames. 

The simulation results are shown in Fig 5, which shows the 
ratio of the total number of messages to the total number of 
nodes. The ratio seems to follow a logarithmic curve, where 
the overhead is inversely proportional to the number of nodes, 
approaching an asymptote of 1. The effect of this on network 
longevity is illustrated in Fig 6, where WSN clustering using 
C2A2 can be seen to outperform both LEACH and HEED 
clustering algorithms in terms of the number of clustering 
rounds that can be performed under identical conditions. 

 
Figure 5.  The ratio of the total number of messages exchanged during 
each clustering round is inversely proportional to the number of nodes 

with an asymptote of 1. 

 
Figure 6.  Number of clustering rounds until power depletion for different 

deployment sizes. 

B. Constrained Task Assignment 
The next case study we utilize to demonstrate C2A2 is the 

problem of constrained task assignment in a network of 
heterogeneous nodes, which has been formulated in several 
works in the literature, such as [6] and [7]. The problem can be 
stated as follows: given a set of tasks T and a set of nodes N, 
where each task t ∈ T is associated with a demand vector d(t), 
and each node n ∈ N is associated with a supply vector p(n), it 
is required to find an assignment M(N→T) such that: 
(a) For each task t ∈ T, M must contain an assignment 

associating t with a set of nodes whose aggregate supply 
satisfies d(t). 

(b) The assignment M should be selected such that the 
objective function 𝑓 = 𝑤 𝑡 −!∈! 𝑐 𝑚!→!!∈!  is 
maximized, where w(t) is the reward gained by the system 
for executing task t, and c(mn→t) is the cost incurred by the 
system for assigning node n to task t. 

This problem is known to be reducible to the sub-graph 
isomorphism problem, which is NP-Complete, and therefore 
finding an optimal solution (denoted henceforth as f*) could be 
prohibitively expensive for large inputs. However, the problem 
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is particularly suited for C2A2 since it is aligned with the 
system’s ability to reconfigure network resources into separate 
taskforces. The goal is to approximate f* better than typical 
greedy solutions while keeping the cost of obtaining the 
solution within the same order of magnitude. We would like 
each taskforce to be represented in CAL as a molecule that has 
an atom (corresponding to a task) in its center with bonds 
linking it to a number of atoms representing the nodes 
assigned to the task. The formation of such bonds depends on 
the mutual affinity between a task and a node, which is based 
on matching the demand and supply vectors, and gauging the 
reward gained and the cost incurred by the system. It is 
important to note that a single node atom might be involved in 
two molecules, which could happen if the supply vector of the 
node can satisfy the demand of more than one task. The AP 
parameters we use to achieve this can be calculated as follows: 
(a) To ensure that bonds are only created between task atoms 

and node atoms (and not between two tasks or two nodes), 
the similarity between two tasks or two nodes is set to -∞, 
indicating absolute dissimilarity. 

(b) To guide bond formation such that task atoms are always in 
the center of molecules and node atoms are always 
peripheral, the preference (or self-similarity) of a task atom 
is set to +∞ while that of a node atom is set to -∞ (as 
mentioned previously, the self-similarity parameter 
determines the willingness of a data point to become an 
exemplar). 

(c) Since we want all task atoms to be exemplars and all node 
atoms to be followers, the responsibility of a task atom and 
the availability of a node atom are both set to -∞. The 
justification of this is that no atom should be responsible – 
in AP terms – toward a task atom, since the latter is always 
an exemplar. Similarly, a node atom is never available to 
any other atom, since it should never be an exemplar. 

(d) Similarity between a node and a task is based on the 
compatibility between their respective supply and demand 
vectors, as reflected in (14), which also considers the 
reward associated with the task. 

(e) Availability messages sent from a task to a node are 
initialized according to (15), which takes into account the 
cost associated with the node in addition to its ability to 
satisfy the demand of the task. 

(f) Availabilities and responsibilities are updated using the 
same equations shown in (12) and (13), respectively. 

	   	  𝑠 𝑛, 𝑡 = 𝑐! ∙ 𝑤(𝑡) ∙ {𝑖: 𝑝 𝑛 𝑖 ≥ 𝑑 𝑛 𝑖 }   (14) 
	   	  

𝑎! 𝑛, 𝑡 = 𝑐! ∙
{!:! ! ! !! ! ! }

!(!!→!)
  (15) 

	   	  The efficiency of our task assignment solution in 
approximating f* is shown in Fig 7, where the obtained results 
are compared to the optimal solution as well as a greedy 
solution for different combinations of node and task counts. In 
an average of 100 runs, our approach consistently outperforms 
the greedy solution, and is a very close approximation of f*. 
Moreover, the average number of AP iterations required was 
below 10 in our experiments, which means that the 
improvement over the greedy solution does not come at the 
expense of a much higher time complexity, as seen in Fig 8 
which shows a logarithmic scale of the time complexity of the 
three methods. Our solution is slightly more costly that the 

greedy solution, but lies within the same order of magnitude. 
Both algorithms, however, are significantly faster than the 
optimal one. 

 
Figure 7.  Normalized f* vs. C2A2 and greedy approximations. 

 
Figure 8.  Time complexity (logarithmic scale). 

V. CONCLUSION 
In this paper, we presented C2A2, a chemistry-inspired, 

context–aware, and autonomic management system networked 
objects. We proposed a framework for implementing a 
pervasive computing environment built around the chemical 
affinity theory. We presented an abstraction through which 
network components can be mapped to the chemical domain, 
allowing us to carry out several network operations by 
simulating the interaction model that takes place between 
atoms during a chemical reaction. We introduced the concept 
of dynamic context-aware affinity profiles, which govern the 
behavior of individual system components, ensuring 
adaptability in response to context changes and other 
interesting events. We also extended and repurposed the 
Affinity Propagation clustering algorithm as a reaction 
execution engine in our Chemical Abstraction Layer (CAL), 
allowing distributed exchange of affinities among individual 
nodes while steering them toward convergence on a common 
goal. We used simulation to verify the efficacy of our 
approach using the problems of clustering and constrained task 
assignment in WSNs. As a natural extension to this work, we 
are exploring the utilization of reinforcement learning 
techniques and exploratory self-adaptation, where the system 
associates past decisions with the monitored effect on 
performance, thereby allowing the system to self-optimize in 
anticipation of potential events expected to take place in the 
future. 
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Abstract—In recent years, some strategies (e.g., server consolida-
tion by means of virtualisation techniques) helped the managers
of large Information Technology (IT) infrastructures to limit,
when possible, the use of hardware resources in order to provide
reliable services and to reduce the Total Cost of Ownership
(TCO) of such infrastructures. Moreover, with the advent of
Cloud computing, a resource usage rationalisation can be pursued
also for the users applications, if this is compatible with the
Quality of Service (QoS) which must be guaranteed. In this
perspective, modern datacenters are “elastic”, i.e., able to shrink
or enlarge the number of local physical or virtual resources
from private/public Clouds. Moreover, many of large computing
environments are integrated in distributed computing environ-
ment as the grid and cloud infrastructures. In this document, we
report some advances in the realisation of a utility, we named
Adaptive Scheduling Controller (ASC) which, interacting with the
datacenter resource manager, allows an effective and efficient
usage of resources, also by means of users jobs classification.
Here, we focus both on some data mining algorithms which
allows to classify the users activity and on the mathematical
formalisation of the functional used by ASC to find the most
suitable configuration for the datacenter’s resource manager. The
presented case study concerns the SCoPE infrastructure, which
has a twofold role: local computing resources provider for the
University of Naples Federico II and remote resources provider
for both the Italian Grid Infrastructure (IGI) and the European
Grid Infrastructure (EGI) Federated Cloud.

Keywords–Adaptive scheduling and resources management;
Virtualisation and Cloud computing; large scale and distributed
systems; data analysis.

I. INTRODUCTION

The TCO of large scale computing systems, with an
emphasis on systems built to support a wide range of users
and different applications includes, among others, the ini-
tial hardware cost (for computing nodes, storage systems,
racks, facilities, etc.), the personnel/system administrator costs
(salaries for software and hardware maintenance requiring
specialised know-how), business premises, and energy costs
(which includes the additional power requirements for cooling
and power delivery inefficiencies) [1].

The aim of a good system manager is the TCO minimi-
sation, that can be performed also by means of the resources
rationalisation (e.g., through the reduction of the number of

active resources on the basis of the effective jobs request,
the use of virtual resources by means of cloud computing
paradigms, and so on). All said, however, without neglecting
users satisfaction. Users of a large general purpose system
can have conflicting demands (i.e., short versus long jobs,
sequential versus parallel applications, etc.). For this reason
the achievement of all user satisfaction is a hard task for any
system manager.

In our previous works (e.g., in [2]), we described some
issues related to the design and the implementation of a control
system (ASC) which, using an “adaptive” approach in job
scheduling policy, allows a balanced, effective and efficient
use of computational resources. In particular, ASC, on the
basis of a jobs classification, is asked to dynamically identify,
given historical data, the most “suitable” configuration of the
resource manager/scheduling systems for the current jobs work
flow.

With the advent of new recent distributed paradigms, e.g.,
Cloud computing, modern datacenters are being more “elastic”
(according to the U.S. National Institute of Standards and
Technology (NIST) characterisation of Cloud computing based
infrastructures) [3]), i.e., able to shrink or enlarge on demand
the number of active resources, by recruiting both local phys-
ical (and virtual) resources and remote resources from public
Clouds. Moreover, many of large computing environments are
integrated in distributed computing environment as the grid and
cloud infrastructures. All these above described issues increase
the dynamic nature of the current computing environments.

In this paper, we provide a description of the advancements
in the mathematical formalisation and implementation of ASC
for modern datacenters and we report the work made toward
a complete jobs classification by means of data mining tech-
niques.

In Section II, we provide some details on the related works
in the field of adaptive scheduling, focusing on all the key
differences between the approaches existing in literature and
ours; in Section III, we report a short description of the
ASC system, with a focus on its mathematical formalisation;
in Section IV, we describe the case study of the SCoPE
computing infrastructure at University of Naples Federico II
reporting some results related to the use of Data Mining
techniques for job classification in a “production context”.
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The SCoPE infrastructure has a twofold role: local computing
resources provider for the University of Naples Federico II
and remote resources provider for both the IGI [4] and the
EGI Federated Cloud [5].

II. RELATED WORK

An adaptive solution to the scheduling problem, in the
sense used by Casavant and Kuhl [6], is able to change dy-
namically algorithms and parameters that define the scheduling
policy, according to the previous and current behaviour of
the system in response to previous decisions taken by the
scheduling system itself.

The most common property to search for a scheduler (or
resource management subsystem) is dynamicity. In a dynamic
scenario, the scheduler takes into account the current state
of affairs as it perceives them in the system. This is done
during the normal operation of the system under a dynamic
and unpredictable load. In an adaptive system, the scheduling
policy itself reflects changes in its environment (the running
system).

A preliminary approach in jobs scheduling, such as those
described by Serazzi and Calzarossa [7], exists in modelling
adaptive control systems able to maximise a given performance
criterion, such as system throughput. However, in the last
years the heterogeneity of applications using general purpose
computational grows together with the complexity of resource
requirements. Maximising system throughput shouldn’t longer
be the only requirement for a scheduling scheme. The quality
of service perceived by the user offers an instructive example
where the solution of the problem is achieved in a “accept-
able” time [8]. Recent approaches in jobs scheduling take
into account both efficiency and fairness for homogeneous
workloads [9], but the open challenge is to achieve the same
goal for not homogeneous workloads.
If we have in mind what Feitelson says in [10]:

In reality, the metrics attempt to formalise the real
goal of a scheduler:
• Satisfy the users,
• Maximise the profit.

more sophisticated and finer-grained resource coordination
mechanisms are required.

If we consider the problem of user communities hetero-
geneity and dynamicity using a large scale computational
resource, an “adaptive” approach to the job scheduling seems
to be a promising way for getting the right trade-off among
different, and often conflicting, classes of applications demands
sharing the same set of resources. Moreover, the overall set of
resources, generally included in a modern “elastic” datacenter,
is dynamic and heterogeneous itself (because of the chance to
include different resources from Clouds).

Here, we propose a pragmatic approach to solve this kind
of problem. The approach is led by the fact that we consider
the overall set of users organised in communities each of
them having almost homogeneous requirements. The above
conditions induce a classification of the users (or equivalently
of the jobs) into different classes: the terms “users” and “jobs”
are intended to represent the same entities.

The idea to organise jobs into groups to improve the
solution of scheduling problem on complex computing sys-
tems, from High-Performance Computing (HPC) system to

the distributed infrastructures, is not new [11][12][13]. The
principal aim of all those works is to present and to discuss
the task distribution problem onto HPC and distributed systems
to improve performance and load balancing of the applications.

Our approach is based, instead, on the idea of organising
jobs in groups or clusters “naturally” deriving from the nature
of our audience. The aims are mainly 1) to achieve the
efficiency of the entire system rather than the performance
of a single application and 2) to reduce the computational
complexity for the optimisation problem solution required to
find the most “suitable” configuration of the system.

To get an automatic classification of jobs we use Data
Mining procedures, i.e., “data clustering”. The term “data
clustering” refers to the process of the Data Mining techniques
aimed to divide into natural groups the instances represented
by data [14].

There are different ways to represent results of clustering.
The groups to be identified may be exclusive (so that any
instance belongs to only one group) or may be overlapping
(so that an instance may fall into several groups). Besides,
they may be probabilistic, whereby an instance belongs to each
group with a certain probability. They may be hierarchical,
such that there would be a crude division of instances into
groups at the top level, and each of these groups is refined
further-perhaps all the way down to individual instances. In this
work, we consider algorithms building clusters in numerical
domains, partitioning instances into disjoint clusters.

According to the approach described by Estivill-Castro
[15], in order to define the “data clustering” problem we have
to:

• express assumptions on the model describing the na-
ture of the data (e.g., a probabilistic model),

• formulate the mathematical model for the problem
(e.g., an optimisation problem)

• choose the solving algorithm for the problem (e.g., the
k-means algorithm [14])

So, as starting point and “proof of concept” for the
validation of our approach, we considered algorithms based on
the classic clustering algorithm k-means. Such algorithm can
usefully be used to iteratively compute an approximation to the
solution of the minimisation problem of a functional, based
on an Euclidean norm, depending on data with multivariate
normal distribution [15].

In the next section, we provide a mathematical formali-
sation for ASC based on the hypothesis that a heterogeneous
work flow can be partitioned into homogeneous classes of jobs.
The way we used to do this partitioning is described in Section
IV.

III. ASC: ARCHITECTURE AND OPERATING MODEL

A. Architecture description
We call “adaptive” a system able to “reconfigure” itself

on the basis of changing in user typology. Such a mecha-
nism, analysing system behaviour by some key-statistics (e.g
depending on queue waiting time, jobs throughput, resource
usage, and so on), dynamically defines a new set of scheduler
key-parameters values. The scheduler’s new configuration has
to meet both user satisfaction and efficiency/productivity in
computational resource usage.
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Figure 1. An “adaptive” approach in job scheduling policy by an external controller

From now on, C is the set of the resource manager
configurations (each of them is identified by a set of value
for key-parameters), J is the vector representing the work
flow (partitioned into m classes of homogeneous jobs), and
S contains the values of the considered metrics.

Looking at Figure 1, the ASC engine is organised into
four core software modules, each one with a specific role in
the operative model:

• the Work flow Classifier is asked to perform a job
classification into m classes of homogeneous jobs
starting from the set of n heterogeneous jobs;

• the Historical Database has the role to save for each
meaningful classified work flow J , the set C of
values for key-parameters, obtained from the Statistics
Optimiser that optimise the considered key-statistics
S;

• the Statistics Optimiser provides the new set of values
for C;

• the Decision engine, implements a new asset (the C
configuration) for the datacenter by choosing physical
or virtual resources from local or public Clouds also
on the basis of other criteria (e.g., resource power
consumption and geographical location).

The algorithm in Figure 2 describes the interaction among
ASC core modules; particularly, Jcurrent refers to the new
work flow, while Jprevious is the last classified work flow;
HDB refers to the Historical Database.

B. Statistics Optimiser modelling

In our first ASC formalisation (see [2]), we obtained:

C =

m∑
j=1

αj(J) · Fj(S) (1)

1: ...
2: loop
3: Jcurrent=WorkflowClassifier()
4: if Jcurrent 6= Jprevious then
5: if Jcurrent exists in HDB then
6: load C from HDB
7: else
8: C=StatisticsOptimiser(J ,S)
9: load C

10: Save {C, J, S} into HDB
11: end if
12: end if
13: C=DecisionEngine(C)
14: apply(C)
15: Sleep (some time)
16: end loop
17: ...

Figure 2. ASC engine algorithm

The symbol (·) denotes a suitable operator, each function Fj

computes optimal parameters values for job type j while αj

expresses the weight to be considered for job type j.
For each job class j = 1, ...,m, we consider the following

classic key-statistics (the first is representative of the whole
computing system efficiency, while the second and third ones
express user satisfaction):

System effectiveness ratio E(j) =
∑n

i=1 piti
PT ;

System Make span M
(j)
k = maxi=1,...,n (ti + qi);

Queue waiting time average Q(j) =
∑n

i=1 qi
n

where P is the total number of available processors, n is the
total number of jobs for the work flow, Q is the total queue
time for all the jobs of the work flow, T is the wall clock run
time for all jobs completion, pi, ti and qi are respectively the
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number of processors requested, the execution time and the
queue time for the job i.
Since:

M
(j)
k = ‖t+ q‖∞ ≥

∣∣‖t‖∞ − ‖q‖∞∣∣
and because of the equivalence of norms, we have:

M
(j)
k ≥

∣∣‖t‖1 − ‖q‖1∣∣ =
∣∣∣∣∣

n∑
i=1

ti −
n∑

i=1

qi

∣∣∣∣∣
Under the realistic assumption:

n∑
i=1

qi <

n∑
i=1

ti (2)

we have:
n∑

i=1

ti ≤M (j)
k + nQ(j)

so, for each job class j = 1, ...,m, we want to solve the
following:

Problem: To compute the set of the scheduler key-parameters
C

(j)
Opt such that

C
(j)
Opt = Fj

(
S
(j)
Opt

)
(3)

where S(j)
Opt =

(
E

(j)
Opt,Mk

(j)
Opt, Q

(j)
Opt

)
and E(j)

Opt,Mk
(j)
Opt, Q

(j)
Opt

are the solutions of the constrained “optimisation” problem:
max{E(j)} s.t.

T =
∑n

i=1 ti ≤ (Mk
(j) + nQ(j))∑n

i=1 qi <
∑n

i=1 ti

(4)

♦

We highlight that the problem (4) includes also the two limit
cases:
best case: qi = 0 ∀i, i.e., Q(j) = 0 (there are no jobs in system
queues)

M
(j)
k = maxi=1,...,n (ti + qi) = maxi=1,...,n ti

E(j) =
∑n

i=1 tipi

P maxi=1,...,n ti
≤

∑n
i=1 tmaxpi

Ptmax
≈ 1

(5)

In the ideal case, there aren’t new jobs in queue and all the
processors in the system are allocated for jobs:

P =

n∑
i=1

pi (6)

so the system reaches the maximum efficiency (E = 1).
worst case: qi →∞ ∀i. This case is not possible because of
the (2). Thus, being at most: qi → ti ∀i we have:

M
(j)
k = maxi=1,...,n (ti + qi)→ maxi=1,...,n (2ti)

E(j) →
∑n

i=1 tipi

P maxi=1,...,n (2ti)
≤

∑n
i=1 tmaxpi

P2tmax
≈ 1

2

(7)

so even if the (6) is verified, system efficiency E results under
the 50%.

Both in (5) and in (7), tmax is the maximum wall clock
time allowed on the queues.

The scheduler key-parameters value affects the queue time
for different job types and therefore the values of the metrics
considered above. On the basis of some information provided
from the system:

• the fixed maximum execution time tmax for each job i
submitted to a certain queue of the scheduling system;

• the total amount of requested processors P ;
• the user request of processors for each job i

we can estimate the metrics E, Q and Mk only if a probability
distribution function for the queue time values qi is known for
all the jobs in the work flow.

Presently, we are working to define a stochastic model to
forecast queue times also thanks to the already classified work
flows.

IV. A CASE STUDY FOR THE ASC WORK FLOW
CLASSIFIER

In this section, we report some experiences related to the
use of data mining techniques to automate the work flow
partitioning into homogeneous job classes as described in
Section III. We use computational resources at the University
of Naples Federico II, acquired in the context of PON Sistema
Cooperativo Per Elaborazioni scientifiche multidisciplinari
(S.Co.P.E.) Italian National project [16].

SCoPE resources are made available to national and inter-
national relevant distributed infrastructures (IGI and EGI) and,
thus, used not only by the local users.

Due to the user communities heterogeneity, computational
resources are used both for “traditional” GRID jobs and for
HPC applications. From a heuristic analysis, we observe that
SCoPE jobs are applications mostly sequential or with a low
degree of parallelism (DOP) with a short duration. Just a
subset, however large enough of SCoPE jobs, has a medium-
high DOP and a more long duration.

The computational resources (about 2000 cores) are ac-
cessed by submitting jobs to the Resource Management System
(based on Maui-Torque systems).

To automate the definition of the jobs classification J, we
consider a set of clustering algorithms implemented by the
Waikato Environment for Knowledge Analysis (WEKA) pack-
age [17]. WEKA is a well-known suite of machine learning
software which supports several typical data mining processes,
particularly data preprocessing, clustering, classification, re-
gression, visualisation, and feature selection.

ARFF format is used by WEKA to represent data sets that
consist of independent, unordered instances. Each instance is
characterised by its values on a fixed, predefined set of features
or attributes.

Since we are interested on a jobs classification based on the
duration and on the DOP of each job, we chose to represent
each job with the two following attributes:

ntasks the number of concurrent tasks of the job
tte the job Total Time of Execution

The clustering processes are performed, by the three fol-
lowing algorithms and related WEKA command lines, on data
related to the last 2 years (over 3 millions jobs):
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Figure 3. Jobs “ideal classification”

SKMeans: provides clustering
with the k-means algorithm [14].

weka.clusterers.SimpleKMeans -N 9
-A "weka.core.EuclideanDistance
-R first-last" -I 500 -S 10

XMean: provides k-means extended by an
“Improve-Structure part” and automatically
determines the number of clusters [18].

weka.clusterers.XMeans -I 1 -M 1000 -J 1000
-L 2 -H 9 -B 1.0 -C 0.5
-D "weka.core.EuclideanDistance
-R first-last" -S 10

Festivity: provides the “farthest first traversal al-
gorithm”, which works as a fast simple approxi-
mate “clusterer” modeled after simple k-means [19].

weka.clusterers.FarthestFirst -N 9 -S 1

For all the algorithms, we chose that the maximum pos-
sible number of clusters is Nclustermax = 9 (see the red
highlighted parameters in the command lines above) on the
basis of the “ideal classification” represented in Figure 3.

The aim of the tests described above was to identify the
most effective clustering algorithm in terms of:

1) computational cost
2) compliance to the results of our heuristic jobs classi-

fication

All the algorithms build at least four classes, where the
most numerous one collects sequential jobs (or with low DOP
jobs) consistently with our heuristic classification.

Anyway, the SKMeans based algorithm seems to be the
most useful choice because, from our point of view, it responds
better to the point 2 above: it builds more different classes,
each of them with a significative number of elements (see Table
I). The SKMeans based algorithm is, in terms of computational
cost, more expensive than other ones but its cost can be
considered acceptable compared to the frequency of scheduler
reconfiguration (taking into account the mean duration of the
jobs, we can assume a period of few days).

Figures 4 and 5 show, respectively, the real work flow char-
acterisation and the results of the clustering process performed
by WEKA on data related to the work flow execute on SCoPE
resources during the month of March 2014. The clustering
processes are performed by the SKMeans based algorithm
which we choose as the “optimal” one for our purpose. During
the considered month, different type of work flows and jobs
are present on SCoPE infrastructure. A similar behaviour is

(a)

(b)

Figure 4. March 2014: real job work flow representation by two different
views: the jobs distribution both respect to the number of tasks and to the

execution time (a); the trend of the jobs number as a function of the month
days (b).

Figure 5. March 2014: clustering processes results on SCoPE jobs
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TABLE I. CLUSTERING PROCESSES RESULTS ON ALL SCOPE JOBS

SKMeans (Execution times: 786.33 secs)

Clusters # of Elements % of Elements
0 5804 0
1 11117 0
2 265923 7
3 52620 1
4 337429 9
5 417363 11
6 83707 2
7 2472225 68

XMeans (Execution times: 87.16 secs)

Clusters # of Elements % of Elements
0 11333 0
1 142700 4
2 10937 0
3 3481218 95

FarthestFirst (Execution times: 12.75 secs)

Clusters # of Elements % of Elements
0 3639639 100
1 3 0
2 30 0
3 106 0
4 192 0
5 97 0
6 12 0
7 4916 0
8 1193 0

present on other months of the year, confirming the need for
adaptive approach to the scheduling problem.

V. CONCLUSION AND FUTURE WORK

In this document, we described the progresses made to
devise ASC, which aims to gain a balanced, efficient and
effective use of computing resources by heterogeneous users
communities. Here, we gave details about ASC mathematical
formalisation focusing on the chance to have a computable
estimation for the involved key-statistics; moreover the use of
data mining techniques allowed us to build a job clustering
into homogeneous classes, starting from real heterogeneous
jobs work flows.

Presently, we are working on:
• the dynamic work flow classification starting from job

clustering results here obtained;
• the mathematical model with the aim to define, for

different sets of key-parameters and already classified
work flows, the probability distribution function for
queue times.

• the realisation of a historical database of scheduler
configurations, known work flows and related key-
statistics values;

• the deployment of some features to enable ASC to
take into account other parameters, e.g., computing
nodes availability/dependability and metrics related to
environmentally conscious computing services [20].
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Abstract—In this paper, we introduce our visualization tool, the
Communication Log Viewer (CLV), that assists the development
of collective communication algorithms. We also present visualiza-
tion results as a case study. CLV visualizes information regarding
node events and network statistics in linked multiple views.
CLV also has a function for analyzing the results obtained from
network simulators and actual machines in the same framework,
which is useful when developers repeatedly test their algorithms
on a simulator and an actual system. For a case study, we visually
evaluated two all-to-all algorithms on the full system of the K
computer that has 82,944 nodes. As a result, we confirmed that an
optimized all-to-all algorithm implemented for the K computer
performed better than an all-to-all implemented in Open MPI.
We also confirmed that the barrier operation used in the K
computer’s Message Passing Interface (MPI) functions keep link
utilization high. However, there is also a trade-off between the
number of barriers and link utilization.

Keywords–Visualization; Mesh/Torus network; All-to-all

I. INTRODUCTION

Parallel application programmers frequently utilize collec-
tive communications implemented in Message Passing Inter-
face (MPI) libraries to design applications. Collective commu-
nications usually produce a large number of communications,
especially on the peta-scale parallel systems that consist of
tens of thousands of nodes. In the applications running on such
large systems, communication takes longer than computation.

Optimizing communication algorithms is an important
means of maximizing the performance of parallel applications
[1]. Many parallel systems listed in the Top500 [2], such as the
Cray XK7 [3], Blue Gene/Q [4], and K computer [5], employ
mesh/torus topology. Mesh/torus topology generally provides
better scalability with respect to hardware cost. However, the
bisection bandwidth is relatively narrow compared to that of
other topologies, such as Fattree [6] and Dragonfly [7].

Visualization tools that abstract and visualize communi-
cation behavior are necessary tools for optimizing communi-
cation algorithms [8]. Developers repeatedly test communi-
cation algorithms under development on network simulators
and actual systems to find potential areas for optimization.
The test results are usually obtained as huge logfiles and
extensive numerical data. Looking at the logfiles and numerical
data alone, it is difficult to determine potential areas for
optimization.

We briefly presented our visualization tool, the Communi-

cation Log Viewer (CLV), that supports the design of collective
communication algorithms in [9]. Our tool has a function that
visualizes both the results obtained from a network simulator
and an actual system in the same framework. Our tool also
visualizes both events that occur in the node and statistics
regarding traffic in the network simultaneously with linked
multiple views. This enables the user to distinguish quickly
which events in the nodes correspond to which congested
network links.

In this paper, we describe the details of CLV that can
visualize both the node events and network statistics. We
also show a visual evaluation of all-to-all on a full system
of the K computer that has 82,944 nodes. In the rest of
this paper, Section II explains the workflow for developing
communication algorithms and Section III presents related
work. Section IV then describes the features of CLV. Section
V provides a case study, and Section VI concludes the paper.

II. WORKFLOW AND REQUIREMENTS FOR VISUALIZATION

A workflow to develop collective communication algo-
rithms involves the following steps.

1) Designing an algorithm that takes into account the net-
work architecture of the target system

2) Testing the algorithm on a network simulator and gener-
ating simulation logfiles

3) Analyzing and evaluating the behavior and efficiency of
the algorithm based on the information in the logfiles

4) Implementing the algorithm on the target system, if the
algorithm has achieved the expected performance in the
simulation

5) Evaluating the algorithm based on logfiles and numerical
data obtained from the performance counters of the target
system

Considering this workflow, the following functions are
needed in visualization tools:
R1 Visualizing the simultaneous network statistics and node

events with concise association
R2 Mapping the information to the actual network structure

of the target system
R3 Showing the information in multiple linked views
R4 Displaying concise information by filtering
R5 Supporting the outputs obtained both from simulators and

actual systems in the same framework
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Visualizing both the network statistics and node events in the
same tool allows the developer to easily find bottleneck links
and the events that cause them. Additionally, the developer also
can intuitively understand which part of a network is heavily
used by observing the topologically mapped information. The
tool should provide multiple views with multiple levels of
abstraction because needed information is sometimes lost at
different levels of abstraction. In addition, information that is
not the current focus of the investigation must be filtered out
by the developer. As discussed above, developers evaluate their
algorithms on a simulator and target system. Considering this,
the tools should analyze both outputs obtained from simulators
and actual systems within a single framework.

III. RELATED WORK

Bhatele et al. visualized communications that occurred
in an Adaptive Mesh Refinement (AMR) application [10].
Existing visualization tools, such as Jumpshot [11], ParaProf
[12], and Vampir [13], visualize a profiler’s outputs. Other
well-known tools such as Open|SpeedShop [14] and TAU [15]
provide an integrated environment for performance analysis.
These tools summarize outputs obtained by the profiles in
graphs, tables, and figures. They are useful for analyzing events
that occur in the nodes. However, these tools basically do not
support network statistics because profilers cannot be designed
to acquire the network statistics.

Minkenberg and Rodriguez proposed a simulation envi-
ronment to support the development of high performance
computing systems [16]. An MPI task simulator works with
a network simulator in this simulation environment to emu-
late parallel applications running with specific topology and
hardware construction. This environment uses Paraver [17] to
visualize the communication.

SimCon [18] was developed to find appropriate overlay
networks for running parallel applications. This simulator
displays networks based on physical distances and links be-
tween pairs of communicating nodes. Users can understand the
communication situation from the simulation results. Gamblin
et al. [19] also developed a tool to evaluate parallel applications
to optimize node mapping. This tool presents a topological
view of the network and places the information on this
view. By observing this view, users can intuitively check the
communication situation. However, these tools also require
external tools to obtain network statistics.

Landge et al. [20] developed a visualization tool to analyze
packet traffic on the torus network. This tool focuses especially
on recent Blue Gene systems. It provides two linked views
to show an overview of the packet traffic. One view is a
2D projection, mainly used to show brief trends and patterns
of the traffic. The other view is a 3D topological view that
maps traffic patterns to the physical structure of a target
network. This tool allows application developers to understand
link utilization and find bottleneck links intuitively. However,
application developers still need to combine it with another
tool to inspect the cause of the bottleneck.

IV. CLV

A. System summary

CLV is designed to implement two requirements, R1 and
R5, into a single tool. Existing visualization tools introduced
in Section III have some features that implement R2, R3, and

Figure 1. Example of the time series view. Maximum and average values are
represented by red and green bars, respectively.

R4. R1 and R5 can also be realized by combining multiple
tools. However, there is no integrated tool that implements R1
and R5. CLV also has basic functions that are implemented
in existing visualization tools. In addition, CLV can read
and analyze logfiles obtained both from simulators and actual
systems in the same framework. This feature is useful when
developers need to test their algorithms on a simulator and
an actual system repeatedly. As of now, Booksim [21] and
Message Flow Simulator (MFS) [22] can be used as the
simulators, and the K computer using the Tofu Performance
Analysis (Tofu PA) [23], is targeted for the actual system.
The developer can use existing simulators or performance
measurement tools for traffic data acquisition. CLV provides
an utility to convert the data format to feed the data into CLV.

CLV mainly provides two views: time series and topolog-
ical. The time series view summarizes network statistics in
the time series. This view is also used to select a particular
time on which to focus. All views in CLV are linked from
the time series view. When a user selects a time in the time
series view, all other views show the data at that time. The
topological view maps the events that occurred in the nodes
and network statistics to the physical structure of the network
in 3D space. As of now, CLV can visualize the messages
sent as the events. This view shows link utilization as well as
the duration of the communication delay. Users can filter the
information by selecting nodes or links in this view. The users
also can understand where the messages sent events occurred
in the network from this view.

CLV was implemented in C++ with OpenGL library. Thus,
the CLV can be compiled on any OS that has OpenGL
implementation. We also used the OpenGL Utility Toolkit
(GLUT) [24] to construct the user interface.

B. Time series view

Figure 1 shows an example of the time series view. This
screenshot shows the link utilization for sending (SendFlit)
and receiving (RecvFlit) for all links in each dimension. It
also shows the communication delay (VCFull). The horizontal
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Figure 2. Examples of the topological view showing link utilization and
communication delay

line represents the elapsed times. The time unit is an interval
time of data specified in the logfiles. The link utilization and
communication delay are defined as the fraction of bandwidth
and number of wait cycles in each time unit, respectively.
Dimensions “X,” “Y,” and “Z” correspond to the first, second,
and third dimensions of the network. “Host” refers to a link
connected from a node to a router (switch) in the network. The
“+” and “-” symbols indicate the directions of the links.

The graphs in the screenshot indicate the maximum and
average values by the red and green bars, respectively. If
the average value (green) is close to the maximum value
(red), most messages on all the links in those directions and
dimensions have transferred efficiently. In contrast, if these
values are far apart, a small number of links are heavily used,
while most of the remaining links are not utilized.

C. Topological view

In the topological view, information is mapped to the
physical structure of a network topology in 3D space. Figure
2 shows an example of the topological view. The triangle in
the top left corner of the figure is a legend that specifies link
utilization and communication delay by color.

The situation in Figure 2 is such that the three source
nodes at the lower front left nodes (180, 186, and 192) are
communicating with three other destination nodes at the upper
back right (23, 29, and 35). We added the node numbers to
the screenshot for this explanation.

Small arrows are printed on the links. These are showing
a direction of the messages sent. From the direction of the ar-
rows, the users can understand that the events of the messages
sent occurred in node 180, 186, and 192.

The colors represent link utilization and communication
delay. The green link between nodes 197 and 203 indicates
that this link is fully used (100%). Furthermore, we can see
that the links around this green link are colored dark green and
gray. The user can determine that these links have lower link
utilization from the legend. There are purple and gray links in
the lower half of the view. This indicates that the packets on
the purple links wait for a long time, while packets on the gray

links only wait for a short time. From this view, the user can
guess that the packets on the purple links are blocked while
the packets on the gray links are transmitted through the green
links. In the same way, users can guess the cause of low link
utilization from this view.

V. CASE STUDY

A. Comparing all-to-all algorithms on a simulator

We first compared two all-to-all algorithms using CLV on
simulation results. We simulated all-to-all communications on
a 10 × 10 × 10 3D mesh network using Booksim. In this
simulation, each node sends one message to 999 other nodes.
One message consists of 200 flits, and one flit is sent per cycle.
Dimension order routing is used as the routing algorithm. Node
numbers (ranks) are assigned in the order of x, y, and z
dimensions.

We chose to compare two all-to-all algorithms using a
simple spread algorithm and an algorithm optimized for torus.
We refer to the simple spread and torus optimized algorithms
as A2A and A2AT, respectively, in this paper. A2A is used in
many MPI libraries such as MPICH [25], MVAPICH [26], and
Open MPI [27]. A destination node number in A2A is calcu-
lated by (src + i) mod N (i = 1, 2, . . . , N − 1). Here, src
and N represent a source node number and the total number
of nodes in the network, respectively. A2AT is an optimum
topology-aware algorithm for mesh/torus networks that we
previously proposed [28]. We have shown that A2AT performs
better than a modified version of A2A. Here, we investigate the
communication efficiency with respect to performance using
the CLV visualization result.

Figure 3 presents the visualization results of both algo-
rithms in the time series view. The figures show the first
part of each simulation result. Link utilization in the y and z
dimensions in Figure 3(a) decreases several times, as indicated
by the rectangles. This indicates that A2A does not utilize links
in the y and z dimensions at this time. In contrast, there are
no large black spaces in Figure 3(b). This indicates that A2AT
utilizes all links at any time. We confirmed from these results
that A2AT provides better performance by utilizing the links
in y and z dimensions to avoid using the bottleneck links.

B. Comparing all-to-all algorithms on the K computer

1) Preparation: The K computer implements a tuned all-
to-all algorithm in its MPI library [29]. We refer to this MPI
library as the Tofu MPI in this paper because the K computer
employs a 6-dimensional mesh/torus network called the Tofu
interconnect. In this algorithm, the order in which the messages
are sent is modified while considering the routing algorithm
of the K computer. The barrier operation is also used to make
the messages sent in this algorithm uniform. We evaluated this
algorithm on a full system of the K computer at the RIKEN
Advanced Institute of Computer Science in Japan [30].

The fourth, fifth, and sixth dimensions are labeled a, b, and
c, respectively, in the Tofu interconnect. The K computer has
82,944 (= 24×18×16×2×3×2) computation nodes, excluding
I/O nodes. The physical construction of the K computer was
24×18×17×2×3×2. However, nodes located on z = 0 are
reserved for I/O nodes. Therefore, the full size of the system
that could be used was 24× 18× 16× 2× 3× 2 because no
I/O nodes joined into the MPI communicator. Note that the y,
a, and c dimensions are mesh networks while the others are
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(a) A2A (b) A2AT

Figure 3. Comparison of simulation results for A2A and A2AT on a 10× 10× 10 3D mesh network in the time series view.

TABLE I. SUMMARY OF NETWORK STATISTICS OBTAINED WITH
THE TOFU PA DURING ALL-TO-ALL COMMUNICATION WITH

32,768 BYTES of DATA

Run time Samples Period Raw logfile size
Tofu MPI 2.77 s = 277 × 10 ms 7.9 GB
Open MPI 22.94 s = 2,294 × 10 ms 59 GB

torus networks.
We ran the tuned all-to-all algorithms implemented in Tofu

MPI and an existing all-to-all algorithm implemented in Open
MPI with 32,768 bytes of data. We also obtained logfiles
using the Tofu PA. TABLE I summarizes the logfiles that we
obtained. The total amount of the messages to be sent was
205.0 TB.

Here, we estimate the ideal communication time of an all-
to-all communication on the K computer. The lower bound of
all-to-all communication time (L) for a mesh/torus network
can be generalized as

L = (α⌊kb
2
⌋⌈kb

2
⌉(

n−1∏
i=0

ki)m)/B. (ki ̸= kb) (1)

Here, kb represents the sizes of the dimensions that have
bottleneck links. The links in the longest dimension are the
bottlenecks. Variables n and ki indicate the number of dimen-
sions and size of the i-th dimension, respectively. Note that the
dimension corresponding to kb will be skipped. Parameters m
and B represent message size and link bandwidth, respectively.
Parameter α is set to 1/2 or 1 depending on whether the
bottleneck dimension has wrap-around links (torus) or not
(mesh).

We need to determine a dimension size kb that includes
bottleneck links to calculate an ideal communication time from
(1). Links in the longest dimension are basically bottleneck
links. Yet, the x dimension is longer than the y dimension
in the K computer network. However, the bandwidth of the
x dimension is twice that of the y dimension because the
x dimension is a torus network. Therefore, the bottleneck
links of the K computer are in the y dimension. The effective

bandwidth of a single link in the K computer was 4.76
GB/s. Thus, the optimum communication time for an all-to-
all communication in the K computer can be calculated to be
2.57 s from (1). From the table, we can find that the Tofu MPI
spent 2.77 s on an all-to-all communication. This means that
the tuned all-to-all algorithm achieved 1.08 times the optimum
communication time.

2) Visualization of all-to-all algorithms: We then visual-
ized an all-to-all communication using the logfiles obtained by
the Tofu PA. The logfiles included various network statistics.
However, the logfiles do not include information corresponding
to the node events such as amount of traffic from the nodes
to the nearest routers. Thus, we only visualized the network
statistics at this time. We visualized the fraction of bandwidth
and communication delay based on the number of sent packets
and the number of wait cycles needed to inject packets.

Figure 4 shows screenshots of the visualization results in
the time series view. The link utilization and message delay are
represented by “Sbyte” and “VC” in Figure 4. Both average
and maximum link utilization (Sbyte) of the Tofu MPI that is
shown in Figure 4(a), were higher than those of Open MPI
that is shown in Figure 4(b). By simply looking at these
visualization results, we can intuitively understand that the
Tofu MPI utilized more links than Open MPI. Link utilizations
in the a, b, and c dimensions are relatively low compared
to other dimensions in both figures. Dimensions a, b, and c
construct a small 2 × 3 × 2 sub-network, hence links in this
small sub-network are not heavily used.

We also found that link utilization in the x, y, and z
dimensions drops twice in Figure 4(a). The all-to-all algorithm
implemented in the Tofu MPI uses the barrier operations at
these two points to send messages uniformly. Right before the
barrier points, it can be seen that the average link utilization
indicated in green in the x dimension is declining. It then
recovers after the barrier points. However, there are also black
gaps around the barrier points. This indicates that the com-
munications are being blocked during these cycles. This could
be the barrier penalty. From this observation, we concluded
that the barrier operations work well to keep the average link
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(a) Tofu MPI (b) Open MPI

Figure 4. Comparison of all-to-all algorithms on full system of the K computer (82,944 nodes) in the time series view.

Figure 5. All-to-all communication using the Tofu MPI on full system of the
K computer (82,944 nodes) in the topological view at 0.33 s

utilization high. However, there is a trade-off between the
number of barriers and average link utilization.

Figure 5 shows a screenshot of the topological view of
the Tofu MPI at 0.33 s. The red vertical line in Figure 4(a)
indicates this time. We can easily focus on this time by
selecting it in the time series view. Links near the middle of
the y and z dimensions are green, as can be seen in Figure
5. This indicates that these links were fully utilized. However,
links near the edge of the network that were not used as much
are colored blue. This is because the y and z dimensions were
a mesh network, which has no wrap-around links. Thus, links
near the corner of the network were not used much more than
the links in the central area of the network.

(a) x dimension (b) y dimension

(c) z dimension

Figure 6. Views of Figure 5 filtered by dimension.

We next filtered this topological view by each dimension
for further analysis. The visualization results are shown in
Figure 6. In Figure 6(a), we can see many brown links in the x
dimension. In contrast, there are no brown links, in the y and
z dimensions in Figures 6(b) and (c). This indicates that many
packets were blocked only in the x dimension. The K computer
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employs routing that sends messages to the x dimension first.
Thus, in all-to-all communication, many packets are injected
into links in x dimension within a short time slot. This leads
to congestion in the x dimension. However, the delay is not
critical, as many links are brown. We suppose that messages
are sent at a constant pace by utilizing the barrier operations
explained above.

VI. CONCLUSIONS

We introduced CLV, a visualization tool to assist the devel-
opment of collective communication algorithms. CLV provides
time series and topological views that visualized information
about node events and network statistics.

We also presented a case study to demonstrate the effective-
ness of CLV. We compared the performances of simple (A2A)
and topology-aware (A2AT) designs of all-to-all algorithms
both in a simulation and on an actual system. We ran two
all-to-all communication algorithms implemented in the Tofu
MPI and Open MPI to compare their performances. The
algorithm implemented in the Tofu MPI was optimized for the
K computer. We found that the Tofu MPI achieved 1.08 times
the optimum all-to-all communication time on the full system
of the K computer that includes 82,944 nodes. We confirmed
that the barrier operation used in the Tofu MPI effectively
keeps link utilization high. We also pointed out that there is
a trade-off between the number of barriers and link utilization
for further optimization.

As of now, CLV can only visualize the messages sent as the
node events. For the future work, other node events that affect
network utilization should be visualized to help optimization
of communication algorithms.
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Abstract— We discuss in-addition to our previous paper, the 

creating, protecting and sharing of semantically-enabled, user-

orientated Electronic Laboratory Notebook (ELN) in a service 

environment. The advantages are that ELN service manages 

the end-to-end provenance life cycle on behalf of the 

community modellers regardless of local ELN system which 

involves individual ELN support, ELN version control and 

hardware/software issues. The performance of the solution 

presented showed a reasonable degree of end-user acceptance 

of the proposed approach.  

Keywords-electronic laboratory notebook; collaborative software; 
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I.  INTRODUCTION 

In our previous research [1], the Dynamic Role-Based 

Access Control (DRBAC) mechanism was discussed to 

protect and share the ELNs in a distributed, co-laboratory 

research environment. The ELN-DRBAC mechanism was 

used to allow community modellers to transfer locally 

created ELNs into a central repository where they can share 

their personal ELNs with other modellers in the community 

either as a whole ELN object or its elements (provenance 

trails) at fine-grained level. An evaluation was undertaken 

with the members of atmospheric chemistry community 

working on the EUROCHAMP-2 project [2]. The scientific 

goal of this community is to better understand the chemical 

processes (reactions) taking place in the lower atmosphere 

through the use of atmospheric simulation chambers. These 

processes can have significant impacts on both air quality 

and climate change. 

In this paper, we extend our previous work to address the 

issues when creating ELNs in a local environment. The 

Electronic Laboratory Notebook - Creating, Protecting and 

Sharing (ELN-CPS) service provides an environment for the 

modellers to create, protect and share ELNs online without 

the use of local ELN system. This improves the consistency 

of conducting modelling experiments across the community. 

The local ELN system [3] was specifically designed to 

capture and retrieve high quality metadata concerning the 

modelling process together with modeller’s reasoning. 

However, the analysis of the local user-orientated ELN 

system showed the following:  

i) It was difficult to maintain the different versions of 

ELN modelling metadata; and 

ii) The complexity of settings and configurations of 

the local ELN system requires technical assistance 

before modeller can start using it [3]. This may 

hinder the modeller from using the ELN. 

The ELN-CPS service environment encapsulates the 

functionality of the local ELN system and ELN protecting 

and sharing mechanism. It consists of two main parts:  

i) ELN protecting and sharing control which is based 

on dynamic role based access control; and 

ii) ELN simulation service and associated sub services 

(i.e., ELN retrieval and IPNav services).  

In this paper, the following contributions are made: 

i) The existing user-orientated ELN system could be 

used across multiple platforms in a service 

environment. The ELN-CPS service is made online 

for  creating, protecting and sharing of modelling 

metadata. It also addresses the need to set up the 

ELN system.   

ii) The management of different versions of modelling 

metadata to ensure modellers can retrieve the 

relevant and correct metadata across different 

versions of simulations.   

iii) The central archive mechanism of ELNs, 

particularly for group simulations are defined to 

avoid any disaster situation at local level.  

This paper is structured as follows: Section 2 highlights 

the background of this research while Section 3 details the 

requirements for the ELN-CPS service. The ELN-CPS 

service architecture is discussed in Section 4 which is then 

used to elicite feedback from members of the atmospheric 

community in Section 5. Section 6 reviews the related work. 

In the last section, we conclude and present the future work. 

II. BACKGROUND 

The high level view of Electronic Laboratory Notebook 

Protecting and Sharing (ELN-PS) system is shown in Figure 

1. The main function of the ELN-PS system is to enable the 

modellers to securely transfer and share their personal ELNs 

within or across the research laboratories. In other words, it 

is an interface to transfer local ELNs into the central ELN 

repository for sharing purposes. 

The key component in ELN-PS system is the Electronic 

Laboratory Notebook Dynamic Role-Based Access Control 

(ELN-DRBAC) mechanism that manages the access control 

to transfer, protect and share ELNs. The use of ELN-

DRBAC gives clear understanding to the people: what their 

responsibilities are and to whom they are giving access. The 
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typical NIST RBAC as discussed in research [1] is enhanced 

to DRBAC because a person in the community (with the 

right permissions) may need to share a whole ELN or a 

selection of it (provenance trails) at a fine-grained level.  

 

EUROCHAMP-2 Community People 

(with personal local ELN system environment)

ELN-DRBAC MechanismELN-DRBAC Mechanism

Web-based User Interfaces

Private, Shared & Public ELNs

 Access from ELN 

Central Repositories

(ELN Access 

Control Process)

 Access to ELN 

Central Repositories

(ELN Transfer Process)

Personal ELNs

Local ELN 

Metadata
Local ELN 

Metadata

Local ELN 

Metadata

 
Figure 1. High level view of ELN-PS system. 

 

In ELN-PS system mechanism, two dynamic allocations 

were introduced: a) persons to roles; and b) roles to 

permissions. The objective was to open the strict binding of 

three main components of the traditional RBAC system: 

users, roles and permissions to allow them to act 

dynamically within the RBAC framework. For example if a 

person with “modeller private” role wants to allow another 

person to download his/her personal ELNs, this mechanism 

gives the option to allocate “Download ELNs” permission 

to any person, independent of role allocation. This limited 

allocation of permission means that only those ELNs can be 

downloaded which are authorized by the ELN owner. 

Further a role may have different descriptions for different 

research groups. The “system manager” can activate and de-

activate multiple permissions to any role according to the 

run time requirements of the domain people. In ELN-PS 

system, just like role sessions, the allocation of permissions 

to the roles is managed on the basis of permission sessions. 

So when a person uses ELN-PS system to protect and share 

ELNs, along with dynamic person-role sessions, the role-

permission sessions are also created dynamically. This 

provides high level of dynamic inheritance in the ELN-PS 

system. Further detail about the ELN-PS system is referred 

to our previous research [1]. 

III. REQUIREMENTS FOR ELN-CPS SERVICE 

In Section 2, the ELN-PS system is discussed to protect 

and share the generated ELNs locally in a co-laboratory 

research environment. The ELNs are valuable resources for 

e-Scientists as it helps with: the repeatability of 

experiments, tracking simulation runs, managing the data 

generated, verifying experiment results and acts as a source 

of simulation insight [4].  

The ELN-CPS service environment is shown in Figure 2 

which encapsulates the functionality of the local ELN 

system. There are two main parts: a) ELN protecting and 

sharing control (ELN-DRBAC mechanism); and b) ELN 

service and associated sub services (i.e., ELN retrieval and 

IPNav services). 
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Figure 2. ELN-CPS service environment. 
 

At this point, it is worth to note that the initial user 

requirements were captured in [1][2]. In this service, two 

types of service interfaces are required as given below.  

Type 1 - Owner’s active ELN: Owner of the ELN needs 

access via three functions: a) initial setup of a new ELN (or 

retrieve from the repository); b) the provenance capture for 

the next simulation step (this includes access to the inline 

provenance node navigator (IPNav) service to update 

current provenance trails); and c) transfer of ELN to the 

repository (after completing the simulation). Owner of the 

ELN can invite other members (with the necessary 

permissions) in the community to read and comments on the 

current set of the simulation steps. The comments will be 

recorded in the repository.  For example, the research 

manager can view and comments on the state of modeller’s 

personal ELN.  

Type 2 - Third Party User: Retrieval of the ELN using the 

functions provided in the ELN-PS system. These are 

accessed through two services:  Retrieve service (search 
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criteria and output of the list of matched ELNs); and ELN 

archives (ELN management, etc.). 

These requirements arise from the Qualitative user-

orientated evaluation was used to assess the meeting of the 

requirements and value of the ELN-CPS service. This is 

discussed in Section 5. 

A. Scenario Cases 

The scenario cases are used to develop the ELN-CPS 

service, which allows a modeller to create ELN simulations 

using Web-based interfaces, protected and shared by the 

ELN-PS system. The scenarios are derived from the 

working practices of the EUROCHAMP-2 community 

members, though remain generalisable to other communities 

with similar requirements.  

 

Part-1: Creating ELN in the service environment 

Helen is a modeller working in her laboratory. She is 

informed by the system manager that ELN system is now 

available in the service environment and she can access it 

through the Web-based interfaces. This service facility is 

provided to secure all ELNs centrally to avoid any disaster 

situation and to overcome the ongoing technical issues (i.e., 

ELN version control and the complexity of setting up and 

configurations) at the user’s local ELN system. 

Helen logs into the ELN-CPS service by activating 

“modeller private” role. She initiates a new version of 

simulation called “toluene chamber” simulation and shares 

the whole ELN with her “research manager”. Helen 

understands that there is no need of transferring local ELN 

into the central repository because the ELN is already 

created online in the central repository and it is protected.  

 

Part-2: Sharing of ELN in the service environment 

Helen (modeller) and Alvin (research manager) exchange 

comments on a new simulation with different trails and 

finalize the results for evaluation. The golden trail is then 

shared with the publication editor for evaluation. 

IV. ELN-CPS ARCHITECTURE 

The ELN-CPS service architecture is designed with the 

vision to operate user-orientated ELN system in a 

distributed, co-laboratory research environment. The 

constraints of the existing ELN system architecture and 

framework [3] are also considered during the design phase. 

The ELN-CPS service architecture is designed based on the 

distributed computing model [5], as shown in Figure 3. 
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Figure 3. ELN-CPS service architecture. 

 

The architecture grants the maximum configuration 

flexibility, because each function is mapped to a distinct 

physical (ELN development service) layer, which can be 

independently replicated. It presents the interrelation 

between different components of the ELN service, all 

accessible through the Web interfaces. In order to ensure 

loose coupling at the front-end of ELN-PS system, the 

proven Model-View-Controller (MVC) architecture [6] is 

embraced that efficiently handles session management for 

multiple Hypertext Transfer Protocol (HTTP) requests. The 

user interfaces as Java Server Faces (JSF) [7] does not 

contain any processing logic. These pages represent view 

part of MVC. Links in the user interface that requires 

processing logic to be executed submits the request that is 

mapped to an action. The action then selects and invokes the 

required processing logic. The processing logic is 

encapsulated in plain Java objects deployed as standard 

service. 

The ELN-CPS service is developed using the JSF 

framework. All functions of the existing local ELN system 

are reused for this service. The service responses (i.e., send 

and receive) are managed according to the JSF framework. 

The ELN-CPS service keeps the detail of the service URL 

and invokes the service when the request for “Develop 

ELN” is generated from the modeller side. The sub services 
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are executed inside the main ELN service interface. JSF is a 

MVC framework that is capable of managing the front and 

middle tiers. To meet this goal, the design of the ELN-CPS 

service is based on the core JSF patterns as well as the 

industry standard development guidelines of scalability, 

flexibility and platform infrastructure. To serve the web 

pages, the Apache Tomcat web server is used which is one 

of the fastest and easiest to configure Java application 

servers [8]. The ELN-CPS service is implemented via the 

web. The modeller can access the service by using any web 

browser (e.g., google chrome, Mozilla Firefox, etc.) that 

they preferred. The core purpose of the scenario cases given 

in section 3 were to: 

 

i) Create the ELN simulations in a Web-based 

environment. Existing user-orientated ELN system 

only allows the creation of ELNs in a local 

environment.  

ii) Retrieve the ELN simulations using ELN service. 

It gives an advantage to the modellers to load the 

personal and shared ELNs into the online 

simulation interface for further simulations. 

iii) Protecting the ELN-CPS service through ELN-PS 

system. 

 

Figure 4 shows a service interface in the ELN-CPS 

service environment to create a new simulation for a 

modeller who has assigned “modeller private” role. The 

modeller can invoke the service using “Develop ELN” 

function, which generates a request call and returns the 

service interface to create new simulation in the Web 

browser.  

 

 
Figure 4. Creating new simulation.  

 

This interface contains the basic parameters like 

simulation name, simulation type, EUROCHAMP 

chambers, etc. After setting up the initial parameters, the 

submit function is used to proceed further in mechanism 

development. To analyze the model output, the modeller has 

the option to download input/output model files in .zip 

format and can use their own tools as an external service. 

V. EVALUATION WITH END USERS 

     The qualitative evaluation is presented in this section. 

This evaluation was the extension of our previous 

evaluation work [1]. The goal was to determine the potential 

value, likely advantages and disadvantages of using the 

ELN-CPS service. The evaluation plan included the 

demonstration of the two scenario cases (mentioned in 

Section 3) developed for ELN-CPS service and the 

collection of end user’s feedback using a specific evaluation 

questionnaires, designed for this purpose. Prior to this 

evaluation, the informal evaluations feedback were also 

captured during different presentations and discussions with 

the community members. However, due to geographical 

distributed locations of the community members and time 

constraint, we prefer to start formal evaluation process with 

two key evaluators having substantial experience of 

developing atmospheric chemistry models. Both of the 

evaluators regularly perform in silico experiments that make 

use of the Master Chemical Mechanism (MCM), so the 

evaluators could easily relate to and understand the ELN 

functionality they were presented with. The use of a small 

number of potential users, with close links to the software 

development team, to evaluate scientific software has also 

been applied successfully in the large e-Science projects, 

such as myGrid [9][10] and myExperiment [11][12]. By 

acting to meet the requirements of a small number of local, 

well known scientists (who acts as pioneers); whilst 

thinking about the requirements of the wider user 

community, a widely adopted software application can be 

developed. 

     A standard marking method using a likert scale was used 

to assess the answer of each question in the evaluation. 

Values were ranked from 1-5; 1 = poor - 5 = excellent. After 

the demonstration of each scenario case, the users were 

requested to answer the questionnaires and comments in the 

appropriate boxes. The answers obtained from the questions 

evaluated by two members of the community are given in  

. 

TABLE 1. ANSWERS FROM USER SURVEY. 

Questions To Users User 

1 2 

i) Do you acknowledge the concept of ELN-

CPS service? 
4 4 

ii) Do you think the ELN-CPS service can 

overcome the maintenance issues, created 

in the local ELN system for the individual 

modeller? 

3 4 

iii) For security and protection of ELNs, do 

you think it is good to create, store and 

maintain ELNs online? 

2 3 

iv) Will you recommend the implementation 

of the ELN-CPS service in your 

laboratory? 

3 3 
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At the end of the evaluation, the recommendations and 

comments from the participants were recorded. Samples of 

participant’s recommendations and comments are provided 

below:  

Recommendations and comments: 

User 1: 

i) “Community needs to trust the party who controls 

ELN online with their scientific legacy – how do 

you gain their trust?” 

ii) An option to “back up” the private online ELN on 

their own private systems would promote the use 

of this service?” 

iii) “Need third party to look after the online service 

(need guarantees), e.g., British Atmospheric Data 

Centre (BADC)”. 

User 2: 

i) “Definitely the service can overcome the issue of 

maintenance. In local ELN, if you upgrade the 

functionality then you need to reinstall the ELN in 

every modeller’s machine that use the local ELN. 

If using online, upgrading of the functionality 

would be easier”.     

ii) “If I can trust the online system, then I will use it. 

But you need to think about how to persuade 

people to trust the service”. 

The evaluation results were very encouraging and both 

participants acknowledge the value of this service. These 

results could be considered as an initial feedback before 

going into the larger community for further evaluation. The 

major concern in the evaluation was regarding the trust 

relationship, i.e., how community people will be agreed to 

create ELNs outside their personal system? For this, the 

participants have given the following suggestions: 

i) To enhance the trust, there is a need to have an 

option for the end-users to store online ELN in 

their personal systems too; 

ii) The service should allow the modeller to choose 

either to perform their simulation runs locally or 

via online; 

iii) Need third party to look after the online service 

with their scientific legacy, e.g., British 

Atmospheric Data Centre (BADC) [19]. 

Guarantees should be signed by third party to 

ensure the security of the online ELN repositories. 

VI. RELATED WORK 

A service is an implementation of a well-defined logic 

functionality (in this research, it refers to the ELN service), 

and such services can then be consumed by clients (i.e., end-

user application or another service) in different applications 

or processes [13]. Service Oriented Architecture (SOA) [20] 

is an architectural style for building software applications 

that use services available in a network such as the Web. 

SOA offers flexible approaches to distributed systems 

engineering including reuse of the existing applications. 

Within the EUROCHAMP-2 community, the previously 

reported ELN [2] was based on a standalone local ELN to 

capture and retrieve the quality metadata performed by the 

modellers in a laboratory. However, there was an issue 

identified which was the need to reduce the complexity of 

setting up the ELN before it can be used [3]. Initially, 

virtualization [14] which provided a prefabricated 

environment for the ELN was implemented to address this 

issue; however, there is still a need for the ELN to maintain 

different versions of ELN metadata based on the role of the 

modellers. Two prominent projects related to this research 

are discussed. Although there are sheer number of work 

done related to this research, but we are only interested in 

the features aspects presented in those projects.  

Linked Environments for Atmospheric Discovery 

(LEAD) is a large scale project to address meteorology 

research challenges to analyze and predict the atmosphere. 

Scientists are provided with necessary tools such as 

automated search, selection and transfer of required data 

products between computing resources [15] to build forecast 

models using model generated data and manage necessary 

resources for executing the model [16]. This includes: a) 

replacing the manual data management tasks with 

automated data discovery; b) allow transfer of large scale 

data products between resources; and c) searching and 

access of the data via GUI interface and underlying 

ontology [15]. LEAD project is deployed via web portal. 

This work seems similar to our research where features such 

as data discovery and transfer between computing resources 

are present. However, the ELN-CPS provides access and 

share simulations metadata at a fine grained level according 

to the modeller’s role.  

Open Source Project for a Network Data Access Protocol 

(OPeNDAP) is a system that facilitates scientific data 

archival and exchange between researchers [17]. The main 

feature of OPeNDAP is that it allows access to the data from 

a multiple applications. OPeNDAP uses the client/server 

model that utilizes the browsers to submit/receive 

requests/respond to the servers. It also allows researchers to 

browse and request data to be translated into a specific 

format. Three data object types provided by OPeNDAP 

[18], i.e., Data Descriptor Structure (DDS), which describes 

the structure of the data set, Data Attribute Structure (DAS) 

semantic metadata which gives the attribute values of the 

fields described in the DDS and the actual data in a binary 

structure. The different between OPeNDAP and ELN-CPS 

is that in the latter, it allows access and sharing of scientific 

data between modellers through the inline provenance node 

navigator (IPNav) and modeller’s role. This includes access 

and sharing of the whole ELN or a selection of it at a fine-

grained level in the trail.   

VII. CONCLUSION AND FUTURE WORK 

The research presented in this paper was the continuation 

of our previous research work.  The aim was to introduce 

the ELN creating process in the service environment, 
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protected and shared through the ELN-PS system. The 

ELN-CPS service was developed and implemented to allow 

community modellers to create ELNs online and stored in 

the central ELN repository. This improved the consistency 

in the use of the ELN across the community and the 

management of the updated versions. The qualitative 

evaluation illustrated, how ELN-CPS service could be 

understood and accepted by a research community.  

Future work will be to evaluate the ELN-CPS service in 

the wider ELN community. In order to get more conclusive 

results on the value of the ELN-CPS service, a larger set of 

ELN modellers is needed for evaluation. However, before 

going into the wider community for further evaluation, the 

issue of establishing a trust relationship between end-users 

and service providers needs to be addressed with robust 

plans for the safe storage of ELN data. This include 

considering the feedback from the evaluation which are to: 

1) provide an option for the modelers to store their online 

ELNs into their local personal systems; 2) allow the 

modelers to perform their simulation runs locally or via 

online; and 3) allow the scientific legacy such as British 

Atmospheric Data Centre (BADC) [19] to look after the 

online service to ensure the security of the online ELN 

repositories. However, these recommendations need further 

investigation before it can be implemented.  
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