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Foreword

The Sixth International Conference on Digital Telecommunications [ICDT 2011], held between
April 17 and 22 in Budapest, Hungary, continued a series of special events focusing on
telecommunications aspects in multimedia environments. The scope of the conference was to focus on
the lower layers of systems interaction and identify the technical challenges and the most recent
achievements.

The conference served as a forum for researchers from both the academia and the industry,
professionals, and practitioners to present and discuss the current state-of-the art in research and best
practices as well as future trends and needs (both in research and practices) in the areas of multimedia
telecommunications, signal processing in telecommunications, data processing, audio transmission and
reception systems, voice over packet networks, video, conferencing, telephony, as well as image
producing, sending, and mining, speech producing and processing, IP/Mobile TV, Multicast/Broadcast
Triple-Quadruple-play, content production and distribution, multimedia protocols, H-series towards SIP,
and control and management of multimedia telecommunications.

High quality software is not an accident; it is constructed via a systematic plan that demands
familiarity with analytical techniques, architectural design methodologies, implementation polices, and
testing techniques. Software architecture plays an important role in the development of today’s
complex software systems. Furthermore, our ability to model and reason about the architectural
properties of a system built from existing components is of great concern to modern system developers.

Performance, scalability and suitability to specific domains raise the challenging efforts for
gathering special requirements, capture temporal constraints, and implement service-oriented
requirements. The complexity of the systems requires an early stage adoption of advanced paradigms
for adaptive and self-adaptive features.

On online monitoring applications, in which continuous queries operate in near real-time over
rapid and unbounded "streams" of data such as telephone call records, sensor readings, web usage logs,
network packet traces, are fundamentally different from traditional data management.

The difference is induced by the fact that in applications such as network monitoring,
telecommunications data management, manufacturing, sensor networks, and others, data takes the
form of continuous data streams rather than finite stored data sets. As a result, clients require long-
running continuous queries as opposed to one-time queries. These requirements lead to reconsider data
management and processing of complex and numerous continuous queries over data streams, as
current database systems and data processing methods are not suitable.

Event stream processing is a new paradigm of computing that supports the processing of
multiple streams of event data with the goal of identifying the meaningful events within those streams.

We take here the opportunity to warmly thank all the members of the ICDT 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all



the authors who dedicated much of their time and efforts to contribute to ICDT 2011. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICDT 2011 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICDT 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of digital
communications.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the historic charm of Budapest, Hungary.
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An Analysis of Secure Interoperation of EPC and Mobile Equipments

Cristina-Elena Vintila, Victor-Valeriu Patriciu, lon Bica
Military Technical Academy, Bucharest, Romania
cvintila@ixiacom.com, vip@mta.ro, ibica@mta.ro

Abstract - 4G architecture is the latest 3GPP development
when it comes to mobile networks design and optimization.
Designed initially for data, but having a flexible architecture,
4G is capable of integrating IMS, this way bringing in voice
and services. 3GPP wanted to facilitate the migration from 3G
and non-3GPP solutions to the 4G design, therefore the core
network components of 4G are capable of interacting with 3G
core network devices, provided these ones have an
interoperability feature. This way, even 3G or non-3GPP
devices are capable of using the 4G services. Nevertheless, one
of the biggest issues when interoperating these solutions and
devices is the security aspect. This paper reviews some of the
most common access methods and summarizes the security
concerns that raise in each case. The 4G security design is a
very powerful solution for authenticating the users, even
though it has some shortcomings that can be addressed.

Keywords — SAE; EPC; AKA; EAP-AKA; HSS; J-PAKE; PKI;
key management; security context.

I. INTRODUCTION

The 4G architecture consists of two main components:
the radio access network and the Evolved Packet Core. The
radio network is represented by the eNodeB, the antenna
and the air medium of transportation. The mobile devices
connect to this antenna, which, in turn, has responsibilities
in the mobile device authentication to the core network. This
core network has several devices that deal with the
signaling, traffic routing and prioritization and as well user
authentication and charging [1]. The most common core
network devices are the following: MME — Mobility
Management Entity (that deals with user registration to the
network, control-plane or signaling of user’s traffic patterns
permissions and manages the mobility of the user from one
area to the other), SGW — Serving Gateway (this entity does
both signaling and user-plane and it is the tracking area
entity — where tracking area is a group of cells the user may
camp on), PGW — Packet Data Network Gateway (this is the
device that connects the 4G network to the intranet or to the
Internet, it deals with traffic routing and prioritization based
on the PCRF rules for a particular customer; it is also the
mobility anchor of the UE — User Equipment, when this user
moves around the network), PCRF — Policy Charging and
Rules Function (a policy database of a customer’s
subscription to the operator) and HSS — Home Subscriber
Server (a database that contains the mobile device identity
and credentials) [9]. Figure 1 represents a simplified 4G
architecture that shows the core network devices, as well as
the logical interfaces that link their functionality. It also
represents an example of 3G and non-3GPP connectivity to
the 4G network.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-127-4

The eNodeB, or the antenna, in the 4G architecture is
the user’s first point of contact to the network. The 4G
mobile device identifies the antenna and tries to connect to
it, asking for permission. The antenna then plays the role of
an authentication relay agent for the user. The 4G
architecture has been designed in such a matter that it can
operate with 3G mobile devices, as long as the 3G parts of
the network have the capability of communicating with the
SGW [3]. The 3G portion of the network has multiple
entities: the SGSN — Serving GPRS Support Node (this is
the homologous of the MME and part of the SGW in the 4G
architecture, with the important difference that it does both
signaling and user-plane, unlike MME which is a signaling-
only entity), GGSN — Gateway GPRS Support Node (this is
the homologous of the PGW in the 4G architecture) and the
U-TRAN. U-TRAN stands for UMTS Terrestrial Radio
Access Network, and it is composed of multiple antennas
(NodeB devices) and a RNC — Radio Network Controller. It
is the RNC that actually connects to the SGSN in order to
authenticate the user. The procedures for both 4G access and
3G access are similar: UMTS-AKA.

The non-3GPP access may be any other form of access,
like WLAN. This time the user authentication can no longer
be realized via the classic authentication procedure AKA.
Instead, there is a separate architecture of 3GPP-AAA
servers that does the authentication of non-3GPP access
users using the EAP-AKA procedure [6]. The entities
involved in this case are the 3GPP AAA server, a 3GPP
AAA Proxy Server, which is used in case where the user is
in roaming and an ePDG — Evolved Packet Data Gateway.
The AAA acronym stands for Authentication, Authorization
and Accounting. The ePDG has an important role in the user
authentication; this entity is the peer the UE establishes a
security communication with. The ePDG authenticates the
user by accessing the AAA servers. The access to the 4G
core network can be classified as non-roaming and roaming
access. It can also be classified by the type of access
network: 4G, 3G, 2.5G, non-3GPP. The roaming scenarios
on their own can be further classified as having home routed
traffic (meaning that the PGW is located in the home
network), local breakout with home operator’s application
functions only (the PGW is in the visited network and the
user does its signaling and data traffic via the visited PDN —
Packet Data Network- — this is the case of a voice mail
application) and local breakout with visited operator’s
application functions only (this is the case where the home
and visited operators have an agreement to provide services
to each other’s users; all the user’s traffic is served by and
routed through the visited network, while the home network
only does the authentication and policy verification). It is
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not mandatory that the roaming scenarios are of any one
type of the three types described; there can be a combination
of architectures, where for certain functions the home
network offers the services — like the voice mail, while some
other services, like access to the Internet can be offered
directly by the visited network. Also, the same network
operator may have one type of architectural interconnection
with one operator, while having a different connection with

another operator. Figure 1 presents a local breakout
scenario, with both home operator’s and visited operator’s
application functions. This means that some of the services
are offered by the home network, while others are offered
by the visited operator. In this case there are three users, all
connecting from roaming, one is a native 4G device, the
other is a 3G device and the third is a non-3GPP device, a
laptop that connects via WiFi.

Home network

HPLM

services

Visited network
services

5Ta

Figure 1. EPS roaming architecture with local breakout

The next two sections describe the security architecture
of the 4G network, summarizing the security domains of this
architecture, as well as it analyzes the three types of access
to this network. The types of access are 4G radio access (via
native 4G mobile stations), 3G compatible radio access and
non-3gpp access via technologies like WLAN of WiFi.

Il. SECURITY ARCHITECTURE AND REQUIREMENTS

The security architecture involves most of the devices,
in less or greater measure. 4G design specifies 5 security
areas:

- Network Access Security: this area deals with granting
access to the (core) network only to those users that prove
their identity, that identity matching a network’s registered
user, with valid authentication credentials and with a
subscription that allows services to be delivered to this user

- Network Domain Security: this area deals with the secure
interoperation between the Evolved Packet Core (EPC)
network entities; most of these entities of a 4G network are
already represented in Figure 1, as well as some of the 3G
devices, like SGSN; this security is described by the
protocols involved in securing the communications between

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-127-4

EPC nodes: IPsec (recommended by Specs to take place
within an operator’s premises) and TLS (usually for inter-
operator secure communications)
- User Domain Security: this area deals with the secure
access to the mobile stations
- Application Domain Security: this area is concerned with
how to secure the communication between the applications
that reside on the user’s mobile device and the core network
application servers; as a layer 7 application, this area may
implement a large variety of security structures
- Visibility and Configurability of Security: this is an
informational area, for the user; the subscriber must have
constant access to the information concerning the security
features available on his device, whether or not they are
functioning properly and whether or not they are required
for the secure operation of a certain service

The security requirements for the 4G networks are
classified according to the areas above and most of the
security requirements are summarized in [6]. The eNodeB,
being the access point into the network, has a large variety
of security parameters and classes that must be verified and
certified in order to assure a secure operation. These classes
are the setup and configuration (this class deals with the
secure communication in terms of confidentiality and
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integrity between the eNB and the EPC, over the S1-MME
and S1-U interfaces, between eNBs, over the X2 interface,
with the secure setup configuration of the eNB and the
secure software update), key management inside the eNB (as
the eNB participates in the user equipment authentication
process, it also stores some of the keys derives from the
authentication process; these keys should be stored on a
secure environment and never leave it, except in the
situations specifically mentioned by the Specs), handling of
the user-plane traffic (this data is transmitted over the S1-U
interface to the SGW and via X2-U interface between eNBs;
securing this data means assuring its confidentiality,
integrity and protection against replay attacks), handling of
control-plane traffic (this signaling transmissions take place
over S1-MME interface towards the MME and via the X2-C
interface between eNBs; securing this data means assuring
its confidentiality, integrity and protection against replay
attacks).

I11. NETWORK ACCESS SECURITY

A. 4G mobile device access

As per [6], the preferred access method for the 4G
mobile devices is AKA, named EPS-AKA — Evolved Packet
System Authentication and Key Agreement, compatible
with 3G UMTS — AKA authentication system, but not
compatible with the 2G SIM, nor a SIM application on a
UICC. The purpose of the AKA is to produce master keying
material for protection of 3 classes of traffic: user-plane
traffic, RRC — Radio Resource Control and NAS — Non
Access Stratum. The exact procedure for deriving and
distributing the keys is not important at this point. There are
6 keys that result from this process: K-eNB, K-NASint, K-
NASenc, K-UPenc, K-RRCint and K-RRCenc. The AKA
procedure is represented in the picture below.

This exchange is triggered by the UE connecting to an
antenna. The antenna (called eNodeB) is forwarding to the
MME the identity declared by the UE. At the very first
attach, this is usually the IMSI — International Mobile
Subscriber Identity, afterwards it is a temporary identity
called GUTI — Global Unique Temporary ldentity. The
MME then contacts the HSS, sending the UE’s identity over
Diameter. If it finds the identity, the HSS responds with a
set of AVs — Authentication Vectors (called generically
Authentication Data). An AV contains 4 fields: the RAND —
a random challenge string, an AUTN — an authentication
token, an XRES - expected authentication response and a
session key for the traffic between MME and HSS, named
K-ASME - Key for Access Security Management Entity,
which in our case is the role assumed by the MME. The
MME forwards, via eNB, the RAND and AUTN to the UE.
The UE authenticates the network using the AUTN and
computes the RES — Response, which is sent back to the
MME. The MME compares the RES and XRES and, if they
match, the UE is considered authenticated.
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UE MME HSS

1st NAS message - User Identit]

Authentication Data Request 1 IMSI

Authentication Data Response - AY

Authentication Vector (AV) Selectiol
RAND, AUTN, XRES, K-ASME

User Authenticatin Request
RAND, AUTN

Verifies AUTN
Computes RES

User Authentication Response | RES

¢ ComputesCKand IK »  (Compares RES and XRES >

Figure 2. EPS-AKA procedure

There are at least 2 security issues related to the EPS-
AKA process. One of them appears at the first Initial Attach
of the User Equipment, when the user’s identity IMSI is sent
unencrypted over the air and the second one is the lack of
PFS — Perfect Forward Secrecy property of the AKA
algorithm. The identification of any subsequent requests a
particular user may make to the network is done via a
temporary identity called GUTI. The new MME reads this
identifier from the UE’s message (TAU — Tracking Area
Update, for instance), contacts the previous MME in order
to obtain the IMSI and then does the actual UE
authentication to the HSS. The messages exchanged
between the UE and the MME all pass through the eNB.
These messages are GTPv2-C packets via the S1-MME
interface. The AKA process continues over the S6a
interface, where the information is encapsulated in Diameter
protocol packets. The actual user-plane, after leaving the
radio domain, is forwarded by the eNB directly to the
designated SGW, over the S1-U interface, where the
encapsulation is GTPv1-U. The keys derived by the AKA
process are used over the air interface, then between the
eNB and the MME. Traffic protection between the eNB and
the SGW is a network domain security field of activity.

There have been multiple research projects done in
order to improve the security and speed up the
authentication process. Some of these projects are already
patented and used in industry: SPEKE algorithm for the
authentication between the BlackBerry device and the BES
— BlackBerry Enterprise Server. The SPEKE is very similar
to Diffie-Hellman, with the exception that the hash of the
password is used as the group generator. Still, this method
has a lot of vulnerabilities and technical limitations. There is
yet another project that was very well received by the
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cryptographic community. This is called J-PAKE [19]. It
overcomes the vulnerabilities of both Diffie-Hellman and
EKE - SPEKE methods. J-PAKE provides off-line
dictionary attacks resistance (it does not leak any
information that allows an attacker to search for the
password off-line), forward secrecy (the information
remains protected even if the original shared secret was
disclosed), known-key security (even is a session key is
disclosed, the information protected with other session keys
is not accessible) and on-line dictionary attacks resistance
(an on-line attacker can only test one password per
execution). Even though this protocol requires two
computational rounds and 14 exponentiations, it is much
stronger and requires a smaller exponent to generate its
keys.

This method is not yet used in the mobile industry, even
though it is lightweight and applicable to the mobile devices
characteristics. This protocol can be used along with AKA
to provide efficient end-to-end cryptography for the 4G core
network services, like the ones provided by IMS — IP
Multimedia Subsystem, as well as instead of AKA in the 4G
authentication protocol. Besides the fact that it is strong with
regards to the 4 security aspects listed above, this method
does not require a PKI implementation, which makes it
more flexible and easier to use.

B. 3G mobile device access

The 3G security requirements and procedures are
described in [8]. The solution used for authentication in the
3G design is the predecessor of the EPS-AKA. It is called
UMTS-AKA and is uses the same methods. When
authenticating to a 4G network, the user equipment is still
connecting through a 3G access network. In the 4G E-
UTRAN, the eNB has the entire access control role as an
antenna (doing both signaling and data) and it is managed
by an MME device, which has only signaling role:
authentication, management and mobility management. The
3G U-TRAN design had a pool of antennas managed by a
RNC (Radio Network Controller) and it was the SGSN
device that did the mobility management, the authentication
and also data-plane. The 3G design got simpler in the 4G,
creating a smarter antenna and completely segregating the
control and data planes in separate entities: MME and SGW.
So, in order to effectively connect to a 4G core, the design
must keep the SGW in place, as an essential core device,
and define the 3G-4G delimitation on the S4 interface,
between the SGSN and the SGW. This way, the SGSN still
manages the 3G UE, does its authentication and manages
also its mobility to the 4G network, but the actual traffic is
forwarded to the SGW, and then the PGW in order to be
routed to the Internet/Intranet or IMS behind the PDN the
user connected to. The authentication of a 3G device is done
by the SGSN, which interacts with the HSS over the Gr
interface, which is Diameter based.

The interoperability issues between the 3G and 4G
devices appear when the UE is moving from 3G cover to 4G
cover and viceversa. It is very possible that the HSS already
sent multiple AVs to the UE, and this one stores many of
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them, so that at a certain moment in time, it authenticates/re-
authenticates using one of them, at its choice. The security
association that exists between a mobile device and the
network is called security context. In EPS, this context is
composed of 2 other security contexts: the AS — Access
Stratum and NAS — Non-Access Stratum contexts, which
are sets of keys between the entities participating in the
AKA process, which will provide hop-by-hop security
(confidentiality and/or integrity and/or replay protection) for
radio bearers, signaling and user-plane traffic. All the
entities must be able to do Security Context management,
and mostly the UE must be able to store multiple security
contexts. It can be a legacy security context (a context
created after the UMTS-AKA process from 3G) or a native
EPS security context (results from the EPS-AKA procedure)
or it may be a mapped security context, where the keys have
been generated from the EPS-AKA process, but they are
going to be used in a 3G communication (partial native
context). As there can be multiple security contexts at one
time in the UE and network, only one can be in effect (this
one is called current security context); the others are non-
current contexts. Table 1 summarizes the states and types of
security contexts.

TABLE I. SECURITY CONTEXTS

AGE/EFFECT CURRENT NON-CURRENT
FULL NATIVE / MAPPED NATIVE
PARTIAL X NATIVE

Note that there is possible one single transformation, that is
from a partially native security context, there can be
generated a fully native context, but not the other way
around.

There are multiple scenarios that assume 3G-4G
interaction. One case is when the UE moves from the 4G
network towards the 3G network, procedure called RAU —
Routing Area Update, which can take place when the UE is
either in ECM-IDLE mode or in ISR — Idle Signaling
Reduction. When the UE is in ECM-CONNECTED mode,
the procedure is called handover. As this article describes a
3G mobile connecting to a 4G network, we will detail the
procedures required when a device moves from a 3G
network towards a 4G network. These are also divided into
procedures that apply when the device is in ECM-IDLE
(specifically the TAU — Tracking Area Update procedure)
and the handover from UTRAN to E-UTRAN. With regards
to security, these procedures translate into a mapping of the
old/previous security context into a new security context. As
the case discussed involves 3G to 4G mobility, the old
security context may or may not provide the (new) MME
with the UE identity:

a) It may send a temporary identity that was being
used in the 3G context: the UE sends in the TAU Request its
former P-TMSI identity used in the 3G context, in the form
of an old GUTI IE; this implies that the TAU request is
integrity-protected, but not encrypted, and also implies the
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UE sending to the MME more information about its
previous security context:

- the KSI, P-TMSI and RAI, so that the (new) MME
can find the (old) SGSN

- aP-TMSI signature

- a32bit Nonce

b) It may not include the previous temporary identity,
case where the AKA process takes place again
In case of the handover, the process has 2 steps:
a) Signaling handover using a mapped EPS security
context
b) Subsequent NAS signaling to determine whether an
EPS context can be used — in the cases where the
network and UE security properties and
requirements don’t match — this usually takes place
at the first MME change mobility process
Figure 3 describes a basic 3G to 4G handover process.
The process is presented in more details in [6].

C. Non-3GPP mobile device access

A WLAN UE, like a laptop, may also connect to a 4G
network, provided it supports EAP-AKA procedures and
that the network has an AAA proxy and an 3GPP AAA
server. The figure below describes the EAP-AKA process
that takes place when a laptop connects via WLAN to a 4G
core network.

UsIM AP
EAP Identity Requgst

3GPP AAA HsS

EAP Identity Response - NAI
EAP Identity Responsg - NAL

*" AV exchange and
<'\ subscription information
AV Selection

EAP Request - AKA ¢hallenge
RAND, AUTN, MAC

EAP Request - AKA Challenge
RAND, AUTN, MAC

< Verify AUTN, Compute RES D

EAP Respofse - AKA Challenge | s Response - AKA| Challenge

RES, MAC [ RES, MAC
Compute keys
—> <§ompare RES - XRES D
EAP Success - keys

EAP Sucu@@
-

Figure 3. EPS EAP-AKA

The abbreviations and notations have the same meaning
as for the classical AKA procedure. The only difference
here is that this entire AKA negotiation takes place over the
EAP — Extensible Authentication Protocol, an authentication
framework used with success in protocols like 802.1x for
layer 2 authentication in both wired and wireless

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-127-4

technologies, as well as for upper layer security procedures
like EoU — EAP over UDP.

The EPS-AKA system is essentially the same as the
UMTS-AKA system. However, there are a several
distinctive improvements, with regards to both security level
and negotiation speed. The EPS-AKA process includes in
the authentication the network ID, which means the
protection of the mobile station from a fake antenna attack;
this solution is not present in the UMTS-AKA system. Both
of the 3G and 4G systems provide user ID protection only
after the attach process completes (during re-register or
during handover process): the IMSI is not protected at Initial
Attach. Another improvement of the 4G AKA is the keying
hierarchy, which determines the storage of the K-ASME in
the MME. This means that the NAS traffic is also protected,
between the UE and the MME, which does not happen in
the 3G system, where the SGSN stores only the CK and IK
for the user-plane traffic. Both the 3G and 4G systems
protect the AS level traffic in terms of ciphering and
integrity protection. Another key difference between the 3G
and 4G is that the former allows the 2G interaction with
regards to security. 4G system does no longer allow for
handover to 2G systems, considering the security level of
this system is not high enough. Also, the 4G system design
permits for handover of non-3GPP devices, which was not
previously permitted in the 3G system.

1V. CONCLUSIONS AND FUTURE WORK

Interoperating in the 4G worlds is a complex task, as a
large variety of devices, coming from all over the standards
and implementations ask for connectivity and for services.
The 4G operators must be sure to protect their network and
also their customers, with the minimum overload, for both
the network and the user equipments. This paper reviewed
only 3 basic types of access to the 4G core network. These
are the native EPS — 4G mobile access, the traditional
UMTS — 3G access, and a generic WLAN device. The very
first step when deciding whether to serve or not a potential
customer is to make sure this is a valid customer, and not an
attacker. Looking from the user perspective, you want to
make sure you are not connecting to a rogue network, and
that your data remains private. 4G provides and requires
mutual authentication. This is done natively via EPS-AKA
procedure and can also be mapped from a legacy UMTS-
AKA procedure. The WLAN device can enter 4G if it
supports EAP-AKA and if the 4G network has 3GPP AAA
capabilities.

The university world has come up with newer, faster
and more secure procedures for doing mutual authentication.
One of these procedures is derived from the PEKE
algorithm and it is called J-PAKE. This simple method is
very appropriate for applications in a mobile world, so it
may be a revolutionary alternative to the way we do mutual
authentication, even as an alternative to AKA or as a more
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secure proof of knowledge before doing AKA key
derivation.

This article is just one of a series of articles that debate

the way 4G accomplished its 5 Security Domains duties,
discussing the access security. This work continues with the
analysis of the security issues that appear at mobility. There
are a lot of mobility scenarios, both in Connected and Idle
modes, as well as between 3G and 4G, that test the security
of a 4G network.
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Abstract—A constant-rate space-time code selection technique allows to obtain a constant-rate transmission. In the forme
for transmit antenna diversity systems is proposed. The prposed  STCS technique, the STBC and the antennas to be used were
technique selects both the space-time code and the number Ofselected through a comparison of the equivalent singlatinp

transmitter antennas through a comparison of equivalent SEO . .
channels with a set of predetermined threshold levels, usg single-output (SISO) channel envelopes (taken as a linear

only four bits for feedback. The constant-rate transmissim is Combination of Rayleigh channel envelopes) with a set of
based in the inclusion of a complementary transmission mode predetermined threshold levels. A no-transmission mode wa
which is used whenever no equivalent SISO channel's envelep selected whenever no equivalent SISO channel satisfied the
is found to be over the threshold levels. Simulation results predetermined conditions, producing a slight averagetsiec
show that the proposed technique outperforms other adaptie . . 0
transmission techniques, while in comparison with its varable- efficiency penalty, generally nq h!gher than 10%. I-.|owever3
rate counterpart, there is an increase in spectral efficieng with ~SUCh non-constant rate transmission could prevent its use |
a slight penalty performance. Additionally to a constant-mte constant-rate applications. The proposed modificatiorects
transmission, the new techniques makes BER performance alst  this drawback by sustituing the non-transmission mode by a
'tgger%i';?vijtgf the relative velocity between the transmitir and  complementary mode, which consist in transmitting with a

| ndex Ter'ms.—Space-time coding, adaptive transmission, an- predetermined code. In our test, it was founq that trgn'srgitt
tenna Se|ection’ wireless CommunicationS, baseband SingO- W|th a S|ng|e antenna was the most convenient Ch0|ce, thanks
cessing. to the fastest recovery of the Rayleigh channel compared to

other equivalent SISO channels.
|. INTRODUCTION Monte Carlo simulations show that, using the complemen-

Transmit antenna diversity (TAD) is one of the tools téary mode, almost the same bit-error rate (BER) performance
be applied to construct multiple-input multiple-out (MINIO than the variable-rate STCS (VR-STCS) is achieved, but-with
systems, which are expected to contribute to providing thle h out any spectral efficiency penalty. Additionally, simidats
data rates needed by fourth generation wireless systenes. ©ver a range of Doppler frequencies show that the perforsmanc
way to implement TAD is by using space-time block codegf the new technique is almost independent of the relative
(STBC), obtaining an open loop system whenever chanmnglocity between the transmitter and the receiver.
state information (CSI) is not available at the transmi&ed The remainder of the paper is organized as follows. In Sec-
[1], [2]. Closed-loop systems are designed to take advantdipn Il, the system model is introduced. Section Ill desesib
of the CSI at the transmission end. However, they are limitébe new space-time code algorithm. In Section IV, simufatio
by the need to maintain the amount of data in the feedbakssults are shown and discussed. Finally, Section V ends the
channel as low as possible. Channel feedback informationpiaper with the conclusions.
one important issue when designing transmit systems.

Several structures that combine antenna selection teasbsiq Il. SYSTEM MODEL
with space-time coding have been proposed in [3]-[7]. In [7]
it was shown that selection of antenna subsets in conjumctio In the communication system model, four transmitter and
with space-time codes produces an increase in the méH}¢ receiver antennas are employed. Initially, the traftemi
signal to noise ratio (SNR), maintaining the diversity ardesends pilot symbols to perform the vector channel estimatio
In this paper, a modification of the space-time code selectigt the receiver. The equivalent SISO channel envelopes are

technique (STCS) described in [8], [9] is proposed, whickPmpared with a given set of threshold levels, which are
previously chosen according to the mobile speed. Afterajard
!The authors gratefully acknowledge financial support fas thork from  the receiver decides on the space-time code and the transmit
EFI;%:TDeAt_:])lonal Fund for Digital Innovation in Latin Americacaifhe Caribbean antennas to use, and sends this decision to the transmitter.
2This work was also partially supported by the Spanish Minist Science Transmission is adapted to that decision, which is maiethin

and Innovation (project number TEC2008-02730). until the next decision instant, when the process is repeate
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The transmission is assumed to occur in flat frequency chegguivalent SISO channel envelope. As the rate of change of
nnels. The squared envelopes of the equivalent SISO chantleé fading envelope decreases with, it could be established

using an orthogonal STBC (OSTBC) are given by that, in order to select an equivalent SISO channel only when
nr its envelope is above a predefined threshold level during a
04721T = ng, (1) given period of time, the lower the number of antennas that

k=1 comprise the channel, the higher the requirements for thedec

wheren andr? represent the number of transmitter antenn%zslzgsg%?nlgr'i:ﬂanzf L; BE.F tgijeecr::\cl)i’a (iqmug/atlct)an(;(rJOSIS
and the square of Rayleigh distributed channel envelopt "th | gl Tlvthut W& h 'm tant b
respectively. It is well known thad.,, follows a Nakagami- 0_the envelope Tevel that produces such an instantaneous
o . BER objective. Therefore, the highest threshold leval) (
np distribution [10] with a mean value df,,,, = 2ny. Its . .
probability density function is given by will correspond to the one-antenna equivalent SISO channel
while the lowest threshold levepf) will correspond to the
n — . .
(z) = nr T anr—1 S @) four-antennas equivalent SISO channel. Then, the sefectio
PN Qony I'(n7) ' algorithm proceeds as follows:

The received signal can be expressed by the following in-* SI€P 1: Once the receiver obtains the CSI (which can

put/output relationship: be estimated based on a pilot sequence sent by the
transmitter using all the transmitter antennas), it corapar
Y =S, FH+V, ) individually the Rayleigh fading envelopes with threshold

p1- If one or more of these envelopes are detected to
be overp;, the corresponding transmitter antennas are
marked as selected and the procedure jumps to step 6.

whereH is the 4x1 channel vecto8,,,. is a 4x4 space-time

coding matrix,F is a 4x4 permutation and selection matrix
andV is the 1x4 noise vector. The matri,, may take the i : . .
following structures, based on the space-time codes peapos ° Sep 2: The receiver compares all the Nakagami-2 fading

in [1] and [2], depending on the number of selected antennas envelopes witlp,. If one or more of.these envelopes are
(8], [9]: detected to be over,, all the transmitter antennas which

s 00 0 compose the detected envelopes are marked as selected
51 0 00 and the procedure jumps to step 6.
Si=| 3 00 0| (4) . Sep3: The receiver compares all the Nakagami-3 fading
s3 0 0 0 envelopes withps. If one or more of these envelopes are
detected to be overs, all the transmitter antennas which
so s1 0 0 compose the detected envelopes are marked as selected
S, — —s1 85 0 0 ) and the procedure jumps to step 6.
s2 83 0 0 |7 o Step 4: The receiver compares the Nakagami-4 fading
—s3 s3 0 0 envelope withp,. If it is detected to be ovep,, all
s st s2. 0 the transmitter antennas are marked as selected and the
V2 procedure jumps to step 6.
—g* x S
S. — S,} SP oy 0 6) o Sep5: This step is reached only if no Nakagainfading
s % g Lsecsgdmos]) g | lope is detected to b In thi the highest
vz vz 2 - envelope is detected to be oyer. In this case, the highes
Sy, sy [(sihsitso—sg) envelope’s Rayleigh channel is selected, that is, a single
v2 V2 ° antenna is selected.
S0 81 % % o Step 6 The receiver constructs the permutation and selec-
—s) s3 5_22 _% tion matrix F and sends it to the transmitter.
S4= s 53 (—sU—s})/;m—s’{) (so—sf—s1—s7) . The only form of feedback is given by the permutation and
2 2 . . . . . .
{f _\S/f (sitstiso—sy)  (sotsptsios]) selection matrixF'. It is first set as a permutation matrix of
vz V2 2 2 order four with the firstny columns of the identity matrix

7 corresponding to the position of the selected antennaallfin
asF should specifynp (for selecting the correspondirgy, ),
its last4 — n rows are set to zero.

In this section, the selection algorithm, which is carried For example, if antennas 1 and 4 are selected, matrix
out at the receiver baseband in the discrete-time domagmould permute columns 2 and 4 $. Then,

is described. The selection algorithm is based on the com-

IIl. SELECTION ALGORITHM

parison of possible equivalent SISO channels with a set of (1) 8 8 (1)
four threshold levels, which are selected depending on the F=| 000 0| (8)
maximum Doppler frequency. Since the decision should be 00 0 0

maintained until new feedback information is availableisit
not sufficient to make it based only on instantaneous C3\t the transmitter end, the number of ones khspecifies
it should also take into account the rate of change of the-, and the antenna selection into that code is performed
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directly through the produc$,,.F. Notice that the overhead sub-group antenna encoding (OSTBC-SGE) proposed in [18]
transmitting matrixF' is limited to 4 bits. are, to the authors’ knowledge, two of the most recent closed
The main difference between this procedure and that statedp MISO systems with four transmitter antennas found in
in [8] resides in the inclusion of step 5, in which the highast the literature. As OSTBC-BF requires weighting the trarismi
velope’s Rayleigh channel is selected whenever no Nakagasignal with a complex channel vector, 512 bits (four complex
k fading envelope is detected to be oygrin previous steps. numbers in standard IEEE 754 double precision) feedback
In this condition, it is likely that all SISO equivalent chegls were established for this technique, with the intention of
have a low instant envelope value. The selection of a singlesassociate system performance with feedback informatio
antenna is based on the fastest recovery of the Rayle@tcuracy. On the other hand, OSTBC-SGE requires only four

channel, compared with Nakagamichannels, fork > 1. bits feedback.

Figs. 1 to 4 show the BER performance of the constant-
rate STCS (CR-STCS), that is, our proposed technique which

For the simulations, symbol-synchronous receiver sargpliises the complementary transmission mode, in comparison
and ideal timing have been assumed. Uncorrelated narranith the variable rate STCS (VR-STCS), the OSTBC-SGE
band Rayleigh channels were used, modeled as a circldatl the OSTBC-BF as a function of the SNR for different
complex Gaussian variable with zero mean and unit standagtiative velocities between the transmitter and the regeiv
deviation. For simplicity, a zero-delay feedback chanme a Additionally, the VR-STCS average spectral efficiency is
perfect channel estimation at the receiver have been assum@own. In general, it can be seen that the CR-STCS slightly
Maximum likelihood detection was employed in reception. sacrifices the BER with respect to the VR-STCS, but this

The transmitter power was maintained constant indepescrifice is compensated with a larger and constant average
dently of the number of transmitter antennas in use, distépectral efficiency. Furthermore, it can be noticed thaBfR
buting it evenly over them. The symbol time was= 3.2us performance of the CR-STCS hardly depends on the relative
and the carrier frequency. = 3.5 GHz. The normalized velocity of the receiver.
Doppler frequency of the simulated channels was x 10—, In Fig. 1 the aforementioned systems are compared for a
3.84 x 1074, 6.4 x 10~* y 8.95 x 10~*, corresponding to velocity v = 12 km/h. It can be seen that the difference
mobile speeds of approximatety = 12 km/h, 37 km/h, 62 in performance between CR-STCS and VR-STCS is around
km/h and 86 km/h, respectively. Pilot symbols used for clednrp.3dB for a BER= 1 x 103 and 1dB for a BER= 1 x 10~5.
selection (feed-forward and feedback STCS informatiomeweCompared to the OSTBC-BF and OSTBC-SGE techniques, a
inserted every 140 symbols. Then, for the test channelsed fixignificant SNR gain is obtained. For example, for a BER

feedback spacing of 140 symbols was used, which corresponds 103, 4.8dB and 6.2dB are respectively obtained.
to 10%, 30%, 50% and 70% of the channels’ coherence time

(T¢), when using the relationship betwe&p and f; stated
by

IV. RESULTS

9 1 —©- CR-STCS |3
Tc = 16 . (9) VR-STCS
7 fa —%- OSTBC-BF

—g- sl i

In order to obtain the same average spectral efficiency
b/s/Hz) when using the differerfi,,, matrices, an 8 phase
shift keeing (8PSK) modulation was used when selecting o 10-2}
or two transmitters, while 16 quadrature amplitud modaolati
(16QAM) was used when selecting three or four transmitte@ -l
No channel coding was used. Threshold levels were fou
for an instantaneous BER objective equalltd x 10~3 (for
details about the how theshold levels were obtained, sge [¢ °
The threshold levels values used in the simulations were

—4 L

p2 = —0.43 dva3 :_p4 = ._1 dB. ] 107°F Throughput of the VR-STCS technique as a functionfaf No E
To present the simulation results, comparisons should 28906  2.8895 29105  2.8911  2.8889  2.9086

make with closed loop multiple-input single output (MISO [ ‘ ‘ ‘ ‘ ‘ ‘ ‘

system techniques that use four radio frequency (RF) chai 2 4 6 8 10 12 14 16 18

. . : . Ey/N, (dB
i.e., to use four tranmitter antennas and a single receiver v/No (0B)

antenna. A considerable effort has been focused on researdfig. 1: BER and throughput comparison of the proposed
regarding MIMO systems, such as in spatial multiplexing antechnique (CR-STCS) with other schemes for a speed of 12
linear precoding [11]-[16]. However, such systems require km/h. The throughputs of CR-STCS, OSTBC-BF and
more than one receiver antenna; in fact, they usually requir =~ OSTBC-SGE techniques are constant at 3b/s/Hz.

more receiver than transmitter antennas. The combination o

beamforming and orthogonal STBC (OSTBC-BF) proposed in In Fig. 2 the velocity isv = 37km/h, and when comparing
[17] and the combination of orthogonal STBC with adaptiv€R-STCS and VR-STCS a difference of around 0.6 and 1.8dB
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can be observed for a BER equalto< 102 and1 x 1075,
respectively. However, the spectral efficiency, besideadgbe ik
constant, is a 6% higher than with VR-STCS. Regardir
OSTBC-BF y OSTBC-SGE, again it can be noticed a BE
difference of around 5dB and 7dB for a BERL x 1073, g

-6~ CR-STCS |3

VR-STCS
—% OSTBC-BF
_= OSTBC-SGE |]

- crsTcs |1 &

VR-STCS «Q
—# OSTBC-BF
—5- OSTBC-SGE ||

101

107’1 -

1072 )
107 Throughput of the VR-STCS technique as a functionfpf' Ny

& 2.6943 2.7022 2.6973 2.7071 2.7129 2.7149
m 103 4
10-6 . . . . . . . .
2 4 6 8 10 12 14 16 18
Ey/N, (dB)

Fig. 3: BER and throughput comparison of the proposed
technique (CR-STCS) with other schemes for a speed of 62
km/h. The throughputs of CR-STCS, OSTBC-BF and
OSTBC-SGE techniques are constant at 3b/s/Hz.

107 Throughput of the VR-STCS technique as a functionfgf Ny

2.801 2.7961 2.8171 2.7848 2.7936 2.

2 4 6 8 10 12 14 16 18

Ey/N, (dB)
Fig. 2: BER and throughput comparison of the proposed il = orstes N
technique (CR-STCS) with other schemes for a speed of ! VR-STCS

—% OSTBC-BF
-5~ OSTBC-SGE ||

km/h. The throughputs of CR-STCS, OSTBC-BF and :
OSTBC-SGE techniques are constant at 3b/s/Hz. 0T

1072 F
Figs. 3 and 4, containing results for= 62km/h andv =

86km/h, show the same trend. For= 62km/h the CR-STCS &
suffers a performance degradation with respect to VR-ST(® 10°¢
of around 0.7dB and 1.5dB, for a BER equal tox 1073
and1 x 10~°, respectively. Fow = 86km/h, the degradation 10}
is around 1 and 2dB. In comparison with OSTBC-BF an
OSTBC-SGE, SNR gains higher than 6dB are obtained f | | , ,

a BER= 1 x 1073, The increase of spectral efficiency with Throughput of the VR-STCS sechnidue as a unctiortmfNox
respect to VR-STCS is higher than 10%. It can be notice ‘
that VR-STCS achieves a high BER performance throught ' 4 6 8 10 12 12 16 18
rate sacrifice. As CR-STCS maintains a constant rate, tere Ey/N, (dB)

a hlgher degradation of CR-STCS in terms of SNR Compareq:ig_ 4 BER and throughput Comparison of the proposed

with VR-STCS. However, results show that BER performanc@chnique (CR_STCS) with other schemes for a Speed of 86

and rate are maintained by the proposed technique. km/h. The throughputs of CR-STCS, OSTBC-BF and
Finally, Fig. 5 shows the confidence intervals with 95% of OSTBC-SGE techniques are constant at 3b/s/Hz.

confidence for the Monte Carlo simulation for a velocity=

12 km/h (see Fig. 1). The fluctuation of the results from the

different simulations is noticeable only for the lowest BER V. CONCLUSIONS

values. In general, only BER results close ftox 10-% or

lower show a significant uncertainty. This is a consecuefice o An adaptive space-time code selection technique for

using a large amount of samples, which increments with tkenstant-rate transmit diversity wireless systems has bee

SNR. As a general rule, for low SNRs half a million samplegroposed. The proposed technique selects both the spaee-ti

were used, as no BER lower thdanx 10~2 was expected. code and the antennas to be energized, using the instantaneo

For medium SNRs 1 million samples were used, expectingchannel state information and comparing it with a set of

BER higher tharl x 10~%. Finally, for high SNRs 3 millions predefined threshold levels. In case no channel satisfies the

samples were used. established conditions, a complementary mode is chosen, in
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[7] D. Gore. and A. Paulraj, “MIMO antenna subset selectiathvgpace-
time coding,”|EEE Transactions on Sgnal Processing, vol. 50, no. 10,
—x— CR-STCS pp. 2580-2588, Oct. 2002.
$g§fgggF [8] D. Mavares and R. P. Torres, “Space-time code selectiwrtrinsmit
—+ OSTBCG-SGE antenna diversity systemdFEE Transactions on Vehicular Technology,
vol. 57, no. 1, pp. 620-629, Jan. 2008.
[9] ——, “Space-time code selection for transmit antennaeudiity sys-
tems,” in Proceedings of the First Mobile Computing and Wireless
1 Communication International Conference, 2006 (MCWC 2006), 2006,
pp. 83-87.
[10] H. Shin and J. H. Lee, “Exact symbol error probability @thogonal
1 space-time block codes,” IBLOBECOM 2002 - |IEEE Global Teleco-
mmunications Conference, vol. 21, no. 1, Nov. 2002, pp. 1206-1210.
[11] D. Lu and D. So, “Performance based receive antennactsmiefor
1074 1 V-BLAST systems,”|EEE Transactions on Wireless Communications,
vol. 8, no. 1, p. 214, Jan. 2009.
[12] H. Lee, S. Park, and I. Lee, “Orthogonalized spatial tipléxing for

107°F . : E closed-loop MIMO systems,JEEE Transactions on Communications
Throughput of the VR-STCS technique as a functionfif No ’ !
28906 28895 29105 2.8911  2.8889  2.9086 vol. 55, no. 5, p. 1044, May 2007. _ _
[13] C.-Y. Chen, A. Sezgin, J. Cioffi, and A. Paulraj, “Antenrselection
10-6 ‘ ‘ 1 1 ‘ ‘ ‘ ‘ in space-time block coded systems: Performance analyds|am-
2 4 6 8 10 12 14 16 18

complexity algorithm,”|EEE Transactions on Sgnal Processing, vol. 56,
Ey/No no. 7, p. 3303, Jul. 2008.

. . . . . . 14] Y. Kim, H. Lee, S. Park, and I. Lee, “Optimal precoding fathogonal-
Fig. 5: Confidence intervals of the S|rr_1ulat|on results for @ ized spatial multiplexing in closed-loop MIMO systemEEEE Journal
Speed of 12 km/h (See Fig. 1)- on Selected Areasin Communications, vol. 26, no. 8, p. 1556, Oct. 2008.
[15] Y. Fu, C. Tellambura, and W. Krzymien, “Limited-feediiaprecoding

for closed-loop multiuser MIMO OFDM systems with frequenaif-
sets,” |[EEE Transactions on Wireless Communications, vol. 7, no. 11,

which a single antenna is selected. The addition of the com- p. 4155, Nov. 2008.

: s - . ~[16] Y. Kakishima, T. Kawamura, H. Taoka, and T. Nakamurayti&ptimal
plementary mode allows to obtain a constant-rate trangniss precoding vector selection scheme combined with frequetmyain

without sacrificing the spectral efficiency. Simulationuis scheduling for closed-loop MIMO transmission in LTE-adved up-
show that, when considering the channel state information link,” in 2010 IEEE 21st International Symposium on Personal Indoor

: : and Mobile Radio Communications (PIMRC), 2010, p. 2466.
obsolescence, the proposed technique widely outperfor[‘{lﬁ G. Jongren, M. Skoglund, and B.(Otterst)en, .‘Conﬁ’biniwmformmg

other adaptive transmission techniques. Regarding tiggnati and orthogonal space-time block codintgEE Transactions on Infor-
space-time code selection technique, which provides alviari mation Theory, vol. 48, no. 3, pp. 611-627, Mar. 2002.

) P ; ; - : [18] J. Wu, H. Horng, J. Zhang, J. Olivier, and C. Xiao, “Comhg
rate-transmission, the proposed technique slightly Beesi orthogonal space time block codes with adaptive sub-grotpnaa

the BER performance, in no more than 2dB in the worst encoding,Intern. J. Wreless Info. Networks, vol. 12, pp. 179-186, Jul.
case (for high relative velocity and high SNRs), but attains 2005.

more than a 10% increment in spectral efficiency. Finallg, th

proposed technique achieves a more stable BER performance

with respect to the relative velocity between transmitted a

receiver.
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Abstract—The WIMAX communications for vehicular is a
topic of significant interest for research and indstry
communities, on both V2V (vehicle—to-vehicle) and 2/
(vehicle-to-infrastructure) situations. This paper presents
results of an experimental study, simulation basedjirected to
determine multi-dimensional regions where different lower
layers parameters have influence on the overall haover
performance in mobility scenarios, related to WiMAX V2I
communications. The simulations results are consdlated in
multi-dimensional graphs, named decision spaces. Bed on
them, optimal parameter sets can be provided by thaeetwork
operator to vehicular mobile station, to guide itsadaptation of
the major WIMAX parameters to its speed and network
topology and to help the handover decision.

KeywordssWIMAX vehicular communications; antenna
gain; scanning; handover; cross layer interaction

l. INTRODUCTION

The WIMAX communications for vehicular use has

gained a continuous attention from research comiyuon
both V2V (vehicle-to-vehicle) and V2I
infrastructure) situations. This paper presents efaildd
experimental study related to WiMAX V2| communicats.

This work aimed to determine multi-dimensional cewi
where different lower layers parameters have imitgeon

the overall handover performance in mobility scersar

related to WiMAX V2| communications.

Given the high number of WiIMAX physical and MAC
layer parameters influencing in an inter-dependende the

overall performance in mobility scenarios, expentaé
simulation studies of complex scenarios are vetpfaketo
determine the combined effect on such parametershié
work the simulations results are consolidated

obtained in a WIMAX V2l mobility scenario, relatazh a
specific trajectory. The results can be used astnaod of
optimizing the vehicular communications by guiditige
handover (HO) decision. Based on decision spaqssnal
parameter sets can be provided by the network tipeta

vehicular mobile station, in order to adapt the anaj

WIMAX parameters to its speed and network topology.

The effect at different PHY parameters adjustmemts
the throughput values has been evaluated, to dieiesome
decision regions space usable to optimize workimges of
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(vehicle-to-

parameters in case those policies are applied vergahe
handover. That is why we called the aggregated lation
results diagrams as “decision spaces”.

The optimal parameter sets obtained from decision
spaces can be provided by a network operator toilenob
station (MS), helping it to adapt dynamically iehavior and
to obtain the maximum throughput possible from meknat
different speed, antenna gain, maximum transmisg§ion
power), and scanning values.

The paper is organized as follows: the Sectiondkents
some related work. The Section Ill defines the &htion
context. The Section IV describes the simulatiosults.
Conclusion, open issues and future work are shotttiined
in the Section V.

. RELATED WORK

In [1], the authors propose study the feasibilityusing
WIMAX for V21 communication on a static setting imban
environment and perform a comparison with use Wi

Pegasus, a system providing wireless connectianirmp
at high velocities over multiple interfaces useswoek
information for user locations and used paths féectve
and balanced utilization of the available bandwi@ih

The reference [3] evaluates an architecture based o
IEEE 802.21 framework, integrating both mobility dan
Quality of Service (QoS) mechanisms, through araaded
mobility scenario using a real WiMAX testbed.

In [4], mobile WiMAX trials are analyzed to invegdte
the vehicular downlink performance for a numbewoofcar
antenna configurations.

This work presented is a continuation of a setomfiglex
studies on WiMAX mobility. First results have beeamown

_in a study of HO performance for WiMAX mobility ][5

ltidi . | h d decisi hncontinued with an WIMAX HO conditions evaluation
multidimensional graphs, name ecision spaces.sel €iowards enhancement

decision spaces present in aggregated form therpshce

through cross-layer interaction
proposed in [6], together with a SIP-based crogsrla
optimization for WiMAX Hard HO method, described[if].

Ill.  SIMULATIONS CONTEXT

There are numerous studies about WiMAX mobility and
methods of optimizing the V2l communications. Hoeev
an analysis of V2| system behavior on incremengaiance
of speed, antenna gain, maximum Tx power, and &ognn
threshold/methods could add new value to existing
optimization methods.
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All simulations were done in OPNET v.14.5. [8] A Simulations set: A B_C01 D01 EO1 FO1 for low speed

typical mobility scenario has been considered 4dine

trajectory along a road where WIMAX BS stations are

located). The BSes use the same set of frequeanithe
mobile station (MS) is moving on a linear trajegt@ong
the chain of BSEs. The utility of such a scenasithat it is
similar with a road region in which WiMAX statiorrea
located along the road and the MS is a vehicle ngpuin the
road.

The parameters taken into considerations (usediis ;
batteries of simulations) have been: (Table 1)

e MS Transmission Power (W)

* MS Antenna Gain (dBi)

e MS Scanning Threshold (dB)

* MS HO Threshold Hysteresis (dB)

e BS Transmission Power (W)

* BS Antenna Gain (dBi)

Table 1 WIMAX Parameters

WIMAX Parameter 112|3(4]|5|6]7|18]9]10

Al MS M""Xi”(‘\x,’;‘ TxPower |4 10.2{0.3]0.4|0.5|0.6{0.7]0.8|0.9] 1
MS Antenna Gain (dBi) |-1] 0| 2| 4 | 6 | 8 [10[12[14] 16

c| MS Sca”(ﬂg? Thresholdf 5 | ¢ | 9|12 15| 18|21 24| 27 54
M:y?tgrg;rse(sdhé))ld 04 2|4]|6|8]10]{12[14]|16[18

E |BS Maximum Tx Power (Wo.5{0.8| 1 [1.3[1.5]1.8] 2 [2.3[2.52.8
F| BSAntennaGain dBi) [ 6| 8| 8| 9 [10]12]14]15|16[21

Each set of simulations considered the variance pir
of parameters, the rest of them remain unchangeel fihal
value of average application throughput for eachugition
is represented as a single point in the relatecsidecspace.
In that way, each decision space covers 100 instan€ a
scenario, describing in details the behavior
communication quality under effects of WiMAX paraters
pair variance, on that particular trajectory andwaoek

topology.

IV.  SIMULATION RESULTS
Due paper size limitations, only MS Maximum TX

Power-MS Antenna Gain, MS Antenna Gain-MS Scannin
Threshold, MS Scanning-Method MS Speed, MS HO
Threshold Hysteresis-MS Speed, MS Maximum TX Power
MS
Antenna Gain decision spaces will be presented.hEa

BS Antenna Gain, and MS Maximum TX Power -

vertical section on decision space provides anyaiglof

system behavior under influence of a single paramet

variance (depending on the selected axis).

A. Influence of Maximum transmission power and MS

antenna gain

This experiment has been simulated while letting th
Maximum TX power and antenna gain to pass throdph a

specified values, for a MS speed of 10m/s and ctisiety

50 m/s. The scanning method had parameters: N=4@®P=2

T=10. N=scanning (frames),
T=iterations. The rest of parameters have beentaons

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-127-4

(o

overall throughput achievable

(s=10m/s).

The diagrams from Fig. 1 and Fig. 2 show MS Maximum
TX Power-MS Antenna Gain decision space for MS dpde
10m/s and respectively 50 m/s, giving an overahidn the
relative performance without presenting detailseash HO
action.

50000-G0000
= 40000-50000
= 20000 40000
20000-30000
= 10000 20000
=0-10000

Application Throughput
average value at end of simulation (bit/s)

Figure 1. MS Maximum TX Power - MS Antenna Gaiiecision Space
for MS Speed 10m/s

25000-30000
= 20000-25000
= 15000 20000

Applicatition Throughput

average value

10000-15000
= 5000 10000
=0-5000

MS TX Maximum Power (W)

Figure 2. MS TX Maximum Power - MS Antenna GaiDecision Space
for MS Speed 50m/s

It is seen that speed has a major impact on the

of V2Ithroughput. Out of theoretical throughput of 64 &i§gource

rate) for high speed s= 50 m/s, the results aneifgigntly
worse than for low speed as 10 m/s, for the samgeraf
TX power and antenna gain. While for s= 10 m/s wefgr
sufficient TX power ( > 0.5W) and antenna gain b3 a
throughput closer to 64 kbps, while in the samediams
we get for the s= 50 m/s case, only something ctose
Okbps, i.e. half. Therefore, in such cases MS rebiyher
X power and higher antenna gain. Also in the eddeigh
speed, the effect of vehicular channel is highantfor low

speed (see the non-monotonic behavior of the second
diagram).
Fig. 3 shows details of important antenna gainctffie

the conditions where only Maximum TX power is vdrie

(vertical section on MS Maximum TX Power-MS Antenna
Gain decision space for MS speed 10m/s).

The diagrams show that even if we have an increfse
maximum TX power ten times (i.e. from 0.1W to 1\WHe
is modest one ( amly
22kbps), if g= 0dB, while for a gain of g= 10dB ight

diagram) it is seen that the throughput increaserethan

100%. This result clearly shows the benefit of eational

P=interleaving (frames),amen”a' which may have a high gain versus a cdionah

omni directional one.
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average (in WiMAX.Throughput (bits/sec. average (in WiMAX Throughput (hits/see. experiments of the conclusions drawn for synthesis
W Spece A B _O0F DO0Y_EDY_FH_S10.A01_BOF_CON_D01_EGH_FOI_S§4 W Space b B_C01_Ddd_B01_Fib_E10 A01_Bi 04 _Dot_B01_Fol_E1 .
R LAttt e cona s diagrams,
st B =R
SlGiiouEanid SR SEEiiid B Influenceof MSantenna gain and scanning threshold
i s e e R T EK::_2_63:B:ﬁfg:jﬁmﬂi}&:m_ﬁiﬂ_él This section studies the scanning process influendbe
o e - performance in the given linear configuration andether
e 2m with other parameters among which we are maingrested
o - o in antenna gain effects.
- A m A short summary of scanning process is given here a
e Y, .N_u‘ﬁ o reminder. When the fading SNR reaches the scanning
mmol (W S = jum = threshold, the MS begins with scanning process fon t
P fﬂr—/—w L announced DL channels by sending the MOB-SCN-REQ
i \ . . .
oo o \ ~<f message. The BS allows for scanning by replyind e
wn 2 MOB-SCN-RSP message that contains the parameters fo
CE T W B B R T T scan duration (N), interleaving interval (P) anc thtart

frame (M). After receiving the MOB-SCN-RSP from the

Figure 3. Effect of antenna gain (g= 0DBi - lefiday= 10dBi —right) on  target BS, the SS starts the scanning after Mveddrames
throughput in Maximum TX power variation conditioss= 10m/s. (start frame). The SS changes after M frames tonthd
channel and stays there for an N frames periodn(scg

Fig. 4 shows the same diagrams as in Fig. 5 big 060
m/s (vertical section on MS Maximum TX Power-MS

Antenna Gain decision space for MS speed 50m/s).
average (in WiMAX Throughput (bits/sec average (in WiMAX.Throughput (bits/sec’

interval/duration) to detect a BS and to assesSNiR.

After a scanning interval, the SS returns to the DL

channel of the active BS. This behavior aims topkte

interruption as short as possible since no payload
B Space 4.B_C01 D1 E01 FoI 550-402_507.C01 001 ED1 01 33 B Space _P_CO1 DU1 E01 o1 S50.A02_507 Co1 Dot EC1 01 5 .. . . .

B Space A_B_CO1_DO1_E01 _FO _$50-403_R02_C0M_DO1_E01_FO1_35¢ B Space A_B_C01_D01 -A03_B07_C01_DO1_EO1_FO1_S5 bl d g h wp df

5 Space A_B_CoI D0t 1 _FOf S50-AD4_B02_0o1 oot Eoi_Fo1 Sa 0 Space A_B_C01_DOi A4 507 o1 D01 _ED1 Fo1 S5 transmissions are pOSSI e during the scannin B0 no

0Space A_B_CO1_D01 _EQ1 _FO1 _S50-A05_B02_C01_DO1_ED1_FO1 S8 OSpace 4 B_C01 D1 405 _B07_Ct1 D01 01 o1 5 .

B sSZii A B_CO1 D01 _ED1_FO1_S50-405_B02_C01_DO1_EQ1_FO1_SSH B Space A_B_COH D01 ADE_BO7_C01_DD1 _ED1_FO1 S5 p refe rab I e B S cou Id be d ete Cte d on th e scann ed‘] eh an

O'Space A_B_CO1_DO1_E01_FO1_§50-A07_B02_CO1_DO1_ED1_FO1 S OSpace &_B_CO1_DO1

R R B o Eo S s o Eor reinitiates the scanning mode after a P framesogeri
L e mrasrmgmpensy OO (BT v gy LR (interleaving interval) to find a new BS. The totaimber of
‘ = | — allowed repetitions of the scanning process isrgiwéh the
" A parameter (T).
; ‘ i The diagrams from Fig. 5 and Fig. 6 show the cutivda
/ 7 throughput at the end of simulation time, while Hrgenna

1o / I gain and scanning threshold have been varied, aghking
‘ two MS speed values of 10 and respectively 50 m/s.

: ) /
~L / /
‘ = I 7
. ;D;/’ ; [ =
: / i w,/“/

100 150 200 100 150 200
time (sec) time (sec)

Figure 4. Effect on throughput of Maximum TX poweriation
conditions, while the antenna gain is fixed (g= DdBeft, and g= 10dBi —
right); s =50m/s (180 km/h).

It is seen that high speed would worsen the \deha
For instance, for s = 10 m/s we get a throughp&sokbps
(out of 64 kbps), in the conditions ( P= 1W and §0dBi) ,
while for s = 50 m/s, even the gain and maximumpbXver
is high, the maximum throughput at the end of &ithon is

MS Antenna Gain
(dBi)

MS Scanning Threshold (dB)

Figure 5. MS Antenna Gain - MS Scanning Thresheldecision Space

for MS Speed 10m/s

50000-G0000
= 40000-50000
= 20000 40000
=20000-30000
= 10000 20000
=0-10000

only close to 28 kbps. Still the gain of antennamportant
(increase from 16kbps to 28 kbps).

Therefore, even in adverse condition (related td
Maximum TX power), the gain of the antenna can
significantly improve the performance. The left gtam
confirms that, even if MS has high Maximum TX Power
very low antenna gain prevents the system of ggttin
sufficient performance. The HO gaps have still déavglues
in time (tens of seconds) at P = 1W. On the ot $f MS
has a gain of g= 10dBi (right diagram), it is shotmat
throughput is good in the range P > 0.7W and irsinggthis
power does not bring significant additional incesaim
throughput. These are the confirmation on detailed
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MSs Antenna Gain
(dBi)

MS Scanning Threshold (dB)

25000-30000
=20000-25000
=15000-20000
= 10000 15000
=5000-10000

=0-5000

Figure 6. MS Antenna Gain - MS Scanning Threshelecision Space

for MS Speed 50m/s
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Simulations set: A0O5B_C D01 EO3 F01 S10 for low
speed (s= 10m/s) and AO5B_C D01 E03 FO1_S50 fdr hig
speed (s= 50 m/s).

Scanning Method: N=4 P=240 T=10.

As expected, the diagrams illustrate the fact #maénna
gain has a major effect on the throughput. On twrary, in
this scenario adjusting the scanning thresholdafagiven
value of gain, does not change significantly theuaghput,
except the high speed scenario (s = 50 m/s) whéngta
more sensible scanning threshold ( > 21 dB) camglsbme
throughput raising with 10 — 20%. The explanatisrthiat
making the scanning threshold more sensible doeketp if
the major factor of antenna gain is low. The spefidence
is again a worsening one: the maximum throughpaitt ¢an
be achieved for speed of 50 m/s versus 10 m/soistabhalf.

These conclusions does not mean that
parameters are not important to be adjusted pngpbrt
show that the context is important and in differeomtexts,
scanning activity might be more or less critical.

The two sets of diagrams clearly show the dransdtect
of antenna gain increase on throughput increasée e
variation of scanning threshold is not so significaFor
different MS speed values, the density of scanhiag more
effects that are visible.

C. Influence of MS scanning method and MS speed

The following set of simulations experimented diffiet

scanning methods (Table 2). N=scanning (frames),:‘

P=interleaving (frames), T=iterations.

Simulations set: A05 B05 Cx1-x6 D01 EO3 FO1_S10-50

(it covers all speed range, from 10m/s to 50m/s).

Table 2 Scanning method parameters

MS scanning method Cx1|Cx2|Cx3|Cx4|Cx5|Cx6|
MS Scanning Threshold (dB) 10| 20| 30 | 40 | 50 | 60
N (frames) 30(25(20|15|10| 5

P (frames) 50 |100{150|200| 250|250

T 10|10|10| 10| 10| 10

It is seen that Cx1 represents a scanning methaada
relative large N/P ratio, i.e. the relative timeespwith the
scanning is larger versus the time spent to trangraidata
payload. At the other end of the range, Cx6 hadlsNiR,
i.e. the scanning relative time is less than theetspent for
data transmission. On the other side, the scarthigghold
has been adjusted as to compensate in a certasureghis
scarcity of spanning activity, by taking a highatue of the
scanning threshold (60 DB).

Fig. 7 shows an aggregated diagram in which the

scanning threshold and scanning interleaving ared/an

one dimension and the MS speed on the other diom®nki

is seen that for low MS speed the scanning methaui so
critical, therefore, a light scanning (small N/Bsufficient to
allow more relative time for data transmission. léwer, a
dense scanning method is very effective for higkedp
when mobile is quickly aware about the next BS labig,

and the low scanning method implies a slow reactibn
mobile to communication condition changes.
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scannin

25000-30000

= 20000-25000

MS Speed (m/s)

Figure 7. MS Scanning Method — MS Speed — DeciSjoace

Fig. 8 shows the throughput in two extreme casdbén
range experimented: (Cx1- CX6 at s= 10 m/s — ledk @x1-
Cx6- at s= 50 m/s — right). It is seen that at 8#8s a more

Yense scanning is better (Cx1 and Cx3).
average (in WiMAX Throughput (bits/sec)) average (in WiMAX Throughput (bits/sec

yace A05_B0S_Cx_D01_E03_FO1_S_-AD5_BO5_Cx1 _DO1_E03_F01_S10}

yace ADS_BUS_Cx_DO1_E03_FO1_S_-A05_B05_Cx1_DO1_E03_FO1

) N/
wj 1
NS /
U~ | k [~
7 o]

1
e (sec)

Figure 8. Influence of scanning density, scannimgghold variation and
speed on throughput — sample cases

D. Influence of MShysteresis threshold and MS speed

This section studies the effect of the hysterdsisshold
values selection when the speed is also varied.
Simulations set: AO5 BO5 C08 D01-10 EO3 FO1_S10-50

|
20000

oo

25000
20000 25000-30000
20000 25000
15000 15000 20000

10000 15000
10000

Applicatition Throughput
average value at end of simulation {bit/s)

= 5000-10000

so00 = 0-5000
MS HO Threshald

Hysteresis (DB)

10
20 30 44

50

Ms speed (m/s)

Figure 9. MS HO Threshold Hysteresis - MS Speedeifion Space

The hysteresis can be used to select BSs as that ar
suitable candidates for the target BS in a HO. Wating
the candidate BSs, the MS (or simulation) may aatephe
difference between the CINR of the serving BS &mal
CINR of the potential target BS .The value of thifibute
(Hysteresis threshold) specifies the minimum amolowyt
which the CINR of potential target BS must exceleat f
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the Serving BS. The value of new Signa| to noise should average (in WiIMAX Throughput (bits/sec) average (in WiMAX.Throughput (bits/sec),

be greater with the Handover Threshold Hysterdwis the o Ao o ot o e g e o o
current value in order that the HO can be tiggesd SmmsretRaretd | IEibahRseRR
auxiliary Multi-target Handover Threshold Hystesedits T e e
value is less than Handover Threshold Hysteresigiaiso =i S iR i AR LR RS
be used to select among scanned possible targst ix$ere N L j _
handover triggering. L, - — ! A

As observed in Fig.9, there is no modification for = ‘ //

different values of MS HO Threshold Hysteresis, teat = ol N

parameter has no importance in an environment as th NI [/

simulated one. That conclusion is applied for tbamtext "\ |

only; due different network topologies with diffete e |

WIMAX parameter values could produce different tesu ’/\ - ,’

E. Influence of MSMaximum TX Power and BS Antenna ’ — T
g ain e sec) e (sec)
This section will study the effect on throughputtbé Figure 11. Throughput for different values of MSX¥aum TX power

MS Maximum TX Power and BS antenna gain. and variation of the BS antenna gain (MS TX P 5 0.aW) s =10 m/s

Simulations set: A_B05 C08 D07 EO3 F_S10 for MS . S _
speed 10m/s and A_BO5 CO8 D07 EO3 F_S50 for MS higla:. For high speed, the application behavior is morapex
speed (s= 50 m/s). ig. 12).

A major conclusion, highlighted in both Fig. 10 and
Fig.12, is that BS antenna gain has a major impaciMS
observed throughput at all ranges of MS TX Power.

25000-30000
= 20000 25000
= 15000 20000

10000 15000
= 5000-10000
= 0-5000

BS Antenna Gain
(dBi)

50000 60000

= 2000050000 20304
0.5
= 30000-40000 0607 0s

20000 20000

09 1

MS TX Maximum Power (W)
= 10000-20000

= 0-10000

IS Figure 12. MS Maximum TX Power - MS Antenna GaiDecision Space
for MS Speed 50m/s

_ _ o In the simulated scenario (versus network topolagy
Figure 10. MS Maximum TX Power - BS Antenna GailDecision Space trajectory), there are optimal values for MS MaximiTX

for MS Speed 10m/s Power (ex. 0.5W for BS Antenna Gain -1dBi). Thegtoal
values are different for each BS Antenna Gain valtee
mobile could adjust its Maximum TX Power to theual
indicated in Decision Space and it will obtain thaximum
application throughput. There is no clear depeogen
between MS Maximum TX Power increasing or BS Angenn
Gain and application throughput growth, as obtaifieedow

For low speed, the application throughput growshwit
MS Maximum TX Power increase or with BS antennangai
There is an important growth with MS Maximum TX Raw
for low values of BS Antenna gain, which will besse
important as the BS antenna gain increase (seB0b@0 —
60000) region in the figure.

Sample vertical sections of MS Maximum TX Power-BSSpeed'

Antenna Gain Decision Space for MS Speed 10m/s are The qgalga:i\t/ﬁ resultsl;‘%highhspete_d are t_?te sﬂaﬁm@r
presented in Fig. 11, describing the V2| systemalsin ow speed, but the overall throughput is signifibaiwer

under effect of BS antenna gain variance. (roughly twice), even for high MS TX Power and hiB%
One can see that at low MS power (left-upper parf';mtenna gan.
diagram) the influence of the BS antenna gain &@mditic-  F. |nfluence of MSand BS Antenna gains

which is normal in such low MS power condition. Vihbe The MS and BS antenna gains are expected to have
MS Maximum TX power is increasing this compensate amajor influence on the overall performance.

lower BS antenna gain and the throughput is betten for Simulations set: AO5 B C08 DO7 E03 F S10 for low
lower values of the BS antenna gain. The best teesue speed (s = 10 m/s). - -

obtained (bottom-right diagram) for sufficient pova MS For MS low s _ : :
. e . peed (s = 10 m/s) the Fig. 13 diagram
(1.0W) and high BS antenna gain g= 16dBi. On teot shows a rather monotonic increase of the througkgtit

side is to be observed that sufficient throughpaih de b : ; :
. . : : oth BS and MS antenna gain on both dimensions.edem
obtained with less power at MS (i.e. for P > 0.6Wis can a “triangle” in the spaceBSgain, MS.gain) of saturation

ive the possibility to appl olicies in adjustinipe . s - .
ﬁwaximum IEJ/IS TX pgwer in l?l?n}(/:tign of current cojnditirc‘?] (region 50000- 60000) is seen (top-right side) wheo
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increasing in throughput is possible; in other vgorithe BS
gain and MS gain “cooperates” and we obtain swffiti
throughput if an empirical (approximated) relatioips is
fulfilled:

BS gain + MS gain >a

where limit a can be determined from the figure. This

observation gives the possibilities to apply pelicto cross-
adjust the BS antenna gain and MS antenna gain.

40000 |7 50000-60000

20000 = 40000-50000
=30000-10000

20000 |7 20000 20000
= 10000-20000
10000

=0-10000

MS Antenna Gain
(dBi)

Figure 13. MS Antenna Gain - BS Antenna Gain --iBien Space for MS
Speed 10m/s

The simulations highlights that for high speedy(Hi4),
the application throughput has a approximately toms
level at middle range of parameters, where theamas of
MS Antenna Gain and BS Antenna Gain has no mafjectef
as opposite with low speed situations, where tloaist@ant
level is reached near the highest range of parasete

30000-35000
25000-30000
=20000-25000
= 15000-20000
10000-15000
= 5000-10000

MS Antenna Gain =0 5000
(dIBi)

BS Antenna Gain (dBi)

Figure 14. MS Antenna Gain - BS Antenna Gain --iBien Space for MS
Speed 50m/s

If BS antenna gain is g= 9dBi then after at MS g10
dBi, we do not get further improvement (left diagja A
similar effect is seen in the right figure for g>&1.

V. CONCLUSIONS

A. Conclusionsrelated to simulations
One important conclusion of the simulation studsethat

the antenna gain of MS and BS has major impact of?!

throughput in a large range of other parameteratian
(speed, power, scanning threshold, hysteresishbiesetc.).
Having a good antenna gain at both BS and MS isn¢is$
in all contexts. This is a reason to use directi@mennas,
which expose such properties.

As for other parameters (speed, scanning threshold,

hysteresis threshold, etc.) the results obtainedvshat the

behavior of throughput versus variation of paramete
combinations is not a monotonic one and is contexig,

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-127-4

dependent. This conclusion is however natural feystem
that has tens of inter-dependent working parametaus
cross-optimizations are possible in the sensetti®atesults
of the decision spaces can be used in policiesrgmgethe
ranging, scanning, HO, etc.

B. Conclusions related to decision spaces method and
cross-layer algorithm

The analysis of V2l system behavior on incremental
variance of speed, antenna gain, maximum Tx powed,
scanning threshold/methods under decision spaceixmat
provides a data base usable for optimization
methods/techniques. Each decision space allow migtthe
combined effect details of a pair of parametersavae, but
allow to predict the system behavior for each djmeci
parameter value (see decision space vertical sectio
examples presented in Fig. 11).

Network operator could use such kind of extended
simulations for different roads and highway, whehe
network topology and the road details are knownhitles
provided with WIMAX terminal capabilities passingese
roads could be helped to optimize the communicatiging
cross layer-algorithm based on location and speedigiion
from GPS information and optimal parameters semfro
network operator.
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Mobile Phone Security Awareness and Practices of Students in Budapest
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Abstract—The present paper presents the results of a survey about
users’ security practices regarding mobile phone usage that took
place in 4 Universities of Budapest in February 2010. We targeted
an extended pool of respondents reaching 959 answers. The
general users' feeling is that mobile phone communication is
secure and this possibly leads to a relaxation. As results indeed
further showed, students are unaware of the necessary measures to
avoid a possible unauthorized access and/or sensitive data retrieval
from their phones and that they lack proper security education.
There was also a statistically important difference in the answers,
depending on the type of operating system (modern or not). Since
users fail to secure their phones they should either be educated or
preferably presented with transparent security features, built in
their phones, in order to mitigate the dangers.

Keywords-mobile phone security; security practices; user
interface security; questionnaire survey; mobile phone usage

I. INTRODUCTION

Mobile devices are becoming a critical component of the
digital economy, a style statement and useful communication
device, a vital part of daily life for billions of people around
the world. Modern mobile phones’ enhanced capabilities
allow them to be almost as versatile as a computer becoming
a valuable business (mobile applications) and entertainment
tool (mobile games, m-commerce). At the same time users
store and process more data including sensitive information
in their phones. A few years ago the only concern of a
mobile phone user would be his communication privacy.

This is not the case anymore. Users have to be protected
from unauthorized third party access to their data. Apart
from the traditional security measures such as PIN (Personal
Identification Number) usage and voice encryption, users
have to take extra security measures and to follow new best
practices. Unfortunately, as the survey revealed, users aren't
adequately informed about security issues in regards to their
mobile phones’ options and technical characteristics and fail
to follow proper security measures and practices. In Section
11, related work is examined. The methodology used for the
survey is described in Section III. Results are presented in
Section IV, closing with conclusion and future work in
Section V.
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II.  RELATED WORK

Although there have been quite many theoretical studies
concerning mobile services, a significant means for
investigating and understanding users’ preferences is asking
their opinion via specific questioning techniques. The vast
majority of these surveys indicate the growing importance
of mobile phones in everyday life and the increased
popularity of new features [1].

In any case, the security of mobile phones is proven not
to be adequate in many research papers [2][3]. There also
exist several survey studies in this direction. Some of these
surveys studies focus on mobile phone’s security issues
[4][5] while others on mobile phone services, touching also
security issues [6][7]. Modern smart phones, specifically,
are open to more security risks [8].

A recent survey [9] published in November 2008
focused on mobile phones security issues and in which
degree these issues concern the users. The conclusion was
that a major part of the participants are extremely concerned
about security and don’t want any of their private data to be
available to 3rd party unauthorized users.

It is interesting to note that according to other surveys
[10] a major part of the participants is interested in mobile
services adoption only if the prices are low and the security
framework tight enough. At the same time, cyber security
and safety education is left out from the educational system
[11] and users do not know if their phones are secure or not
[12]. Given the fact that mobile phones could be a dominant
feature of future classroom, special security awareness and
training courses, presenting the necessary guidelines, should
definitely be implemented in schools. This is why the
present paper tries to address users’ security awareness and
practices, as an enabler for greater mobile services market
penetration.

III. METHODOLOGY

A very useful evaluation method for surveying user’s
practices is the use of multiple-choice questionnaires (i.e. in
person delivery or e-mail questionnaires) [13][14]. Our
survey was conducted using in-person delivery technique,
with a total of 959 respondents participating in this survey.
This method was selected from other alternatives because is
more accurate and has a bigger degree of participation from
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the respondents (e-mail questionnaires usually treated as
spam mail from the respondents or they might
misunderstand some questions). Data entry took place using
custom software [15]. Due to lack of financial resources the
survey was limited to Europe. An interesting approach
would be to use social networks such as Facebook to amend
the results of the survey, especially targeting students from
United States and other continents.

The target group of the survey was university students
from ages mostly 18-26, incorporating both younger and
older youth segments (24-26 years old percentage was
25.5%) because these ages are more receptive to new
technologies. They also understand better the technological
evolution than older people who use mobile phones mostly
for voice calls.

In the analysis of the security feeling and the security
knowledge a simple mathematical formula was developed to
produce numerical values. We weighted the responses with
the following weights: Very Much: 4, Much: 3, Moderately:
2, Not much: 1, Not at all: 0 and then divided by the number
of occurrences, in order to get a mean value.

IV. RESULTS

The questionnaire was divided in two parts. In the first
part participants were asked some demographic data
including gender, age and field of studies as well as some
economic data including mobile phone usage, connection
type and budget spent monthly on phone service. In the
second part we proceeded to our main contribution, the
specific questions related with their practices and security
perceptions regarding mobile phones’ security issues.

A. Demographics

56.3% of the participants were females and 43.7% were
males. Most of the respondents, in turn, were aged 18-26
(82.4%). The main body of respondents was studying
Economics or Business Administration (30.1%) Following
in the sample there were students of Humanities or
Philology (22%), Engineering, Mathematics or Natural
Sciences (13.7%), Medicine (13.2%), Law (10.8%) and
other fields (10%).

Regarding mobile phone usage, 60.3% of them are using
daily a single mobile phone, with some 21% using two
phones regularly and even 10% using more than two
phones. Nokia is the favourite brand, reaching one third of
students (34.3%) followed by Sony-Ericsson (21.3%) and
Samsung (17.6%) (Figure 1). Apple’s iPhone (which is
expected to have a higher percentage in the US market) has
a very descent 7.8% of penetration given the generally low
budgeted section of the population targeted. It is
immediately apparent that focusing on Nokia and Sony-
Ericsson phones a security awareness campaign would
immediately target more than half of users yielding a very
high return. Of course the brand itself is not enough to
categorize attack vectors and practices, since there is also
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the feature of the specific operating system running on each
phone.

Brand of the phone you are mostly using now?

Cther

Nokia Sony- Samsung  Sharp Aﬁp\e- Motorola LG
Ericsson iPhone

Brand of the phone you are mostly using now?

Figure 1. Favourite brands.

B. Economics

Proceeding to economics, participants were asked
whether they are using a pre-paid or post-paid (contract)
mobile phone connection. Half of students are using a
contract based subscription, a rather high percentage, while
17.2% have both prepaid and postpaid SIMs (Subscriber
Identity Module).

Answering how much money they spent monthly,
student mobile phone users had a wide range of financial
capabilities. The leading 25.7% spends 11-20 Euros
(currency converted) monthly while almost equal parts of
20% spend 21-30, 31-40, or more than 40 Euros per month.

C. Security Specific Questions

The objective of this particular subsection and the main
contribution of our research were to determine whether our
participants acknowledge some security related features of
their phone and what is their security feeling. The results are
analysed in the following paragraphs.

Our fundamental research question was whether students
are informed about how the options and the technical
characteristics of their mobile phones affect the security of
the latter and whether they are taking the necessary
measures to mitigate the risks. The results that follow are
totally in line with the initial response of students that only
29.6% believe they are much or very much informed while
42.6% state that they are not at all (a large 20.4%) or not
much (Figure 2).
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Are you informed about how the options and technical characteristics of your
mobile phone affect its security?

Percent

Highly High Moderately  Wot too much Mot at all

Are you informed about how the options and technical
characteristics of your mobile phone affect its security?

Figure 2. Knowledge of mobile phone security aspects.

Using the simple formula described in Section III
(Methodology), the mean “security knowledge value” was
1.76, in the 0-4 scale (0 not at all, 4 very much). Further
correlating their responses to the type of operating system—
O/S (modern or not) proved that students owning phones
without modern operating system have statistically (Pearson
Chi-Square) better knowledge of security aspects than those
who actually own a phone with modern O/S (Figure 3). As
it was expected users that do not know the type of their O/S
were the least informed about security.

Security Knowledge vs Modern 0/S
25
1.94
2 133
1,49

15 -

'l -
05 -

0 o T T T T T T T 1

[don't know Yes No

Figure 3. Security knowledge value vs. operating system.

Continuing with a general question about how “safe”
mobile phone users feel, the majority (30%) replied “high
(much)” followed by 26.7% “moderately” (Figure 4). On
the other hand, some 27.9% felt not too much or not at all
sure they are safe. This general feeling of security in turn
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leads to an over-relaxation of students in regards to security
practices as following answers reveal.

How safe do you consider communication through mobile phones?

Percent

Highly High Mocerately Mot too much Not at all

How safe do you consider communication through mobile
phones?

Figure 4. How safe do you consider communication through
mobile phones?

Using the same methodology, the mean ‘“security
feeling) value was 2.22 in the 0-4 scale. The correlation to
the operating system showed that users without modern O/S
feel statistically (Pearson Chi-Square) the least secure while
users that do not know the type of O/S are more “relaxed”

(Figure 5).

Security Feeling vs Modern O/S

235 43

2,25 1
2,20

2,15

215 +

21 4

2,05 T T T T T 1

[don't know Yes No

Figure 5. Security feeling value vs. operating system

In regards to operating system itself, a significant
percentage of the participants (33.2%) doesn’t know about
the capabilities of his phone’s operating system. Almost the
same percentage (31.6%) of students is using mobile phones
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with an advanced operating system. In any case, apart from
the relaxation in security awareness that was previously
shown, the ignorance of the type of operating system
renders users more vulnerable to hacker attacks with the use
of exploits specifically targeted for their phones.

Similarly, in Figure 6, only a very small percentage of
the participants (less than 24%) knows his/her phone’s IMEI
(International Mobile station Equipment Identity) and has
noted it somewhere. IMEI is very significant because if the
phone is ever stolen, using this serial number the provider
can block access to the stolen phone effectively mitigating
stealing risks. Almost half of students are completely
unaware of its existence. Knowledge of this feature would
possibly help 41.1% of them who unfortunately had their
phone stolen once or more (Figure 7). Similarly high
percentages are noted by other studies too [16][17].

Have you noted somewhere your mobile phone’s IMEI?

50

Percent
=

I don't know what it is Yes No

Have you noted somewhere your mobile phone’s IMEI?

Figure 6. IMEI knowledge.

Was your mobile phone ever lost or stolen?

More than once

Mever Once

Was your mobile phone ever lost or stolen?

Figure 7. Lost or Stolen phone.

At the same time, 71% of users are not aware of the
existence of the special icon that informs the user that
his/her phone encryption has been disabled [3]. Ignorance of
this security icon leaves users vulnerable to man in the
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middle attacks since they can’t recognize the attack taking
place. This was probably the most expected result as even
professionals are not aware of this feature and another hint
that user interfaces should help and not obscure security.

Users, as expected, are actively (almost 70%) using
SIM’s PIN code. The negative finding that Figure 8 reveals
is that only a small percentage (24.5%) uses screen-saver
password while similar percentages do not know if their
phone has such an option. That leaves 75% of users without
a screen saver password, and their phones ready to be
manipulated by “malicious” hands. An attack can take place
in a few minutes by downloading specific software to the
phone; this is why it is not enough to protect the phone only
by PIN but also by a screen saver password.

Do you use password in your phone’ s Screen-Saver?

I don't know if it Doesnt have such Yes Mo
has such a feature feature

Do you use password in your phone’ s Screen-Saver?

Figure 8. Screen-saver password.

A great attack vector of the past, Bluetooth, seems not to
be the problem anymore (Figure 9). Just one out of five
students has Bluetooth switched on and visible (leaving the
phone vulnerable), while 42.3% of users have it switched
off. It is not clear whether this is a security practice or a
social practice that stemmed from the continuous
harassments messages over Bluetooth caused upon users.

Do you have Bluetooth

Percent
8

Switched on  Switched on  Switched off Don't know the My phone
ren

and visible and invisible difference  doesn't have
between visible  Bluetooth,
and invisible

Do you have Bluetooth

Figure 9. Bluetooth.
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In a question that touches upon issues of politeness and
openness, 44.7% of students are lending their phones, but
only while they are present (Figure 10). This is a major
factor that compromises the phone’s security even if the
participant is present, because a single minute is needed for
someone to install malicious software in the phone. In that
respect 36.2% of them refuse to lend their phone in any case
being better safe and “impolite” than sorry.

Do you lend it to others?

This is where a mobile phone Antivirus would help. In
our case (Figure 12), 19% of users acknowledge it exists
such a product but don’t use it, while 44% do not know
whether such a product exists. That leaves 12.3% using it.
Compared to PC users where nowadays everybody is using
(at least) an antivirus shows a clear lack of security
education and different mind-set. Organizations, in turn,
show an increase in mobile phone antivirus tools usage [18]

Do you use Antivirus software in your phone?

Percent

Never Only for a while and if | Yes
am present

Do you lend it to others?

Figure 10. Phone lending.

Following, in Figure 11, with a question of both security
and economic importance, almost 60% of participants don’t
download any software at all. There is also a 13% that
actively downloads ringtones or logos, a 16% that tries
applications and just 11% of “gamers”. It is well interesting
to note that security considerations is one of the hindering
factors of mobile phone downloading [2]). In the antipode,
getting familiar with downloading users are being more
vulnerable to downloading and using unauthorised software
that can harm their phone.

Do you "download" software to your phone?

| clon’t know if my mobile phone  Mostly Ringtones/ogos
can download

Mostly Applications

Do you "download" software to your phone?

Percent
g

Doesn't have the Don't know if therel know there is but | Yes
ability is such product for don’t use

my phone

Do you use Antivirus software in your phone?

Figure 12. Anti-virus usage.

Being young, 57% of university students keep sensitive
information into their mobile phones (Figure 13). It seems
that we consider our mobile phone to be a very personal
device and we save equally important and sensitive
information there. Such kind of information should be
protected but again, the results from our survey show that
users fail to do so. The consequences from a breach of data
of this type could be devastating for the life of the victim.

Do you keep sensitive personal data into your phone?

Percent

fes Mo

Do you keep sensitive personal data into your phone?

Figure 11. Software downloading.
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Figure 13. Sensitive information kept in phone.
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In a rather alarming finding, 21.6% of users (Figure 14)
keep passwords saved in plain in their mobile phone. At
least, another 22% is using some form of encryption (i.e.
letter scrambling). Since users generally follow the notion of
encryption in these saved passwords, it is expected that they
would be able to do the same with private information (i.e.
photos) kept in the phone, should they be provided the
necessary software. Once again, the issue of better designed
user interfaces surfaces.

Do you store important passwords in your phone?

Percent

No Yes and "encrypted  Yes, without encryption

Do you store important passwords in your phone?

Figure 14. Important passwords kept in phone.

Closing our survey, the issue of backup was examined.
As it can be seen in Figure 15, a large percentage of the
participants reaching 47% never performs a backup of their
phone’s data. At least some 53% do backup up, although the
majority (19%) less often than once per month.

How often do you create backup copies of your phone s data?

Percent

Less often

Never

>3times per 2-3times per  Once per
murilhp murrthp mun{l’w

How often do you create backup copies of your phone s
data?

Figure 15. Backup frequency.
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V. CONCLUSION AND FUTURE WORK

The majority of the respondents care about security
issues and are concerned about data interception and the fact
that an intruder could gain unauthorized access to their
devices, as previous surveys have clearly showed. However,
there is no culture of security and no advanced technical
knowledge of their mobile phones.

A very high percentage of users didn’t know there is an
icon that informs them about the phone encryption status.
Most of them don’t take backups at all while at the same
time would lend their phone that contains sensitive data and
passwords to somebody else. Contributing to the problem,
badly designed interfaces are an additional factor of
hindering the development of security culture.

Students owning phones without modern operating
system have statistically (Pearson Chi-Square) better
knowledge of security aspects than those who actually own
a phone with modern O/S. At the same time, they feel
statistically the least secure while, on the other hand, users
that do not know the type of O/S are more “relaxed”.

In order to have comparative results, we have conducted
a similar survey in more than 10 European countries
reaching more than 7500 students and the results will soon
be published. The preliminary findings however, show that
users exhibit the same behaviour everywhere. Since students
(who are young people and mostly receptive to technology
and knowledge) do not actively follow most of security best
practices then academia, phone manufacturers and
operators must team up informing users, raising awareness
level and building more secure systems and user interfaces
with transparent security features.
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APPENDIX

The Questionnaire used

Male (A) or Female (B)?

Age? (A<18,B 18-20,C 21-23, D 24-26, E >26)

Are you studying: (A: Humanities-Philology, B Medicine, C
Law, D Engineering-Computer Science, E Maths-Natural
Sciences, F Economics-Business Administration, G OTHER
How many mobile phones do you use (daily)?

A)l B)2 C)>2  D)None

Are you a contract subscriber or a prepaid subscriber?

A) Pre-paid (Card) B) Post-paid (Contract) C) Both

Your average monthly phone bill? (A up to 10 Euros, B 11-
20 Euros, C 21-30 Euros, D 31-40 Euros, E >40 Euros)
Brand of the phone you are mostly using now? (A Nokia, B
Sony-Ericsson, C Samsung, D Sharp, E Apple I-phone, F
Motorola, G LG, H Other)

Does it have an advanced operational system (eg Symbian,
Windows Mobile, Android)? (A I don’t know, B yes, C no,)

ISBN: 978-1-61208-127-4

9)
10)

11)

12)
13)

14)

15)

16)

17)

18)

19)

20)

21)

22)

Have you noted somewhere your mobile phone’s IMEI?

(A, Idon’t know what it is, B yes, C no,)

Was your mobile phone ever lost or stolen? (A Never, B
once, C more than once)

Are you aware of the existence of a special icon in your
telephone which informs you for the encryption's
deactivation? (A Yes, B No)

Do you have SIM card’s PIN activated? (A Yes, B No)

Do you use password in your phone's Screen-Saver? (A I
don’t know if it has such a feature, B, doesn’t have such
feature, C, Yes, D No)

Do you have Bluetooth: (A Switched on and visible, B
Switched on and invisible, C Switched off, D don’t know the
difference between visible and invisible, E My phone doesn’t
have Bluetooth,

Do you lend it to others? (A Never, B Only for a while and if
I am present, C Yes)

Do you "download" software to your phone? (A I don’t know
if my mobile phone can download, B No, C mostly
Ringtones/Logos, D mostly Games, E mostly Applications)
Do you use Antivirus software in your phone? (A Doesn’t
have the ability, B Don’t know if there is such product for
my phone, C I know there is but I don’t use D Yes)

Do you store important passwords in your phone (eg Credit
cards passwords, ATM passwords)? (A No, B Yes and
"encrypted", C yes, without encryption)

How often do you create backup copies of your phone's data?
(A Never, B >3 times per month, B 2-3 times per month, C
Once per month, D Less often)

Do you keep sensitive personal data into your phone
(photos/videos/discussion recordings)? (A Yes, B No)

How safe do you consider communication through mobile
phones? (A Very Much, B Much, C Moderately, D
Not too much, E Not at all)

Are you informed about how the options and technical
characteristics of your mobile phone affect its security? (A
Very Much, B Much, C Moderately, D Not too
much, E Not atall)
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Impulse Response and Generating Functions of sinc” FIR Filters
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Abstract — Sinc" finite impulse response (FIR) filters are built
as a cascade of N sinc filters, each of length M. They are used
for digital signal processing applications, in various areas
including telecommunications. Generating functions for the
sinc" FIR filters transfer functions are given. It is shown that
z-Transform techniques can offer an efficient method to
derive straightforward recurrence relations for fast
computation of the impulse response. Moreover, a simple
expression, valid for all the filter coefficients, is also obtained.
It is new and general, compared to previously published
formula.

Keywords - digital filter ;
computation ; z-Transform.

impulse response ; coefficient

I. INTRODUCTION

Different structures for digital filters have been proposed
for applications as decimation, interpolation or noise
suppression in Sigma-Delta A/D conversion [1, 2]. As
suitable filters for high speed operation, cascaded-
integrator-comb (CIC) filters [1] and sinc" impulse finite
response (FIR) filters [3, 4] are among the well known
solutions. The use of sinc" filters constituted of a cascade of
N sinc filters, each of length M, requires the calculation of
all of the impulse response coefficients. So adequate
recursions or expressions for rapid calculation of these
coefficients have been the subject of numerous
investigations, as in [5-7]. Interesting computation aids
have already been published: a closed form expression for
the first M coefficients has been given in [6], while a
recurrence formula has been presented in [7].

It has been proved that using z-Transform techniques can
be an efficient method to derive digital filter coefficients [8,
9]. Here, employing these techniques, new results are
obtained. Simple effective recurrence relations are derived
for the computation of the coefficients of sinc" FIR filters.
In addition, a simple expression is deduced, which is valid
not only for the first coefficients of the impulse response
but for all of them. In addition, generating functions for the
transfer functions of sinc" FIR filters are presented.

In this paper, the general form of the transfer function of
the sinc” FIR filters is given in section II, as well as its
useful basic properties. In section III, it is shown how
recurrence relations for the filter coefficients can be derived
using z-Transform techniques applied to the expression of
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the transfer function considered as a z-transform. Similarly,
the way to obtain an expression for the filter coefficients,
new and general compared to formula previously published
by other authors, is described in section IV. Finally, in
section V, forms of generating functions for the transfer
functions of sinc" FIR filters are expressed.

II. TRANSFER FUNCTION OF sinc" FILTERS

The transfer function HY"(z) of sinc" filters can be

written as
N
1 1-z7M
HM.N 7)=|— l
@) [M I_Z_lj )
or
H"N (=M~ (l+z7l +Z770 .+ zf(Mfl))N 2)

to which corresponds the following magnitude response

. N
‘HM.N (ejw) _ SIH(MW/2) (Fig. 1).
M sin(w/ 2)
‘HM,N(P/(U)
) AN
0.8
0.6 LAY
0.4 LA
0.2 LR R
c\b7 Ry
~ A =
0.5 1 15 2 2.5 3 @

Fig. 1. Magnitude responses of H2(¢®) (a), H*(¢®) (b)
and H**(¢°) (c), versus normalized angular frequency

For simplicity, we will consider the scaled transfer
function G¥"N ()= M "H""" ()

jN

G"""(z) is a polynomial, with degree N(M-1), of the form

1-z7"

G (z) =[ -

3)

—Z
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N(M-1)

GM.N (Z) — Z ng.NZ—j

Jj=0

“)

where g """ represent the coefficients of the impulse
M .,N
h;

Note

response of the sinc" filters. and g """ are related

by th‘N =M_Nng’N. ng’N =0(vj<0),
g =1(YM,VN), G"°(2) =1(VM), G""(z) =1 (VN)
and gN(M—l)—jM‘N = ng'N

In the following, we will propose simple recurrence
relations useful for the computation of sinc” FIR filter
coefficients, and especially a new general expression of
these coefficients.

that

ITII. RECURRENCE RELATIONS FOR THE FILTER
COEFFICIENTS

In this section, several relations are derived, according
to different criteria such as simplicity, low order, varying
index. Each of these independent relations can be useful,
depending on the way chosen for computation, and
implemented separately.

A. Calculation of ng’N from 3 coefficients with the same
values M and N, and lower indexes j-1, j-M and j-(M+1)

Differentiating InG"*" (z) using (3) and multiplying by
G"""(7) yields

M.,N —(M +1) -2
= dz = =N{Afi ™ _1EZ]JGMYN(Z) ©)
which can be written
(1 S )(_Z dG"™" (Z)J _
dz 6)

N(Z_l _MZ_M + (M _I)Z—(M-H) )GM,N(Z)

By using basic z-Transform techniques, (6) leads
immediately to

1 ; i
ng'N :7(N_1+])gj—lM'N _[M(N+1)_]]gf‘MM’N

(N
+HM(N+D)=(N=D= j]g; "
which can also be written
M,N __ M,N M ,N M,N
8; =8 +8im —8i-m+n)
1
+7[(N_1)(gj—1M4’N _gj—<M+1)MA'N) ®)

~M(N+D(g,0"" =8, " )J

An advantage of (8) is the fact that M and N keep
constant values. Relative drawbacks are that the number of
terms is not the lowest possible and that shifts in j indexes
increase with M and may be large. This recurrence relation
is the same as (11) in [7], but here it has been
straightforwardly derived using z-Transform techniques.

For example, for M=8, N=4 and j=9, the relation gives:

8,4 8,4 8,4 8,4
& =8 TE& —&

1
+§[3<g8“ -8, —40(g " - g, ]
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ie., gb* =161+4—1+é[3(161—1)—40(4—1)] =204

B. Calculation of g jM‘N from 2 coefficients with the same
value M, and indexes (j-1, N) and (j, N-1)
Differentiating G""" (z) using (3) yields
N-1
J )
(10)

dGM,N(Z) _ N MZ—(M+1) B Z—Z(l_Z—M) 1—Z_M
dz -z (1-z"? -z
which can be written

=N dG"" (z) _
(1-z )[ Z—dz ]

N{-MG""(z) +[M—(M-1)z"'] G (2)}

By using basic z-Transform techniques, it can be
immediately deduced

M .N — 1

MN —j
Advantages of (11) are a very low number of terms, the
fact that M keeps a constant value and that shifts in N and j
indexes equal only one and occur separately. This new and
simple relation allows a fast recursive calculation of the
impulse response coefficients. Therefrom, computation is
quite easy, even permitting to fill up the start of the table of
filter coefficients simply by hand.

For example, for M=8, N=4 and j=9, the relation gives:

g, [(MN—j+1-N)g, ™" +MNg "] (1)

1
80" =57 (208," +32¢,)

ie., g =2i3(20><161+32><46) =204

C. Calculation of g jM N from 3 coefficients with the same
value M, and indexes (j-1, N) and (j, N-1) and (j-M, N-1)

Using (3), G""(z) can be linked to G""7'(z) as
follows

1-z7" M .N-1
——G (2)
I-z

By using basic z-Transform techniques, it can be
immediately deduced from (12)

M.N M.N M.N-1 M,
8 + 8; —8-m

g, = (13)

Advantages of (13) are a low number of terms, with no
multiplying factors, the fact that M keeps a constant value
and that shifts in N equal only one. Relative drawbacks are
that the number of terms is not the lowest possible and that
shifts in j index increase with M and may be large. This
simple relation allows a fast recursive calculation of the
impulse response coefficients. Computation is quite easy,
even permitting to fill up the start of the table of filter
coefficients simply by hand.

For example, for M=8, N=4 and j=9, the relation gives:

g98‘4 — 88&4 +g98’3 _g]8,3
ie., gt =161+46-3=204

D. Calculation of ng‘N from N+1 coefficients with the

G""(2) = 12)

N-1

same lower value M-1, and indexes (j-k, k), k=0..N
Using (3), G""" (z) can be expressed as follows
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]— M N
GM,N(z)z 1+ z*l? (14)
which can be written
M.,N & N —k ~M -1,k
G" &)=§jk G () (15)
k=0

By using basic z-Transform techniques, (15) yields

> (Nj Mtk
8 ik

- Z k
k=0

An advantage of (16) is the fact that M-I keeps constant
in the right side of the equation. Drawbacks are that the
number of terms, the number of sets of coefficients

(16)

involved in the relation, as well as shifts in j index increase
with N.

For example, for M=8, N=4 and j=9, g,""can be

easily computed using the values of the coefficients

4
g9,k7’k , weighted by the binomial coefficients [k] :
4

;

ie., g, =0+4x0+6x6+4x28+56="204

4

2

k=0

8,4

8o

— jg9k7.k — g97.0 +4g87.1 +6g77.2 +4g67¢3 + g574,4

TABLE I
Values of ng’N forN=1,.,4and M = 1,...,8
M | vorn | MY gOM,N glM,N g2M,N g3M,N g4M,N gSM,N gﬁM,N g7M,N gSM,N ggM,N gllgIM’ g11\11M' gll%M’ glglM’ glﬁ;IM’
1 0 1 1
2 1 2 1
3 2 3 1 1
N=1 4 3 4 1 1
5 4 5 1 1 1
6 5 6 1 1 1
7 6 7 1 1 1 1
8 7 8 1 1 1 1
1 0 1 1
2 2 4 1 2
3 4 9 1 2 3
N2 4 6 16 1 2 3 4
5 8 25 1 2 3 4 5
6 10 36 1 2 3 4 5 6
7 12 49 1 2 3 4 5 6 7
8 14 64 1 2 3 4 5 6 7 8
1 0 1 1
2 3 8 1 3
3 6 27 1 3 6 7
4 9 64 1 3 6 10 12
N=3 5 12 125 1 3 6 10 15 18 19
6 15 | 216 1 3 6 10 15 21 25 27
7 18 | 343 1 3 6 10 15 21 28 33 36 37
8 21 512 1 3 6 10 15 21 28 36 42 46 48
1 0 1 1
2 4 16 1 4 6
3 8 81 1 4 10 16 19
4 12 256 1 4 10 20 31 40 44
NS0 625 1 | 4 |10 ] 20| 35 | 52| 68 | 80 | 85
6 20 | 1296 1 4 10 20 35 56 80 104 | 125 | 140 | 146
7 24 | 2401 1 4 10 20 35 56 84 116 | 149 | 180 | 206 | 224 | 231
8 28 | 4096 1 4 10 20 35 56 84 120 | 161 | 204 | 246 | 284 | 315 | 336 | 344
Copyright (c) IARIA, 2011. ISBN: 978-1-61208-127-4

27



ICDT 2011 : The Sixth International Conference on Digital Telecommunications

In this section, using z-Transform techniques, efficient
recursive formulae for computing the impulse response

coefficients g jM N of sinc" filters have been derived,
especially (11) and (13). The values of the coefficients
g™, for M < 8 and N < 4, are given in Table I. For
symmetry the
j=0JNT{NQ%:9}EHeShown.

reasons, only coefficients for

Futher investigations should be undertaken in order to
evaluate precisely the number of operations and the
computation time when using such or such recurrence
relation or a combination of them, and, in a way, the more
efficient strategy.

IV. GENERAL EXPRESSION FOR THE FILTER
COEFFICIENTS

Let us write G (z) under the form

G""()=0-z")"Y"(2) (17)
with Y" (z) defined as follows
l N
YN(Z)=( j (18)
I-z
A. Explicit expression for the coefficients yjN of YV (2)
Differentiating  InY"(z) and multiplying by
(1-2H[-2¥"(2)] gives
- ay” (z -
(-2 1)[7 (Z)J=Nz YY(2) (19)
Basic z-Transform techniques allow to obtain
N-1+j
yJ'N = —] yj—lN (20)

J
This relation permits easy recursive computation of yjN

from y HN . Moreover, (20) leads to the following simple

explicit relation for the coefficients y jN

N-1+j
J

B. General expression for the coefficients g;
G""(2)
Developing (1-z™")" in (17) leads to the following

relation between G¥*" (z) and Y" (z)
N KON

G"N (z) = Z(_l) [k jzw Y¥(2)
k=0

Then using the z-Transform translation property, the

21

M.N

of

N

(22)

- M.N .
coefficients g ; can be written

) NY(N-1+j—kM
MN _ 1)
&M= LD [k j( j—kM j

k=0

with j=0..N(M-1), and where [j/M] denotes the integer
quotient of j and M.

(23)
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It is worth noting that this new expression of the
coefficients g jM’N applies for all values of M, N and j.

This simple formula allows to calculate any coefficient
numerically. It offers the obvious advantage, compared to
previous results, to be general and valid for all the
coefficients of the impulse response of the sinc” filters. In
fact, in [6] (cf. (19)) and in [7] (cf. (12) and (13)), explicit
expressions are given only for the very first coefficients of
the impulse response of the sinc” filters. Note that here (23)
leads immediately to these explicit expressions for j=0..(M-
1) and for j=M, with k=0 and k=1 respectively.

For example, for M=8, N=4 and j=9 ([j/M]=1),

M .N
C

g; an be easily computed using the products of

) ) o NY N-1+j—-kM .
binomial coefficients ] s ie.,
k Jj—kM

[4][12—8/(), multiplied by (-1)*:
k )\ 9-8k

B ofom -6

ie., gt =220-4x4 =204

8 =

In this section, a simple general expression (23) has
been obtained for rapid computation of any of the
coefficients of sinc” filters.

As a summary, useful recurrence relations and formula
(8), (11), (13), (16) and (23) have been derived for
computing  the  sinc®  FIR  filter  coefficients

M.,N _ -N M.N
h™" =M "g; " .

V. GENERATING FUNCTIONS FOR THE TRANSFER
FUNCTIONS OF sinc" FIR FILTERS

-M
Let us consider (12) G¥* (z) = %GM'N"(z) , with
-z

G"'(2)=1.
A. Ordinary generating function

Multiplying GV (z) by x" and summing with N
varying from O to infinity leads to the following ordinary
generating function

LY (z,x)= iGM‘N(Z)xN d
N=0 -z

-z

1—-

(24)

-M

Conversely, developing FOM(z,x) into series expansion

generates the expression of the filter transfer functions
G""(z) as the coefficients of x" (N =0,..,0).

B. Exponential generating function
N

Multiplying G (z) by % and summing with N

varying from O to infinity leads to the following exponential
generating function

-M
. 1-z

v
X —
LY (zx)=). GM’N(Z)M =el™

N=0

(25)
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Conversely, developing FPM (z,x) into series expansion
generates the expression of the filter transfer functions

N
G" " (z) as the coefficients of *_ (N =0,..,c0).
N!

VI. CONCLUSION

Sinc" filters, constituted of a cascade of N sinc filters,
each of length M, are useful for digital signal processing
applications, in various domains including
telecommunications. In this paper, z-Transform has been
used as an efficient tool for deriving various formulae
allowing to compute the impulse response coefficients of
sinc" FIR filters.

In particular, straightforward recursive relations have
been demonstrated. Further investigations should be made
to evaluate the computation time and the more efficient
strategy when exploiting these relations separately or in
combination.

Moreover, a simple general expression — new compared
to previous published formula — has been given, valid for
all the coefficients, whatever their rank j and the values of
M and N.

In addition, generating functions for the sinc" FIR filters
transfer functions have been given.
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Abstract—Consider the MIMO detection background. While
the hard-decision Sphere Decoder has been widely and recently
considered as the most promising near-optimal detector, this
perspective might fall down during the soft-decision extension
through a List Sphere Decoder (LSD). Due to the finiteness of
the LSD list output - that does not necessarily allow for generating
explicitly the Log-Likelihood Ratios (LLRs), even through a
max-log approximation - the issue of how to set the missing
reliabilities has been addressed. This paper presents existing
works concerning the main trend. In particular, it consists in
setting the LLR to a pre-defined value, this operation being
commonly referred as LLR Clipping. We discuss this choice that
has a significant impact on the system performance, by providing
a brief state of the art of the existing solutions. In addition in
the presented work, a novel solution lies in the multi-level bit
mapping. Despite of its simplicity, it allows for low distortion
approximated LLR computation. By simulation, the superiority
of our method over the existing solutions, is shown.

Index Terms—Log-Likelihood Ratio; bit clipping; List Sphere
Decoder;

I. INTRODUCTION

In order to achieve the 3GPP Long-Term Evolution (LTE)
and 3GPP LTE-Advanced (LTE-A) requirements, Spatial Mul-
tiplexing Multiple-Input Multiple-Output (SM-MIMO) com-
munication schemes have been implemented. In such a config-
uration and from the receiver point of view, a linear superposi-
tion of separately transmitted information symbols is observed,
due to multiple transmit antennas that simultaneously send
independent data streams. The interest of the detectors consists
in recovering the transmitted symbols while approaching the
channel capacity [1], and corresponds to an inverse problem
with a finite-alphabet constraint.

As treated in several publications, the optimal - while
exponentially complex in the number of transmit antennas and
constellation size- Maximum Likelihood (ML) detector [2] can
be efficiently approximated although avoiding an exhaustive
search. In particular, some well-established techniques such
as Sphere Decoding (SD) [3], Lattice Reduction (LR) [4] or
a combination of both [5], have been shown to offer near-
optimal performance. In the practical case of coded systems
and due to their performance-complexity flexibility, the afore-
mentioned detectors are straightforwardly modified in order to
provide Soft-Output (SO). In the particular case of the classical
K -Best, strongly presented in [6], a list £ - of size |£| - of
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candidate solutions is generated from a subset of lattice points.
This detector is denoted as the List SD (LSD) and will be
considered in the present article, unless otherwise specified.

In order to achieve the channel capacity, the acknowl-
edged way of bit transmission lies in providing redundancy
and interleaving, denoted as channel coding. By focusing on
the performance-complexity optimization, modern capacity-
approaching codes lie in probabilistic coding schemes [7].
In particular, convolutional codes [8] led to the widely em-
ployed turbo codes [1], that are considered in this paper. In
such schemes, soft-decisions of coded symbols are typically
produced from the detector output, plus any available side
information, and passed on to the decoder in the form of bit-
wise Log-Likelihood Ratios (LLR), with the sign representing
the decision and the magnitude representing the reliability.
In the present article, the logical {0,1} bit patterns are
respectively mapped onto the - zero-mean - set of amplitude
levels {41, —1}. From the decoder point of view, a close-to-
zero value corresponds to an unreliable bit.

By evoking first that the LLR approximation is expressed
as a function of both the probability of any bit represen-
tation [9], given the data in reception, and since the LSD
output contains at least one solution, it is clear that a correct
LLR sign is robustly reached, leading to promising uncoded
performance [3], [4], [5]. However, due to the finite nature
of the output £ of the LSD that only offers a reduced-
size list of candidates, its magnitude is regularly unknown,
namely when the list does not contain both the hypothesis
and its counter-hypothesis for a given bit. As a consequence,
the performance in coded communication systems may be
dramatically impacted.

While the exact LLR calculation is processed when possi-
ble, the main issue in the soft decision extension consists in
how to estimate the missing LLR magnitude. To the best of
the authors’ knowledge, two distinct trends have been explored
in the digital communications literature. Bdro has early met
this problematic aspect and proposed a path augmentation [10]
that consists in considering a bit-wise granularity during the
tree construction. However, such a scheme requires high
computational complexity and poor performance is reached
if no apriori information is available [11].

A simple yet efficient operation has been widely studied.
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It is commonly referred as LLR Clipping (LC) [9], [12] and
lies on setting the missing LLR values to a predefined value.
However, the choice of the clipping level has a strong impact
on the system performance [12], as addressed in the following,
and any optimization is valuable.

Contribution: Our contributions can be summarized as
follows:

o A multi-level bit mapping in the LC is presented, which
leads to a significant coded performance improvement
and offers convenient result improvement;

o The introduced solution preserves a general approach that
makes it applicable to any LC.

Outline of the paper: In Section II, the notations are
given and the problem statement is presented. In Section III,
the necessity of introducing an accurate LC is explained and
a detailed description of existing solutions is presented. The
proposed solution is defended and introduced in Section IV.
Section V aims at providing simulation results that show
the superiority of the proposed solution. Finally, concluding
remarks and perspectives are given in Section VI

II. SYSTEM MODEL AND PROBLEM STATEMENT

Consider a np-transmit and ng-receive ny X ng MIMO
system model. Assuming narrow-band flat-fading, the receive
symbols vector y € C™% typically reads

y = Hx +n, (1)

where H € C"2*"T ig the complex channel matrix, assumed
to be perfectly known at the receiver, and n is a complex
additive white Gaussian noise of variance o2. The entries of
the transmit symbol vector x are independently withdrawn
from a constellation set £, containing |£| symbols, and such
that x € ¢"7. Also, a layer v is defined as a spatial
stream, the number of spatial multiplexing data streams being
min{ng,nr}. Each channel inputs b} € {+1}~1os2{I¢l} js
assigned to a symbol according to any encoding scheme, where
n is any given layer and k is any bit position within the
corresponding symbol. The whole symbols vector is mapped
from a block of bit stream c;, by denoting ! as the number
of bits of the codeword with 1 < [ < vlog,{|{|}. At this
step, the uncoded or coded case is not distinguished. The
block code may consider channel coding through the addition
of redundancy and correlation, by introducing the code rate
R <1 - where R =1 makes c corresponding to uncoded bits
-, and interleaving [13]. By applying an efficient modulation
and code rate scheme, the channel capacity is almost achieved
at any SNR point [1].

The extrinsic LLR of the bit b} is conditioned on the
receive signal and is denoted A(b} | y). Through the Bayes’
theory and by using the high SNR approximation, which makes
the classical max-log approximation accurate, it becomes
advantageously rewrites [9]:

, 1
A(by | y) = Y] ((d%;;:+1)min — (d%gzq)min) , (@
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Fig. 1. Expected ratio of to-be-clipped values by considering the output
of a naive K-Best, 4x4 complex MIMO system, QPSK (a) or 16QAM (b)
modulation on each layer with |£| = {1,2,3,4} and |£| = {1,2,4, 16},
respectively, 10,000 simulations.

where (din__)min and (dpn__;)min denote the minimal
k

square euclidean distance between y and all the possibly
transmit symbols vectors which are assigned to b} = +1 and
to b} = —1, respectively. Also, the layer index n within the
transmit data and the bit index k£ within any symbol inside are
such that 1 <n <w and 1 <k <log,{|¢|}, respectively.

The importance of LC on both performance and complexity
is highlighted. With this aim in view, the ratio of the occur-
rence of a missing counter-hypothesis as a function of |£]| is
depicted in Figure 1, for a 4 x4 system, with QPSK or l6QAM
modulations on each antenna.

It appears that the number of to-be-clipped LLR values
depends on the SNR, on the list size |£| and on the modulation
scheme. In particular in the 16QAM case and for a high range
SNR, the ratio is 73% and 38% for |£| being 4 and 16,
respectively.

Beyond this consideration, it is also clear that also the
clipping value depends on the list size |£|. As seen in Figure 1
and in the case of large |£|, few missing counter-hypothesis
remain. However, since a large neighbourhood study of lattice
points has been processed, the corresponding bit sign is very
improbable and should be clipped to a large value. In the case
of a small |£|, more missing counter-hypothesis are contained
within the list output. Due to the partial nature of the study,
the bit sign is not completely improbable, leading to choosing
a small clipping value.

This idea has to be introduced in theory. It can be
done through the introduction of the mutual information
Z{b}, Auip(b})} of any bit amplitude and any corresponding
LC value, denoted as A, (b} ). By assuming that the bit sign
in the LC is correct and Pr{b} = +1} = Pr{b} = -1} = 1,
the mutual information reads:

Z(bf, Aciip(bF)) =
1-1 (log2 {1 - e—/‘cmb?)} +log, {1 + ghetin(Bh) }) :
3)

Subsequently, the impact of the clipping value choice can
be observed. In particular, a solution for determining the
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Fig. 2. Mutual information versus clipping value Aj;,(b}) for multiple
Pr{Aciip(b})} values.

LC setting relies on the mutual information maximization.
Figure 2 plots the mutual information between b} and the
clipped detector output Ay, (b7), versus the clipping value
Aciip(b}) and for different values of Pr{A.;,(b})}. Also,
the maximal mutual information - given any Pr{A.;,(b})}
value - is pointed out by diamond marks and indicates the
optimal clipping value.

Consequently, it is clear that there exists an optimal value
that is not a constant. At least, it depends on the number
of missing counter-hypothesis. Its evolution is plotted in
Figure 2 with a dashed style. Also, while an efficient balance
- namely A;p(b7) = 3 [12] - can been found at intermediate
clipping values, it has to be noticed that the LC choice has
a significant impact on the coded performance. In particular,
choosing the clipping level too high induces the decoder to
assume a too high reliability for the bits with missing counter-
hypothesis and consequently prevents error correction at these
bit positions. Setting the clipping level too low limits the
mutual information at the detector output and thus decreases
its performance.

In order to address this problematic aspect, numerous
techniques have been proposed and studied.

III. SUMMARY OF EXISTING SOLUTIONS

In case both the hypothesis and its counter-hypothesis
given any bit arise in £, the LLR is calculated according
to Equation (2). Naively, we can consider that the soft in-
formation about any given bit by is essentially contained in
L. Indeed, if there are many entries in £ with b} = —1,
then it can be concluded that the likely value for b is
indeed minus one, whereas if few entries occur, then the likely
value is one. In the particular configuration of no arising
counter-hypothesis within £, Hochwald et al. proposed first
a solution. It consists in setting its corresponding LLR value
Aciip(b}) to an extremely large value [9], namely +128, due
to their high improbability. However, by proceeding this way,
the importance given to unknown LLRs is too high and the
channel coding gain is impaired.
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A. Fixed LLR Clipping

Ideally, Ac;p(b7) should be different for each channel bit,
such that the mutual information is maximized [12]. Neverthe-
less, a simple while robust proposal has been introduced [9],
[5]. For a missing 41 bit value on any of the vlog,(||)
locations, the corresponding LLR is set to £8, based on the
argument that a missing bit value from the list of candidates
makes it unlikely. As previously discussed, such a Fixed LC
(FLC) value is efficient in the case of large |£| only. It can
anyway be considered as a convenient upper bound [11], [14].

Another reasonably balanced FLC is commonly employed.
The FLC value can be set to +3 and offers convenient
performance [12]. Again, it has been previously discussed that
such a FLC value is efficient in the case of small |£| only.
In particular in [11], performance is depicted in the case of a
naive LSD and A.;,b}! = 3. Improved performance is offered
compared to A.;pb) = 8, except with a very large study,
namely with |£| = 64. Consequently, this simple although
efficient technique will be used as a reference in the simulation
results.

By referring again to Figure 2, it must be highlighted that
a constant clipping value that is much lower than the optimum
value for a given bit position causes the channel decoder
to largely ignore the clipped detector output values, which
degrades its error-correction effectiveness. A clipping value
that is much higher than its optimum value forces the channel
decoder to assume that the clipped detector output values have
the correct sign. In the case that this assumption is not correct,
soft decisions on other bits must be compromised in order to
meet the code constraints, leading to error propagation. Con-
sequently, the optimal LC level strongly depends of the system
configuration as well as the employed detector calibration.

B. Empirical LLR Clipping

Widdup et al. subsequently considered to use some in-
formation contained in the LSD output. In particular, since
the costs of only the best |£| solutions are known, the others
must be estimated from the knowledge that their cost is at
least as high as that of the worst known point, namely the
current radius [15]. This solution is also denoted as the last
list entry [11] and offers a significant coded performance gain
compared to the naive solution. However, this solution does
not match with the widely used K-Best LSD nature, that does
not take advantage (without early termination condition) of
the radius constraint. Namely, contrary a depth-first search,
the radius is not shrinked during the process. Even if the
largest Euclidean distance of the counter-hypothesis is con-
sidered, such a clipping does not give importance enough to
the fact that the counter-hypothesis does not appear in L.
Consequently, it leads to a significant performance loss [11].

That is why Kawamoto et al. introduced a likelihood func-
tion generation for selecting an appropriate clipping value [16],
[17]. Briefly, this solution lies in a statistical study of the radius
and an empirical result. In particular, the expectation of the
minimum squared Euclidean distance among the bits within
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the list output that offers both the hypothesis and counter-
hypothesis is calculated. This value is then grown up by
50% [16] in order to increase its weight. Thus, the LC value
is obtained.

The presented solution lies in empirical results that offer
neither strong theoretical results nor convincing performances.

C. SNR-aware LLR Clipping

As previously mentioned, the LC value is expected to
depend on the Signal-to-Noise Ratio (SNR), on |£| and on the
modulation scheme (not of the code rate, as clearly introduced
in [18], Theorem 1). However, the main issue relies on how
to take these factors into account.

Milliner et al. recently proposed an analytical expression,
especially detailed in [18] in the particular case of BPSK,
that is claimed to provide the optimal clipping value in the
AWGN case for any arbitrary code rate. Starting from the
exact LLR definition, an approximation is proposed through
the introduction of the channel state information based bit error
probabilities of a bit to be +1 and -1.

The Symbol Error Rate (SER) for the ML detector in the
case of a Pulse Amplitude Modulation (PAM) transmission
over an AWGN SISO channel with effective SNR [11] is:

_ 1 3 Es
Pspaym =2 (1 - £) Q <\/|g|—1 L] <N0>i> , 4

where Q)(-) denotes the Q-function and (50) is the instan-

taneous SNR for the ¢-th detection layer (z’—thlcomponent of
the transmit signal) [11]. Following classical QAM extensions
of the PAM SER expression yields the QAM SER, from
which the QAM BER can be easily obtained. The predicted
error probability P, (|L|, (%) ) then yields the SNR-aware
Aciip(b}) value for bits in the i-th detection layer:

E,
Aclip,i(bg) ~ —In Pb(|£‘, <]VO> ) (5)

This solution offers convenient results. In particular, it outper-
forms any FLC solution [11]. However, a drawback remain.
Due to the AWGN assumption, the technique is optimal only
in mean over multiple Rayleigh channel realizations. Also, the
whole bit sequence is considered. In particular, the additional
knowledge about the bit position is not taken into account.
By considering the aforementioned techniques, a simple
while efficient optimization is introduced in the following.

IV. PROPOSED SOLUTION

An original approach lies in taking into account the multi-
level bit mapping nature of Quadrature Amplitude Modulation
(QAM) which is a multi-level bits-to-symbol mapping. Every
symbol correspond to a codeword. They are each characterized
by a different mean Euclidean distance, and hence a different
level of protection against noise and amplitude impairments.
This aspect depends on the bit position within the bit sequence.
In Figure 3, the example of 16QAM case is shown. In
particular for this case, two levels exist comprising Most
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Significant Bits (MSB), with a bold representation, and Least
Significant Bits (LSB) for each signal point. For 64QAM, three
levels of protection exist while only one exists for 4QAM.
The latter being actually not strictly a multi-level mapping
since the protection level is the same among the codeword. In
the following, for the sake of simplicity and without loss of
generality, only the 16QAM case will be considered.

In the LTE-A downlink case [19], QAM modulations with
a multilevel Gray mapping can be partitioned into square
subsets with minimum mean intrasubset Euclidean distance.
In Figure 3, the MSBs of a signal point determine in which
subset it is located.

This idea is novel in this context. In [12], the multilevel

R}

10.11 | 10.01 00.01 :00.11
10.10/10,50{00 1000 10
11.10111.00 01.00:01.10
T 01|01 1101 i1

Fig. 3. 16QAM modulation constellation for LTE-A downlink [19]

bit mapping is considered in order to reduce the detector
complexity, which becomes nearly independent of the signal
constellation size. However, there is no link in the LLR
calculation, and in particular in the LC.

Analytical expressions could be introduced from [20] and
with required updates. However, Figure 4 exhibits more clearly
the multilevel impact on LLRs in the particular case of a trivial
4 x 4 AWGN MIMO channel with 16QAM modulations on
each layer. As it is shown, the LLRs are distributed differently
depending on the bit index and the SNR. In particular, there
is no maximal value for MSB, while there is a maximal value
for positive LSB, from a Soft-Decision ML output. Also,
consistently with previous discussions, this maximal value
is different according to the SNR. The idea presented here
consists in exploiting this additional knowledge in order to
apply different clipping values to generate lower-distortion
approximated LLR.

Through a SNR normalization, the positive LSB are shown
in Figure 5 to be still upper bounded by a constant value
in the Rayleigh channel case, this upper bound is marked
by diamonds. For multiple SNR, the distribution of LLRs
normalized by SNR is depicted in a 4 x 4 complex MIMO
system. Similarly to [11], the proposed technique is SNR-
aware and consider the modulation type as well. It does not
consider the list size and offers an optimization by considering
the additional knowledge of the bit position.

In particular, the positive LSB LLRs have been shown to
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Fig. 4. Separated ALSB(b? | y) and AMSB(b? | y) representation of
A(b} | y) as a function of both the real and imaginary parts of any transmit
symbol, for multiple SNR values, 4 X 4 complex MIMO system, 16QAM
modulation on each layer, 800 distinct values per bit weight.
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Fig. 5. Probability Density Function (PDF) of LLRs normalized soft ML
output, 4 X 4 complex MIMO system, 800 distinct values per bit weight.

offer a constant maximal magnitude, through a SNR normal-
ization step. Concerning the negative LSB and the MSB, the
LLRs still depend on the SNR. This point is more clearly
illustrated in Figure 6, where the maximum normalized LLRs
from the soft-decision ML output are plotted as a function of
SNR for different bit positions. From Figure 6, an efficient
Aflpr+ (by) is obtained. Also, the authors highlight that it is
constant over the SNR range and independent of the number
of clipped bits. This is not the case for the other bit positions
which depend on the SNR and on the number of clipped bits.
Nevertheless, further note that the absolute clipping values for
MSB are the same:

AP (bF) = —ANSP" (b]). (©)

clip clip

The efficiency of the proposed solution is presented through
coded performance comparisons in the next section.
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Thresholds evolution as a function of SNR, 4 x 4 MIMO Rayleigh
% simulations per bit weight and per SNR value.

V. SIMULATION RESULTS

For the sake of comparability of the provided simula-
tion results, the employed solution lies on considering a
reference Soft-Decision ML detectors, which provides all the
needed LLR values through an explicit computation. A certain
percentage of these values are arbitrary discarded. Such a
scheme is denoted as the eclipsed ML detector, and strictly
corresponds to a LSD. The interest lies in keeping under
control the percentage of missing LLR. The missing values are
then clipped according to the proposed solution. The position
of the discarded value is done randomly in order to make
the ratio uniformly distributed between all the bit positions.
Consequently, the real impact of the proposed solution is
shown. In particular in the presented simulations, the ratio is
defined as the proportion of forced clipped value from the
soft-decision ML output. In the case of a ratio of p: p%
of the provided LLRs are clipped according to any clipping
technique. The 100 — p% other LLR values remain explicitly
computed. All the simulation results are compared to the ML
detector with max-log approximation, used as a reference, and
to the constant 3 clipping value, which has been previously
shown to be a very efficient empirical result.

By considering the simulation conditions below, Figure 7
shows the BER and BLock Error Rate (BLER) error perfor-
mance of the eclipsed ML detector in a 4 x 4 SM-MIMO
system. At the transmitter, binary information data bits are
first serial-to-parallel-converted into four data streams and
are segmented into blocks containing a selected number of
bits per packet frame according to the employed Modula-
tion and Coding Scheme (MCS). The information data se-
quence is encoded by Turbo coding with memory 2 code
and 1 + D + D? and 1 + D? feedback and feedforward
polynomials, respectively. Also, the data is interleaved from
a Look-Up Table. The original coding rate R = % and then
punctured according to the coding rate of R = % when the
resultant encoded sequence is data-modulated. The considered
modulation format is 16QAM only with multilevel LTE-A bit
mapping. Blocks of information bits are fed to the channel
encoder, and subsequently transmitted over a Rayleigh fading
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Fig. 7. BER (a) and BLER (b) performance plots, 4 X 4 complex MIMO

system, 16QAM modulation and R = % on each layer, 100 simulated blocks
(a), 3 x 105 simulated bits (b).

MIMO channel, by forcing the 1,049 transmit symbols per
block, independently of the employed modulation. It presently
corresponds to 1008 transmit redundant bits per block, to
within one rounding. For each block, 20 half iterations within
the turbo decoder have been performed. We consider it is
sufficient for achieving the convergence of the turbo decoder
and consequently for reaching the maximal performance.

Both the BER and BLER performances confirm the effi-
ciency of our proposed technique for 38% of clipping values.
This proportion matches with the ratio obtained through a
naive LSD with |[£]| = 16 in a 4 x 4 MIMO system with
16QAM modulation on each layer, as depicted in Figure 1.
Such a LSD calibration may be shown to allow near-optimal
performance in the hard-decision case [6]. As it is shown in
Figure 7, the proposed technique outperforms the clipping of
43 for every bit position proposed in [12] by 0.26 dB for a
BER of 1073 and by 0.21 dB for a BLER of 10~

VI. CONCLUSION

This paper proposed a novel technique that allows for low
distortion approximated LLR computation at the output of a
soft-decision near-ML detector. Moreover, such approximation
is judiciously applied depending on the actual bit-mapping
indexing used by QAM constellations. To the best of the
authors’ knowledge, no method presented so far exploited
this information to solve the problem of LC for the class of
receivers considered and such a technical solution offers a
significant performance gain. Also, the presented technique is
general and may be applied to any more advanced technique.
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Abstract— An analysis of the interference cancellation
configuration working based on the least-squares (LS)
adaptive algorithms is presented in this paper. The existence of
a “residual leakage” phenomenon of the useful signal, to the
output of the adaptive filter, through the error signal is
demonstrated. As a consequence, the useful signal can be
attenuated, up to complete cancellation. This process is
important for low values of the weighting parameter A4 and is
practically absent for A close to unit. The simulations
performed in an echo cancellation configuration support the
theoretical findings.

Keywords-adaptive filters, least-squares (LS) algorithms,
interference cancellation, echo cancellation

I. INTRODUCTION

A lot of applications in the telecommunications field
require cancelling an unknown interference that corrupts a
useful signal. Such a problem can be solved using an
adaptive filter working in an interference cancellation
configuration. The goal of this system is to produce an
estimate of the interference that will be subtracted from the
received signal [1], [2]. One of the most common
applications of this configuration type is echo cancellation
[3], [4]. In this case, the principle is to synthesize a replica
of the echo and to subtract it from the returned signal.

Besides convergence rate, an important aspect of an
echo canceller is its performance during “double-talk” (i.e.,
near-end speech) [3], [4]. In the case of the normalized
least-mean-square (NLMS) algorithm [1], the presence of
near-end signal considerably disturbs the adaptive process.
To eliminate the divergence of echo cancellers the standard
procedure is to inhibit the weight updating during the
double-talk. The presence of double-talk is detected by a
double-talk detector (DTD). The DTD acts with a delay
since it requires a number of samples to detect the double-
talk presence. However, this very small delay can be enough
to generate a considerable perturbation of the echo estimate.

Therefore, it will be desirable to implement fast
converging and double-talk robust adaptive algorithms [5]
in future echo cancellers. Based on convergence
performance alone, a least-squares (LS) algorithm [1] is
clearly the algorithm of choice.
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Figure 1. Interference cancellation configuration.

In this paper we will prove the existence of an
interesting phenomenon that appears when an LS adaptive
algorithm is wused in an interference cancellation
configuration. The phenomenon consists of a “residual
leakage” of the useful signal, through the error signal into
the output of the adaptive filter, even if it is uncorrelated
with the input signal of the adaptive filter. The process
depends on the algorithm weighting parameter 4. As a
consequence, not only the perturbation (i.e., the echo), but
also the useful signal can be severely attenuated, up to
complete cancellation. Controlling this phenomenon in case
of an echo canceller could solve the “double-talk” problem
without any DTD system.

The paper is organized as follows. In Section II we
briefly review the adaptive interference cancellation
configuration, working in ideal conditions. In Section III, the
real behavior of the configuration is considered, working
based on an LS algorithm. Replacing the statistical averages
by temporal estimators proves to lead to the ‘“residual
leakage” phenomenon, in the case of the low memory
algorithms (i.e., using small 4). Simulations performed in the
context of echo cancellation are presented in Section IV.
Finally, Section V concludes this work.

II. IDEAL BEHAVIOR OF THE ADAPTIVE INTERFERENCE
CANCELLATION CONFIGURATION

In the case of the interference cancellation applications
(Fig. 1), an adaptive filter is used to cancel an unknown
interference, V(n), that corrupts a useful signal, X(n).
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Figure 2. Echo cancellation configuration.

This scheme needs two inputs. A so-called primary signal
consists of the corrupted signal, x(n) + v(n), and plays the
role of the “desired signal” in the adaptive configuration. The
second one, u(n), is correlated with the perturbation v(n) and
uncorrelated with x(n). It is applied to the input of the
adaptive filter. In addition, X(n) and v(n) are mutually
uncorrelated. The output of the adaptive filter y(n) is
expected to be an estimate of v(n) and, consequently, the
error signal e(n) should be an estimate of X(n).

A specific application of this configuration is echo
cancellation [3], [4]. In this case (Fig. 2), v(n) is the echo
generated by a system -characterized by the impulse
response

h=[hy,hy,....hn 17, (1)

where the superscript H denotes Hermitian transposition
(transposition and complex conjugation) and W is an
adaptive filter, having the coefficients

W =W, W,,...,Wy_y 17 . ()

The sequence u(n) is the far-end signal and X(n) is the
near-end. We suppose that x(n) and u(n) are uncorrelated,

1e.,
E{u(n)x*(n—k)}:o,v kez, 3)

where E is the expectation operator and superscript *
denotes the complex conjugation.
Defining the vector:

u(n) =[u(n),u(n—1),...,u(n—N +1)]T, 4

where superscript T denotes the transposition operation, we
have:

v(n)=hHu(n), (5)
and

e(n) =v(n)—y(n)+x(n). Q)
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In case of the Wiener filter the optimal coefficients are given
by normal equation [1]:

Rwopt =P, @)
with
R=E {u(n)uH (n)} (8)
and
p=E{umd*(m)}. ©
Taking into account the relations (3) and (6) we obtain:
p = E{u(md"(n)} = E{u(n)(x*(n)+v*(n))} -
- E{u(n)x*(n)} + E{u(n)v*(n)} = (10)
= E{u(n)v*(n)} = E{u(n)uH (n)h} =Rh

so that, according to (7) and (10), the value of optimal
coefficients results as

an

WOpt = h .
In this case,
y(n) =wehun) =hHum) =v(n) = em=xn), (12)

so that the separation of signals x(n) and v(n) is correctly
performed.

III. THE RESIDUAL LEAKAGE PHENOMENON

Let us consider the real case of the classical recursive
least-squares (RLS) adaptive algorithm [1]. In this situation,
the statistical expectation is replaced by a weighted sum as
follows:

E{e} > izn—i {o}, (13)

where A is the exponential weighting factor (also known as
the “forgetting factor”) of the RLS algorithm. Consequently,
the normal equation from (7) becomes

AT U Wy =3 ANV (D) + X" (1) =
i=1 =l

= Zn:l”*‘u(i)v*(i) + Zn:ﬂ”*‘u(i)x*(i).
i=1

i=1

(14)

For values of the exponential weighting factor A very
close to unit and for a value of n high enough we may write
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lim %iﬂ”u(i)x*(i) = E{u(n)x*(n)} =0 =
i=1

N—o0

i=1 i=1

=  Woy =h

as)

so that e(n) = x(n) like in the ideal case.
On the other hand, for a value of the exponential

weighting factor small enough, so that 2K <1 for k> Ny
we may use the following approximation:

n n

YAtz 3 AMT{e}.

i=1 i=n—-ng+1

(16)

According to the orthogonally principle, the normal equation
becomes

i ANiu(ie* (i) =0.

i=n—ny+1

(17)

This is a homogeneous set of N equations with n; unknown
parameters, e(i). If ny < N then the set of equations has the
unique solution

e(i)=0 for i=n-ny+L...,n

(18)
leading to

y(m) =wH (mu(n) =x(n) +v(n). (19)
Consequently, there is a “residual leakage” of x(n), through
the error signal into the output of the adaptive filter. In this
situation the useful signal, X(n) is suppressed together with the
perturbation v(n). A small value of A or a high value of N
intensifies this phenomenon.

Concluding, in the real case of any LS adaptive
algorithm used in an interference cancellation configuration
two effects appear:

- w differs from h in a certain extent and this may be
viewed as a divergence of the algorithm;
- y(n) will contain a component proportional to x(n),

that will be subtracted from the total received signal;
this phenomenon is in fact a leakage of the x(n) in

y(n), through the error signal e(n); the result consists

of an unwanted attenuation of the desired signal.
If we consider an echo cancellation application where the
echo path is significantly long, leading to a high value for the
length of the adaptive filter, we have to use a value of 1 very
close to unit in order to reduce unwanted attenuation of the
near-end signal.
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Figure 3. The filter length is N = 32 and different values of 4 are used.

However, the requirements of an echo canceller are both
rapid convergence and a low computational cost. Thus, a
highly desirable algorithm is a “low cost” LS algorithm (in
terms of the computational complexity), i.e., the fast LS
algorithms [1].

IV. SIMULATION RESULTS
For the first set of simulations we analyze a simple
interference  cancellation  application.  Using  the

configuration from Fig. 2 we choose u(n) uniformly
distributed in [-1;1] and x(n) as a low frequency sine wave
(wy =0.017). The adaptive filter has N coefficients. In the
first experiment we fixed N =32 and we take different
values for the exponential weighting factor A (Fig. 3).

In a second case we used a fixed weighting factor A =
0.99 and different values for the length of the adaptive filter
N (Fig. 4). In order to outline the “residual leakage”
phenomenon we plot the signals e(n) (the recovered sine
wave) and the difference y(n)—v(n) [the component from

X(n) leaked into the output of the adaptive filter].

We can notice that similar effects appear when the value
of the exponential weighting factor A decreases or the length
of the adaptive filter N increases. The desired signal x(n)
leaks into the output of the adaptive filter, leading to an
unwanted attenuation of the recovered signal e(n).

In order to observe the phenomenon in the spectral
domain we repeat the previous experiments using a higher
frequency sine wave ( @y =0.57 ) as desired signal. The
corresponding spectral results are given in Fig. 5 and Fig. 6.
The conclusions are practically the same. The recovered sine
wave is strongly attenuated when the value of A decreases. A
similar effect appears when the length of the adaptive filter N
increases.

In order to approach the context of echo cancellation, a
second set of simulations was performed using speech
sequences for both u(n) and x(n) signals.
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Figure 5. Power spectra [dB]; the filter length is N = 32 and different
values of A are used.

Moreover, the H filter is a particular echo path according
with ITU-T G.168 Recommendation for digital echo
cancellers [6]. It is convenient to subtract out the direct
near-end component from the error signal e(n) [7]. The
residual error r(n) = e(n) — x(n) cumulates the undesired
attenuation of the near-end signal x(n) and the imperfect
rejection of the echo path response v(n). In a real application
such a subtraction can never be done because the signal x(n)
is not available.

In the first experiment we choose a value of the
exponential weighting factor very close to unit (4 = 0.99999)
and a 32 msec. echo path (corresponding to N = 256). One
can see that the near-end signal x(n) is recovered in e(n) with
slight distortions (Fig. 7). Next, in order to point out the
leakage process, we decrease the value of A (Fig. 8). Because
of the lower value of A4 the “residual leakage” phenomenon
is significant. The adaptive filter rejects not only the far-end
signal but also the near-end signal. The transmitted signal
remains in the absence of the far-end signal (where there is
no input signal for the adaptive filter).
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Figure 7. Double-talk situation. The exponential weighting factor is A =
0.99999 and the filter length is N = 256.

] [ 1 15 ] 25 1

Time [seconds]

Figure 8. Double-talk situation. The exponential weighting factor is 1 =
0.99 and the filter length is N = 256.
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V. CONCLUSIONS

In this paper we have demonstrated the existence of a
phenomenon that appears when a LS adaptive algorithm is
used in an interference cancellation configuration. It
consists of a “residual leakage” of the useful signal, through
the error signal into the output of the adaptive filter that
leads to an unwanted attenuation of the useful signal. This
process strongly depends on the algorithm weighting
parameter A (it is important for low A and is practically
absent for 4 =1) and it is influenced by the length of the
adaptive filter N (it is amplified by a high value of N).

Both the theoretical and experimental developments lead
to the conclusion that the “residual leakage” phenomenon
can be avoided for a memory of the algorithm significantly
higher than the adaptive filter length.

Controlling this phenomenon in case of an echo canceller
we can solve the “double-talk” problem without any DTD
system. Taking into account that the length of an echo path is
in general high enough, we have to use a value of A very
close to unit in order to reduce unwanted attenuation of the
near-end signal.
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Abstract—This paper presents an evaluation of different types
and families of multiwavelets in stereo correspondence
matching. Different multiwavelet families with different filter
types such as balanced versus unbalanced, symmetric-
symmetric versus symmetric-antisymmetric are used.
Normalized cross correlation is employed to find the best
correspondence points and generate a disparity map. In the
case of balanced multiwavelets, due to similar spectral content
of the four generated low frequency subbands, they are
shuffled to form a single baseband and then this baseband is
used to generate a disparity map. However, in the case of
unbalanced multiwavelets, the resulting basebands are used to
form four disparity maps and then these maps are combined
using a Fuzzy algorithm to generate a single disparity map.
Middlebury stereo test images are used to generate
experimental results. Results show that the unbalanced
multiwavelets produce a smoother disparity map with less
mismatch errors compared to balanced multiwavelets.

Keywords-Multiwavelets; stereo correspondence matching;
normalized cross correlation;

L INTRODUCTION

Stereo correspondence is an issue of great importance in
the field of computer vision and 3D reconstruction. It
concerns the matching of points between a pair of stereo
images of the same scene. The disparity is calculated as the
distance of the correspondence points when one of the two
stereo image pairs is projected onto the other. The disparity
map along with the stereo camera parameters are then used
to calculate the depth map and produce a 3D view of the
scene. Nevertheless, a number of problems such as
occlusion, ambiguity, illumination variation and radial
distortion limit the accuracy of the disparity map, which is
crucial in generating a precise 3D view of the scene [1].

Over the past years much research has been done to
improve the performance of correspondence matching
techniques. ~ Multiresolution-based ~ stereo ~ matching
algorithms have received much attention due to the
hierarchical and scale-space localization properties of the
wavelets [2][3]. This allows for correspondence matching to
be performed on a coarse-to-fine basis, resulting in decreased
computational costs. Sarkar and Bansal [3] presented a
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multiresolution-based correspondence technique using a
mutual information algorithm. They showed that the
multiresolution technique produces significantly more
accurate matching results compared to non-multiresolution
based algorithms, at much lower computational cost.

Research has shown that multiwavelets (unlike scalar
wavelets) can possess orthogonality (preserving length),
symmetry (good performance at the boundaries via linear-
phase), and a high approximation order simultaneously [4],
which could potentially increase the accuracy of
correspondence matching techniques. Bhatti and Nahavandi
[5] introduced a multiwavelet based stereo correspondence
matching algorithm. They use the wavelet transform
modulus maxima to generate a disparity map at the coarsest
level. This is then followed by the coarse-to-fine strategy to
refine the disparity map up to the finest level. Bagheri Zadeh
and Serdean [6] proposed another multiwavelet based stereo
correspondence matching technique. They used a global
error energy minimization technique to find the best
correspondence points between the same multiwavelet's
lowest frequency subbands of the stereo pair, followed by a
fuzzy algorithm to form a dense disparity map.

In spite of their highly desirable advantages compared to
scalar wavelets, the application of different types and
families of multiwavelets in stereo correspondence matching
has been little investigated in the literature so far.

This paper studies the application of different types and
families of multiwavelets in stereo correspondence matching.
A multiwavelet is first applied to the input stereo images to
decompose them into a number of subbands. Normalized
cross correlation is used to generate a disparity map at the
coarsest level. In the case of balanced multiwavelets,
as the four low frequency subbands have similar spectral
content, they are shuffled to generate one baseband, while in
the case of unbalanced multiwavelets, the resulting
basebands are used to form four disparity maps and then a
Fuzzy algorithm is used to combine the four maps and
generate one disparity map.

The rest of the paper is organized as it follows. Section II
introduces a brief review of the multiwavelet transform. The
proposed stereo matching technique for both balanced and
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Figure 1. One level of 2D Multiwavelet decomposition.

unbalanced multiwavelets is discussed in Section III
Experimental results are presented in Section IV and the
paper is concluded at Section V.

II.  MULTIWAVELET TRANSFORM

In many respects multiwavelet transforms are very
similar to scalar wavelet transforms. In contrast to the
wavelet transform, which supports one wavelet and one
scaling function, multiwavelets have two or more scaling
and wavelet functions. A multiwavelet with two scaling and
wavelet functions can be defined as [7]:

O(1)=v2 S H,O(m k)
b (1)
() =2 3 G W(me—k)

where (D(t) and ‘{’(t) are the multi-scaling function and
multiwavelet function and H, and G, are rxr matrix

filters (ris the number of scaling- and wavelet functions).
To date, most multiwavelets have » =2 [4,7].

One level of decomposition for a 2D multiwavelet with
multiplicity 2 produces sixteen subbands as shown in Figure
1, where L L, represent the approximation subbands and

LH,, HL,and H.H, are the detail subbands, with

x=1,2.

The major advantage of multiwavelets over scalar
wavelets is their ability to possess symmetry, orthogonality
and higher order of approximation simultaneously, which is
impossible  for scalar wavelets. Furthermore, the
multichannel structure of the multiwavelet transform is a
closer approximation of the human visual system than what
wavelets offer. In the case of unbalanced multiwavelets, the
resulting approximation subbands carry different spectral
content of the original image (both high- and low-
frequencies), while for balanced multiwavelets, the
approximation subbands contain similar spectral content of
the original image [8]. This feature of unbalanced
multiwavelets has the potential to increase the accuracy of
the calculated disparity maps and to reduce the number of
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Figure 2. Single level decomposition of Lena test image (a) Antonini 9/7
wavelet transform, (b) balanced bat01 multiwavelet transform and (c)
unbalanced GHM multiwavelet transform.
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erroneous  matches that of balanced
multiwavelets.

Figures 2(a) to 2(c) give a visual comparison of the
resulting subbands for the Antonini 9/7 scalar wavelet, as
well as for the balanced bat0l and unbalanced GHM
multiwavelets applied to the Lena test image. As it can be
seen from Figure 2, multiwavelets generate four subbands
instead of each subband that wavelets create. The resulting
unbalanced multiwavelet subbands carry different spectral
content of the original Lena test image, while the balanced
multiwavelet subbands produce similar spectral content of
the original image. More information about the generation of
multiwavelets, their properties and their applications can be

found in [4-7].

compared to

III. EVALUATION OF MULTIWAVELETS' FAMILY IN

STEREO CORRESPONDENCE MATCHING

The proposed stereo correspondence matching system is
based on multiwavelets and normalized cross correlation.
Figures 3(a) and 3(b) show block diagrams of the proposed
system for balanced and unbalanced multiwavelets
respectively. A pair of stereo images is input to the stereo
matching system. The images are first rectified to suppress
the vertical displacement. A multiwavelet transform is then
applied to each input stereo image. A number of different
types and families of multiwavelets are evaluated. Since, the
information in the approximation subbands is less sensitive
to the shift variability of the multiwavelets, these subbands
are used for correspondence matching purposes. In the case
of balanced multiwavelets (Figure 3(a)), since their
basebands contain similar spectral information, it is possible
to use the shuffling technique proposed in [9] to rearrange
the multiwavelet coefficients and generate a single low
frequency subband. Figure 4 shows how four multiwavelet
basebands are shuffled and a single baseband is formed.
Figure 4(a) shows the four multiwavelet basebands with
eight pixels (two from each baseband) highlighted and given
a unique numeric label. Figure 4(b) shows the same set of
pixels after shuffling, where coefficients corresponding to
the same spatial locations in different basebands are placed
together and one baseband is generated. Normalized cross
correlation is then employed to find the best correspondence
points between the two basebands of the stereo images and a
disparity map is generated.

Figure 3(b) shows a block diagram of the unbalanced
multiwavelet based stereo matching system. The shuffling
technique works very well for balanced multiwavelets but it
is not suitable for unbalanced multiwavelets due to their
different spatio-frequency subband content. The unbalanced
multiwavelets basebands contain both high and low
frequency information with L;L; (top left baseband)
containing most of the image energy. For correspondence
matching purposes, the same basebands from the two views
are input to the normalized cross correlation block,
generating four disparity maps as a result. As most of the
image energy is concentrated in L;L;, its output disparity
map is more reliable than the other three disparity maps
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Figure 4. Shuffling method for multiwavelet baseband coefficients;
selected pixels are numbered to indicate correspondence (a) before
shuffling and (b) after shuffling.

algorithm is employed to combine the four disparity
maps. This algorithm gives a higher weight to the
disparity ~values of the L,L; disparity map, while the
disparity values of the other three disparity maps are
used to refine the final disparity map. A median filter is
then applied to further smooth the resulting disparity map.

Iv.

The performance of different types and families of
multiwavelets in stereo correspondence has been evaluated
using, 'Teddy' and 'Cones' stereo test images from the
Middlebury stereo database [10]. Figure 5 shows the left
image and the ground truth of these test images. The
experimental results were generated using a number of

SIMULATION RESULTS

multiwavelets, 1i.e. balanced versus unbalanced and
symmetric-symmetric (SYM-SYM) versus symmetric-
antisymmetric (SYM-ASYM) multiwavelets (listed in

Table I). Table I shows the percentage of "bad pixels" at
which the disparity error is larger than 1, for all regions (all).
To give a visual comparison, the resulting disparity maps for
balanced GHM and unbalanced BIGHM multiwavelets,
applied to 'Cones' and 'Teddy' test images are shown in
Figures 6(a) and 6(b), respectively. In these figures areas
with intensity zero represent unreliable disparities. As can be
seen from the results presented in Table I, generally
unbalanced multiwavelets give better results compared to the
balanced  multiwavelets.  The  symmetric-symmetric
multiwavelets seem to produce slightly better results
compared to symmetric-antisymmetric multiwavelets (SA4).
However, the symmetric-symmetric and symmetric-
antisymmetric property of multiwavelets doesn't seem to
have much effect on the resulting disparity map. From
Figure 6, it is clear that the unbalanced multiwavelet based
algorithm produces more accurate and smoother disparity
maps compared to the balanced multiwavelet case. This can
be explained by the fact that the approximation subbands of
the unbalanced multiwavelet carry different spectral content
of the input images, which enables the matching
algorithm to generate more reliable matches.
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(a) “Cones”

(b) “Teddy”

Figure 5. Left image and the ground truth of (a) 'Cones' and (b) 'Teddy'.

TABLE 1. EVALUATION RESULTS OF DIFFERENT MULTIWAVELETS IN
STEREO CORRESPONDENCE MATCHING.
'Teddy' (All)

Balanced Multiwavelets Unbalanced Multiwavelets
CARDBAL2 9.84 BIH32S 8.92
CARDBAL 3 9.52 BIH52S(SYM-SYM) 8.91
BAT 01 10.37 BIH34N 8.92
BAT02 9.66 BIH54N (SYM-SYM) 8.99
GHM (SYM-SYM) 10.48 BIGHM 9.02

9.84 SA4 (SYM-ASYM) 9.91
'Cones' (All)

Balanced Multiwavelets Unbalanced Multiwavelets
CARDBAL2 8.84 BIH32S 8.75
CARDBAL 3 9.28 BIH52S(SYM-SYM) 8.85
BAT 01 9.34 BIH34N 8.74
BAT02 9.81 BIH54N (SYM-SYM) 8.91
GHM (SYM-SYM) 9.69 BIGHM 8.54

SA4 (SYM-ASYM) 9.39

V. CONCLUSIONS

This paper has investigated the application of different types
and families of multiwavelets in stereo correspondence
matching. For this purpose, two correspondence matching
algorithms were designed to deal with both balanced and
unbalanced multiwavelets. In the case of balanced
multiwavelets, due to the similar frequency content of the
four multiwavelet low frequency subbands, they were
shuffled to generate a single baseband and then normalized
cross correlation was used to generate a disparity map. In the
case of unbalanced multiwavelets, the four generated
basebands and normalized cross correlation was used to
generate four disparity maps. These maps were then
combined using a Fuzzy algorithm to form a single disparity
map. The results generated using Middlebury stereo test
images show that unbalanced multiwavelets work better than
balanced ones in stereo correspondence matching, while the
symmetric-symmetric and symmetric-antisymmetric
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property of multiwavelets doesn't have a significant effect in
reducing erroneous matches.
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Abstract—In this paper, a new adaptation method based
on two-dimensional principal component analysis is intro-
duced into speaker recognition. In the method, mixture and
dimension of mean vectors based on the Gaussian Mixture
Models (GMMs) are differentiated, and the covariance matrix
is computed dimension-wisely. The experiments are carried
out on the core conditions of NIST 2008 speaker recognition
evaluation data. The experimental results indicate that the
2DPCA-based method can achieve comparable performance
to the conventional eigenvoice approach. Besides, the fusion of
the two different systems can make significant performance im-
provement compared to the eigenvoice system alone, achieving
relative reduction on EER between 7% and 25% for different
test conditions.

Keywords-speaker recognition; 2DPCA; eigenvoice; SVM

I. INTRODUCTION

State-of-the-art speaker verification systems are based on
statistical generative models such as Gaussian Mixture Mod-
els (GMMs). In this case, one needs to create a generative
model for each client, as well as a generative model for
a corresponding anti-client, often replaced by a universal
background model (UBM) [1]. The support vector machines
(SVMs) [2] have also proved to be effective for speaker
recognition. A commonly used method for combining GMM
and SVM is to concatenate GMM mean vectors as super-
vectors for SVM design [3].

For speaker verification, the client model is often derived
by adapting the parameters of the UBM using the speaker’s
training speech. Some adaptation methods have been proven
to be successful [4], such as eigenvoice [5]. Eigenvoice
speaker adaptation has been shown to be effective for
speaker recognition in recent years. The eigenvoice approach
involves three steps. First, an eigenspace is established with
many speaker dependent (SD) models from training speakers
via principal component analysis (PCA). Each of the SD
models is represented as a column vector, with the mixture
and dimension treated without distinction. Then a group
of eigenvoice coefficients is determined for each testing
speaker. Finally, we obtain the client models which are
expressed as a linear combination of bases in the eigenspace.

In this study, we adopt the speaker adaptation method
based on two-dimensional PCA (2DPCA). In 2DPCA, each
training SD model is represented as a matrix (the mixture
and dimension of mean vectors are represented in separate
directions) rather than as a vector which is the case for
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eigenvoice. Thus, more compact bases with lower dimension
than those of eigenvoice can be obtained from 2DPCA, and
the speaker adaptation formula using these bases can have a
dimension-wise speaker weight. For speech recognition, the
speaker adaptation method using 2DPCA has been shown
to perform competitively [6]. In this paper, we introduce the
new adaptation method into speaker recognition to update
the GMM mean vectors of the client models and concatenate
them as supervectors for SVM.

The remainder of this paper is organized as follows. In
Section II, we give a brief overview of eigenvoice. Section
IIT describes the 2DPCA method and the application of
2DPCA-based method in GMM framework for the task of
speaker recognition. The details of the performed experi-
ments and results are presented in Section IV. Finally, we
conclude this paper in Section V.

II. EIGENVOICE

The underlying hypothesis of eigenvoice adaptation is
that all voices represented in a space of a large dimension
could in fact be well represented in a low-dimensional linear
subspace [5][7]. The most commonly used tool to select
the low-dimensional subspace is the well-known principal
component analysis (PCA) [8].

Given a set of T' speaker dependent models (SD models)
already adapted by Bayesian Maximum A Posteriori (MAP),
PCA is used to compute the K leading eigenvectors of the
covariance matrix of the 7' parameter vectors. The model
of a new speaker c¢ can then be represented as a linear
combination of the K eigenvectors:

u(c) = Vo + p(ubm). (D)
where p(ubm), consisting of M x D elements (M is the
number of Gaussian components, and D represents the
feature dimension for each Gaussian component), is the
concatenated mean supervector of all the mixture compo-
nent means of the UBM model, and p(c) is the adapted
supervector of the new speaker ¢. V. = [v1,va,- -, VK]
represents the eigenspace, and it is the concatenated matrix
of the K eigenvectors with the K largest eigenvalues. z is
the eigenvoice coefficients of client c.
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III. METHODS

A. Two-Dimensional Principal Component Analysis

In 2DPCA [6][9], the mapping from an input *matrix’ into
the feature space is performed by
w=X"¢. @)
where X € RP*YN s the input matrix , ¢ is the base
vector which is unitary (¢ - ¢ = 1), and w is a D-
dimensional feature vector (which is a scalar in PCA). A
set of such bases, {¢x }_ |, can be obtained by maximizing
the following criterion:
J(¢) = tr(E[(w — El))w - EWD™). @)
where ¢r(-) denotes the trace of a matrix. The criterion can
be expressed in terms of X and ¢ as

J(¢) = ¢" AE(X - BE(X))"(X -~ BEX))} 6. 4
The covariance matrix G is defined as
G = E[(X — E(X))"(X — E(X))). 5)
Using a set of example matrices, {X,}5_;, the sample
covariance matrix can be obtained by
G= li(ng)?)T(XrX'). (6)
8 s=1

where X = 1/9 Zle X, is the average of the example
matrices. Thus, the criterion becomes
T
J(9)=¢7-G- 4. )
A set of orthonormal projection vectors, {¢x} |, can
be obtained as the K leading eigenvectors of the covariance
matrix G to maximize the above criterion.

The set of such bases project an input matrix X into the
feature space by

W(s)=(X,—X)- . ®)
where & = [¢p1---¢p---¢x] and W(s) =
[wi(s) - wi(s) - wk(s)]. Then, the low-rank

approximations of the input matrix can be obtained
as

K
Xom X +W(s) @7 =X+ wils) of.
k=1

®

In (9), X, can be exactly reconstructed when K=S.
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B. Application of 2DPCA-based method in GMM framework
for the task of speaker recognition

In this section, we will discuss the application of 2DPCA
to speaker adaptation in the GMM framework for the task
of speaker recognition. Here, let p,,(s) € RP*! be the
mean vector of the m-th Gaussian component of speaker s
from the total S' training speaker models. Adapted from the
UBM model using MAP adaptation, the SD mean model of
speaker s is viewed as a matrix:

pu(s) = [pa(s) - pn(s) -+ - pau (8))- (10)

where M is the number of the Gaussian components. In the
expression above, column corresponds to mixture and row
corresponds to the dimension of mean vectors.

We apply 2DPCA to the training examples {u(s)}5_; as
follows [6]. First, denoting /i(s) = p(s)—p(ubm), we obtain
the covariance matrix as:

1

S
G=2>_ ils) fis). (11)

Wl

When denoting fi4(s) € R**M as the d-th row vector of
fi(s), the covariance matrix can be shown as

12)

As such, 2DPCA is equivalent to line-based PCA, which
partitions a matrix into lines and each line is treated as a
sample data in standard PCA framework [10].

Then, the eigenvectors corresponding to the K largest
eigenvalues (K < S — 1) of G can be found as the bases
{1}, corresponding to the bases {¢n *P}E | in
eigenvoice. Thus, 2DPCA produces a more compact set of
eigenvectors by the factor of D. Using the bases, we update
the model for a new speaker by

p(new) = p(ubm) + Wiy - ®7. (13)

where ® = [¢p1 - P Pk, and Wi, is the speaker
weight which can be derived in a maximum-likelihood
estimation (MLE) framework as follows [6]: given the ob-
servation data O = {01 - -+ 0¢ - - - o7 }, the auxiliary function
is defined as

QU A) =~ P(O1N)

x Y (8)(D - log(2m) + log|Cm | + (o, m)).
(14)

where A is the current model parameter and A is the re-
estimated model parameter, 7, (¢) denotes the occupation
probability of being in mixture m at time ¢ given O, and
C,, is the covariance matrix for the m-th Gaussian, which
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is diagonal in our work. The last term in (14) contains the
model parameter:

h(0t7m) = (Ot - (,um(ubm) + Whew - (Iﬂ""l))T . O’n_q,l s
(0t = (b (ubm) + Wiew - @1)).

We can derive the following equation to find the weight
Wnew:

M T
DD D - (00 = pm(ubm)) - @4
m=1 t=1
o (16)
=D D mt)C Whew - B, - Oy
m=1 t=1

The above equation can be solved for W, using the
same procedure in [11].

C. Feature extraction and SVM modeling

After the speaker model are updated as (1) and (13) ,
the parameters from p(s) are concatenated into a single
supervector consisting of D x M elements according to
Kullback-liebler divergence [3] and modeled using SVMs,
where M is the number of Gaussians in UBM model and
D is the dimension of mean vectors in each Gaussian
component.

An SVM is trained for each target speaker by regarding
the target speaker’s training supervector as positive exam-
ples, and the supervectors from a background training set as
negative examples. Our experiments are implemented using
the SVMLight with a linear inner-product kernel function.

IV. EXPERIMENT
A. Experiment setup

The experiments for different systems based on the
two kinds of speaker adaptation methods (eigenvoice and
2DPCA) are carried out on the NIST 2008 speaker recogni-
tion evaluation corpus. The NIST SRE2008 evaluation tasks
are distinguished by including in the training and test condi-
tions not only conversational telephone speech but also inter-
view speech recorded with different microphones involving
an interview scenario. We carry out the experiments on three
types of trials: telephone-telephone, interview-interview and
interview-telephone. The performance is measured in terms
of equal error rate (EER) and DET curves [12].

The input speech utterance is first converted to a sequence
of 36-dimensional feature vectors including 18 MFCC co-
efficients and their first order derivatives over 5 frames. To
reduce channel effects, feature warping to a Gaussian distri-
bution, CMN, CVN are performed to the feature vectors.

The gender dependent UBM models with 1024 mixture
components are trained using the NIST SRE 2004 1side
training corpus. The background data for SVM system are
selected from the data form NIST SRE2004 and NIST
SRE2005. Eigenvectors for both eigenvoice and the 2DPCA
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Table 1
SVM SYSTEMS BASED ON DIFFERENT ADAPTATION METHODS ACROSS
ALL MALE SPEAKERS IN THE TEST CORPUS. THE VALUE IN EACH TABLE
CELL IS THE EER (%) .

task eigenvoice 2DPCA fusion
telephone-telephone 5.62 5.54 4.98
interview-interview 2.38 2.97 2.04
interview-telephone 4.74 5.21 3.59

are also gender dependent. 600 eigenvoices and 600 eigen-
vectors for 2DPCA for both male and female are trained
using the Switchboard II, Switchboard Cellular corpus as
well as the data from NIST SRE2005 and NIST SRE2006.
For eigenchannel compensation in feature domain, telephone
and microphone data from NIST SRE2004, NIST SRE2005
and NIST SRE2006 are used.

The raw score are speaker-normalized by means of
gender-dependent ZTnorm. For Znorm and Tnorm, tele-
phone and interview utterances are drawn from the NIST
SRE2006 corpus.

We use the linear fusion for the two systems, with the
weight of 0.5 for each system.

B. Experiment results

In this subsection, we list the results of the systems based
on both eigenvoice and the 2DPCA-based method as well
as the fusion of them on the three test conditions in NIST
SRE 2008. The DET curves are also given below.

Table I lists the performance of the SVM system based
on eigenvoice and 2DPCA-based method on the three trial
conditions across all male speakers. From Table I, we can
see that the system based on 2DPCA can achieve com-
parable performance to the conventional eigenvoice system
for male speakers. As well, the fusion of the two systems
makes significant performance improvement compared to the
eigenvoice system alone, yielding 11.4% improvement on
EER for the telephone-telephone condition, 14.3% for the
interview-interview condition and 24.3% for the interview-
telephone condition.

Table II shows the results of the SVM system based on the
two different adaptation methods across all female speakers.
It can also be seen that the performance of the 2DPCA-based
system is comparable to the eigenvoice system. Compared
to the single system based on eigenvoice, the fusion of the
two systems achieve relative reduction of 7.14% on EER for
the telephone-telephone condition, 11.9% for the interview-
interview condition and 7.3% for interview-telephone.

Figure 1 and Figure 2 show the DET curves of the systems
based on different speaker adaptation methods for male and
female speakers respectively.

Table III summarizes the approximate average training
time per file. The training time mainly consists of two parts,
the time of estimating the parameters of feature vector and
the time of SVM training. As we can see, our method uses
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Table 11
SVM SYSTEMS BASED ON DIFFERENT ADAPTATION METHODS ACROSS
ALL FEMALE SPEAKERS IN THE TEST CORPUS. THE VALUE IN EACH
TABLE CELL IS THE EER (%) .

task eigenvoice 2DPCA fusion
telephone-telephone 7.14 8.11 6.63
interview-interview 453 6.22 3.99
interview-telephone 6.46 11.12 5.99
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Figure 1. DET curves comparing systems based on eigenvoice and 2DPCA
as well as the fusion system for male speakers
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Figure 2. DET curves comparing systems based on the eigenvoice and
2DPCA as well as the fusion system for female speakers

more time cost than the eigenvoice system, which implies
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Table IIT
AVERAGE TRAINING TIME PER FILE FOR EIGENVOICE AND 2DPCA.

Systems Training time cost(sec)
eigenvoice 2.88
2DPCA 7.86

its limits in real time work.

V. CONCLUSION

In this paper, we have introduced the new adaptation
method using 2DPCA into speaker recognition. The 2DPCA
of training models produces the more compact bases whose
dimension is lower than that of eigenvoice, and the speaker
weight consists of dimensional elements. Experiments show
that the system based on 2DPCA can achieve comparable
performance to the conventional eigenvoice system and the
fusion of the two systems can further improve the perfor-
mance, yielding 7%-25% improvement on EER for different
tasks, which indicates that the 2DPCA-based method and
eigenvoice are complementary to each other to some extent
when used in speaker recognition. Future work include
generalizing this approach to other PCA-based modeling
methods such as eigenspace-based MLLR [13].
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Abstract - In this paper, we introduce locality pre-
serving projection (LPP) to language recognition under
the support vector machine (SVM) framework. The suc-
cess of the use of total variability in language recognition
shows that the global structure and linear manifold pre-
serve discriminative language dependent information.
The proposed LPP language recognition system believes
the local structure and nonlinear manifold also contain
discriminative language dependent information. Exper-
iment results on 2007 National Institute of Standards
and Technology (NIST) language Recognition Evalua-
tion (LRE) databases show LPP language recognition
system combining total variability language recognition
system gains relative improvement in EER of 11.7% and
in minDCF of 9.6% comparing to total variability lan-
guage recognition system in 30-second tasks, and further
improvement is obtained combining with state-of-the-art
systems. It leads to gains of 13.8% in EER and 20.2% in
minDCF compare with the performance of the combina-
tion of the MMI and the GMM-SVM systems.

Index Terms— language recognition, language total vari-
ability, PCA, LDA, LPP, SVM,

I. INTRODUCTION

The aim of language recognition is to determine the language
spoken in a given segment of speech. Phoneme recognizer
followed by language models (PRLM) and parallel PRLM
(PPRLM) approaches that use phonotactic information have
shown very successful performance [1][2]. In PPRLM, sev-
eral tokenizers are used to transcribe the input speech into
phoneme strings or lattices [3][4], which are scored by n-gram
language models. It is generally believed that phonotactic fea-
ture and spectral feature provide complementary cues to each
other [1]. The spectral features of speech are collected as in-
dependent vectors. The collection of vectors can be extracted
as shifted-delta-cepstral acoustic features, and then modeled
by Gaussian Mixture Model (GMM). The result was reported
in [5]. The approach was further improved by using dis-
criminative train that named Maximum Mutual Information
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(MMI).

Several studies using SVM in language recognition to
form GMM-SVM system [6][7]. SVM as a classifier maps
the input feature vector into high dimensional space then
separate classes with maximum margin hyperplane. It is
important to choose an appropriate SVM feature expansion.

Recently total variability approach has been proposed in
speaker recognition [8][9], which uses the factor analysis to
define a new low-dimensional space that named total variabil-
ity space. In this new space, the speaker and the channel vari-
ability are contained simultaneously. In ours previous work,
we introduce the idea of total variability to language recog-
nition and propose total variability language recognition sys-
tem. The success of the use of total variability in language
recognition show that most of the discriminative language
dependent information is captured by low-dimensional sub-
space.

Actually, total variability method is a classical applica-
tion of the probabilistic principal component analysis (PPCA)
[10]. In our previous work about language recognition with
language total variability, we can say that PCA+LDA is used
to reduce the dimension of GMM supervector before SVM
model. Locality preserving projection (LPP) [11][12] that
gains an embedding that preserves local and linear informa-
tion is different from PCA and LDA which effectively pre-
serve global structure and linear manifold.

In this paper, LPP algorithm is carried out after PCA to
a conversation to get the supervector that contain discrimi-
native language dependent information by the local structure
and nonlinear manifold. We can call laplacian supervector
extraction method.

SVM classifiers are employed to model the laplacian su-
pervector and LDA and diagonal covariance gaussians are
used as backend in Language Score Calibration.

This paper is organized as follows: In Section 2, we give a
simple review of Support Vector Machines and total variabil-
ity language recognition system. Section 3 shows the lapla-
cian algorithmic procedure. In Section 4, the proposed lan-
guage recognition system is presented in detail. corpora and
evaluation are given in Section 5. Section 6 gives out experi-
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mental result. Finally, we conclude in Section 7.

II. BACKGROUND

A. Support Vector Machines

An SVM [13] is a two-class classifier constructed from sums
of a kernel function K (-, -):

N
fl@) =Y aitiK(x,%:) +d (1)
=1

where [V is the number of support vectors, ¢; is the ideal out-
put, «; is the weight for the support vector x;, o; > 0 and
Zilil a;t; = 0. The ideal outputs are either 1 or -1, depend-
ing upon whether the corresponding support vector belongs to
class O or class 1. For classification, a class decision is based
upon whether the value, f(z), is above or below a threshold.
The kernel K (-, -) is constrained to have certain properties
(the Mercer condition), so that K (-, -) can be expressed as

K(x,y) = 6(x) é(y) 2

where ¢(x) is a mapping from the input space (where x lives)
to a possibly infinite dimensional SVM expansion space. We
refer to the ¢(x) as the SVM features.

B. Language Total Variability

In total variability speaker recognition, the factor analysis is
used to define a new low-dimensional space that named to-
tal variability space and contains the speaker and the channel
variability simultaneously. Then, the intersession compensa-
tion can be carried out in low-dimensional space. We define
language total variability space.

a. Language Total Variability Space Estimation

There is only one difference between total variability space T
estimation and eigenvoice space estimation in speaker recog-
nition [9]. All the recordings of speaker are considered to
belong to the same person in eigenvoice estimation, however,
in total variability space estimation, a given speaker’s entire
set of utterances are regarded as having been produce by dif-
ferent speakers. We suppose that different conversation from
one language is produced by different languages.

For a given conversation, the language and variability de-
pendent supervector is denoted in equation (4).

M = mypm + Tw 3

where My, 1s the UBM supervector, T' is language total
variability space, and the member of the vector w are total
factor. We could call w language total factor vector. We can
think the language total factor vector model a new feature ex-
tractor that project a conversation to a low rank space 7' to
get a language and variability dependent language total factor
vector w.
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b. Intersession Compensation

After the feature extractor, the intersession compensation can
be carried out in low-dimensional space. We use the Linear
Discriminant Analysis approach (LDA) to intersession com-
pensation. All the language total factor vector of the same
language are think as the same class.

w" = Aw 4

By LDA transformation in equation (4), the language total
factor vector w is projected to new axes that maximize the
variance between language and minimizing the intra-class
variance. The matrix A is trained using the dataset show in
session 5 and is contained of the more larger eigenvectors of
equation (5).

Spv = AS,v (5)

where A is the diagonal matrix of eigenvalues. The matrix S
is the between class covariance matrix and S, is the within
class covariance matrix.

III. LAPLACIAN ALGORITHM PROCEDURE WITH
LOCALITY PRESERVING PROJECTION

Since total variability method is a classical application of
the probabilistic principal component analysis (PPCA). In
our previous work about language recognition with language
total variability, we can say that PCA+LDA is used to reduce
the dimension of GMM supervector before SVM model. As
a type of PCA, the total variability method does not need
language information. And PCA seeks directions that are
efficient for representation. LDA seeks directions that are
efficient for discrimination. PCA+LDA that aims to preserve
the global structure and linear manifold is successful for
language recognition, then the local structure and nonlinear
manifolds may be useful to language recognition.

Though LPP is still a linear technique, it seems to reserve
important aspects of the intrinsic nonlinear manifold structure
by preserving local structure. The algorithmic procedure in
this paper is formally stated below.

A. PCA projection

In session 2.2, a conversation is projected to language total
variability space to get a language and variability dependent
language total factor vector w. Actually, it is a PCA projec-
tion. In this paper, LPP is used after PCA projection.

B. Constructing the nearest-neighbor gragh

Let GG denote a gragh with m nodes. We put an edge between
nodes ¢ and j while i is among k nearest neighbors of j or j is
among k nearest neighbors of i.
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C. choosing the weights
If nodes i and j are connected, let

<wi*wj)2

Sij=e ¢ (6)

The justification for this choice of weights can be traced back
to [14].
D. eigenmap

Compute the eigenvectors and eigenvalues for generalized
eigenvector problem:

WLW"a=AWDWa )
where D is a diagonal matrix whose entries are column sums
of S, Dij = ;8. L = D — S is the Laplacian matrix.
The ith row of matrix W is w;. Let ag,aq,...,a;_1 be the

solution of (7), ordered according to their eigenvalues, 0 <
Ao < Ag < ... < \j—1. Thus, the embedding is as follows:

W; — Y; :ATwiaA: (a()valv"'va'lfl) (8)

where y is a [ dimensional vector, and A is a transformation
matrix.

IV. THE PROPOSED LANGUAGE RECOGNITION

SYSTEM
Cepstral Laplacian Score
SYM . .
@ — Feature supervector —+Calibrati
. : Model
Extraction Extraction on

Input Utterance
Fig. 1. The Proposed Language recognition System

Figure 1 show the frame of the proposed Language recog-
nition system.

A. MSDC Feature Extraction

The MSDC feature in the system is 7 MFCC coefficient con-
catenated with SDC 7-1-3-7 feature, which are in total 56 di-
mension coefficients each frame. MSDC feature refers to this
56 demension feature in my system. Nonspeech frames are
eliminated after speech activity detection, then 56 dimension
MSDC feature are Extraction. Then feature warping and cep-
stral variance normalization are applied on the previously ex-
tracted MSDC feature which results that each feature is nor-
malized to mean 0 and variance 1.
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B. Laplacian supervector Extraction

In our system, we use MSDC feature after compensation
of channel factors. Firstly, total variability spaces are esti-
mated as session 2.2. MSDC feature, UBM and Language-
independent Total variability space 7' are need as equation
(3) in language total factor vector extraction (actually it is a
PCA Projection). Then LPP transformation matrix is learned
as session 3. The embedding is as follows to each GMM
supervector x:

T—y= ATy 9)

A= ApcaArpp (10)

where Apc 4 denote the transformation matrix of PCA as
session 2.2. And Ay pp denote the transformation matrix of
LPP, while the algorithmic procedure is in session 3. We call
A Laplacian transformation matrix.

C. SVM Model and Language Score Calibration

Our experiments are implemented using the SVMTorch [15]
with a linear inner-product kernel function.

Calibrating confidence scores in mutiple-hypothesis lan-
guage recognition has been studied in [16]. We should esti-
mate the posterior probability of each hypotheses and make
a maximum a posterior decision. In standard SVM-SDC sys-
tem [7], log-likelihood ratios (LLR) normalization is applied
as a simple backend process and is useful. Suppose S =
[S1...SL]t is the vector of L relative log-likelihoods from the
L target languages for a particular message. Considering a flat
prior, a new log-likelihood normalized score S! is denoted as:

S =5, —log(ﬁZesj) (11)
J#i

A more complex full backend process is given [7] [17],
LDA and diagonal covariance gaussians are used to calculate
the log-likelihoods for each target language and achieve im-
provement in detection performance.

In this paper, the two backend processes are used in lan-
guage recognition system. Experiments also show the similar
conclusion that the LDA and diagonal covariance gaussians
backend process is superior over log-likelihood ratios normal-
ization.

V. CORPORA AND EVALUATION

The experiments are done using the NIST LRE 2007 evalua-
tion database. There are 14 target languages in corpora used
in this paper: Arabic, Bengali, Chinese, English, Farsi, Ger-
man, Hindustani, Japanese, Korean, Russian, Spanish, Tamil,
That and Vietnamese. The task of this evaluation was to de-
tect the presence of a hypothesized target language for each
test utterance. The Training data was primarily from Call-
friend corpora, Callhome corpora, mixer corpora, OHSU cor-
pora, OGI corpora and LREO7Train. The development data
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consist of LREO03, LREOS, LREO7Train. We use equal error
rate (EER) and the minimum decision cost value (minDCF)
as metrics for evaluation.

VI. EXPERIMENTS

Firstly, total variability Language recognition System (PCA+LDA)

is experimented, then export to Laplacian Language recogni-
tion System (PCA+LPP).

Table 1. Results of the MMI system, GMM-SVM system, the
total variability and proposed Laplacian language recognition
systems on the NIST LREOQ7 30s corpus.

System EER | MinDCF
MMI (a) 3.62 3.78
GMM-SVM (b) 2.65 2.61
total variability (c) | 3.15 2.61
Laplacian (d) 3.29 2.83

In Table 1, we give the performance of the MMI, the
GMM-SVM, the total variability and proposed Laplacian lan-
guage recognition systems on NIST 2007 language recogni-
tion Evaluation 30s corpus after score backend. EER and
minDCEF are observed. With the performance comparison, we
can see that total variability and proposed Laplacian language
recognition systems achieve performance comparable to that
obtained with state-of-the-art approaches, which shows my
proposed systems are effective and Laplacian language recog-
nition system indeed contains language information.

Table 2. Score Fusion and Super Join Results of the total vari-
ability and proposed Laplacian language recognition systems
on the NIST LREO7 30s corpus.

System EER | MinDCF
total variability (c) | 3.15 2.61
Laplacian (d) 3.29 2.83
c+d Score Fusion | 2.78 2.36
c+d Super Join 2.87 2.51

Table 2 shows the score fusion and super join results of
the total variability and proposed Laplacian language recog-
nition systems. The score fusion leads to gains of 11.7% on
EER and 9.6% minDCF compare with the performance of
the total variability language recognition systems, And su-
per join gains 8.9% on EER and 3.8% minDCEF. The result
show Laplacian language recognition system that preserves
local and nonlinear information includes different language
information comparing to total variability language recogni-
tion system that preserves global and linear information.
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Table 3. Results of the combination of MMI system and
GMM-SVM system, and the combination of the MMI sys-
tem, GMM-SVM system, total variability system, and Lapla-
cian system on the NIST LREO7 30s corpus.

System EER | MinDCF
Score Fusion (a+b) 2.47 2.42
Score Fusion(a+b+c) 2.18 2.06
Score Fusion(a+b+c+d) | 2.13 1.93

Table 3 shows the results of the combination of the MMI
system, the GMM-SVM system, the total variability system
and the Laplacian system. EER and minDCF are observed.
In language recognition evaluation, MMI and GMM-SVM
are primary acoustic system. Usually the combination of the
MMI system and the GMM-SVM system is the given perfor-
mance of acoustic system. It leads to gains of 13.8% on EER
and 20.2% minDCF compare with the performance of the
combination of the MMI and GMM-SVM systems. Lastly,
figure 1 gives DET curves for each system and fusion of each
system.

60

- — MMI(a)
——— GSV-SVM(b)
- — - (ath)
Total Variability(c)|{
— - — Laplacian(d)
— = (c+d)
— — (atbtc)
(at+b+c+d)

40 t

20 b

Miss Rate (in %)

False Alarm Rate(in %)

Fig. 2. DET curves for each system and fusion of each system

VII. CONCLUSIONS

In this paper, we propose a new language recognition sys-
tem by introducing LPP to language recognition. while our
previous propose total variability language recognition sys-
tem show discriminative language dependent information is
contained by global structure and linear manifold, the new
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language features of Laplacian supervector that preserve lo-
cal structure and nonlinear manifolds also contain discrimi-
native language dependent information. SVM classifiers are
employed to model the new language features and LDA and
diagonal covariance gaussians are used as backend in Lan-
guage Score Calibration. Experiments show that combining
two systems LPP and total variability can achieve relative im-
provement in EER of 11.7% and in minDCF of 9.6% com-
pare to only total variability in 2007 NIST language Recogni-
tion Evaluation databases 30-second tasks. Further improve-
ment of relative improvement of 13.8% in EER and 20.2% in
minDCEF is obtained combining with state-of-the-art systems,
comparable with the performance of the combination of the
MMI and GMM-SVM systems.

Acknowledgments

This work is partially supported by The National Science and
Technology Pillar Program (2008BAI5S0B00), National Natu-
ral Science Foundation of China (No. 10925419, 90920302,
10874203, 60875014).

References

[1] M.A. Zissman, “Language identification using phoneme
recognition and phonotactic language modeling,” in /EEE In-
ternational Conference On Acoustics Speech And Signal Pro-
cessing. Institute Of Electrical engineers INC (IEE), 1995,
vol. 5, pp. 3503-3503.

[2] Y. Yan and E. Barnard, “An approach to automatic language
identification based on language-dependent phone recogni-
tion,” in icassp. IEEE, 1995, pp. 3511-3514.

[3] J.L. Gauvain, A. Messaoudi, and H. Schwenk, “Language
recognition using phone latices,” in Eighth International Con-
ference on Spoken Language Processing. ISCA, 2004.

[4] W.Shen, W. Campbell, T. Gleason, D. Reynolds, and E. Singer,
“Experiments with lattice-based PPRLM language identifica-
tion,” in IEEE Odyssey 2006: The Speaker and Language
Recognition Workshop, 2006, 2006, pp. 1-6.

[5] P.A. Torres-Carrasquillo, E. Singer, M.A. Kohler, R.J. Greene,
D.A. Reynolds, and J.R. Deller Jr, “Approaches to language
identification using Gaussian mixture models and shifted delta
cepstral features,” in Seventh International Conference on Spo-
ken Language Processing. Citeseer, 2002.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-127-4

[6] H. Li, B. Ma, and C.H. Lee, “A vector space modeling ap-
proach to spoken language identification,” IEEE Transactions
on Audio, Speech, and Language Processing, vol. 15, no. 1, pp.
271-284,2007.

[71 WM. Campbell, J.P. Campbell, D.A. Reynolds, E. Singer,
and P.A. Torres-Carrasquillo, “Support vector machines for
speaker and language recognition,” Computer Speech & Lan-
guage, vol. 20, no. 2-3, pp. 210-229, 2006.

[8] N. Dehak, R. Dehak, P. Kenny, N. Brummer, P. Ouellet, and
P. Dumouchel, “Support vector machines versus fast scoring in
the low-dimensional total variability space for speaker verifica-

tion,” in Proc. International Conferences on Spoken Language
Processing (ICSLP), 2009, pp. 1559-1562.

[9] N. Dehak, P. Kenny, R. Dehak, P. Dumouchel, and P. Ouellet,
“Front-end factor analysis for speaker verification,” submitted
to IEEE Transaction on Audio, Speech and Language Process-

ing.

[10] M.E. Tipping and C.M. Bishop, “Probabilistic principal com-
ponent analysis,” Journal of the Royal Statistical Society: Se-
ries B (Statistical Methodology), vol. 61, no. 3, pp. 611-622,
1999.

[11] X.He and P. Niyogi, Locality preserving projections, Citeseer,
2005.

[12] X.He, S. Yan, Y. Hu, P. Niyogi, and H.J. Zhang, “Face recogni-
tion using laplacianfaces,” IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, pp. 328-340, 2005.

[13] N. Cristianini and J. Shawe-Taylor, “Support Vector Ma-
chines,” Cambridge University Press, Cambridge, UK, 2000.

[14] M. Belkin and P. Niyogi, “Laplacian eigenmaps and spectral
techniques for embedding and clustering,” Advances in neural
information processing systems, vol. 1, pp. 585-592, 2002.

[15] R. Collobert and S. Bengio, “SVMTorch: support vector ma-
chines for large-scale regression problems,” The Journal of
Machine Learning Research, vol. 1, pp. 143-160, 2001.

[16] N. Brummer and D.A. van Leeuwen, “On calibration of
language recognition scores,” in [EEE Odyssey 2006: The
Speaker and Language Recognition Workshop, 2006, 2006, pp.
1-8.

[17] E. Singer, P.A. Torres-Carrasquillo, T.P. Gleason, W.M. Camp-
bell, and D.A. Reynolds, “Acoustic, phonetic, and discrim-
inative approaches to automatic language identification,” in
Eighth European Conference on Speech Communication and
Technology, 2003.

55



ICDT 2011 : The Sixth International Conference on Digital Telecommunications

Speech Recognition and Text-to-speech Solution for Vernacular Languages

Free software and community involvement to develop voice services

James K. Tamgno

ESMT Dakar, Sénégal.
james.tamgno@esmt.sn

Morgan Richomme

Orange Labs Lanion, France
morgan.richomme@orange-ftgroup.com

Abstract — This paper summarizes the work performed to study
and develop a model Automatic Speech Recognition (ASR)
system and a speech synthesis or Text-To-Speech (TTS) system
on keywords of the vernacular language Wolof, respectively
based on the open source software toolkits Julius and Festival.
Much research has been developed in this area. Our goal is to be
the first to develop a model for speech recognition and synthesis
in Wolof, and also to create different lexicons and knowledge
bases of phonetic, acoustic and lingistic feartures in order to
introduce other languages.

Keywords — Speech Recognition; Speech Synthesis; Wolof.

. INTRODUCTION

Speech technologies — such as automatic speech
recognition (ASR) and text-to-speech (TTS) systems — can
play a significant role in bridging the “Digital Divide”, which
is currently preventing the vast majority of developing-world
citizens from participating in the Information Age [1]. Most
importantly, these technologies can lower the level of
sophistication required to access information services, and
thereby contribute towards the establishment of a fully
inclusive information society. By circumventing language
barriers and lessening the impact of illiteracy or disability,
these technologies address real needs. Also, given the central
role of language in cultural matters, speech technologies can
play a significant role in guiding a diverse set of cultures
towards the use of Information Technology.

The availability of these technologies creates new
opportunities, but in order to realize the full potential of
mobile ICT services, important challenges and obstacles must
be overcome [2]. Most importantly, speech technologies need
to be tailored to the properties of each new language in which
they are to be used.

Thus, conscious of the dominant status of the Wolof
language in Senegal, and in order to address services in local
languages for the customers of its African subsidiary
companies, France Telecom through Orange Labs signed a
teaching partnership contract with the ESMT. Through this
partnership, a research project was initiated, relating to the
«Study and integration of a free software based speech
recognition and text-to-speech solution for vernacular
languages, within the framework of a simple grammar».
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The current paper describes how this project was
completed; it is organized as follows: Section Il reviews
some relevant theory and describes the methodology and
technologies we used to analyze and to create new speech
recognition in Wolof based on the Julius toolkit. Section IlI
presents some theory on speech synthesis and describes the
methodology and technologies we used to analyze and to
create new speech synthesis in Wolof using Festival, within
the framework of a simple grammar. We also describe how
the development and the deployment were made. Section 1V
concludes the paper and outlines our future work.

A. Motivations

The United Nations Conference on Trade and
Development (UNCTAD) Information Economy Report 2009
presents Africa as the fastest growing mobile market in the
world (UNCTAD 2010). The number of mobile subscribers
worldwide are expected to grow to 5.5 billion by the end of
2013 and 70% of them will be in developing countries.
Mobile phones are contributing to unprecedented social and
economical development on the continent with pioneering
initiatives led by international agencies, Non-Governmental
Organizations (NGO) and the private sector in agriculture,
health, education, banking, citizen media, disaster and
humanitarian relief. There is a widespread agreement that
Information and Communications Technology (ICT)
services, especially mobile ones, have the potential to play a
major role in furthering social and rural development in
developing economies such as Africa.

B. Vernacular Language Specificities in Senegal

According to National African Language Resource Center
(NALRC), the local African language Wolof is understood
and spoken by about 90% of Senegalese, while the official
language is French. Wolof is a typical African oral language.
It means that no formal grammar has been defined. Very few
dictionaries [17] have been produced and pronunciation of
the same grapheme may be very different thus a standard
linguistic approach cannot be used here. Moreover, the
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vocabulary is poor and lots of words are directly imported
from other languages such as English, French or Arabic.
Iliteracy is counted among the problems that limit the
development and progress of ICT in some undeveloped
countries. By not writing, reading or understanding certain
languages may hinder access to ICTs by some African
populations who only communicate in their local language.
With an aim of promoting the African languages and dialects,
various initiatives get busy to return the contents and the
accessible software in African languages. By not using this
language in the development of mobile applications and ICT
simply denies access to hundreds of thousands of people to
certain telecommunications services and jobs [1].

The weight of vernacular languages in African societies is
very important; some countries deal with hundreds of local
languages. One of the main problem with these languages or
dialects is that, most of the time, there are no written
languages (no formal grammar, limited number of
dictionaries, few linguists) and have to deal with lots of
i