
ICIMP 2015

The Tenth International Conference on Internet Monitoring and Protection

ISBN: 978-1-61208-413-8

June 21 - 26, 2015

Brussels, Belgium

ICIMP 2015 Editors

Constantion Paleologu, University ‘Politehnica’ Bucharest, Romania

Jaime Lloret Mauri, Polytechnic University of Valencia, Spain

                             1 / 29



ICIMP 2015

Foreword

The Tenth International Conference on Internet Monitoring and Protection (ICIMP 2014), held
between June 21-26, 2015, in Brussels, Belgium, continued a series of special events targeting security,
performance, vulnerabilities in Internet, as well as disaster prevention and recovery.

We take here the opportunity to warmly thank all the members of the ICIMP 2015 Technical
Program Committee, as well as all of the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICIMP 2015. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICIMP 2015 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICIMP 2015 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of Internet
monitoring and protection.

We are convinced that the participants found the event useful and communications very open.
We hope that Brussels, Belgium, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.

ICIMP 2015 Chairs:

ICIMP Advisory Committee
Go Hasegawa, Osaka University, Japan
Sathiamoorthy Manoharan, University of Auckland, New Zealand
Jaime Lloret Mauri, Polytechnic University of Valencia, Spain
Constantion Paleologu, University ‘Politehnica’ Bucharest, Romania
Michael Grottke, University of Erlangen-Nuremberg, Germany
Emmanoil Serelis, University of Piraeus, Greece
William Dougherty, Secern Consulting - Charlotte, USA

ICIMP Industry/Research Chairs
Matthew Dunlop, United Sates Army Cyber Command, USA
Mohamed Eltoweissy, Pacific Northwest National Laboratory, USA
Nicolas Fischbach, COLT Telecom, Germany
Emir Halepovic, AT&T Labs - Research, USA
Miroslav Velev, Aries Design Automation, USA
Wei Wang, SnT Centre, University of Luxembourg, Luxembourg
Wenjing Wang, Attila Technologies, USA
Steffen Wendzel, Fraunhofer FKIE, Germany
Artsiom Yautsiukhin, National Council of Research, Italy

                             2 / 29



ICIMP 2015

COMMITTEE

ICIMP Advisory Committee

Go Hasegawa, Osaka University, Japan
Sathiamoorthy Manoharan, University of Auckland, New Zealand
Jaime Lloret Mauri, Polytechnic University of Valencia, Spain
Constantion Paleologu, University ‘Politehnica’ Bucharest, Romania
Michael Grottke, University of Erlangen-Nuremberg, Germany
Emmanoil Serelis, University of Piraeus, Greece
William Dougherty, Secern Consulting - Charlotte, USA

ICIMP Industry/Research Chairs

Matthew Dunlop, United Sates Army Cyber Command, USA
Mohamed Eltoweissy, Pacific Northwest National Laboratory, USA
Nicolas Fischbach, COLT Telecom, Germany
Emir Halepovic, AT&T Labs - Research, USA
Miroslav Velev, Aries Design Automation, USA
Wei Wang, SnT Centre, University of Luxembourg, Luxembourg
Wenjing Wang, Attila Technologies, USA
Steffen Wendzel, Fraunhofer FKIE, Germany
Artsiom Yautsiukhin, National Council of Research, Italy

ICIMP 2015 Technical Program Committee

Jemal Abawajy, Deakin University - Victoria, Australia
Mohd Taufik Abdullah, Universiti Putra Malaysia, Malaysia
Javier Barria, Imperial College London, UK
Lasse Berntzen, Vestfold University College Norway
Jonathan Blackledge, Dublin Institute of Technology, Ireland
Matthias R. Brust, University of Central Florida, USA
Christian Callegari, University of Pisa, Italy
Eduardo Cerqueira, Federal university of Para, Brazil
Christopher Costanzo, U.S. Department of Commerce, USA
Jianguo Ding, University of Skövde, Sweden
Matthew Dunlop, United Sates Army Cyber Command, USA
Mohamed Eltoweissy, Virginia Military Institute & Virginia Tech, USA
Nicolas Fischbach, COLT Telecom, Germany
Ulrich Flegel, SAP Research - Karlsruhe, Germany
Alex Galis, University College London, UK
Dimitra Georgiou, University of Piraeus, Greece
João Gomes, University of Beira Interior, Portugal
Stefanos Gritzalis, University of the Aegean - Karlovassi/Samos, Greece
Michael Grottke, University of Erlangen-Nuremberg, Germany

                             3 / 29



Emir Halepovic, AT&T Labs - Research, USA
Go Hasegawa, Osaka University, Japan
Terje Jensen, Telenor Corporate Development - Fornebu / Norwegian University of Science and
Technology - Trondheim, Norway
Naser Ezzati Jivan, Polytechnique Montreal University, Canada
Andrew Kalafut, Grand Valley State University, USA
Ayad Ali Keshlaf, Newcastle University, UK
Andrew Kusiak, The University of Iowa, USA
Jaime Lloret Mauri, Polytechnic University of Valencia, Spain
Maode Ma, Nanyang Technological University, Singapore
Sathiamoorthy Manoharan, University of Auckland, New Zealand
Muneer Masadeh Bani Yassein, Jordan University of Science and Technology, Jordan
Daisuke Mashima, Fujitsu Laboratories of America Inc., USA
Michael May, Kinneret College on the Sea of Galilee, Israel
Tony McGregor, The University of Waikato, New Zealand
Johannes Merkle, secunet Security Networks, Germany
Jean-Henry Morin, University of Geneva, Switzerland
Stephan Neumann, Technical University of Darmstadt, Germany
Jason R.C. Nurse, Cyber Security Centre | University of Oxford, UK
Constantion Paleologu, University ‘Politehnica’ Bucharest, Romania
Roger Piqueras Jover, AT&T Security Research Center, USA
Alireza Shameli-Sendi, McGill University, Canada
Jani Suomalainen, VTT Technical Research Centre, Finland
Bernhard Tellenbach, Zurich University of Applied Sciences, Switzerland
Guillaume Valadon, French Network and Information and Security Agency, France
Julien Vanegue, Bloomberg L.P., USA
Miroslav Velev, Aries Design Automation, USA
Rob van der Mei, VU University Amsterdam, The Netherland
Felix von Eye, Leibniz Supercomputing Center, Germany
Arno Wagner, Consecom AG - Zurich, Switzerland
Wei Wang, SnT Centre, University of Luxembourg, Luxembourg
Wenjing Wang, Attila Technologies, USA
Steffen Wendzel, Fraunhofer FKIE, Germany
Artsiom Yautsiukhin, National Council of Research, Italy

                             4 / 29



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                             5 / 29



Table of Contents

Visualization and Monitoring for the Identification and Analysis of DNS Issues
Massimo Candela, Christopher Amin, Daniel Karrenberg, Robert Kisteleki, and Andreas Strikos

1

Effective Security Monitoring Through System Recognition
Felix von Eye

8

Tracking Social Networks Events
Hugo Fonseca, Paulo Salvador, and Antonio Nogueira

12

Multi-scaling Analysis of Social Network Users' Profiles
Paulo Salvador and Antonio Nogueira

18

Powered by TCPDF (www.tcpdf.org)

                               1 / 1                             6 / 29



Visualization and Monitoring for the Identification and Analysis of DNS Issues

Christopher Amin, Massimo Candela, Daniel Karrenberg, Robert Kisteleki and Andreas Strikos
Réseaux IP Européens (RIPE) Network Coordination Centre

Amsterdam, Netherlands
Email: camin@ripe.net, mcandela@ripe.net, daniel.karrenberg@ripe.net, robert@ripe.net, astrikos@ripe.net

Abstract—The user experience of an Internet service depends
partly on the availability and speed of the Domain Name System
(DNS). DNS operators continually need to identify and solve
problems that can be located at the end user, a name server, or
somewhere in between. In this paper, we show how DNSMON, a
production service for measuring and comparing the availability
and responsiveness of key name servers, correlates and visualizes
different types of measurements collected by RIPE Atlas vantage
points worldwide. DNSMON offers an interactive view, both
historic and near real-time, at different levels of detail. It has
successfully revealed and allowed analysis of many operational
issues, including less obvious ones.

Keywords–DNSMON; DNS; monitoring; network visualization.

I. INTRODUCTION

The Internet Domain Name System (DNS) [1][2] provides
a mapping from user-visible domain names to other identifiers,
such as network layer addresses. The performance of most
Internet services can be perceptibly influenced by the quality
and responsiveness of the DNS. Since it is a distributed system,
its performance depends in turn on a number of elements, such
as the authoritative name servers, caching name servers, local
resolvers and the network in between. Due to the importance of
this infrastructure, there have been many monitoring projects
collecting data about different aspects of DNS, such as stabil-
ity, security, performance, and traffic. Some of these projects
also provide visualizations for administrators and decision
makers — especially the DNS operators at various levels.

The visualization of Internet measurements in general has
seen a growing interest in recent years. This is mainly due
to the huge amount of data collected by Internet measure-
ments projects, which cannot be fully understood and explored
without meaningful visual representations. There are various
free and commercially available DNS visualization tools, some
examples being: DNSViz [3], which, given a domain name,
visualizes the chain of name servers and certificates involved
in the DNSSEC chain of trust; Flying Term [4], which offers
a visualization to help administrators identify and understand
DNS querying behavior due to anomalies such as misconfigu-
ration and security events; DNSential [5], which allows users
to issue custom IP address or domain name queries returning
a graphical depiction of IP/domain relationships over time;
RTIVS [6], which helps administrators to display and detect
DNS amplification attacks; and VisualK [7], a system that
visualizes how and when the clients of K-root name server
migrate from one instance to another.

DNSMON [8] is a monitoring project started in 2001 to
actively measure authoritative DNS servers at the root and
top-level domain (TLD) level, from a large enough number
of vantage points to reliably identify issues at or close to
the servers themselves. While the majority of the DNS tools,

including the tools cited above, focus on data collected by a
specific server or through DNS resolutions from the resolver
point of view, DNSMON aims to constantly monitor all
the name servers belonging to entire zones — considered
strategic for the functioning of the whole Internet — through
performance measurements. It was initially conceived as a
response to claims that root name servers performed poorly.
Such claims were often based on measurements from one or
— at most — a handful of vantage points and thus heavily
influenced by network performance on a small number of
network paths. The first implementation of DNSMON was
based on a small process running on the nodes of the RIPE
Test Traffic Measurement (TTM) [9] network. This process
executed DNS queries and reported response times to a central
server which stored them in round-robin database (RRD) [10]
files. Users were able to monitor name servers and DNS
zones through several automatically generated, non-interactive
images. Due to the limitations of RRD and the static images,
it was not possible to view results from arbitrary time periods
at arbitrary levels of detail, nor to interactively access related
measurements.

The project has proven its usefulness amongst operators
and has evolved over time. In this paper, we will present
the latest stage of DNSMON. The system is now based on
the RIPE Atlas [11] network measurement project, which
currently counts around 8000 active probes and 100 anchors
worldwide carrying out more than 2000 network measurements
per second. An anchor is a high-end machine colocated in a
professional data center with defined network requirements;
a probe is a small device usually located at end user sites.
We decided to use measurements performed by anchors rather
than probes in the interest of providing more accurate, reliable
and consistent information without needing to compensate for
erratic uptimes. It is also beneficial to avoid possible noise
present in end user networks, since the focus is to identify
issues near to core services.

Although this tool targets mostly network operators, the
services they operate are sufficiently important that by facili-
tating analysis and quality of service improvement to diverse
locations around the world, significant benefits are conferred
to all users of the wider Internet.

Figure 1 shows a snapshot of the DNSMON interface.
The main objectives of the system are as follows. The user
selects a DNS zone z and an interval of time T , the system
shows a visual overview of the results of the measurements
performed by the anchors against the set S of name servers
belongong to z over time. The servers in S are detected
in advance by performing an Name Server (NS) lookup on
the zone, and collecting all unique IP addresses found in
referenced A or AAAA records. This type of visualization
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Figure 1. The main interface of DNSMON.

should be effective in giving a close to real-time overview
of the quality of the entire zone at a glance and flexible and
interactive enough to increase the details during analysis, while
also correlating different types of measurement results and
distinguishing abnormal from ordinary situations. The back
end should only provide the data while the visualization and
data correlation should be completely client-side, accessible
from a web browser without third-party plug-ins. A typical
use of our system is the following. Let γ be a geographical
region in which the anchor α is deployed. Suppose that during
T the DNS resolution of z exhibited some packet loss or high
latency problem. Is there a specific name server s involved in
the problem? Is the problem bound to γ? How can we exclude
the possibility that the problem is related to a malfunction of
α? Moreover, how did α reach s before and after the issue
and what DNS responses were received?

The paper is organized as follows. In Section II, we
describe the adopted visualization approach and introduce
some formal terminology. Section III gives an overview of
the general method for finding and solving problems using the
tool, as well as some specific examples. In Section IV, we
describe the collection and processing of measurement data
used to support the visualization. In Section V, we outline the
implementation of our tool and the technical challenges we

faced. In Section VI, we present our conclusions and mention
future directions.

II. VISUALIZATION APPROACH

For each monitored zone in DNSMON, we look up all the
name servers defined for that zone, and schedule DNS mea-
surements against them. The primary scheduled measurements
are periodic Start of Authority (SOA) queries executed by a
common subset of the RIPE Atlas anchors. Assumptions about
the periodicity of the measurements are not hardcoded and may
be varied in the future, depending on the monitoring needs.

As stated in the user requirements in Section I, the user
should be able to monitor an arbitrary interval T , up to the
entire available history in the system. Therefore, the visual-
ization should be able to represent both the potentially large
number of results collected during T and to clearly convey the
zone status without requiring interaction.

The visualization methodology we adopted is presented
below together with supporting motivations. We discarded
solutions based on line charts or time animations. Line charts
are often used, in combination with downsampling algorithms,
to represent trends in large amounts of data. The purpose of the
downsampling is to try to retain the visual characteristics of
the original line using considerably fewer data points, which in
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a web application results in a helpful reduction in the number
of Document Object Model (DOM) elements to be handled
by the browser [12]. At the same time, line charts require
great attention to the axes, especially during comparisons
of different trends. Moreover, we need to represent multiple
trends concurrently and this requires too much space for an
intelligible representation. A time animation, instead, can solve
the space problem by representing a portion of T at a time,
but requires the user to interact with the system and it does
not provide an immediate overview of the whole T , violating
two base requirements.

We decided to follow Shneiderman’s mantra of “overview
first, zoom and filter, then details-on demand” [13] and to
adopt a matrix with two axes. Each cell represents a measured
value for the visualized zone z by using colors. Since the
canvas space is limited and a single cell should be big enough
to be clearly distinguishable and allow the user to interact
with it, a data aggregation mechanism has been adopted
representing groups of results instead of single values. T is
represented on the x-axis and is divided into sub-intervals.
Each cell represents an evaluation of the aggregation of all
the results collected by the system in a certain sub-interval.
The aggregation drastically reduces the number of represented
elements, making it possible to use a performant and purely
client-side browser visualization approach. We use the term
“native resolution” for the case in which T is so small that
each sub-interval contains a single measurement result.

In addition to z and T , a name server s can be specified
as an input. If s is specified, the set of anchors A monitoring
z is represented on the y-axis. In this case, a cell refers to a
measurement executed by a specific anchor and involving s at
a sub-interval t ∈ T . Instead, if s is not specified, all the name
servers in S are represented on the y-axis. In this second case,
a cell refers to the aggregation of all the data collected by
all the anchors in A against a specific name server in S at a
sub-interval t ∈ T . By default s is not specified, a choice
aligned with the aim of fostering incremental information
enrichment, but it is possible to specify it by clicking on a
name server label on the y-axis. The elements on the y-axis
are grouped by using colored rectangles placed on the left of
the axis labels. The colors are computed with the algorithm
described in [14] to ensure that they are distinguishable from
each other. The IP addresses, both IPv4 and IPv6, derived
from lookups of the same NS record are visually close and
grouped together, allowing a comparison between protocols
and isolation of possible protocol-specific routing problems,
while also satisfying modern operators who are as concerned
with IPv6 reachability as IPv4. The anchors are grouped by
the country code [15] where they are deployed, adding the
possibility of seeing geographic correlations.

The user can select a point of view, or rather which qual-
itative aspect of the measurement to visualize. In particular,
in the actual release, the available points of view are: packet
loss, Round Trip Time (RTT), and relative RTT. Each cell
in the packet loss and RTT views depicts respectively the
percentage of packets lost and the amount of milliseconds of
RTT measured for the sub-interval represented by the cell.
The relative RTT view shows the percentage disparity of each
sub-interval relative to the minimum measured in each row,
highlighting unexpectedly high RTT values, and smoothing
ordinarily high latencies. As a first approach we tried to

represent more than one point of view at the same time,
but this solution was discarded for the following reasons: it
requires different graphical metaphors resulting in an increased
complexity of the scene; given the amount of data to be
represented, introducing additional elements into the scene
causes cluttering and performance issues; and some users may
be interested in only one qualitative aspect while, since the
points of view are strongly related, spotting a problem in
one will often indicate the same issue in another, causing an
unnecessary information overload.

The cells are colored according to a threshold pair c1, c2.
Cells corresponding to values below c1 are shown in green,
above c2 in red, and between c1 and c2 in a color from
a gradient domain between green and red. When a value is
not available, the coresponding cell is shown in gray. In the
measurements performed by DNSMON, lower values indicate
better results. For this reason the choice of the colors reflects
a transition from positive low values (green) to negative high
values (red) [16]. The aim of the two thresholds is to create
a visual separation between values considered good and bad,
reducing the noise on the matrix. This is achieved by creating
two separate ranges — the expected acceptable values, and the
unacceptable ones — showing the gradient only for the cells
between the two. A pair c1, c2 is defined for each point of
view, by default tollerant threshold values are set. The user
can easily tune c1, c2 to change the sensitivity of the tool and
adapt it to the specific case. In addition to the coloring, it is
possible to obtain the textual values of a cell, along with other
information, by hovering over it with the mouse.

The user interaction plays a major role in our visualization.
It is possible to zoom the viewport in and out in order to reduce
or increase the visualized interval T . When T changes, the
data resolution also changes. In addition, T can be shifted in
time, thereby maintaining the same data resolution. A time
overview at the bottom shows the current extent of T within
the total monitored period for that zone. The time can be easily
navigated by interacting with the control panel, with the time
overview, or simply by scrolling with the scroll wheel or by
using the arrow keys on the matrix. By clicking on a cell it
is possible to obtain different types of correlated measurement
results. This feature is very effective during issue analysis. The
reader can experiment with the current version of DNSMON
by visiting the address https://dnsmon.ripe.net.

III. DISCOVERING AND ANALYZING ABNORMALITIES

The visualization makes it easy for the user to spot abnor-
mal situations and, once discovered, to interactively provide
access to extra information helpful for analysis and diagnosis.
The first stage of the discovery is usually to look at the matrix
and attempt to discern visual patterns in the coloring of the
cells. Various patterns provide clues to the presence and nature
of an abnormality. For instance, the existence of one or more
horizontal red lines in the zone view may answer the question
of whether there is a problem that involves a specific name
server — if all but one row is green then we can probably
determine that there is. Similarly, in the server view, red cells
spanning multiple anchors in the same country may tell us that
a problem is bound to a particular region, e.g., when a routing
problem involving a particular internet exchange affects nearby
anchors. When there is a problematic row corresponding to a
single anchor, it is essential to understand whether that is a
hint of a genuine network problem, or whether the anchor
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itself is malfunctioning. In this case, the user can opt to see
the recent results from that anchor for every name server,
as shown in Figure 2(d). If similar problems are seen for
other name servers then it is likely that the anchor has some
general issue. Also interesting are the edges before and after
a visible period of disruption, as they may provide clues
as to the cause of the problem and subsequent recovery. It
is useful to request extra information for the cells here —
in particular, comparing traceroutes side-by-side can show
information about changes in packet routing behavior. Looking
at the results of approximately concurrent HOSTNAME.BIND
queries indicates which specific instance of a load-balanced or
anycast service is answering DNS queries. The details for the
SOA queries themselves allow more in-depth analysis, e.g., it
may be possible to guess that a response has passed through
an intermediate cache by looking for simplifications or other
forms of answer mangling.

Operators and researches can use clues in the visualization
and correlated data to determine the likely root causes, and
share specific views that describe the exact details.

We present the following examples of real network events,
which were spotted and analyzed thanks to our tool. Technical
details and names have been intentionally removed from two
of the examples to obscure identities of the affected services.

In our first case, depicted in Figure 2(a), a zone was
involved in a major outage. The situation was immediately
visible in DNSMON, where none of the anchors were suc-
cessful in executing the measurements. The start and end times
of the red areas are aligned perfectly across topologically and
geographically distinct anchors, which points out that all the
servers were affected at the same time suggesting a global
service cause. Notice the orange borders around the main
red area are due to the data aggregation, where positive and
negative responses fall within the same sub-interval. Further
zooming in revealed the exact start and end times of the event,
with a sharp transition between green cells, without packet
loss, to red cells, with 100% packet loss.

In our next example, shown in Figure 2(b), the visualized
matrix for a zone showed sparse failed measurement from all
locations. The zone was involved in a denial-of-service attack
and the overloaded name servers caused sporadic packet loss.
In this type of cases, our tool provides a ready-to-use, close to
real-time global overview of the importance of the attack that
can help to guide decisions.

The third example involved the “fr.” zone on 15 March
2014. Around 01:30 UTC a high packet loss rate pattern started
appearing on DNSMON as depicted in Figure 2(c). Some of
the anchors were no longer able to reach the “d.ext.nic.fr”
name server because its anycast instance located in Amsterdam
was out of order. Our tool played a key role in spotting the
issue early on, reducing the reaction time. As visible on the
matrix, the instance was quickly restored and the anchors were
able to reach again the name server a few hours later the same
day. It is conceivable that in other scenarios the problem could
be caused by BGP routing problems — where some of the
paths reaching the target end up in “routing black holes” —
and all the vantage points which end up on these paths share a
similar fate. In both scenarios, a comparison of the traceroutes
may help to identify where the disruption is located.

TABLE I. MEASUREMENTS USED BY DNSMON, INCLUDING DETAILS OF
DNS QUERY OPTIONS AND FREQUENCY.

Type Protocol Additional Options Frequency
CH TXT HOSTNAME.BIND UDP No Retries 240s
CH TXT VERSION.BIND UDP NSID, IPv4 UDP

Payload 1472 bytes,
IPv6 UDP Payload
1232 bytes, No
Retries

86400s

IN SOA UDP NSID, IPv4 UDP
Payload 1472 bytes,
IPv6 UDP Payload
1232 bytes, No
Retries

300s

IN SOA TCP No Retries 300s
Traceroute ICMP 300s

IV. DATA COLLECTION AND AGGREGATION

DNSMON uses the RIPE Atlas measurement network as
its data source — in particular, measurement results from RIPE
Atlas anchors. The exact set of anchors [17] used in DNSMON
is chosen to have as much network and geographical coverage
as possible. Currently, anchors are present in all the inhabited
continents, especially Europe and the United States, and im-
proving diversity of coverage is a main goal of the project.
Each anchor runs the same set of measurements towards the
same targets and periodically reports the results back to the
RIPE Atlas infrastructure. These results are forwarded and
stored in an Apache HBase [18] database that is hosted on
an Apache Hadoop [19] cluster. This combination gives us the
computational power that we need to process, aggregate and
analyze a lot of data, as well as the high availability and good
performance required for serving data to interactive clients.

Whenever we want to start monitoring a new zone, we
follow these steps: 1) we get the current NS records for this
zone; 2) for each record we resolve all available IPv4 and
IPv6 addresses; and 3) we start a predefined set of periodic
measurements against each address.

The system checks regularly for any changes to the set of
the name servers for each zone and, after a manual check,
updates the periodic measurements.

RIPE Atlas exposes a range of options per measurement
type. The set of measurements and options used by DNSMON
is shown in Table I. HOSTNAME.BIND [20] queries reveal
which instance of the target service is responding, and are
carried out frequently to make it easier to pinpoint routing
changes. VERSION.BIND [21] queries reveal the software
version of DNS servers, which is unlikely to change often, so
they are only carried out once per day. These names are used
because of their widespread adoption, but for servers that do
not support them, ID.SERVER [20] and VERSION.SERVER
would be used instead. The core measurements used by
DNSMON are UDP and TCP SOA queries, and are used as the
basis for the response times and loss rates in the visualization.
The VERSION.BIND and the UDP SOA measurements are
configured with the NSID [22] option enabled, which will
prompt some servers to include an instance identifier. This
may cause the response to be bigger, so we set a UDP response
payload size in order to avoid fragmentation issues: 1472 bytes
for IPv4 to fit a common MTU of 1500 bytes, minus 28 bytes
for the IPv4 and UDP headers; and 1232 bytes for IPv6, to
fit an MTU of 1280 bytes, minus 48 bytes for the IPv6 and
UDP headers. We perform traceroute measurements mainly
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(a) (b)

(c) (d)

Figure 2. Examples of problem analysis. In (a), (b) and (c) the main matrix is represented, with x-axis (time) and y-axis (anchors) removed to obscure
identities. (a) An outage where all anchors had severe problems reaching the server, causing a thick vertical band. (b) Partial denial-of-service attack, shown as

a scattered vertical band. (c) Outage affecting a subset of anchors, with solid horizontal rows. (d) Recent measurements by an anchor.

for investigative purposes as outlined in Section III. At the
time of writing this paper, DNSMON monitors 44 zones, by
measuring in total 268 servers from 47 anchors worldwide.
We have created 2,773 periodic measurements in total, and
we store and analyze around 714,000 results daily.

Once collected, the DNS raw results [23] are processed
into a streamlined format, containing only the fields necessary
for the visualization. The format contains: IDs for the anchor
and periodic measurement; the measurement time; an RCODE
[24], which may be an error code; and the round-trip time of
the query, if completed. Built upon this format are aggregations
over 10 minutes, 2 hours and 1 day, i.e., spaced by a factor
of twelve. The decision of which levels to use was driven
by the requirements of the visualization. There are two types
of aggregation (by name server, and by anchor and name
server), both of which contain: the number of queries in the
period; the number of responses by RCODE, to allow the
visualization to distinguish error responses; and the 5th, 50th
(median) and 95th percentile of the RTT of all queries that
received a reply. In general, aggregations are calculated and
stored permanently in HBase tables after a grace period to
allow all results to arrive. In order to enable presentation before

this point, provisional aggregations are generated on demand
and temporarily cached.

V. IMPLEMENTATION AND TECHNICAL CHALLENGES

In addition to the data collection and aggregation infras-
tructure, the implementation of DNSMON is split into two
other main aspects: a visualization front end and a data API.

The visualization front end is a self-contained Web applica-
tion which can be embedded in any HTML page. It allows the
user to view and navigate the interactive matrix. The main
interface is presented in Figure 1. It is composed of four
main elements: the control bar, the matrix canvas, the data
correlation panel, and the time overview bar. We detail their
functionality below.

The control bar is a toolbar located in the upper part
of the interface containing a set of controllers. The first two
components from the left are the point of view selector and
the colors legend. By changing the point of view, both the
matrix and the legend update accordingly. The values for the
color thresholds c1, c2 specific for the selected point of view
are represented in the legend. They can easily be tuned by
means of a slider bar appearing by clicking on the legend’s
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labels or on the appropriate button; the change is reflected in
real time in the color of the cells. The personalized thresholds
are stored locally in the browser to be reused on the next
access. The buttons on the right side of the control panel are
mainly focused on the time and data navigation, replicating
all the gestures accepted by the canvas. The button with the
funnel icon allows the user to specify filters on the data, e.g.,
to exclude: answers containing DNS errors, UDP or TCP, or an
IP protocol version. One of the main uses of DNSMON is the
continuous monitoring of a zone, for which the visualization
must be constantly updated with the latest measurement results
without any interaction, e.g., on a wall-mounted monitor where
it is essential to be able to see a current overview of a zone
a glance. This objective can be achieved by using the full
screen and auto update features accessible from buttons on the
control panel. The auto update function keeps the amount of
time monitored constant, as well as the data resolution. Newly
collected values are introduced as cells on the right side of the
matrix, while the old cells are smoothly shifted to the left.

The matrix canvas is the main element of the interface.
It displays the interactive matrix requested by the user. As
described in Section II, the matrix has two axes. The x-axis
always represents the selected time interval T , while the y-axis
can represent name servers or anchors. All the labels on the
y-axis are interactive. Hovering over a label with the mouse
provides the user with extra information about the element.
A particular name server s can be specified by clicking on a
server label, the matrix will automatically switch to the new
representation. Alternatively, by clicking on an anchor label,
the related anchor page can be opened. In addition to the zoom
and shift functionalities, the user can select a subset of the cells
in order to increase the data resolution on a sub-matrix. We
paid particular attention to providing the user with feedback
during interaction. While selecting, in addition to the usual
selection rectangle, the selected cells are colored in a blue
gradient resembling the original tonalities; this gives the user
a precise perception of which cells are involved in the selection
while keeping the same visual pattern in the background. The
transition between two statuses of the matrix is animated.

The data correlation panel is hidden by default, appearing
when the user clicks on a cell. It provides access to the raw data
and to correlated measurement results. In the upper part of the
panel, a series of links allow the user to download JSON files
from the data API containing the HOSTNAME.BIND, UDP
SOA, TCP SOA, traceroute, and VERSION.BIND measure-
ment results collected in the sub-interval represented by the
cell. In the lower part of the panel, tabs provide access to: a
human-readable DNS response; HOSTNAME.BIND answers
collected just before and after the selected cell; and traceroutes
collected just before and after the selected cell.

The presentation of the traceroutes is designed to facilitate
the kind of analysis shown in Section III by allowing side-
by-side comparison, and visually differentiating each line.
Traceroute output is enriched with links to get information
about IP addresses from RIPEstat [25].

The time overview bar is a crucial part of the system,
placed at the bottom of the interface. It is a timeline including
a resizable range slider that allows the user to select a temporal
interval of interest. When the user moves the range slider,
the matrix is animated accordingly, downloading or filtering
out measurement results. In order to make the interaction

easier, a snap to grid is placed along the timeline. With this
solution it is easy to precisely select multiple whole days: the
selection slider is rounded to the closest tick, accompanied by
an animation simulating a magnetic effect. All the components
of the system front end are constantly synchronized, providing
a consistent perception of time to the user.

The front end is written in JavaScript and HTML. The
whole visualization is rendered in the browser using D3.js
[26], a Scalable Vector Graphics library. The architecture is
based on the Model-View-Controller design pattern [27], while
a data layer provides a unified access point to different datasets.
The data layer is internally composed of specialized sublayers
providing fundamental functionalities, such as format isolation,
caching, error handling, and connection management,

The development of DNSMON followed a rigid series of
tests. In addition to unit tests, we used virtual machines to test
how the web application behaved on different operating system
and browser combinations. We had an internal beta stage
during which we deployed a data collection system gathering
usage data, performance scores and errors from the clients.
This allowed us to study the users’ interaction. The results
of our study, together with the introduced improvements, are
reported as follows.

1) Usually the user moves in time smoothly; after each inter-
action only a small portion of the matrix represents new
cells. The same applies when the auto update function
is active. We designed a client-side cache to minimize
redundant calls to the data API, selecting which portion
of the matrix to retrieve and combining the results with
ones from the cache. Analyzing this solution using the
performance logging system, we found that we were able
to save up to 88% in network bandwidth.

2) The user is often not decisive during mouse gestures
or input selection, trying to correct them incrementally,
resulting in useless data calls and redraws. We introduced
a layer able to temporarily prevent data calls and to give
fake user feedback during the interaction. This gives the
user the impression that the gestures are applied in real
time, while the redraw with the correct data is done when
an anti-flood timer expires.

3) We noticed high memory usage during heavily interactive
sections due to the large amount of instantiated cells not
yet garbage collected, which prompted us to opt for an
ad hoc management of the browser’s garbage collector in
combination with an Object Pool solution [28].

Due to the large amount of data to display, performance
and user experience were two big challenges during the imple-
mentation of DNSMON. Different browsers — and different
versions of the same browser — are able to handle different
numbers of DOM elements, which is why we paid particular
attention to always providing the visualization with the right
data resolution in order to not overload the browser with an ex-
cessive number of data points. With the same test environment
described above, we established the number of data points
β that the major browsers were able to display in our tool
without adversely affecting the user experience and rendering
time. In addition to this value, the visualization autonomously
computes the maximum number of cells ρ displayable on each
row, based on the total number of rows available in the scene,
the minimum width possible for a cell, and β. The widget
communicates this value to the data API, which provides the
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best data resolution covering T with at most ρ data points
per row. However, the animations and the real-time feedback
are much more expensive than the drawing of the cells. For
this reason we introduced a low-profile mode able to limit the
quality and number of the visual effects while keeping the
usability intact. The web application is able to automatically
switch to low-profile mode based on the browser version and
the actual computational load.

The data API is a JSON REST interface. The client
provides domain-specific parameters (zone, target, TCP/UDP),
which the server translates to periodic measurement IDs and
returns aggregated, native or raw data. A major design prin-
ciple for the API is that it requires minimal knowledge and
input from the client. For instance, no a priori knowledge of
available resolutions is required for querying, meaning that no
client-side changes are required if a new aggregation level is
added at a later date, e.g., in order to represent a decade of
data. The current levels are listed in the output so that the
client can predict a change of resolution when zooming. The
client can omit an explicit end time to get the latest data, and
possibly specify a length of time instead of an explicit start.
The API makes use of a server-side cache. The cached periods
are fine grained so as to avoid redundant, overlapping back end
queries and cache entries.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we described a network visualization method-
ology for monitoring and analyzing the availability and perfor-
mance of DNS zones worldwide. The incremental information
enrichment provided by our graphical metaphor enables the
operator to easily move from an overview of the overall quality
of a zone or server, to the resolution of single DNS queries,
while making it easy to correlate signals from different types of
network measurements, e.g., traceroutes. The data correlation
occurs in a continuous and persistent way, describing in detail
the evolution of a DNS quality issue by providing both real-
time and historic measurement results that would otherwise
need to be manually collected separately. The flexibility of our
visualization, including the ability to switch between different
points of view of the same scenario, supports, with a unified
interface, the investigation of various issues involving different
types of quality degradation.

We demonstrated the effectiveness of this tool at solving
real DNS operational problems, by describing strategies and
examples in Section III. As future work, we plan to introduce
automatic pattern recognition to visually highlight correlations
across different targets or vantage points in order to identify
a common cause of a hidden problem. Further investigation
is warranted into more comprehensive visualization of anycast
and load-balanced instances, correlation with routing data, and
the extension of the service to any user-defined zone.
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Abstract—The bottleneck of security monitoring is often the huge
amount of signatures, which are useless but consume computation
power and time. Therefore, the signatures have to be set more
accurate for the systems, which should be protected. In this paper,
a new approach is presented, which is able to detect more efficient
the service and software running on a server. This knowledge
helps to select the relevant signatures for the security monitoring,
which leads to a more efficient usage of the system’s resources.
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I. INTRODUCTION

Security threats are a challenge for every IT infrastructure.
To deal with this threat, there are a lot of different approaches
introduced in the past. In general there are three different
categories of detection: signature based, anomaly or behavior
based, and visualization based [1]. In real world scenarios, only
signature based detection systems are widely used, because of
the low rate of false positive alarm messages. The anomaly
based detection is often used in research or at anti malware
companies as this method leads to the detection of new and
unknown attacks and malware software. Last but not least, the
visualization of system behavior to recognize are at most used
in network operation centers with the focus on detection of
network anomalies.

In the following, the paper focuses on signature based
detection systems. The main drawback of these solutions is that
they have to carry all the signatures, such as the ones from the
actual threats and all the past signatures. The reason for this is
that is is possible that an attacker to use an old vulnerability
to penetrate a system, e.g., the system administrator installs an
older vulnerable software or the outdated exploit is functional
in other constellations as well.

In intrusion detection systems, i.e., Snort [2], there are
tens of thousands of rules for different attack and intrusion
scenarios [3]. A similar situation is visible in the analysis
of virus scanners. There are at the moment more than ten
million signatures, which can detect viruses, trojan horses or
other malware [4]. These signatures are defined by analyzing
software and attack behavior, e.g., the communication of a bot
software with its command and control server.

On one side, it is pleasing that the security scanners support
a widespread malware detection but on the other hand, the
scanners have to scan through this huge amount of signatures
to evaluate a threat. By implication, the more signatures are
added to the scanners databases the slower it works. This leads
to the paradox situation that security officers have to pick only
the signatures they hope to be the most critical ones. But how

should they know? As the other signatures are not activated
they cannot find anything related to the deactivated signatures.

To deal with this problem, this paper proposes a new
concept of choosing signatures in security monitoring. This
paper focuses without loss of generality at most parts network
security monitoring. In other parts of the security monitoring,
the knowledge acquisition, e.g., the system recognition, differs,
whereas the underlying ideas remain the same. First of all, it
is important to know which systems are running and what
services they offer. This information is very important for the
second step. In this step, the systems are categorized, which
enables the possibility to choose only these signatures, which
are related to this category, e.g., if there is an apache web
server running, only the signatures related to apaches or/and
web servers are activated.

The rest of the paper is structured as follows. In the
next Section II we take a look at different methods to gain
information about a system. These methods are combined in
Section III. The results of this service detection is discussed
in Section IV. At the end, Section V gives a short conclusion
and an outlook on next steps.

II. METHODS OF SYSTEM AND SERVICE DETECTION

In general, there are four different methods to detect
systems and services [5]. On one side, there are passive
methods and on the other hand, there are active methods.
In both categories, there are intrusive methods and also non
intrusive ones. In the following, these methods are presented.

A. Active and intrusive asset detection
The active methods are used by administrators, who di-

rectly want to know something about a system and therefore
scans the system. By using intrusive methods, the adminis-
trators take advantage of the fact that every system contains
bugs and security holes. These bugs are mostly unique, so
it is possible to determine, what is currently running. For
example, if you are able to exploit the vulnerability CVE-2015-
0929 [6], than it is clear that the system is a SerVision HVG
Video Gateway with firmware before 2.2.26a78. With more
knowledge it is possible to examine more precisely the used
firmware or software version.

A collection of usable exploits is for example the metas-
ploit framework [7], which includes in total several thousands
of different exploits.

The main drawback is that the usage of vulnerabilities is a
very high risk for the system, which should be scanned. Very
often, vulnerabilities leads to service faults or crashes. On the
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other hand, for every administrator in charge of security it
should be best practice to patch a vulnerable system as soon
as possible, so it is not impossible that after a short period of
time, this scanning method doesn’t get any results.

B. Active and non intrusive asset detection
In the other active method, the non intrusive active method,

the administrator scans a system by using port scanners like
nmap [8]. These scanners send some predefined network pack-
ets to the other system and wait for the response. Because there
are some differences in the implementation between different
operating systems, it is possible to determine the fingerprint
of each system by analyzing the response packets. With this
method, regular scans can be performed also to detect changes
in the configurations, e.g., via the tool Dr. Portscan [9].

With this method, it is possible to determine, what services
are running on a specific system, but as there are in general
no differences between the versions in regard of the way of
response, it isn’t possible to determine the correct version of
a service or operating system. Often there are hello messages
from the services, in which they identify themselves, but this
information can be set by the local administrator without any
side effect and is therefore not trustworthy.

But as pointed out by Mäurer in [10], also port scans can
be hazardous for servers, particularly if the port scan is done
very fast, e.g., with the tool masscan [11] or Zmap [12], which
is able to scan a system with more than 10 Gbps.

C. Passive and non intrusive asset detection
In opposite to active methods, the passive methods use only

data, which can be measured in the communication path, e.g.,
at a router or switch. The common way is to use flow records
based on the netflow protocol to determine, which host has
a connection to other systems [13]. In general, flow records
don’t contain any information about the services, but with
some assumptions it is possible to determine, what kind of
service is hosted on a system. For that, it is helpful that the
Internet Assigned Numbers Authority (IANA) reserved a huge
amount of ports for specific programs, e.g., in Transmission
Control Protocol (TCP) port 22 for the Secure Shell (SSH)
service. If there is a connection between two hosts with port
22 involved, the probability is very high that there is really a
SSH server running on one host.

This method has no effect on the connection or the avail-
ability of the service. On the other hand, it is only possible to
detect services and systems, which are really communicating.

A very interesting challenge is to determine which operat-
ing system is running on one specific system. Therefore, it is
needed to know, which update server are normally used in a
environment. In general, the update servers of the Microsoft
Windows operating system are in the IP range 65.55.0.0/16,
so if one finds a connection between a system and these IP
addresses and there is more traffic visible than only a port
scanning, then it is likely a Windows system. A little bit
more complicated is, if you have on Windows side some
Windows Server Update Services (WSUS) running or you have
Linux systems, which have possibly different update repository
servers installed, or you have systems, which are never or only
offline updated.

As there are many services, which have their one update
servers, it is possible to have a huge list of potential update

Detected by 
active and 

passive scanners

Figure 1. Venn diagram of service detection.

communication, which helps to verify the analysis of the other
flow record communication. But it is not possible to determine
the version of the used software, as this information isn’t
transmitted anywhere.

D. Passive and intrusive asset detection
The other possibility to use passive methods is the passive

intrusive asset detection, which is done in general via deep
packet inspection. In the deep packet inspection, the content
of the communication packets are inspected, which enables a
very detailed analysis of the communication partners, under
the constraint that the communication isn’t encrypted with a
strong cipher [14]. Similarly, to the port scanners, also at the
deep packet inspection it is possible to use some fingerprints to
connect the observed communication with a specific service.

This method has no effect on the connection or the avail-
ability of the service. On the other hand, it is only possible to
detect services and systems, which are really communicating.

As already mentioned, it is difficult to handle encrypted
data, but in some cases there are some hints inside the packets,
which enable the classification of the traffic without the knowl-
edge about the content of the messages. Furthermore, there
are especially in the German and European countries legal
constraints in regard of privacy, which don’t allow providers
to analyze the content of a communication [15].

III. VULNERABILITY MANAGEMENT FOR RULES
CREATION

As mentioned before, the most exact method to determine
the right type and version of a software is the vulnerability
scan, which leads unfortunately sometimes to a system insta-
bility. On the other hand, flow record analysis in combination
with deep packet inspection enables to detect the fewest
amount of software type and in general no version information.
But because of routing or firewall restrictions it is most likely
that the active scanners are not able to reach any system or
service in a network, as passive scanners can only see services,
which are used in the detection time frame. Figure 1 shows
the overall set of problems in the detection rate.

The biggest challenge in passive detection is that there is
no correlation, which enables the administrators to connect
the observation of a used connection with the corresponding
service. Therefore, we propose the usage of vulnerability
scanners to improve the detection on flow record basis. This
is achieved with the following steps.

In a first step, all systems are scanned with a vulnerability
scanner with a small and controlled rule set. This leads to a
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list of services and systems, which is reliable. At this point, it
is very important that the exploits, which are used in this step,
are very well tested to minimize the risk for the connected
systems. Furthermore, it is helpful, if the used exploit is not
very old. Otherwise, most systems and services are patched by
the local administrators in the meantime. But as studies have
shown, even for well reported vulnerabilities as the POODLE
vulnerability [16], there are four months later even 25 percent
of the tested systems still not patched in a bigger university
research network [10].

This list of systems and services is now taken to feed
the flow record analysis step. From this time on, the flow
records of these systems are recorded. As even one service
on the host is well known, it is interesting to determine, if
the communication from this service can be made visible in
the flow records. On the other hand, it is possible to use
the knowledge of the deep packet inspection, which allows
to determine the used protocol, e.g., with the tool nDPI [17].
This tool is able to detect, for example if a Hypertext Transfer
Protocol (HTTP) protocol is used in the communication, even
if not the standard port 80 is used. As the deep packet
inspection is not able to determine the service, there could
be a Linux based Apache web server or a Windows based
IIS or other combinations by monitoring a HTTP connection.
Nevertheless, the deep packet inspection is very helpful to filter
the relevant flow records.

As the relevant flow records are now found, the next step
is to compare them in a way, to find some characteristics. So
it is noticeable that the response time of an IIS web server
is smaller as the same request on an Apache web server. So
it is possible to distinguish these two software products by
only looking at flow records. As the response time of a web
server is in general dependent from the amount of connections
per minute, there has to be at least a relationship between the
amount of connections and the response times. A fixed value
would not be adequate in this case.

Other criteria are the amount of responses to one request,
the size of the packets, the delay between packets or also the
first bytes of the content of the packet. Depending on the used
software, it is possible to detect it only with the usage of deep
packet inspection for the used protocol and also flow records
for the characteristics.

IV. USING DETECTION RESULTS

The results in the detection stage can now be used for
the security monitoring. On one side, it is now possible to
improve the security incident management [18], by providing
more information about a system and the possible break in. On
the other hand it is also possible to reduce the total amount of
signatures, which are to be used in the security monitoring.

If only the necessary signatures are used, it is possible
for a security administrator to use in total more signatures on
the same hardware, which leads to total increase of overall
security.

In most environments, security monitoring, e.g., network
intrusion detection, is done by splitting the traffic on several
monitoring points. Mostly the separation is done on port based
rules, so all traffic on port 80 is analyzed at one security
monitoring point, while the traffic on port 22 is analyzed on
another monitoring point. This method is not working very

well for huge heterogeneous networks, as not every web server
is running on port 80 or 443. The proposed service detection
leads to a more exact assignment of systems to monitoring
points.

To reach this, all traffic is classified with the above
presented method. As the classification allows to determine
the exact service, the security monitoring can be adjusted
accurately fitting. On the other hand, the monitoring of the flow
records and also the deep packet inspection for the protocol
detection is not very expensive for monitoring systems.

A very important aspect is, that in regular intervals new
vulnerabilities and therefore new classifications are put into
account. Due to software updates or changes in protocols
and implementations, it is possible that the characteristics are
changing.

The main drawback of this approach is the delay until
new rules and assignments can be activated. Furthermore, flow
records are generally exported regularly after a short amount
of time from the switch and analyzed offline, so there is also
a measurable delay. A solution could be to transform the
approach to a northbound controller application in Software
Defined Networks (SDN). There is the possibility that the
export of flow records is not needed anymore, as the detection
is done by a northbound application at the network controller.
This can reduce significantly the delay of the analysis step. But
besides from the improvements of using SDN, it is in general
unusual that systems and services change very often. Often,
there are only small deltas in regard of the different usage of
systems, which indicates that the delay is not very important
in real world scenarios.

V. CONCLUSION AND OUTLOOK

In this paper, a new approach for the assignment of
signature based security monitoring is proposed. This propose
was based on the knowledge of vulnerabilities to create rules,
which are applicable for flow record detection. This allows
administrators to improve the security monitoring of their
domain.

In the next steps,we need to define how vulnerabilities,
which are used in this approach for crosschecking the results
in the rule creation phase, can be processed in an automatic
manner. Furthermore, there have to be discovered more charac-
teristics of different services, which allow to use this approach
in a wider domain.
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Abstract—Online social media represent a fundamental shift of
how information is being produced, transferred and consumed.
User generated content in the form of blog posts, comments, and
tweets establishes a connection between information producers
and consumers. Tracking the pulse of the social media outlets
enables companies to gain feedback and insight in how to improve
and market products better. For consumers, the abundance of
information and opinions from diverse sources helps them make
more informed decisions. However, the huge level of online
interactions leads to permissive usage behaviours, opening the
door for viruses, worms, trojan horses and other threats to install
and easily spread, without being noticed. Being able to track users
activities, organize the retrieved information in a comprehensive
way and analyze it can be very useful for several management,
engineering and security tasks. This paper proposes a framework
to collect social network events and store them in a relational
database for posterior analysis. A graphical user interface was
developed to allow flexible access to stored information, according
to the type of event, thus facilitating the analysis of users
behaviours. From a privacy perspective, the proposed framework
is not intrusive because it only gathers the actions timestamps
and not their complete contents. By computing statistical models
over the obtained data, it is possible to define ”normal or typical”
usage profiles and detect possible deviations that can be indicative
of a compromised user account.

Keywords–Monitoring Framework; User Behaviour Modelling;
Social Network; Compromised User Account.

I. INTRODUCTION
Web 2.0 paved the way for the boom of various online

social communities, such as Facebook, LinkedIn or Twitter,
which successfully facilitate information creation, sharing, and
diffusion among users. Nowadays, information sharing and
seeking are common user interaction scenarios on the Web.
Information can appear in many different forms, like status
updates, photos and videos, messages containing comments
and/or reactions to certain events. According to the well-
known traffic analytics website Alexa [1], the most important
Online Social Networks (OSNs) are among the top websites
in regard to traffic rankings, being a relevant phenomenon on
the Internet.

Understanding the dynamics of these services and being
able to track their users activities can be very important for
several service design, management, engineering and security
tasks. As part of their business model, social media compa-
nies make their Application Programming Interfaces (APIs)
available to third parties. Besides, some of these companies
make their databases on users and usage patterns available
through their APIs: using simple software scripts, researchers
can access the API to retrieve, store and manipulate digital
traces left by the users of a service for further empirical
analysis. However, it is not clear to what extent social media
APIs can actually offer valid and reliable access points for
collecting empirical data. So, APIs should certainly be used
together with other methodologies to fully understand the

activities and profiles of OSN users and the dynamics of these
services.

Cybercriminals can steal information from each social
networking profile and its associated posts and, then, tailor
their attacks based on the interests and likes of each particular
user. This is commonly known as ”social engineering” and
makes security threats much more difficult to recognize. A
complete analysis of the contents associated to a certain profile
allows the identification of compromised accounts, that is, ac-
counts that are under the control of cybercriminals without the
knowledge of their licit owners. Illicit contents, containing, for
example, links for phishing attacks, can be easily disseminated
across the social network without raising any suspicion from
targeted users.

Social network event collectors, which are able to collect
and analyze information posted on a profile, are crucial for
the identification of compromised accounts; by collecting the
different types of contents posted on each user account, and
organizing those events in a timely manner, it becomes easier
to identify suspicious events/behaviours.

This paper presents a social network event collector that
is able to periodically collect all information posted in a
certain profile, as well as all profile related activities (like for
example, creation or deletion of new connections, interactions
with contents posted by other users, contents the user has
shared on his profile). The proposed framework also includes
a profile modeling module that can calculate and display
several statistical information related to the usage behaviour of
any profile. This module interacts with a database containing
all collected information for the different user profiles: by
computing the average occurrence of certain profile related
events and comparing those values with the most recent profile
usage statistics, it is possible to detect deviations from a
”normal” behavior in an efficient way. These deviations can
be indicative of an illicit profile usage, enabling the detection
of possible account hijacks. From a privacy perspective, this
framework is not intrusive because it only gathers the actions
timestamps and not their complete contents.

The remaining of this paper is organized as follows:
Section II presents the most relevant related works; Section
III describes the general architecture of the proposed system
and discusses its most relevant performance issues; Section
IV proposes a methodology to detect usage profile deviations;
finally, Section V presents the main conclusions and discusses
some possible directions for future work.

II. RELATED WORK
Online social networks have emerged in recent years and

became a significant component of the digital life in our so-
ciety. Several OSNs have millions of users [2][3][4], allowing
them to share and find different types of multimedia contents
and information. The popularity of these services provides an
unique insight into the dynamics of social behaviors.
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Mislove et al. [5] proposed a social network growth model
based on the analysis of data collected from the Flickr social
network. The main obstacle to their approach was the lack
of information, which forced the authors to use an API that
was made available by Flickr. Motoyama at al. [6] developed
a system for searching and matching individuals in order
to provide some insight into the dynamics and structures of
OSNs. The efficiency of the proposed system was assessed by
evaluating the overlap between different OSNs. These results
were compared with the ones provided by state-of-the-art
matching tools and the authors were able to conclude that their
approach provided accurate matching results.

Kazienko et al. and Zanda et al. [7][8] proposed two social
network activity recommendation systems. The first imple-
mented a multidimensional social network based on the se-
mantics of the social links between individuals, which enabled
the creation of a social recommendation system to present
recommendations to the different users. Personal weights are
used to allow the system to become personalized and adaptive.
The second reference proposed a recommendation system for
mobile devices that accesses information from three different
sources: mobile, sensor and Facebook. Facebook and mobile
data are used to generate a social graph representing the
relationships between a user and his friends, or subgroups
of friends that can be used to build a recommender for the
mobile device. Context data is then used for filtering purposes,
allowing the system to present recommendations to the user.
These are computed in the mobile device, thus guaranteeing
the privacy of sensitive information. However, since the system
analyzes the social connections of each user, its complexity
depends exponentially on the number of connections.

Beach et al. [9] proposed a system that ties OSNs with
mobile devices in an attempt to bind the identity with the
corresponding physical location. The goal was also to propose
a system on which complex context-aware applications can be
built. The basic idea is that users store handles on their mobile
devices pointing to their social networking profile that is
stored on a remote site. Such profiles, which store information
regarding their personalities and preferences as well as the
different social network accounts (Facebook, Twitter, LinkedIn
and more), are then exchanged between people sharing a
common physical place. In this manner, the authors intended
to establish a new social interaction paradigm. Several privacy
and legal issues were raised by this approach, which also
limited its deployment. Besides, the proposed system lacks the
ability to create behavior models that could enrich it and turn
it in a safer platform.

A framework for reducing the spread of threats between
social network users was proposed by Tubi et al. [10]. It
comprises a Distributed Network Intrusion Detection System
for monitoring the propagation of threats and viruses over the
monitored social network. This network was inferred from
email addresses obtained from the logs of email servers from
Ben-Gurion University. The authors were able to slow down
and prevent the propagation of threats by cleaning the traffic
from central users of the network. An algorithm for labeling
nodes in a social network as honest or illicit was proposed
by Danezis et al. [11]. The algorithm, named SybilInfer,
uses a probabilistic model of honest OSNs and an inference
engine for detecting regions of dishonest nodes. Simulated
and real network topologies were used to assess that the
algorithm is able to identify compromised nodes. Jin et al. [12]

addressed Identity Clone Attacks, which consist of using fake
identities for illicit purposes on OSNs. A feasible and effective
framework focused on the detection of suspicious identities
was proposed. A spectrum based attack detection framework
based on the spectral space of underlying network topology
was presented by Ying et al. [13]. The work focused on
Random Link Attacks, which are filtered by using their spectral
coordinate characteristics, which are mainly determined by the
coordinates of the victims. The approach improved effective-
ness and efficiency when compared to other topology detection
approaches. Recently, Cai et al. [14] proposed a statistical
model and some associated learning algorithms, named Latent
Community model, for the detection of Sybil attacks (where an
adversary creates multiple bogus identities to compromise the
normal running of the targeted system) on OSNs. This model
groups nodes into closely linked communities, which are then
linked with the rest of the community. This way, authors could
create communities for launching this type of attack, being
able to accurately detect them. The results obtained allowed
the authors to state that the proposed approach can be the best
method for the automatic detection of Sybil attacks. However,
the model efficiency should be improved in order to detect
low-density attacks.

Perez et al. [15] proposed a dynamic behavioural frame-
work for the identification of suspicious profiles in social
networks. The approach is based on three main indicators,
balance, energy and anomaly, which are all synthesized from
daily user data. Balance refers to the visibility contained within
a number of posted messages; energy accounts for the energy
that is consumed by a profile for increasing its visibility; the
third indicator indicates the anomaly score of an observed
activity-visibility pair. The authors argue that suspicious users
will have unusual visibility and activity pairs, which is then
reflected on the anomaly score. The analysis spans throughout
a time period where each indicator is computed and a score
is associated to each analysed profile, indicating its level of
suspicion. The proposed approach was applied to a set of 2000
Twitter profiles and the obtained results show that suspicious
profiles have a more heterogeneous behaviour than normal
ones. Moreover, the authors also stated that suspicious profiles
present more extreme values of balance, are more likely to
spend higher energy than normal profiles and are also likely
to have an unusual activity-visibility pairing.

Stringhini et al. [16] analysed spam and spammers in OSNs
by creating a large set of ”honey-profiles” and collecting data
about spamming. Anomalous users behaviours were identified
and a mechanism was proposed to automatically detect spam-
mers. Shen et al. [17] proposed the SOcial network Aided Per-
sonalized and effective spam filter (SOAP), where each node
connects to its social friends and forms a distributed overlay by
using social links, being able to collect information and check
spam in an autonomous way. Mahmood [18] identified several
privacy leaks of Facebook and Twitter, which allow attackers to
collect information for launching targeted attacks such as spam
and phishing contents. Solutions for the identified security
breaches were also proposed, although their efficiency has not
been evaluated. The SafeGo tool [19] intends to bring Internet
security features to social networking, by protecting users from
malware threats that attempt to exploit the trust a user has with
his/hers connections. This application uses the BitDefender
antimalware and antiphishing engines for scanning Uniform
Resource Locators (URLs) through an in-cloud approach based
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on a blacklist of untrusted URLs. However, unknown threats
cannot be detected by this application.

SybilGuard [20] and SybilLimit [21] are two decentralized
algorithms for the identification of Sybil attacks in social
network topologies. A scalable and efficient solution, named
SybilDefender, is able to detect sybil nodes and the underlying
community.

III. SYSTEM DESCRIPTION
The developed system has two main components: the core

component, which is coded in Python and Hypertext Pre-
processor (PHP), is responsible for estimating/calculating the
profiles of the users interactions based on timestamps of events
collected from social networks; the web interface component,
which is developed in PHP and HyperText Markup Language
(HTML) with Cascading Styles Sheets (CSS), allows users to
interact and visualize their own profile metrics.

The system architecture is depicted in Figure 1. This
distributed architecture dynamically supports several machines,
which means that machines can be added or removed at any
time. The relational database is used to store metadata corre-
sponding to the different users of each social network, which
is extracted by different social network crawling modules.
A set of different statistics is then calculated by a Statistics
Generator Module and stored on a specific database, the Statis-
tics Database. The Alert Generator Module uses information
stored in the Statistics Database to trigger alerts, saving also
the data it generates into the same database. Besides these
databases, the system also includes a Management Database
that is exclusively accessed by the Manager Entity, which is
the module responsible for the system coordination.

This framework includes a different relational database for
each supported social network. This distributed approach is
very important for performance, consistency, troubleshooting
and backup issues. Besides, it will also allow system scala-
bility, which is crucial for this kind of continuously evolving
tools. Regarding the statistics and alerts database, only one
was considered because the amount of data is very small when
compared to data retrieved from the OSNs.

The system has a login possibility for each supported online
social network. It does not have an autonomous login method,
which means that a user is only allowed to login using a
social network authentication method. In fact, it does not make
sense to have an account on the system for a user that is not
a social network user. Since a user can login from several
social networks, that is, the system is based on third party
authentication, a user has multiple login credentials that have
to be associated to only one account. A specific database was
created to store information about users identification.

For a particular user, the system starts by fetching informa-
tion (events timestamps) from all social networks. After this
module finishes its execution, the statistics generator module
is launched to calculate personal statistics. It is possible to
select the social network from which we want to retrieve/check
statistics, no matter which social network was used to login.
For example, a user can log into the system using Facebook
and check his Twitter related statistics, or vice versa. Since
the framework supports multiple social networks, the different
user profile records should obviously be consistent.

Modules corresponding to a specific user, even if they
are from different social networks, run at same time, on the
same or on different machines. There are several services

Figure 1. System Architecture.

available that allow posting on social networks on behalf of
users or collecting and generating users statistics, like for
example http://www.tweetstats.com, http://twittercounter.com,
http://datasift.com and http://gnip.com. Some are paid, others
are free, can include more or less functionalities and are
mostly used to monitor brands and provide insights into areas
like business intelligence, marketing, finance, among others.
However, our option was to develop this functionality from
scratch in order to avoid being limited on the type data we
can get or on the mathematical algorithms that we can apply
to the retrieved data.

Figure 2 shows the page that is displayed after a user logs
into the system. If there are any alerts, a table showing its
details will be presented. Nagivation links are displayed on
the left side of the page.

Application users are able to see charts with their total
and average amounts of social network activity per day, for
a chosen number of days, besides being also able to see the
activity of their friends, in some cases. This possibility does
not imply any privacy issue because the friend that accepted
the application is only allowed to see his current friends on
the social network. Indeed, if a friend ceases his relationship,
he is no longer able to inspect his ex-friend statistics, unless
that ex-friend becomes a friend again on the social network.
As illustrative examples of the statistics that can be displayed,
Figures 3 and 4 show the number of comments in the last 30
days and the number of all interactions in the last 90 days,
respectively.

The developed framework also has the ability to com-
pare the activity of different users, determine which periods
correspond to high or low activity and which are the most
relevant activity types at each time period (comments, wall
status, photos, posted links, likes, etc).

Figures 5 and 6 show some system management functions,
namely the ability to add, remove and pause alerts modules,
as well as the possibility to manage which users have access
to which modules.
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Figure 2. Fist page after user login.

Figure 3. Results - Number of comments in the last 30 days.

The proposed system is based on the timestamps of the
social networks events, it does not analyse the contents of user
data (photos, text, videos, etc), so user privacy is guaranteed.

Finally, let us briefly discuss system efficiency and perfor-
mance. The web component is very light and does not require
any powerful end device at the user side. At the server side,
it is also a light application because it is a PHP webpage
with no heavy plugins. Obviously, the performance of the web
component will decrease if the number of users accessing the
system simultaneously increases significantly.

Core system operations are essentially composed by
database accesses and mathematical calculations. Although the
core system performance may slightly oscillate depending on
the database size, it usually takes from one to two minutes to

Figure 4. Results - All activities in the last 90 days.

Figure 5. Uploading new management scripts.

execute all the operations dedicated to each user.
The retrieval of social network contents is a very slow

process: besides the high number of requests and connections
that have to be established to retrieve the data, we need to take
into account the activity level of social network servers that
sometimes may increase download time or even completely
prevent data retrieval. To circumvent this drawback, it is
necessary to wait for a period of time between connections,
thus increasing the time that is needed to complete the process.
Another issue that has to be accounted for is the size of the
crawled time window: a wider time window usually means
more requests, increasing substantially the execution time.
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Figure 6. Managing existing scripts.

IV. METHODOLOGY TO DETECT PROFILE USAGE
DEVIATIONS

The Alert Generator Module triggers alerts whenever there
is a significant difference in user behaviour. Alarms can be
immediately sent to the social network profile of each user, if
he signs into the application, or sent to his mailbox. For each
type of action (comments, likes, etc.), it is necessary to define
thresholds for the statistics values.

By defining a set of events Ei
t = {eit, t = t1, ..., t2} as the

set of events of type i ∈ {S,L, C,P}, where each element
denotes status updates, likes, comments, photos, respectively,
during a time-window of analysis of width t = t2 − t1, we
can compute the average of events of type i within the defined
period of analysis as:

Ei
t =

∑t2
t=t1

eit
Tei

(1)

in which Tei denotes the number of time units (years, months,
days,...) considered for analysis within the width of the analysis
window defined by t = t2 − t1. By defining a threshold δ

δ = α.Ei
t , α ∈ R+ (2)

as a function of the previously defined average, an alarm
will be triggered if the average number of events, computed
according to (1), within the time period defined by t′ = t′2−t′1 :
t′2 6= t2, t

′
1 6= t1, exceeds the value computed as:

Ei
t′ > Ei

t + δ (3)

The threshold can be dynamically redefined in order to
decrease/avoid false positives. Threshold δ is defined by the
user and, initially, three levels can be considered: aggressive,
normal and permissive. In the first level, the tool should be
able to detect slight deviations from normal usage profiles; in
the normal level, only significant deviations should be detected
and in the third level the detection approach is quite permissive,
detecting only very important deviation on the usage profiles.
Of course, the number of false positives can be quite high in
the aggressive mode, so the user can redefine the threshold

whenever the detection accuracy falls bellow an acceptable
level.

V. CONCLUSIONS AND FUTURE WORK
Online social networks are among the most popular Web

sites. Social networking will certainly play an important role in
future personal and commercial online interaction, as well as
the location and organization of information and knowledge.
Examples include browser plug-ins to discover information
viewed by friends and social network based, cooperative Web
search tools. Social network event collectors can be used to
build users behaviour and activity profiles, which are very
useful to several management and engineering tasks: evaluate
the performance of existing social network platforms, conduct
social studies, develop viral marketing strategies, design new
content distribution systems, detect anomalous behaviors (such
as bots or compromised accounts) and trigger the correspond-
ing alerts, etc. In this paper, we proposed a framework that
is able to periodically collect metadata corresponding to all
user profile related activities. By retrieving only metadata,
no privacy issues are risen by this methodology, because the
conducted analysis is only based on timestamps and no activity
details are searched and stored in the database. Several online
social networks (Facebook, Twitter and Google+) are already
supported and the system architecture was designed to be fully
compatible with additional social network platforms.

Regarding future developments, we believe that the chat
feature of social networks would be interesting to endorse
in order to better characterize relationships between users,
although this corresponds to a critical privacy issue. We are
also planning to incorporate user models based on multi-
scale analysis: using concepts that exploit different scales of
analysis [22], it is possible to identify the different frequency
components that are created by a social network user profile
and build mathematical models that can accurately describe
the different user interactions.
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Abstract—Online social networks are extremely popular services
on the Internet, having a relevant impact on the social, po-
litical and economical aspects of our daily lives. Being able
to characterize social network users based on their temporal
behavior and activity profiles can be useful to several engineering,
management and design tasks. This paper characterizes the
activity profiles of Facebook users, as well as their time evolution,
based on data extracted using the Facebook Graph API and
corresponding to social networking activity of 200 users during
the years of 2011 and 2012. Using multiscale analysis based on a
wavelet decomposition of the dataset, the proposed methodology
is able to identify three main periodicity trends on the activity
profiles: one of the identified profiles exhibits a visible periodicity
around the 24 hours time scale (corresponding to users that
have a daily interaction with Facebook), a second profile exhibits
relevant components in the complete frequency range (intensive
interaction) and a third profile includes important low periodicity
components (users that tipically use Facebook in time periods
higher than 24 hours). By looking at the temporal evolution of
the different activity profiles, it is also possible to understand the
dynamics of the profile changes.

Keywords–Facebook users activity; user profile; scalogram;
clustering.

I. INTRODUCTION
Some Online Social Networks (OSN), such as Facebook,
Twitter or Google+, are among the most popular services
on the Internet, enabling individual users to connect to other
participating users, share and find contents, and disseminate
information through the network, while collecting the reactions
from other users without any constraints, either geographic or
temporal. Several OSN sites provide social links, like for ex-
ample networks of professionals and contacts (e.g., LinkedIn,
Facebook, MySpace) and networks for sharing contents (e.g.,
Flickr, YouTube). People access OSNs using both traditional
personal computers and new emerging mobile devices. So,
these services are really having a deep impact on the social,
political and economical aspects of our daily lives.

The success of a social network depends on the behaviour
of its users. Characterizing users based on their temporal
behavior and activity profiles can be useful in many ways:
studies of user behavior will allow to evaluate the performance
of existing systems, leading to better site designs [1][2] and
advertisement placement policies [3]; social studies can exploit
models of user behavior and interaction, while viral marketers
can use those models to spread their promotions quickly and
widely [4][5]; understanding the workload of OSNs can be
very important to design the next-generation Internet infras-
tructure and content distribution systems [6]; activity profiles
can also be used for user classification or detection of anoma-
lous behaviors, such as bots or compromised accounts [7].

Characterizing user activity in major OSNs is challenging
because the distribution of most user characteristics is very
skewed and shows wide variations, while the majority of
participating users have a low (to moderate) level of activity.
In this paper, we will characterize the activity profiles of
Facebook users, as well as their time evolution, in order
to understand how their behaviors change over time. The
periodicity trends of the activity profiles are identified using
multiscale analysis based on a wavelet decomposition of the
time series. In fact, it is known that one of the main purposes
of multiscaling analysis is to identify the most important
time-scales of (pseudo-periodicity) activity and quantify the
constancy of that pseudo-periodicity. The conducted study
relies on a medium size dataset, which was extracted using the
Facebook Graph API [8], containing social networking activity
of 200 users during the years of 2011 and 2012.

From the conducted analysis, we were able to identify three
types of activity profiles: an activity profile that exhibits a
periodicity around the 24 hours time scale, a second profile
that exhibits relevant components in the complete frequency
range and a profile that includes important low periodicity
components. In other words, the first group of users has an
activity periodicity roughly equal to one day; the second group
presents significant energy components at the different time
scales, which means that these users interact intensively with
Facebook, being almost permanently active; the third group
uses Facebook in time periods that are generally higher than
one day.

By looking at the temporal evolution of the different users
behaviors, we could identify a global decrease on the number
of users corresponding to the first profile and a steady increase
on the number of users corresponding to the other two profiles.
This means that the number of users that typically have daily
access to Facebook is decreasing and those users tend to
behave according to second and third profiles. We also tracked
how users changed their profiles in the two years period of our
study by calculating the number of users that changed between
two specific profile types: we could verify that the first profile
was actually the one who lost more users: the majority of those
users (aroud 33%) changed their profiles to the second type,
although around 14% of them changed their profiles to the
third type.

The remaining of the paper is organized as follows: Section
II presents some relevant related worksin this area; Section III
briefly presents the multiscale analysis methodology that will
be used to identify the pseudo-periodicity characteristics of the
Facebook users’ activity, as well as a summarized description
of the k-means clustering algorithm; Section IV presents the
social network activity analysis that was conducted, together
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with its most relevant results; Section V presents the main
conclusions and discusses some possible directions for future
work.

II. RELATED WORK
The huge amount of data generated by social media users
has been used to understand their behavior. By analyzing
workloads from three information networks, Guo et al. [9]
showed that users’ posting behavior exhibited strong daily and
weekly patterns. Benevenuto et al. [10] used click-stream data
from a social network aggregator to compare user behavior
across different OSNs. Papagelis et al. [11] investigated the
causality between individual behavior and social influence by
observing the information diffusion among users. In order to
understand how users’ news interests change over time, Liu et
al. [12] conducted a large scale analysis of Google News users
click logs that were conveniently anonymized. These authors
developed a Bayesian framework for predicting users’ current
news interests from the activities of that particular user and
the news trends demonstrated in the activity of all users.

Several works have been studying the properties of user
interactions in OSNs. Cha et al. [13] analyzed the spread of
favorite-marking of Flickr photos, showing that social links are
a primary way users find and share information in social media.
Also in 2009, Valafar et al. [14] conducted a measurement
study on the Flickr OSN that was able to show that only a
small fraction of users in the main component of the friendship
graph is responsible for the vast majority of user interactions.
Wilson et al. [1] were able to show that interaction activity is
significantly skewed towards a small portion of each user’s
social links by analyzing interaction graphs derived from
Facebook user traces. Also using Facebook data, Gilbert and
Karahalios [15] were able to demostrate that the ”strength of
ties” varies a lot, ranging from pairs of users who are best
friends to pairs of users who even wished they were not friends.
Viswanath et al. [16] studied the evolution of activity between
Facebook users, investigating how pairs of users in a social
network interact and examining how the varying patterns of
interaction affect the overall structure of the activity network.

In a very interesting work, Burke et al. [17] analyzed the
activities of a huge number of Facebook users in order to study
the roles of user interactions. Visible actions, such as wall
posts and comments, and silent actions, such as consumption
of friend’s content, was conveniently quantified and the authors
were able to show that a typical Facebook user communicates
with a small subset of their entire friendship network, although
it usually maintains relationships with a larger group.

Several efforts have been made to characterize and detect
malicious forms of interactions in online social networks. Gao
et al. [18] the authors were able to quantify and characterize
spam campaigns launched using accounts on online social
networks, particularly Facebook. Benevenuto et al. [19] built
a test collection of real YouTube users and classified them
as spammers, promoters and legitimates, based on social and
content attributes. Markines et al. [20] proposed a methodology
to detect spam on social bookmarking sites, while Webb et
al. [21] placed honeypot accounts on MySpace and study
the captured social spammers. Grier at al. [22] presented a
characterization of spam on Twitter, finding that this OSN
is a highly successful platform for coercing users to visit
spam pages. Vasconcelos et al. [23], authors analyzed how
Foursquare users exploit the tips, dones and to-dos features

to uncover different behavior profiles. This study revealed the
existence of very active and influential users that seem engaged
in posting tips at a large variety of venues while also receiving
a great amount of user feedback on them. Besides, the paper
also provided evidence of spamming, showing the existence of
users that post tips whose contents are unrelated to the nature
or domain of the venue where the tips were left. Wang et al.
[7] proposed a machine learning approach to distinguish spam
bots from normal ones in Twitter. To facilitate the spam bots
detection, three graph-based features, such as the number of
friends and the number of followers, are extracted to explore
the unique follower and friend relationships among users.

User navigation and usage on OSN websites have also
been intensively studied in the last years. Schneider et al. [24]
analyzed OSN clickstream data extracted from network traffic,
identifying typical user navigation patterns; Jiang et al. [25]
used traces from a chinese social network to obtain statistics
of profile visits, showing that silent interactions are much more
prevalent and frequent than visible events, and that profile
popularity are uncorrelated with the frequency of content
updates. Joinson et al. [26] identified seven unique reasons
for users to use Facebook: social connection, shared identities,
content, social investigation, social network surfing, and status
updating. Using data from Facebook, Burke et al. [2] studied
user motivations for contributing to OSN sites. The authors
concluded that newcomers who see their friends contributing
to the OSN share more content themselves. Furthermore, those
who were initially inclined to contribute, receiving feedback
and having a wide audience, were also predictors of increased
sharing. Chapman and Lahav [27] analyzed the ethnographical
differences in the usage of OSNs. Finally, Caverlee and Webb
[28] analyzed over 1.9 million MySpace profiles in order to
understand who is using such large OSNs networks and how
they are being used.

III. PSEUDO-PERIODICITY ANALYSIS
The proposed pseudo-periodicity analysis of the social network
users’ activity is based on a wavelet decomposition through the
Continuous Wavelet Transform (CWT) [29]. Let us consider
that x(t), t ∈ {t0, t0 + ∆, . . . , t0 + ∆i}, i = 1, 2, . . . quantifies
the number of activities performed by a user, within a social
network, between t−∆ and t. Using wavelet decomposition,
it is possible to analyze the social interaction process x(t) in
both time and frequency domains. The CWT of a process x(t)
can be defined as [30]:

Ψψ
x (τ, s) =

1√
|s|

∫ −∞
+∞

x(t)ψ∗(
t− τ
s

)dt (1)

where ∗ denotes the complex conjugation, 1√
|s|

is used as an

energy preservation factor, ψ(t) is the mother wavelet, while
τ and s are the translation and scale parameters, respectively.
The first parameter is used for shifting the mother wavelet
in time, while the second parameter controls the width of the
window analysis and, consequently, the frequency that is being
analyzed. By varying these parameters, a multiscale analysis
of the entire captured process can be performed, providing
a description of the different frequency components present
in the decomposed process together with the time-intervals
where each one of those components is located. A Wavelet
Scalogram can be defined as the normalized energy Êx(τ, s)
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over all possible translations (set T) in all analyzed scales (set
S), and is computed as:

Êx(τ, s) = 100

∣∣Ψψ
x (τ, s)

∣∣2∑
τ ′∈T

∑
s′∈S

∣∣∣Ψψ
x (τ ′, s′)

∣∣∣2 (2)

To facilitate the analysis of the scalograms and enable the
discovery of the different frequency (periodicity) components,
we choose to average the normalized energy over time (set T)
obtaining the average energy at timescale s:

ēx(s) =
1

|T|
∑
τ∈T

Êx(τ, s),∀s ∈ S (3)

where |.| represents cardinality of a set. The existence of a
peak in the average energy at a low timescale indicates the
existence of a high-frequency (high-periodicity) component in
the analyzed time-series, while a peak in the average energy
at a high timescale corresponds to the existence of a low-
frequency (low-periodicity) component.

In order to classify the distinct users behaviors, the un-
supervised learning k-means algorithm was applied to the
average normalized energies. The k-means algorithm is one
of the simplest unsupervised learning algorithms that is used
to solve the clustering problem [31]. The number of clusters,
k, is fixed apriori and their centers are defined, one for each
cluster. These centers should be placed in a cunning way,
because different locations causes different results: the better
choice is to place them as much as possible far away from
each other. In our problem, we verified that three clusters were
enough to classify the average normalized energies because an
hypothetical forth cluster was simply a replication of one of
the other clusters.

The next step of the k-means algorithm is to take each point
belonging to a given dataset and associate it to the nearest
center. When no point is pending, the first step is completed.
At this point, we have to re-calculate k new centroids as
barycenter of the clusters resulting from the previous step.
A new binding has to be done between the same dataset
points and the nearest new center. An iterative approach has
been generated and, as a result of this loop, we notice that
the k centers change their location step by step until no
more changes are done. This algorithm aims at minimizing
an objective function, known as squared error function, which
is given by:

J (C1, . . . ,Ck) =

k∑
j=1

∑
i∈Ci

(‖ēi − µj‖)2 (4)

where ēi is the s-dimensions data point (average normalized
energies) for user i, k is the number of cluster centers, sets
{C1, . . . ,Ck} contain the data points binded to each one of
the k clusters, {µ1, . . . , µk} is the set of (s-dimensions) cluster
centers, and ‖ēi − µj‖ is the Euclidean distance between ēi
and µj .

IV. SOCIAL NETWORK ACTIVITY ANALYSIS
As as proof of concept, we used a dataset containing social
networking activity (specifically, wall posting) in Facebook of
a group of 200 users during 2011 and 2012. The dataset was
extracted from a group of Facebook friends of the authors
of this paper using the Facebook Graph Application Program
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Figure 1. Pseudo-periodicity sample profiles.
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Figure 2. Cluster centroids corresponding to the first semester of 2011.

Interface (API) [8]. Facebook Graph API is a low level HTTP-
based API used to retrieve data from Facebook’s Social Graph.
Data queried using the Facebook Graph API is returned in
JavaScript Object Notation (JSON) format, which can be
easily post-processed to extract relevant statistics. The data
was divided in four datasets, one per semester: Jan-Jun 2011,
Jul-Dec 2011, Jan-Jun 2012 and, Jul-Dec 2012. We considered
an interval of analysis of 15 minutes (∆ = 15 minutes).

Note that this type of API usually provides well structured
data, but are generally limited in terms of which data, how
much data, and how often data can be retrieved. Conditions
vary significantly between services: in contrast to Twitter, for
example, Facebook is quite restrictive in terms of what data can
be accessed, but imposes few limits on the request frequency.
Besides, we know that companies retain the right to modify
or close their data interfaces, which can lead to substantial
problems for researchers.

A. Activity Patterns
Figure 1 shows the average normalized energy coefficients over
time for some of the users included in the dataset. Although
this plot contains a high number of curves, different profiles
can be distinguished: some users have activity profiles that
exhibit a noticeable periodicity around the 24 hours time scale
(corresponding to the typical bell-shaped curve); for other
users, the activity profiles exhibit relevant components in the
complete frequency range, while a third group of users include
important low periodicity components. The first group of users
is the one that presents high energy coefficients around the 24
hours time scales, that is, the periodicity of its activity profile is
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Figure 3. Cluster centroids corresponding to the second semester of 2011.
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Figure 4. Cluster centroids corresponding to the first semester of 2012.

roughly equal to one day. So, these users have typically a daily
interaction with Facebook. The second group of users is the
one that presents significant energy components at the different
time scales, which means that these users interact intensively
with facebook, being permanently active. We know that there
are several types of Facebook interactions besides wall posting,
like messaging, use of different applications, photo upload,
chat, among others, but we cannot establish a straighforward
relationship between their interaction frequencies. Neverthe-
less, high activity periods are very likely to include different
types of user interactions. Finally, users of the third group use
Facebook in a less infrequent way, interacting with the OSN
(through wall posting, in this case) in periods that are generally
higher than one day. So, these profiles include significant
energies for periodicities of several hours.

B. Users Classification
In order to better identify the different activity profiles, the k-
means unsupervised clustering algorithm was applied to each
one of the four datasets. As previously explained, three clusters
were enough to describe the different profiles. In fact, when
we used more clusters, some of them tend to overlap.

The different cluster centroids corresponding to the four
datasets are presented in Figures 2 to 5. Note that cluster cen-
troids are simply the means of each clustering variable for each
cluster. For all datasets, three similar profiles can be clearly
identified: profile A exhibits significant energy components
around the 24 hours time scale, with lower energy components
at the low and high frequency regions of the plot; profile B
corresponds to users that include relevant energy components
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Figure 5. Cluster centroids corresponding to the second semester of 2012.
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Figure 6. Users’ pseudo-periodicity classification over time.

in the complete frequency range; profile C represents users
that have significant energy components in the medium to
low frequeny range and lower energy components in the high
frequency range.

These profiles, clearly revealed by the clustering analysis,
are in accordance to our previous analysis. In terms of their
wall posting activity, Facebook users can actually be classified
into three groups, corresponding to their typical usage behav-
ior.

C. Users Behavior Evolution
Finally, it is important to study the temporal evolution of the
different users behavior. Figure 6 shows the size (in terms of
the percentage of users) of the different profiles in the four
semesters that are included in this study. The main trend that
can be identified is a global decrease on the number of users
corresponding to profile A and a steady increase (although
with some fluctuations) on the number of users corresponding
to profiles B and C. This means that the number of users that
typically have daily access to Facebook is decreasing; these
users tend to behave according to profile B (users that are
almost permanently connected) or profile C (users that access
to Facebook at longer intervals).

In order to prove this observation, we tried to track how
users changed their profiles in the two years period of our study
by calculating the number of users that changed between two
specific profile types. Figure 7 shows the percentage of users
that made a particular change on their profile, for all possible
changing combinations. As previously observed, profile A was
the one that lost more users: now, we can conclude that the
majority of profile A users (aroud 33%) changed their profiles
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Figure 7. Comparison of users’ profiles between Jan-Jun 2011 to Jul-Dec
2012.

to type B, although around 14% of them changed to profile
type C. A significantly lower number of users whose profiles
were classified as type B changed their profiles: among the
ones that changed, the vast majority changed their profiles to
type C. Finally, most of the users whose profiles were classified
as type C changed their profiles: in this case, a transition to
profile type A has a higher probability than a transition to
profile type B.

V. CONCLUSIONS AND FUTURE WORK
Some online social networks are among the most popular

services on the Internet, having a deep impact on the social,
political and economical aspects of our daily lives. Characteriz-
ing social network users based on their temporal behavior and
activity profiles can be useful to evaluate the performance of
existing systems, conduct social studies, develop viral market-
ing strategies, design new content distribution systems, detect
anomalous behaviors, such as bots or compromised accounts,
among many other tasks. Based on a medium size dataset,
extracted using the Facebook Graph API and containing social
networking activity of 200 users during the years of 2011 and
2012, this paper was able to characterize the activity profiles of
Facebook users, as well as their time evolution. The periodicity
trends of the activity profiles were identified using multiscale
analysis based on a wavelet decomposition of the dataset.
Three types of activity profiles were identified: an activity
profile that exhibits a periodicity around the 24 hours time
scale, a second profile that exhibits relevant components in the
complete frequency range and a profile that includes important
low periodicity components: the first group of users has an
activity periodicity roughly equal to one day; users belonging
to the second group interact intensively with facebook, while
users belonging to the third group use Facebook in time periods
that are generally higher than one day. By looking at the
temporal evolution of the different users behavior, we were
able to identify a global decrease on the number of users
corresponding to the first profile and a steady increase on the
number of users corresponding to the other two profiles. In
fact, the majority of users from the first group (aroud 33%)
changed their profiles to the second type, although around 14%
of them changed their profiles to the third type.

The identification methodology that was used in this study,
which relies on multiscale analysis, will now be applied to the
detection of social bots. Social bots, which are automatic or
semi-automatic computer programs that mimic humans and/or
human behavior in online social networks, can attack users

(targets) to pursue a variety of latent goals, such as to harvest
private users’ data such as email addresses, phone numbers,
and other personal data that have monetary value, to spread
information or to influence targets. Although many techniques
have been proposed to automatically identify spambots in
OSNs based on their abnormal behavior, security defenses are
not prepared for detecting or stopping a large-scale infiltration
caused by social bots.
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M. Gonçalves, “Detecting spammers and content promoters in online
video social networks,” in Proceedings of the 32Nd International
ACM SIGIR Conference on Research and Development in Information
Retrieval, ser. SIGIR ’09. New York, NY, USA: ACM, 2009, pp. 620–
627. [Online]. Available: http://doi.acm.org/10.1145/1571941.1572047

[20] B. Markines, C. Cattuto, and F. Menczer, “Social spam detection,”
in Proceedings of the 5th International Workshop on Adversarial
Information Retrieval on the Web, ser. AIRWeb ’09. New
York, NY, USA: ACM, 2009, pp. 41–48. [Online]. Available:
http://doi.acm.org/10.1145/1531914.1531924

[21] S. Webb, J. Caverlee, and C. Pu, “Social honeypots: Making friends with
a spammer near you,” in Proceedings of Fifth Conference on Email and
Anti-Spam, CEAS, Silicon Valley, California, USA, 2008.

[22] C. Grier, K. Thomas, V. Paxson, and M. Zhang, “@spam: The
underground on 140 characters or less,” in Proceedings of the 17th
ACM Conference on Computer and Communications Security, ser.
CCS ’10. New York, NY, USA: ACM, 2010, pp. 27–37. [Online].
Available: http://doi.acm.org/10.1145/1866307.1866311

[23] M. A. Vasconcelos, S. Ricci, J. Almeida, F. Benevenuto, and
V. Almeida, “Tips, dones and todos: Uncovering user profiles
in foursquare,” in Proceedings of the Fifth ACM International
Conference on Web Search and Data Mining, ser. WSDM ’12. New
York, NY, USA: ACM, 2012, pp. 653–662. [Online]. Available:
http://doi.acm.org/10.1145/2124295.2124372

[24] F. Schneider, A. Feldmann, B. Krishnamurthy, and W. Willinger,
“Understanding online social network usage from a network
perspective,” in Proceedings of the 9th ACM SIGCOMM Conference
on Internet Measurement Conference, ser. IMC ’09. New
York, NY, USA: ACM, 2009, pp. 35–48. [Online]. Available:
http://doi.acm.org/10.1145/1644893.1644899

[25] J. Jiang et al., “Understanding latent interactions in online
social networks,” in Proceedings of the 10th ACM SIGCOMM
Conference on Internet Measurement, ser. IMC ’10. New
York, NY, USA: ACM, 2010, pp. 369–382. [Online]. Available:
http://doi.acm.org/10.1145/1879141.1879190

[26] A. N. Joinson, “Looking at, looking up or keeping up with people?:
Motives and use of facebook,” in Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, ser. CHI ’08.

New York, NY, USA: ACM, 2008, pp. 1027–1036. [Online]. Available:
http://doi.acm.org/10.1145/1357054.1357213

[27] C. N. Chapman and M. Lahav, “International ethnographic observation
of social networking sites,” in CHI ’08 Extended Abstracts on
Human Factors in Computing Systems, ser. CHI EA ’08. New
York, NY, USA: ACM, 2008, pp. 3123–3128. [Online]. Available:
http://doi.acm.org/10.1145/1358628.1358818

[28] J. Caverlee and S. Webb, “A large-scale study of myspace: Observations
and implications for online social networks,” in Proceedings of Interna-
tional Conference on Weblogs and Social Media, Seattle, Washington,
USA, 2008.

[29] A. Grossmann and J. Morlet, “Decomposition of hardy functions
into square integrable wavelets of constant shape,” SIAM Journal on
Mathematical Analysis, vol. 15, no. 4, 1984, pp. 723–736.

[30] J. Slavic, I. Simonovski, and M. Boltezar, “Damping identification using
a continuous wavelet transform: application to real data,” Journal of
Sound and Vibration, vol. 262, no. 2, 2003, pp. 291 – 307.

[31] T. Kanungo, D. Mount, N. Netanyahu, C. Piatko, R. Silverman,
and A. Wu, “An efficient k-means clustering algorithm: analysis and
implementation,” Pattern Analysis and Machine Intelligence, IEEE
Transactions on, vol. 24, no. 7, Jul 2002, pp. 881–892.

23Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-413-8

ICIMP 2015 : The Tenth International Conference on Internet Monitoring and Protection

Powered by TCPDF (www.tcpdf.org)

                            29 / 29

http://www.tcpdf.org

