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Cooperative Communication Scheme using Network Coding and Constructive-

Interference Phenomena for Information-Centric Wireless Networks 
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Abstract—This paper describes a cooperative communication 

scheme for information-centric wireless networks, focusing on 

disaster-resilient smart-city applications. The proposed scheme 

uses a network coding technique and constructive-interference 

phenomena to enhance data distribution and reduce radio 

interference among relay nodes. The results of computer 

simulations demonstrate the recoverability of forwarding data 

under the cross-interference environment and the improvement 

of caching-data spread. 

Keywords-Information-centric wireless networks; Network 

coding (NC); Cooperative communication 

I.  INTRODUCTION 

Internet-of-Things (IoT) applications have become 
widespread across various domains, such as smart cities, 
industrial automation, human healthcare, and smart 
everything, which has spurred an explosive growth in the 
number of IoT devices. Central city areas are increasingly 
using information and IoT technologies to resolve problems 
related to urbanizations, and thus, the overall IoT systems 
have been widely adopted as a solution for various urban 
characteristics, social needs, and governmental structures [1]. 
Smart cities are typically considered a panacea for urban 
problems, but large-scale natural disasters and global 
pandemics are significant treats to our daily lives. Therefore, 
ensuring the bright future of smart cities, i.e., achieving 
disaster-resilient smart cities, is of greater importance and 
influence with modern applications in diverse circumstances. 
Success in this context is dependent on the effective 
deployment of advanced wireless network technologies. 

Smart-city applications are characterized by use of a 
massive connectivity, known as machine-type 
communications, which is quite different from traditional 
human-type communications in terms of efficiency and 
reliability. The features of these systems include low power, 
broad coverage, ultra-density, and mobile edge computing [2]. 
In addition, today’s smart-city solutions face unique 
limitations due to unpredictable and non-uniform traffic, and 
some areas may be outside the wireless network coverage, 
such as rural areas or any area after a disaster has occurred [3]. 
In disaster-resilient smart cities, the deployment of secure and 
reliable wireless communications is of extreme importance 
when dealing with users’ health records and other sensitive 
information [4]. For example, to enable public-safety 

broadcasting, mission-critical control, and emergency calls, 
the smart-city applications must be resilient and robust, and 
provide instant communication with various services [5]. 

One promising element of the solution for the above 
demands is the use of an Information-Centric Network (ICN), 
(e.g., a content-centric network or named-data network). This 
is a promising network architecture that is poised to replace 
the current IP-based networks [6]. It natively supports features, 
such as abstraction, naming, and in-network caching, 
improves delays and reduces network traffic. Moreover, ICN-
based systems can decouple data from its original location and 
adopt individual data-based security at the network level. 
However, as far as we know, suitable wireless systems have 
not yet been sufficiently investigated and discussed from the 
viewpoints of integrating communication, caching, 
computing, control, sensing, and localization technologies in 
disaster-affected and communications outage areas [7]. 

As a physical-layer protocol underpinning ICN-based 
networks, the ad-hoc wireless networking and multi-hop relay 
networking techniques function as clues for adopting practical 
usage. These technologies enhance the domain of 
autonomous-distributed services at the cost of efficient 
utilization of system resources [8]. However, they come with 
several technical concerns, including limited battery power, 
range between devices, bandwidth, dis-connectivity, network 
overload, data redundancy, communication overhead, 
network lifetime, lack of information, and data integration 
difficulties. Therefore, a new ICN-based network protocol and 
friendly wireless communications technologies are strongly 
required. 

On the basis of the above background, this paper provides 
an overall blueprint of our study in progress, including a novel 
cooperative communication scheme for effective ICN-based 
wireless networks. Cooperative communications technologies 
can be used to increase the gains by harnessing the effects of 
path diversity, i.e., by having a relay node send the same data 
to a destination node if the data transmission is not successful. 
In the proposed scheme, in order to improve the performance 
of such communication, we apply a Network Coding (NC) [9] 
technique to eliminate the amount of network traffic on relay 
nodes. In addition, to reduce the radio interference among 
multiple relay nodes during the data flooding process, the 
proposed scheme utilizes a constructive-interference 
phenomena [10]. 

1Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-940-9
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The combination of NC and ICN has attracted significant 
interest in recent studies. Montpetit et al. [11] utilized them in 
the internetworking layer, by applying the NC technique to 
enhance the performance of forwarding data in ICNs. 
Mekbungwan et al. [12] proposed an NC-based data 
dissemination system made up of bulk data, such as photos, 
maps, and databases for situational awareness in post-disaster 
areas. It was designed on the basis of delay-torrent 
networking’s store-carry-and-forward method in order to 
reduce the amount of network traffic on relay nodes. For the 
next-generation cellular networks, the packet duplication 
method is being introduced to meet the 99.999% reliability 
requirement, where the original packet and its duplicate are 
transmitted via two different physical paths, which is the same 
concept as the path-diversity technique [13]. However, the 
radio resource consumption is proportional to the number of 
data copies, and this duplication of data caching leads to a 
significant waste of radio resources. To tackle this problem, 
Zhu et al. [14] proposed a new task-oriented communication 
technology in which the waveform superposition property of 
a wireless channel is exploited to achieve over-the-air 
aggregation of data simultaneously transmitted by devices. 
The idea of overlaying signals can be seen as a kind of NC in 
the physical layer. 

The remainder of this paper is organized as follows. In 
Section II, we go over the basic principle of cooperative 
communications. Section III describes the proposed scheme, 
and Section IV presents the numerical results. We conclude in 
Section V with a brief summary and mention of future work. 

II. COOPERATIVE COMMUNICATIONS IN WIRELESS 

NETWORKS 

Communication between source and destination takes 
place through different paths by means of cooperating entities 
called relays. Among the relay techniques in wireless (multi-
hop and ad-hoc) networks, the decode-and-forward relaying 
method is used to decode the data that reaches the relay node 
and then re-encode and forward them. Another technique, the 
amplify-and-forward relaying method, can be selected as a 
simple forwarding mechanism. In the example shown in 
Figure 1 (a), we focus on nodes 𝔸, 𝔹, and ℂ and presume that 
𝔸  and 𝔹  send 𝔸 ’s data of 𝑨  and 𝔹 ’s data of 𝑩 , and ℂ 
exchanges them as relay nodes. In this case, the data 
transmission is completed in four steps: sending 𝑨 from 𝔸 to 
ℂ, sending 𝑩 from 𝔹  to ℂ, forwarding 𝑨 from ℂ to 𝔹 , and 
forwarding 𝑩 from ℂ to 𝔸. The NC technique is used here 
with the aim of improving throughput. When ℂ transfers the 
bit-by-bit mixed data of 𝑨 and 𝑩 by utilizing an Exclusive OR 
(XOR) operation, the data transmission procedure can be 
reduced to three steps: sending 𝑨  from 𝔸  to ℂ , sending 𝑩 
from 𝔹  to ℂ , and forwarding 𝑨⊕ 𝑩  from ℂ  to 𝔸  and 𝔹 
during broadcasting. After receiving 𝑨⊕𝑩, 𝔸 can restore 𝑩 
by (𝑨⊕ 𝑩)⊕ 𝑨, and 𝔹 can restore 𝑨 in the same manner. 
Note that ⊕ denotes the XOR operator. 

III. PROPOSED SCHEME 

ICN decouples the data from its original location using a 
name-based data-centric network scheme, which enables the 

network layer to cache and deliver named data regardless of 
the availability of the original (source) publisher. Moreover, 
ICN can provide content-based security, i.e., all security-
sensitive information can be exchanged via the wireless 
channel. In this section, we provide an overview of the 
proposed scheme, including the proposed cooperative scheme, 
Media Access Control (MAC) protocol, and wireless 
communications protocol. 

A. Proposed cooperative communications 

In-network caching—where each node duplicates the 
frequently used data by leveraging their embedded cache 
memory—helps to decrease the end-to-end delay and reduce 
the network traffic. To accelerate the effect of the caching 
processing, the nodes should actively accumulate the caching 
data. One of the key features of a wireless communication 
system is that it is generally able to overhear what neighbor 
nodes can receive whether they desire it or not. For example, 
in Figures 1 (a), when 𝔸  sends 𝑨  to ℂ , 𝔽  and 𝔻  can also 
receive 𝑨; similarly, when 𝔹 sends 𝑩 to ℂ, 𝔾 can also receive 
𝑩 , which is essentially an off-path caching mechanism. 
Similarly, 𝑨⊕𝑩 from ℂ can be received not only from 𝔸 
and 𝔹 but also from 𝔻 and 𝔼. 

For the NC-encoded data, in the proposed scheme, 𝔻 and 
𝔼  also send 𝑨⊕𝑩  as a helper with ℂ  by performing 
multiplexing in the assist phase, as shown in Figure 1 (b). As 
a result, if 𝔸 fails to receive 𝑨⊕𝑩 from ℂ, it can recover it 
by utilizing 𝑨⊕𝑩  from 𝔻  thanks to the benefit of path 
diversity afforded through the different wireless channels. By 
using this mechanism, the nodes located around 𝔻 and 𝔼 but 
outside the coverage area of ℂ can be additionally off-path 
cached, which expands the number of new cashable nodes. 

 
(a) Network model of example node deployment 

 

 

(b) Message and data flow of proposed data-forwarding processing 

Figure 1. Proposed cooperative communication scheme 
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B. Proposed MAC protocol 

The pure (unslotted) Aloha method has been adopted as a 
channel access protocol in commercial low-power wide-area 
networks, such as SigFox and long-range alliance. In these 
systems, to eliminate automatic repeat-request messages, the 
data are iteratively transmitted. The motivation behind using 
an uncomplicated protocol is to simplify the device 
implementation (including low-energy consumption), and 
because the synchronization among nodes is not practically 
available. 

For the above scenario, the proposed scheme is similarly 
based on current systems. To support the cooperative 
mechanism, each node has four states: standby, transmission, 
relay, and assist. Every node regularly maintains the standby 
state (e.g., 𝔽  and 𝔾 ), and the status is changed to the 
transmission state when it makes a data transmission request 
(e.g., 𝔸 and 𝔹). While receiving surrounding (overheard) data, 
if the node receives two different data and those data should 
be forwarded, the status moves to the relay state (e.g., ℂ). On 
the other hand, if the received data is NC-encoded data, the 
status switches to the assist state (e.g., 𝔻 and 𝔼). We assume 
that every node knows whether it needs to relay the data, that 
the NC-encoded data’s number of multi-hops is predefined, 
and that the nodes can determine their upper limitation of 
forwarding in order to avoid unlimited hops.  

The current wireless communication systems using the 
pure-Aloha method presuppose that the data transmission has 
a sufficiently long interval, implying that collision or 
interference among nodes will not be fatal issues. However, 
as shown in Figure 2, in the proposed scheme, since the relay 
nodes and assist nodes forward the NC-encoded data 
immediately (in the relay and assist phases), collision and 
interference in a regional area are inevitable.  

C. Proposed physical protocol 

To tackle the issue of collision and interference caused by 
forwarding multiple NC-encoded based packets, the proposed 
scheme adopts the constructive-interference phenomena—if 
receiver-side nodes can detect a superposition of baseband 
signals from multiple transmitter-side nodes, the interference 
can be ignored. In wireless sensor networks, constructive 
interference has not been extensively exploited because of the 
difficulty of achieving sufficiently accurate synchronization 
and the requirement of highly predictable software delays. 
However, this approach is suitable for the scenarios in which 
the proposed scheme is applicable (i.e., in the relay and assist 
phases). Note that, in cases where different data are in 
conflicts with each other, the proposed scheme cannot be 
applied, which is beyond the scope of our present study. 

IV. NUMERICAL RESULT 

In our initial evaluation of the proposed scheme, we 
investigated the restorability of the baseband signal by using 
the constructive-interference phenomena and the 
improvement in data caching among nodes. 

Assuming an experimental network composed of a relay 
node, an assist node, and a receiver node, we implemented a 
scenario in which the relay node and the assist node send the 
same data packet to the receiver node. In other words, it is the 
same as the case where ℂ and 𝔻 forward the NC-encoded data 
and 𝔸 receives them (Figure 1). The computer simulation is 
conducted using the Matlab simulator and the simulation 
parameters are listed in Table I. The waveforms of the radio 
signal arriving from the relay and assist nodes are generated 
using the same data and system, but they have a time gap of 
φ. Figure 3 shows the detector’s performance for the received 
signal. Let 𝑇 denotes the time period required to transmit one 
symbol of the modulation method. Due to space limitations, 
we do not illustrate the cases where φ = 0 and φ = 𝑇 but the 
former had a clearly separated constellation of received 
signals and a clear eye pattern, while the latter had the 
opposite result and thus the detector could not demodulate. 
According to the results in Figure 3, when φ = 1/4𝑇, 2/4𝑇, and 
3/4𝑇, we could achieve the separate construction and obtain a 
clear eye pattern, and the receiver node could correctly decode. 

To illustrate the benefit of the proposed assist nodes, we 
performed another evaluation using computer simulation 
implemented in C++ language. In this simulation, 10,000 
nodes were deployed in a 1-km2 area, the communication 
range of the nodes was set to 100 m, and the unreachable 
probability of the data (i.e., packet error ratio) was set to 5%. 
In the conventional scheme, the relay node forwards the NC-
encoded data three times, whereas, in the proposed scheme, 
the assist nodes that receive the NC-encoded data forward at 
the same time as the relay node. Since the assist nodes that 
receive the first-forwarded data from the relay station will 
transmit them twice, and the nodes that receive the second-
forwarded data will transmit them once, the end of the assist 
phase can keep in step with the end of the relay phase, and the 
proposed scheme can prevent infinite data flooding. As we 
can see in Figure 4 (a), the number of successfully cached 
nodes per 10,000 was improved by 43.5% thanks to the assist 
nodes. As for spreading the NC-encoded data, as shown in 

 

Figure 2. Baseline scenario of proposed scheme in MAC layer 

TABLE I.  SIMULATION PARAMETERS 

Terms Values 

Frame length 1,000 bit 

Error-control coding N/A 

Modulation method 
Binay phase shift keying 

with Gray mapping rule 

Detector’s decision type Hard-decision 

Carrier-signal filter 
Raised cosine (square root) 

Rolloff factor: 0.22, Span: 12 symbol 

Sampling rate of waveform 4 samples/symbol 

Channel model Additive white Gaussian noise 

Signal-to-noise ratio Relay node: 20 dB, Assist node: 20 dB 
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Figure 4 (b), when the forwarding trials were increased, the 
nodes were enhanced by 306% and 123% for the proposed 
scheme compared to just 4.98% and 0.234% for the 
conventional scheme. At the end of the relay and assist phases, 
the proposed scheme could cache 8.61 times as many nodes 
as the conventional one. Note that, for decoding the NC-
encoded data, plain data is required, e.g., either 𝑨 or 𝑩 for 
𝑨⊕𝑩. 

V. CONCLUSION 

This paper proposed a novel cooperative communication 
scheme using the NC technique with constructive-interference 
phenomena for information-centric wireless networks. 

Numerical results of our initial evaluation of the scheme were 
reported. As future work, we will expand the practical 
scenarios from the quality-of-service perspective to 
investigate long-lifetime and robustness characteristics. 
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Figure 3. Receiver-side detector’s performance, including constellation 
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Abstract—The resource allocation problem focuses on finding
an optimal allocation of a specific number of resources to
maintain Quality of Service (QoS). That is where Multiple-Input
Multiple-Output (MIMO) come in as a radio antenna technology.
In order to optimize data speed, minimize errors and improve
the radio transmission capacity, MIMO utilizes multiple antennas
at both the transmitter and the receiver. This technology uses a
variety of antennas and paths that carry the data. Each antenna
uses different paths. Multi-user MIMO (mu-MIMO) stands for
a technology that allows routers to communicate simultaneously
with multiple endpoint devices and it is the next evolutionary
step of single user MIMO. Over the past decade, significant
advances have been made to improve the performance of mu-
MIMO. Although non-negligible progress has been achieved so
far, optimal algorithms for Resource Allocation (RA) will help
better the performance of mu-MIMO by increasing the system’s
performance in terms of throughput, fairness, and QoS. The
purpose of this paper is to provide a comparison of different
beamforming techniques used for resource allocation and list
them in ascending order depending on their efficiency.

Index Terms—5G; MIMO; Mu-MIMO; Bandwidth; Spectral
Efficiency; Networks.

I. INTRODUCTION

Radio Resource Allocation (RRA) uses a frequency reuse
planning of first-generation cellular systems aiming to increase
spectrum efficiency. The above utilization plays a significant
role since the spectrum is a widely shared and scarce resource.
Resource Allocation (RA) as a discipline of its own encom-
passes a variety of techniques such as dynamic channel allo-
cation, frequency hopping, and power control. More advanced
multiantenna concepts such as Multiple-Input Multiple-Output
(MIMO) solutions and beamforming also integrate RA.

Significant advances and remarkable research activities have
occurred over the past decade in Multi-user MIMO (mu-
MIMO) systems. MIMO aims to provide practical solutions
and techniques to send and receive more than one data signal
simultaneously at the same radio. There is a separation or
isolation that helps prevent them from interfering with each
other. That allows the wireless devices and Access Points (AP)
to send and receive multiple streams of data simultaneously.
That eventually increases the transmission speed of the con-
nection. The transmitter and the receiver have more than one
antenna/radio chain aiming to support MIMO connectivity.
Each spatial stream is transmitted at the same frequency for
both the transmitter and the receiver, but using a different
radio/antenna chain. The receiver reconstructs the original
stream as it knows the phase offsets of its antennas. While
multiple streams can be transmitted, only one device can be
served and all the other streams are wasted. The total number
of antennas that are transmitting the data must be equal to
the quantity of the receiving ones at any moment. MIMO
can multiply the network capacity by using the horizontal
and vertical polarity of a radio wave. All of the above make
scaling challenging and this is where mu-MIMO provides
many benefits.

In [1], the authors show how MIMO can increase the
capacity of the communication system while also improving
the reliability of the link that uses a variety of schemes
beyond the spatial diversity. Applications involving multiple-
cell networks with multiple access channels are presented in
[2] where possible coordination between base stations has set
the foundation for research.

Mu-MIMO can isolate the traffic of each subscriber al-

5Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-940-9

ICN 2022 : The Twenty-First International Conference on Networks

                            14 / 50



lowing them to transmit and receive concurrently between
multiple subscribers. MIMO refers to a range of technologies
used to multiply the capacity of a wireless connection without
requiring additional spectrum by using the horizontal and
vertical polarities of the radio wave. A system’s Spectral
Efficiency (SE) is mainly based on Signal-to-Noise Ratio
(SNR), channel estimated accuracy [3], spatial correlation
modeled by the propagation environment that is considered
in [4] and is also limited by the theoretic capacity [5].

Early surveys report that RA enhances when tracing the
momentary fluctuations of the channel in scenarios using a
single transmitter, as presented in [6]. During the last years,
various techniques are developing for many heterogeneous and
diverse MIMO scenarios. This paper’s purpose is to classify
the state-of-the-art of the already existing algorithms used for
single and multiple transmitter scenarios in regards to mu-
MIMO.

Furthermore, an overview of different methodologies used
for RA is presented in mu-MIMO systems. Moreover, we
compare them, explaining the way that they are defined.
We aim to provide guidelines for efficient design of RA
algorithms, point out practical challenges, and comment on
and compare the processing techniques of mu-MIMO’s state
of the art.

The paper is organized as follows. In Section II, we are
presenting RA in mu-MIMO analyzing both transmission and
precoding techniques. Furthermore, in Section III, we present
RA algorithms, compare them and propose changes to the
most promising one in order to make it more efficient. Finally,
the conclusions and our future work are provided in Section
IV.

II. RESOURCE ALLOCATION IN MU-MIMO

During the last years, mu-MIMO systems have been studied
from a practical as well as a theoretical point of view. Mu-
MIMO systems come without propagation limitations. Chan-
nel rank loss or antenna correlation are some of them and make
the mu-MIMO system a perfect candidate for the upcoming
wireless systems and standards [7]. Massive MIMO or large-
scale MIMO employs a few hundred antennas at the Base Sta-
tion (BS) that are responsible for sending simultaneously data
streams to many users. These are evolutions of the mu-MIMO
technology. Massive MIMO is an example of a very promising
technology, able to get by with the continuous, growing,
capacity needs arising with 5G networks. RA management in
wireless communications includes various network functions,
such as power control, transmission rate control, call admis-
sion control, scheduling, handover, transmitter assignment, and
bandwidth reservation. Figure 1 illustrates the components
mentioned above, the RA policy, and the connection between
them. As displayed in Figure 1, each RA technique can either
implement in optimal or suboptimal way. A mu-MIMO system
uses various RA techniques that are based on user scheduling
and signal to process, as mentioned, and presented in Figure
1, and depend on the SNR value, quantity of users, antennas
and coordinated transmitters.

Fig. 1. Coordinated Network in mu-MIMO

In order to maintain the QoS and reduce potential in-
terference that may occur to the users, various components
are used. Scheme and Scheduling components as well as a
multiple access technique are used to distribute the resources
to the users. Mu-MIMO also uses signal design and processing
components that are responsible for the transmission of data
to the scheduled users simultaneously. Last but not least, a
power rate allocation guarantees QoS.

Mu-MIMO allows the same data channels to distribute
messages for different users. After the distribution, follows a
classification of the individual users that takes place when the
data reaches their mobile devices [8]. Serving multiple users
with the same transmission ensures increased capacity and
better utilization of resources. The latter increases the ability
to stream or download with improved user experience even
if the area is crowded. Shared data can also provide a faster
and more efficient system for all users and can furthermore be
switched between one or multiple users.

Each antenna receives both direct and indirect components.
The direct ones are intended for this particular antenna and
the indirect ones are not. That happens because these two
antennas use the same channel. So, it is imperative to divide
the transmitted data into multiple independent data streams.
The number of streams is always less or equal to the number of
antennas and this is further explained in the following section.

The literature on MIMO communications is very rich, and
this paper’s goal is to provide and compare the different
aspects considering RA schemes and mechanisms in Mu-
MIMO systems. Users with independent channels can increase
the overall performance of a system. However, there are
systems that provide orthogonal resource that can be accessed
by each user of the cell as stated in [9] and in [10], but the
real diversity in MU-MIMO systems comes when many users
access the same resource simultaneously.
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A. Transmission

Surveys over the years have pointed out that the increase
of RA is possible if the instant channel inconstancies are
tracked for scenarios including a single transmitter. RA de-
cisions are affected because users have heterogeneous long-
term gains because of the wide coverage of areas in wireless
communications. Mu-MIMO transmissions are organized into
two types, partial and full bandwidth. The latter mode is
when Mu-MIMO streams are transmitted and occupy the
entire channel of the system in 802.11ac. On the other hand,
partial bandwidth mode is the simultaneous use of Orthogonal
Frequency-Division Multiplexing Access (OFDMA) and Mu-
MIMO. That means that users multiplex in both time and
frequency. In order to transmit independently and separately
coded data signals from each of the multiple transmit antennas,
MIMO uses multiplexing or spatial streaming. The number
of mu-MIMO Space-Time Streams (STS) supported by the
Access Point (AP) in the Downlink and Uplink depends
on the number of transmitter antennas. In general, an AP
with N antennas should be able to support up to N STS
in both downlink and uplink. When discussing clients, the
maximum number of STS for one user can be up to four
despite the amount of antennas. Furthermore, the total number
of STS is less than or equal to eight. Mu-MIMO aims to
accommodate as many users as possible per resource. That
is the reason why RA techniques are thoroughly examined at
the basic resource unit, e.g., time-slot, code, frequency-time
resource block, or single-carrier. Since the RA strategy applies
to overall resources, the global system model (single-carrier,
OFDM, or Code-division Multiple Access (CDMA)) is not
taken into account.

B. Precoding

The term precoding indicates the rotation and scaling of
the set of beams having their spatial properties and power
adjusted towards one particular purpose. Multi-antenna trans-
mitters provide spatial dimensions and can create autonomous
channelization schemes, allowing the user transmitting to serve
multiple ones concurrently using the same frequency band
and time slot. The above is also known as Space-Division
Multiple Access (SDMA). Taking into account the constraints,
different techniques can be considered optimal. Precoding can
be either linear or non-linear. The latter techniques can provide
better performance while the former is computationally less
expensive and requires no prior signaling. In mu-MIMO
wireless technology, the term beamforming indicates the signal
steering needed to achieve SDMA using beams.

III. COMPARISON

In [11], the authors propose an optimized algorithm for
Zero-Forcing (ZF) precoding for a downlink massive MIMO
system. To maximize Energy Efficiency (EE), the authors
are proposing an iteration algorithm having a sensible power
consumption model. Aiming at optimal EE, this particular
algorithm uses the perfect Channel State Information (CSI)
scenario and uniform rates for each user. In [12], the authors

TABLE I
COMPARED ALGORITHMS

Work Algorithm Techniques Results

[11] ZF
Design prefilters

to remove multi-user
interference

Good
throughput,

EE quite low

[12] EE
optimization

Obtain an asymptotic
EE expression

utilizing smatrix theory
Target QoS

[13] TSD Assign each subcarrier
to one user.

Best EE
Bad

throughput

[13] SM Spatial Multiplexing
Good

throughput
EE quite low

[13] SDMA
Subcarrier assigned

to multiple users
concurrently

Improved
throughput

for low power
consumption

[14] Power
allocation

Global optimization ranges
depending on the user’s

high or low SINR.

Total EE
increases

significantly

[14] MRT Beamforming
Low

Complexity
Processing

[15] Fully-adaptive
RA scheme

Joint EE-SE
performance

EE performance
exceeds semi-adaptive

and non-adaptive
RA schemes

[16] MMSE Combination of
ZF and MRT

Good
throughput,

EE quite low
*EE: Energy Efficiency

investigate an efficient algorithm achieving the same goal in a
massive MIMO system having imperfect CSI. The proposed
RA scheme has low complexity and concurrently optimizes
the number of antennas, power allocation, and user selection.
The EE optimization problem is intractable to solve since it
is a mixed integer and non-convex problem and was therefore
divided into two subproblems to be solved efficiently. In [13],
the authors compared different schemes based on energy effi-
ciency of RA. In Table I, all those schemes are presented and
compared based on their results according to their techniques.
The first scheme is based on designing prefilters at the Base
Transceiver Station (BTS). The above condition meets the
ZF criterion and efficiently removes Multi-User Interference
(MUI). Having MUI eliminated throughput multiplication can
also be achieved since every subcarrier could be assigned
concurrently to all the user ends.

The second scheme presented in this paper bases on Trans-
mit Spatial Diversity (TSD). A subcarrier is assigned by the
BTS to a user having the maximum vector channel gain.

The third scheme presented in the same paper utilizes the
Spatial Multiplexing (SM) technique. This particular technique
employs the MIMO system between a specific RT and BTS.
Data rate increases since the MIMO system can potentially
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send multiple substreams. Every subcarrier is assigned to
a particular user each time for both the TSD and the SM
scheme. Lastly in the fourth scheme presented, the subcarrier
is designated for every user having spatial signatures. This
scheme is also known as SDMA and it manages to increase
the throughput. The main disadvantage is that spatial channels
are seldom orthogonal in practice.

In [14], the authors investigated a MIMO downlink system.
This particular system contains a BS with an immense number
of antennas serving many single-antenna users. This kind of
system creates a problem that considers the circuit power
consumption, CSI, QoS requirements including a minimum
required data throughput rate. The power allocation scheme
which is proposed is optimized for maximization of the EE of
data transmission.

Furthermore, in [14] the authors analyze Maximum Radio
Transmission (MRT) and present it as practical precoding that
can balance the system’s performance and complexity. This
algorithm provides excellent performance having low process-
ing complexity in massive MIMO systems. Furthermore, MRT
manages to maximize the signal gain of the designated user.
MRT appears to be almost optimal at systems where noise is
limited and inter-user interference is insignificant compared to
the noise.

In [15], a demonstration of a fully adaptive RA scheme is
presented. The scheme exceeds the EE performance of semi-
adaptive and non-adaptive RA schemes. The authors point
out that data streams or Radio Frequency (RF) chains are
equivalent to two times the number of receiving antennas.
These are adequate for achieving EE in a mmWave massive
MIMO network. That concludes in reducing the amount of
required RF chains and further decreasing the power consump-
tion needed.

In [16], authors analyze the Minimum Mean Square Error
algorithm (MMSE) which employs both the ZF and the MRT
algorithms analyzed above and is a linear precoding algorithm.
Hence, this creates a balance between them and achieves
adequate performance in systems with moderate noise and
interference. By utilizing the mean square error, this algorithm
manages to minimize the error and filter the already sent
symbols transmitted from the BS to the received terminal.
MMSE’s performance exceeds the one of ZF and MRT.

Having analyzed the algorithms, we will compare them
further and place them in descending order proposing the one
we think excels.

In our opinion, the best algorithm appears to be the TSD
since it has the best EE and high utility, which is the result
of low power consumption. This algorithm also has low
throughput as it is a single-user RA algorithm. The second
best algorithm is the power allocation scheme, implementing
a low complexity algorithm that also presents a significant EE
increase. The following algorithm is considered to be the EE
optimization that achieves target QoS and better performance
by having low complexity and good EE. The SDMA scheme
presents improved throughput for low power consumption
since it is a multi-user protocol. SDMA has increased EE

when an antenna array at BTS is employed. The disadvantage
of SDMA is that channels are not orthogonal most of the
time, and the spatial signatures are designated that way. The
SM algorithm is a single-user scheme that presents low EE,
but has good throughput. The next scheme is MMSE which
is a combination of the ZF and MRT algorithms. Although
MMSE achieves adequate throughput, it comprises a matrix in-
version throughout the processing, making detection methods
computationally ineffective for many antennas. The following
algorithm is ZF, and even though it has good throughput, it
presents bad EE and utility. That is a result of the significant
power consumption needed to separate the transmission of
multiple users. The MRT algorithm balances performance
and efficiency. Despite that fact, it is almost optimal only
when the Inter-User Interference (IUI) is less contrasted to the
noise. This comparison lowers the efficiency of the algorithm.
Adding to that pilot contamination and the imperfect CSI
should be taken into account. The Fully Adaptive RA scheme
requires a panoramic view of the traffic demands and the
loading of the network for efficient scheduling. Despite that
disadvantage, EE increases according to the SE. When EE
peaks, it starts degrading even if SE is still increasing.

Since the TSD scheme appears to perform better compared
to the other schemes, an analysis of the TSD algorithm
explained in [17] is presented. The algorithm consists of the
following steps:

1) The first subcarrier is assigned to the channel with max-
imum gain. That corresponds to the maximum number
of bits transmitted among all users and antennas in that
subchannel. We set Y as the following: Y = (a, b).
The pair (a∗, b∗) represents the data modulated onto
the nth subcarrier. The data is transmitted from the BS
to the b*th antenna of the a*th Remote Terminal (RT).
Furthermore, we set mn

(a,b) as the maximum number of
bits that can potentially be transmitted to ath user using
nth subcarrier.

2) Calculate mn
(a,b) and Ta∗ using the appropriate math

equations.
3) Ensure that the user Ta∗ meets the minimum bit rate con-

straint stating that the data rate designated for ath user
should equal Ra bits per OFDM symbol. If Ta∗ < Ra∗,
the algorithm has to backtrack and check for the next
subcarrier. If Ta∗ ⩾ Ra∗, then we temporarily dismiss
user a∗ and backtrack to the first step distributing the
subchannels to those users that fail to meet the above
constraint.

4) The algorithm keeps backtracking to step 1 until all
the users meet the minimum bit rate constraint and,
therefore, all the subcarriers have been allocated to
subchannels.

Observing Table I, the TSD algorithm seems to be the best
option for resource allocation. It is also visible and noticeable
that TSD’s disadvantage, bad throughput, it’s MMSE’s advan-
tage. That means, in an ideal scenario, the combination of both
of them will lead up to the most efficient resource allocation
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algorithm.

IV. CONCLUSION

Considering that the technology is constantly evolving,
it is difficult to keep up with, especially when it comes
to wireless networks. Thus, already existing algorithms and
technologies must be reconsidered. This paper’s ultimate goal,
as mentioned above, is to compare algorithms and techniques
that a mu-MIMO system uses, and provide the reader with
useful information about how the resource allocation works in
mu-MIMO systems and how that can significantly improve in
order to increase the system’s performance. The comparison
results show that the TSD algorithm is the most efficient,
having the best EE, as well as low power consumption among
the others. A suggestion for possible future work might be
a comparison provided with the simulation of each algorithm
based on fixed network topology in order to present the results
figuratively.
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Abstract—In this paper, a new multi-beam high gain 

antenna array for Radio Frequency Energy Harvesting          

(RF-EH) applications in 5G network is presented which consists 

of 4 sub-antenna arrays (2 x 2) in order to increase the gain and 

directivity. The sub-antenna array covers the two 5G network 

bands (3.5 GHz and 26/28 GHz) with gains of 3 dB and 6 dB 

respectively. The proposed antenna array is studied and 

simulated for the 26/28 GHz band. The gain reaches 12 dB at 26 

GHz and 15 dB at 27.5 GHz. The simulated efficiency of this 

antenna is of 78%. The antenna is designed on Teflon glass 

substrate with a relative permittivity of 2.1 and 0.67 mm of 

thickness. It total dimension is of 65 x 55 mm². These gain values 

satisfy the beam forming technology adopted by 5G network. 

Keywords—Antenna array, 5G network, High gain, Beam 

forming. 

I. INTRODUCTION  

 In 5G network, the communication consists in focusing the 
transmitted power in the direction of the receiver to ensure a 
high quality of data transmission. This technique is known as 
beam forming. The transmission power for the 26/28 GHz 
band must be low to ensure a safe communication on human 
health. To increase the received power, it is mandatory to 
improve the gain of the antennas (in transmission and 
reception). The received power is given by the following Friis 
formula. 

𝑃𝑟 = 𝐺𝑟𝐺𝑡 (
𝜆

4𝜋𝑑
)
2

⋅ 𝑃𝑡                     (1) 

where 𝐺𝑟𝐺𝑡  antenna gains, 𝑃𝑟𝑃𝑡  transmission and reception 
powers, 𝜆  the wave length and d the distance between 
transmitter and receiver. 
 The efficiency of RF-EH systems depends on the received 
power. By adopting the multi-beam forming technique, the 
RF_EH system stays operational for several orientation.  
There are several techniques to increase the antenna gain, 
including increasing the size of the antenna [1] and using 
reflectors to concentrate the maximum electromagnetic power 
in a given direction which increases the gain [2]. The best 
technique remains the use of an array antenna which allows to 
considerably improve the gain of the antenna. The main 

challenge for this technique is the miniaturization. Designing 
an antenna array with high gain and optimal size facilitates it 
implementation. 
 Our work consists in the design and simulation of a multi-
beam antenna array for the 26/28 GHz band of 5G network 
with high gain (12 dB and 15 dB, respectively) and an optimal 
size of 65 x 55 mm² designed on Teflon glass substrate with 
0.67 mm of thickness. Table I presents a comparison between 
the proposed array antenna and other antennas proposed in 
references for the same order of gain and frequency band 
values. 
 

TABLE I: COMPARISON BETWEEN THE PROPOSED ANTENNA 

AND OTHER PUBLISHED ANTENNAS 

Ref. Antenna size 

(mm3) 

F (GHz) Gain (dBi) Substrate 

[3] 80x20x0.25 28-35 14-15 Hybrid 

[4] 150x110x0.1 28 10 RO5880 

[5] 150x70x0.2 28  11.16 Alron 430 

[6] 150x75x0.75 28  14 RO4450B 

Proposed 

Antenna 

65x55x0.67 26/28 12/15 Teflon 

glass 

 

 For 26 GHz, the proposed antenna presents six beams 
located at θ (+,-) = 80°, 90° and 100° with a maximum 
directivity of 12.1 dBi for both. For 27.5 GHz, the antenna 
presents 14 beams located at θ(+,-) = 40°, 50°, 70°, 90°, 110°, 
130° and 140°, with a maximum directivity of 15.1 dBi. The 
simulation and optimization have been carried out using CST 
(Computer Simulation Technology) microwave software. 
 In Section II, the antenna array structures are given with 
all dimensions and details. In Section III, simulations of S11 
parameter and radiation pattern are performed and discussed. 
We conclude the paper in Section IV. 
 

II. ANTENNA DESIGN  

 The proposed elementary antenna model consists of a 
horizontal dipole antenna with a length of 30 mm and six 
vertical elementary wires forming a sub-antenna array. This 
antenna has been designed on Teflon glass substrate with a  
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relative permittivity of 2.1 and a thickness of 0.67 mm. A 
microstrip line has been used to feed this antenna with an input 
impedance of 50 Ω. Figure 1 shows the proposed antenna 
model and its dimensions are given in Table II. 

 

TABLE II: ALL ANTENNA DIMENSION IN (mm) 

 

 The first step of the proposed antenna array design is to 
stack two elementary antennas (of Figure 1) to form a two-

antenna (2 x 1) array, as shown in Figure 2. Table III gives the 
(2 x 1) antenna array dimensions. 
 

TABLE III: (2 x 1) ANTENNA ARRAY DIMENSION IN (mm) 

 

 The second step is to design the (2 x 2) antenna array. In 
this part, two elementary antennas are added with the goal to 
increase the gain and directivity of the antenna. The challenge 
of this part is the impedance matching. Each antenna has to be 
matched to the equivalent impedance of the other three 
elementary antennas. For this purpose, a quarter-wave lines 
and an open stub are used, as shown in Figure 3. Table IV 
gives the complementary dimensions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE IV: (2 x 2) ANTENNA ARRAY DIMENSION IN (mm) 

 

k1 k2 k3 k4 k5 f1 f2 F K 

8.75 5 27.25 20 25.5 5.5 16 65 55 

L1 L2 L3 L4 L5 L6 Li L d Wi We Wg W 

5 9 13 7 11 5 5 15 6 1 2 4 30 

m1 m2 m3 m4 h1 h2 h3 d1 d2 d3 

2 1 4 4 7.5 9 9 39 7 36 

d 

L1 L2 L3 L4 L5 

We 

Wi Li 

L6 

W 

L 

Wg 

(a) 

(b) 

Figure 1. Proposed elementary antenna model, (a): the top side, (b): 
the bottom side 

(a) 

(b) 

Figure 2. (2 x 1) antenna array model, (a): the top side, (b): the 
bottom side 

m2 

m1 

d1 

d2 

h1 

h2 

m3 

d3 

m4 

h3 

(a) 

(b) 

Figure 3. (2 x 2) antenna array model, (a): the top side, (b): the 
bottom side 
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III. SIMULATION AND DISCUSSION 

A. Elementary antenna 

Figure 4 presents the simulated coefficient reflection of 

the elementary antenna (see Figure 1). 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

 

 The elementary antenna is well adapted to the two 5G 
bands (3.5 GHz and 28 GHz) with an S11 parameter of -30 dB 
and -27 dB, respectively. 

 Figure 5 depicts the simulated 3D radiation pattern of the 
elementary antenna for 3.5 GHz and 28 GHz. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The maximum directivity obtained by the proposed 
elementary antenna is 6.5 dBi at 28 GHz and 3 dBi at 3.5 GHz. 
The beam forming technology is adopted by 5G in the 
24/26/28 GHz bands, etc. For this reason, we focus our study 
of the antenna array in the two 26/28 GHz 5G bands. 
 

B. (2 x 1) proposed antenna array 

Figure 6 shows the simulated coefficient reflection of the 

(2 x 1) antenna array (see Figure 2). 
 

 

 

 

 

 

 

 

 

 

 

 

 It can be seen that the proposed (2 x 1) antenna array is 
well adapted to both 26/28 GHz 5G bands, with a S11 of -25 
dB and -30 dB respectively. 
 Figures 7 and 8 present the simulated radiation pattern of           
(2 x 1) antenna array (E and H) plans, respectively. 
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Figure 4. S11 parameter of elementary antenna 

(a) 

(b) 

Figure 5. Simulated radiation pattern of elementary antenna. (a) : 
3.5 GHz, (b) : 28 GHz. 
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Figure 6. S11 parameter of the proposed (2 x 1) antenna array. 

Figure 7. E_Plan simulated radiation pattern of (2 x 1) antenna 
array. (a) : 26 GHz, (b) : 28 GHz. 
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 It can be noted that the array antenna (2 x 1) is a multi-
beam with a high gain for both bands (26/28 GHz). For 26 
GHz, the antenna has 14 lobes and 12 powerful lobes for 28 
GHz. The maximum gain is of 9.6 dBi and 10.3 dBi, 
respectively for 26 GHz and 28 GHz 5G bands. Table V gives 
all directivity values for each beam. 

 

TABLE V: DIRECTIVITY VALUES FOR EACH BEAM IN (dBi) 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 

9 8.8 9 4 7.8 8.1 9 8.8 5.2  4.1 

B11 B12 B13 B14 B’1 B’2 B’3 B’4 B’5 B’6 

5 4.6 5.6 8.6 9.8 8.4 7.8 7.2 7.1 8.5 

B’7 B’8 B’9 B’10 B’11 B’12 

9.7 10.2 4 8.1 4.8 10.1 

 

C.  (2 x 2) proposed antenna array 

Figure 9 depicts the simulated S11 parameter of the 

proposed (2 x 2) antenna array (see Figure 3). 

 

 
 

 

 

 

 

 

 

 

 

 

 

It can be noted that the proposed (2 x 2) antenna array is 
more adapted to 27.6 GHz band with a S11 of -55 dB, and 
adapted to 26 GHz band with a S11 of -23 dB. 
 Figures 10 and 11 depict the simulated radiation pattern of        
(2 x 2) antenna array (E and H) plans, respectively. 
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Figure 9. Simulated S11 parameter of (2 x 2) antenna array. 

Figure 8. H_Plan simulated radiation pattern of (2 x 1) antenna 

array. (a) : 26 GHz, (b) : 28 GHz. 

(a) 

(b) 

Figure 10. E_Plan simulated radiation pattern of (2 x 2) antenna 
array. (a) : 26 GHz, (b) : 27.6 GHz. 
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 14 beams with high directivity are visualized by the 
radiation pattern of the antenna in E_Plan. The directivity 
values for each beam are given in Table VI. 

 

TABLE VI: DIRECTIVITY VALUES FOR EACH BEAM IN (dBi) 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 

5 7 10.1 12.1 10 7 5 4 7.1 11.1 

B11 B12 B13 B14 B’1 B’2 B’3 B’4 B’5 B’6 

9.2 11 7.2 4 3 7.3 12 15.4 12 7.3 

B’7 B’8 B’9 B’10 B’11 B’12 

5 5.7 12.5 14.5 12.5 5.7 

 

 For the 26 GHz and 27.6 GHz frequencies, 6 powerful 
beams are located, 3 in front and 3 in the back of the antenna. 
This allows the antenna to be operational at both sides.  
Figures 12 and 13 present the variation of directivity as a 
function of the direction angles for both frequencies in E and 
H plans, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 It can be noted that the maximum directivities are located 
at 160° for 26 GHz and 180° for 27.6 GHz. The maximum 
directivity values at the previous angles are 12 dBi and 15.4 
dBi respectively.  

 

IV CONCLUSION 

 In this paper, a high directivity multi-beam antenna for 
Radio Frequency Energy harvesting in 5G network is 
presented. This antenna has a size of 65 x 55 mm² designed on 
Teflon glass substrate with a relative permittivity of 2.1 and a 
thickness of 0.67mm. The maximum directivity obtained is 
12.1 dBi for the 26 GHz frequency and 15.4 dBi for 27.5 GHz. 
The multibeam property makes this antenna capable of 
picking up waves at both frequencies (26 and 27.5) GHz in 
several directions with high directivity, which largely 
increases the received power. 

Figure 11. H_Plan simulated radiation pattern of (2 x 2) antenna 
array. (a) : 26 GHz, (b) : 27.6 GHz. 
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Figure 12. Directivity variation as a function of the direction 
direction angle in E_Plan 
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Figure 13. Directivity variation as a function of the direction angle 
in H_Plan 

27.6 GHz 
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Abstract—The widespread use of Internet of Things (IoT) has
stimulated the invention of new communication technologies like
Long Range Wide Area Network (LoRaWAN) and Narrow Band-
Internet of Things (NB-IoT) belonging to Low Power Wide Area
Network (LPWAN) technologies. The wide use of these technolo-
gies brings new requirements like mobility management. Proxy
Mobile IPv6 (PMIPv6) is a network-based mobility management
protocol. However, integrating PMIPv6 in LPWAN rises a special
challenge due to LPWAN constraints. In addition, PMIPv6 does
not provide secure access to the operator domain. In this paper,
we propose a new PMIPv6-based mobility solution for LoRaWAN
boosted with an authentication scheme to access the operator
domain and make this solution resist several types of attacks.
In addition, we evaluate the performance of our scheme and we
compare it with other works. Finally, we evaluate the security of
the new scheme using Automated Validation of Internet Security
Protocols and Applications (AVISPA) tool.

Keywords – IoT; LPWAN; LoRaWAN; Mobility; Authen-
tication.

I. INTRODUCTION

The Internet of Things (IoT) is the novel era of wireless
communication carrying out several services ranging from data
sensing to command execution [1]. New communication tech-
nologies designed to meet the needs of long communication
range with low data rates and power consumption are invented
and categorized under Low Power Wide Area Network (LP-
WAN) [2]. Long Range Wide Area Network (LoRaWAN) is
one of the most prominent LPWAN technologies operating in
the unlicensed Industrial, Scientific, and Medical radio band
(ISM band) [3].

However, several applications like healthcare supervising
and supply chain monitoring, require a secure mobility man-
agement protocol to ensure session continuity and secure ac-
cess to the operator network [4]. Proxy Mobile IPv6 (PMIPv6)
[5] is one of IPv6 protocol extensions designed to provide
network-based mobility protocol. The mobility procedure is
executed by an entity on behalf of the Mobile Node (MN)
which minimizes the power consumed by it.

However, PMIPv6 does not deploy an authentication mech-
anism which is essential in case of an MN wishing to join the
network. Several authentication schemes are proposed to be
used in PMIPv6 as in [6][7]. Nonetheless, the used solution
should be well adapted to work in LoRaWAN environment
taking into consideration LPWAN constraints like payload
length, data rate range, and number of messages per day.

Contribution. The main contribution of this paper is the
proposal of a new mobility solution based on PMIPv6 protocol

with an authentication scheme providing both intra-domain
and inter-domain authentication for LoRaWAN.

Paper Organization. In Section II, we present some related
work and we describe the problem. In Section III, we present
the proposed mobility solution along with the authentication
scheme. Section IV shows the results and the comparison with
related work and Section V concludes the paper.

II. BACKGROUND AND RELATED WORK

Mobility is the movement of an MN leading to the release
of the connection with the current Point of Attachment (PoA)
and the establishment of the connection with a new PoA
[8]. The deployed mobility management protocol has a major
role in the connection release/establishment procedures from
performance and security points of view.

Several types of mobility can be identified according to
the handoff scenario. Handoff is the process of release of
the old connection and establishment of the new connection.
Thus, mobility can be homogeneous or heterogeneous if the
previous and the new PoAs use the same or different link layer
technologies, respectively. Mobility can be also intra-domain
or inter-domain (also known as roaming) if the previous and
the new PoAs belong to the same or different network opera-
tors, respectively. Consequently, several schemes are proposed
to deal with the mobility challenge in LPWANs taking into
consideration the security aspect.

The work done by Moosavi et al. [9] aims to provide a
mobility management solution for IoT by splitting the network
into two virtual layers. The intermediate processing layer
consists of smart gateways that manage devices mobility, and
the cloud layer consists of data analysis servers. This solution
enables an end-to-end security solution between the MN and
the end-user by providing authentication and data encryption,
and at the same time provides session resumption after the
handoff phase.

Another work done by Kang et al. [6] addresses the
problem of lack of authentication in PMIPv6 protocol. This
work focuses mainly on the PMIPv6 protocol without taking
into consideration the IoT requirements. Thus, the proposed
solution is a general solution and could not be adapted directly
to IoT or LPWANs.

In Sharma et al. [7] work, the authors proposed a mobility
management solution based on Fast Proxy Mobile IPv6 (FP-
MIPv6) to provide a proactive handoff approach, and based on
Media Independent Handover (MIH) framework [10] which
is a framework providing heterogeneous handoff using three
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MIH services. Moreover, the authors propose an authentication
scheme based on pre-shared keys to provide secure MIH
communication between the MN and the network entities.
This solution was intended for IoT and not for LPWAN
having more constraints, thus it cannot be directly adapted
into LPWANs.

In the work of Ayoub et al. [11], the authors proposed to use
a modified version of Static Context Header Compression pro-
tocol (SCHC) [12] protocol named Dynamic Context Header
Compression (DCHC) protocol along with the use of Mobile
IPv6 (MIPv6) and a light version of MIH framework. This
work was designed to operate in an LPWAN environment es-
pecially with LoRaWAN and Narrow Band-Internet of Things
(NB-IoT).

Thus, as shown, several works try to deal with the mobility
aspect of devices. However, these works either cannot be
directly integrated into LPWAN, or do not provide a se-
curity mechanism for network access. In the next section,
we present a new PMIPv6-based mobility solution boosted
with an authentication mechanism taking into consideration
LPWAN constraints.

III. PROPOSED SOLUTION

In this section, we present our mobility solution that pro-
vides both intra-domain and inter-domain mobility types for
LoRaWAN, where the MN may move inside or outside its
home operator network coverage.

A. Protocol Stack

The protocol stack used for the communication between the
MN and the network is represented in Figure 1.

The upper layers consist of application and transport lay-
ers which are dependent on the deployment purpose of the
network. These layers are used to send/receive the application
data.

The network layer consists of IPv6 as a routing protocol and
PMIPv6 as a network layer mobility management protocol.
As we are dealing with LoRaWAN technology which is
considered as a layer 2 or link-layer technology, we propose
to modify the LoRaWAN protocol stack to be operable with
the added IPv6 and PMIPv6 network layer functions. The
integration of PMIPv6 requires the adoption of PMIPv6 net-
work architecture, as discussed in the following subsection.
However, the addition of this layer leads to additional overhead
which should be examined carefully in LoRaWAN since the
maximum payload length is 256 bytes. The advantage of using
IPv6 is to achieve global mobility independently of the lower
layer technology, since each technology can deploy its lower
layer mobility protocol.

For that, we propose to use an adaptation layer to overcome
the previous problem. In this layer, Static Context Header
Compression protocol (SCHC) [12] is used to compress the
IPv6 packet headers in order to fit suitable payload lengths
for LPWANs. Upon a connection establishment, the sender
and the receiver agree on a SCHC context. This context

Figure 1. Mobile Node Protocol Stack.

contains several rules identified by RuleID. Each rule con-
tains a list of entries. An entry contains a field identifier, a
Compression/Decompression (C/D) action, a target value and
a matching operator. An uplink packet header field is compared
with the target value according to the matching operator, and
if the comparison test succeeds, the C/D action is executed.
In this way, the RuleID and the compression residues are sent
instead of sending the entire header. At the receiver side, the
reverse process is executed.

The lower layers consist of the data link and physical layers
of the used LPWAN technology. In the case of LoRaWAN, the
data link layer is LoRaWAN Media Access Control Layer and
the physical layer is LoRa physical layer.

B. Network Architecture

The main entities in LoRaWAN are the Network Server
(NS), the Join Server (JS) and the Gateways (GWs). The
improved LoRaWAN architecture is called evolved LoRaWAN
and is shown in Figure 2. We endeavored to integrate the
two necessary PMIPv6 entities, which are the Media Access
Gateway (MAG) and the Local Mobility Anchor (LMA), in
the LoRaWAN architecture.

We propose to place the LMA functionalities within the
NS since the latter is the anchor point of LoRaWAN architec-
ture. Furthermore, a new entity called LoRa Mobile Access
Gateway (LoRaMAG), is inserted between GWs and NS.
Therefore, several GWs will be connected to one LoRaMAG
and an MN should authenticate itself with the new LoRaMAG
when it moves from a GW to another connected to a different
LoRaMAG. LoRaMAG will play the role of the MAG of
PMIPv6 architecture. It is responsible for the detection of MN
movement, initiating the mobility signaling with the LMA, and
data forwarding between MN and LMA through the dedicated
tunnel.

The use of PMIPv6 adds more scalability where the NS
functions are divided over several LoRaMAGs like the down-
link GW selection. In addition, PMIPv6 is known to be to
suitable for constrained devices since MIPv6 binding update
messages are executed by MAG on the MN behalf.

Another entity used for the authentication between the MN
and the LoRaMAG called the Authentication Server (AuS) is
added also in each PMIPv6 domain (which is in this case the
LoRaWA network). The detailed operation of the AuS function
is shown in the next subsection.
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Figure 2. Evolved LoRaWAN Network Architecture.

C. Authentication Scheme

The proposed authentication scheme is used to authenticate
the MN with the LMA in the PMIPv6 domain using AuS
entity. In the following, we distinguish between two scenarios:
intra-domain mobility and inter-domain mobility (or roaming).

In case of intra-domain mobility, the MN moves inside the
coverage of a GW connected to a LoRaMAG belonging to its
home domain, thus MN credentials are saved in the domain
AuS where the MN is initially registered.

In case of inter-domain mobility, the MN moves towards
the coverage of GWs of a visited domain having its visited
LMA (vLMA), visited AuS (vAuS), and will be connected
through visited LoRaMAG (vLoRaMAG). The MN is initially
registered in its home domain in home AuS (hAuS) having
MN credentials.

The proposed scheme consists of two phases: the registra-
tion phase and the authentication phase. We will present the
authentication phase in case of roaming (device moving in the
visited operator coverage).

In this scheme, we tried to integrate the PMIPv6 signaling
with the authentication scheme signaling. This solution is
compatible with class A LoRaWAN devices based on one
transmission frame followed by two reception frames.

1) Registration Phase: The hAuS holds two secret keys X
and Y which are only known by itself. Then, a MNi having
an identity IDi and the hAuS holds two pre-shared keys:

• Xi = H(H(X)⊕ IDi).
• Yi = H(H(Y )⊕ IDi).
We presume that we have secure links between {GWs and

vLoRaMAG}, {vLoRaMAG and vAuS}, {vAuS and hAuS}.
so that data confidentiality and integrity are ensured on these
links. These links can be secured using Public Key Infras-
tructure (PKI) [13] or any authentication and key agreement
scheme. We focus on the {MN and vLoRaMAG} link where
LoRaWAN limitations are present.

2) Authentication Phase: In this phase, the MN tries to
authenticate itself in the visited PMIPv6 domain with the
vLoRaMAG through vAuS and hAuS, using the exchanges
shown in Figure 3. Since the GWs only forward the messages,
we do not represent them for more clarity. Moreover, this
phase is divided into two sub-phases: home authentication sub-
phase, and visited authentication sub-phase.

In home authentication sub-phase (red part in Figure 3), the
MN sends its authentication request which passes to hAuS
through vAuS. The hAuS checks the authentication request
validity and derives two keys and shares them with vAuS. This
sub-phase is executed in case of roaming only and once per
visited domain.

In visited authentication sub-phase (green part in Figure
3), after the vAuS gets the visited keys from the hAuS, it
uses them to authenticate the MN as long as it is in the
visited domain without the need to send requests to hAuS.
So after the first sub-phase, the second sub-phase can be
repeated several times to authenticate the mobile when it
moves between different vLoRaMAGs.

The message exchanges are detailed below. T1 through T4

are timestamp variables used to prevent replay attack.
1) MNi computes Ki = H(Xi) ⊕ H(Yi) and MIC1 =

H(IDi ∥T1 ∥Ki) then sends a message with AuthReq
tag consisting of {IDi ∥ IDhAuS ∥T1 ∥MIC1}.

2) vAuS checks the requested AuS by inspecting the second
field of the request. In this case, the requested AuS is
hAuS thus vAuS forwards this request to hAuS.

3) hAuS receives the request and gets the identity IDi, then
hAuS queries its database for the corresponding keys Xi

and Yi. Thereafter, hAuS computes Ki = H(Xi)⊕H(Yi)
and checks if MIC1 = H(IDi ∥T1 ∥Ki).

4) hAuS generates a random nonce N and com-
putes two derived keys vXi = H(Xi ⊕ N) and
vYi = H(Yi ⊕ N). These two derived keys are in-
tended to be sent to vAuS. Moreover, hAuS com-
putes MIC2 = H(IDi ∥N ∥T2 ∥Ki). hAuS sends
a message with RoamingAuthResp tag consisting of
{IDi ∥ vXi ∥ vYi ∥N ∥T2 ∥MIC2}. Note that this mes-
sage is sent over a secure link.

5) vAuS receives the response and gets vXi and vYi, then
saves them along with IDi in its database. Thereafter,
vAuS forwards the rest of the response to MNi with its
identity IDvAuS . A mapping between IDi and DevAddi
is saved in the vLMA/NS.

6) MNi receives the response and checks if MIC2 =
H(IDi ∥N ∥T2 ∥Ki). MNi gets N from the message
then computes vXi = H(Xi⊕N) and vYi = H(Yi⊕N)
to be used for the authentication in the visited domain. At
this step, home authentication sub-phase is finished and
should not be executed again as long as MNi is inside
this domain.

7) After the reception of the RoamingAuthResp by the
vLoRaMAG in case of first authentication request (home
authentication sub-phase), or in case of attach event
detection by vLoRaMAG in second or upper MNi at-
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Figure 3. Message Exchange During Authentication Phase.

tachment (after a successful LoRaWAN Join Procedure);
vLoRaMAG sends a message with AttachEvent tag con-
sisting of {DevAddi} to vAuS. This step is the first step
of visited domain authentication sub-phase.

8) vAuS receives the attach event notification from vLo-
RaMAG then sends a message with ProfileCheck tag con-
sisting of {DevAddi} to vAuS/NS. vAuS/NS in its turn
replies with a message with ProfileFound tag consisting
of the corresponding {IDi}.

9) vAuS queries its database based on IDi to get vXi and
vYi, then it computes vKi = H(vXi) ⊕ H(vYi) and
sends a message with AttachVerifier tag consisting of
{IDi ∥ vKi} to vAuS/NS. Note that this message is sent
over a secure link.

10) After elapsing the timer launched by MNi after the
link layer attach, which is configured to be equivalent
to the duration of the four previous exchanges, MNi

computes vKi = H(vXi) ⊕ H(vYi) and MIC3 =
H(IDi ∥T3 ∥ vKi). Then sends a message with RtrSol

tag consisting of {IDi ∥T3 ∥MIC3} to vLoRaMAG in
order to get a RtrAdv message to configure its network
layer interface.

11) vLoRaMAG receives the RtrSol message and checks if
MIC3 = H(IDi ∥T3 ∥ vKi). If so, vLoRaMAG sends a
Proxy Binding Update (PBU) message along with IDi to
vLMA which is also the NS. Therefore vLMA performs
the needed operations according to PMIPv6 protocol to
register/update the Binding Cache Entry (BCE) of MNi.
Then it replies with Proxy Binding Acknowledgment
(PBA) message along with IDi to vLoRaMAG.

12) vLoRaMAG accepts the PBA message and com-
putes MIC4 = H(IDi ∥HNP ∥T4 ∥ vKi) and
sends a message with RtrAdv tag consisting of
{IDi ∥HNP ∥T4 ∥MIC4} to MNi. Home Network
Prefix (HNP) is the network prefix corresponding to
MNi. vLoRaMAG sends another message with AuthSucc
tag along with IDi to vAuS to confirm the authentication
success.
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13) MNi receives the RtrAdv message and checks if
MIC4 = H(IDi ∥HNP ∥T4 ∥ vKi) where it can now
configure its network layer interface using HNP.

14) MNi and vAuS update the two derived keys by per-
forming the following operations vXi ← H(vXi) and
vYi ← H(vYi) which will be used in the next authenti-
cation trial.

IV. RESULTS AND ANALYSIS

In this section, we present the performance evaluation and
the security analysis of our solution. In addition, we compare
the performance evaluation and the security features of our
solution with related work.

A. Performance Evaluation

We evaluated the performance of the proposed authentica-
tion scheme by simulation using Network Simulator 3 (NS-3).
The simulation scenario consists of the entities used in the
authentication scheme. The link between MN and GW is a
LoRaWAN radio link and is considered an unsecured link. The
MN is trying to authenticate itself to the visited domain using
the proposed scheme. The source code of implementation can
be found in [14].
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Figure 4. Authentication Time for Variable Data Rates and Channel Delays.

The evaluation metric is the time needed to perform the
authentication scheme and the simulation parameters are the
data rate (Rb) and the channel delay (τ ) for the link between
MN and GW. For that, we run simulations at LoRaWAN
data rate range, i.e., Rb from 20 to 200 kbps and at τ ∈
{10, 20, 30, 50, 100} ms. The results are shown in Figure 4.

In Figure 5, we show the overall handoff latency for
related work presented in Section II. The results show that
our solution provides competitive results with other solutions
where we work on low data rates and we provide inter-domain
authentication. Moosavi et al. [9] and Sharma et al. [7] use
high data rates reaching 8 Mbps whereas in Ayoub et al.
[11], and in this work, the data rates used are that used in
LoRaWAN (between 20 to 200 kbps) forming a low latency
mobility solution.

Moreover, the longest message payload on the LoRaWAN
link is that tagged with RoamingAuthResp. The hash used
in this scheme is SHA-256 thus hash length (LHash =
32 Bytes). The lengths of identities, nonce and timestamp
are respectively LID = 4 Bytes, LNonce = 8 Bytes and
LTimestamp = 10 Bytes . Thus LPayload = 2 × LIDi

+
LNonce + LTimestamp + LHash = 58 Bytes < 256 Bytes
(Maximum LoRaWAN payload length). Thus, the authenti-
cation mechanism is suitable for LoRaWAN technology and
more particularly for class A devices since it is based on
reception after transmission.

Figure 5. Performance Comparison of the Proposed Mobility Solutions.

B. Security Analysis

We assess the security of the proposed authentication
scheme based on attacks related to device mobility as men-
tioned in our previous work [2].
⋄ Device re-authentication: the proposed authentication

scheme aims to provide secure access when the mobile node
moves between different domains, thus it can be identified
and authenticated in case of intra-domain and inter-domain
mobility.

⋄ Spoofing signaling message: the exchanged signaling mes-
sages between MN and network entities are integrity pro-
tected using MIC field through Ki or vKi keys only known
by the concerned entities. Thus, an attacker cannot modify
the content of these messages without being detected.

⋄ Address squatting and spoofing: an attacker cannot squat
or spoof the device address since HNP is provided to
MN during the authentication phase based on PMIPv6
specifications. And the network layer interface is configured
after the authentication phase based on the provided HNP.

⋄ Old address control: the MN IPv6 address is re-configured
after the handoff phase based on the received IPv6 HNP.
Thus, an attacker uses a device address without the comple-
tion of the authentication phase.

⋄ Mutual authentication: the authentication between the mo-
bile node and the hAuS is ensured using the hash key Ki,
and between the MN and the vLoRaMAG using the hash
key vKi. These keys are confidential and cannot be derived
by an attacker since it does have and cannot predict the key
materials Xi, Yi, vXi and vYi.
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⋄ Key freshness: the hash key vKi is calculated during each
authentication trial by a way it cannot be predicted in the
next authentication trial based on the use of vXi, vYi. Even
if vLoRaMAG having vKi cannot predict it at next trial.

⋄ Replay attack: this kind of attack is prevented by the use of
timestamps T1 through T4.
In Table I, we compare the security features provided by

related work presented in Section II.

TABLE I
COMPARISON OF SOLUTIONS ACCORDING TO SECURITY ISSUES
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Device re-authentication ✓ ✓ ✓ ✗ ✓
Spoofing signaling message ✓ ✓ ✓ ✗ ✓
Address squatting and spoofing ✓ ✓ ✓ ✗ ✓
Old address control ✗ ✓ ✓ ✗ ✓
Mutual authentication ✓ ✓ ✓ ✗ ✓
Key freshness ✗ ✓ ✗ ✗ ✓
Replay attack ✗ ✓ ✓ ✗ ✓
Suitable for LPWAN ✗ ✗ ✗ ✓ ✓

✓ : Resistant ✗ : Vulnerable

C. Security Validation using AVISPA

We used Automated Validation of Internet Security Pro-
tocols and Applications (AVISPA) [15] as a validation tool
for the security of the proposed authentication scheme. The
implementation codes using HLPSL language can be found in
[14]. Testing the implemented scheme using AVISPA shows
that our solution is secure, as shown in Figure 6.

V. CONCLUSION

In this paper, we proposed an inter-domain mobility solution
for LoRaWAN. We tried to solve the problem of domain access
in PMIPv6 protocol by the use of the proposed authentication
mechanism. Our solution is simulated using NS-3 and presents

Figure 6. AVISPA Validation of the Proposed Authentication Scheme.

competitive results compared to other works in the literature.
We conducted our scheme also through AVIPSA validation
tool to prove its security.
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Abstract—Improving spectral efficiency is becoming
increasingly important in mobile communications to keep up
with the ever-increasing amount of data traffic coming from
video streaming, Internet of Things, intelligent transportation
systems, and augmented and virtual reality. In this work, a
deep reinforcement learning algorithm (Deep Q-Learning) is
implemented to maximize the sum spectral efficiency of ground
users using Unmanned Aerial Vehicles (UAVs) as agents. The
agents and environment are created by using OpenAI’s Gym
library to create a custom implementation of the agent, reward
function, and environment. The problem is then relaxed by
assigning users to UAVs that lead to the highest Single-Input
Single-Output (SISO) Signal to Interference plus Noise Ratio
(SINR) and allowing the UAVs to assign multiple pilot signals
to ground users. Lastly, the implementation of the algorithm is
compared to a convex relaxed version of the original reward
function.

Keywords- Wireless Drone Networking; Massive MIMO; Deep
Q-Learning; Reinforcement Learning; Nonconvex Optimization.

I. INTRODUCTION

With recent technological innovations in
telecommunications and the exponential increase in wireless
data traffic from video streaming, Internet of Things (IoT),
augmented reality, and surveillance, Unmanned Aerial
Vehicles (UAVs) are being considered for use as Mobile
Base stations (BSs) with massive Multiple-Input
Multiple-Output (MIMO) networking capabilities [1], [2].
By enabling UAVs with Massive MIMO, different
applications can be achieved, such as spectrum sharing
through beamforming, unlicensed spectrum sharing with
redeployable aerial drone base stations, secure wireless
networking in congested environments through directional
communication, and edge computing. Having UAVs act as
massive MIMO mobile BSs is done to provide spectral
efficient wireless networking for ground users. UAV BSs
maximize spectral efficiency by changing location,
controlling ground user transmit power, and assigning pilot
sequence to users that maximizes the sum spectral efficiency
of all users. It is worth noting that there are many factors
that go into the operation of a drone, and they are impacted
by many factors, such as weight, battery, energy
consumption, and flight trajectory [4]. There have been

many new approaches to extend the operation of a drone,
such as battery swapping, using hybrid fuel cells and
batteries, and solar cells for an extra power source [5].
These advancements are not the focus of this article which
lets this article focus on the networking between ground
users and the UAV BSs.

Massive MIMO adds the ability for wireless links to
achieve higher throughput without the need of adding more
BSs or increasing bandwidth. At the same time, UAVs have
the advantage of being able to change location to follow
demand. To maximize throughput, a massive MIMO UAV
needs to find the best location and best pilot sequences to
assign to users that minimizes interference between users.
When multiple UAV BSs are used, each UAV BS has the
added constraint of minimizing their connected users’
interference with users connected to other BSs. It is
reasonable to mount massive MIMO on an UAV BS because
massive MIMO can reach smaller form factors if each
ground node has distinct spatial channel characteristics [3].
For example, in a 2 GHz frequency band, for 100
dual-polarized antennas, the antenna array only requires
0.75 x 0.75 meters of space.

Controlling ground users’ transmit power and pilot
sequence allocation and the UAV BSs’ movement is
important in order to maximize ground users’ sum spectral
efficiency. However, this is a difficult problem because
ground users can only be connected to one drone and can
only be assigned one pilot sequence. This makes it a Mixed
Integer Nonlinear Programming (MINLP) problem, which is
generally NP hard. This means there are no known globally
optimal solutions with polynomial computational
complexity.

In recent literature, there are many solutions that do not
use reinforcement learning. [7], [8] look to minimize user
outage, [9] maximizes user spectral efficiency, [10], [11]
maximize throughput, and [12] maximizes the Received
Signal Strength Indicator (RSSI). There are also solutions
that do use reinforcement learning. [13], [14] minimize user
outage, [15], [16] maximize throughput, and [17] maximizes
the RSSI. The main goal of these approaches is to maximize
user experience. Some of these solutions, [7], [8] and [12]
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focus on assisting a central terrestrial BS, [9] - [11], [13] -
[15] focus on using UAVs, Long-Term Evolution (LTE)
small cells, and access points as the BSs, and [17] only
focuses on efficiently allocating spectrum for one cognitive
radio network.

While many of these solutions are used in real systems,
there are some drawbacks. First, LTE small cells, access
points, and hotspots are not able to achieve the same level of
spectral efficiency that massive MIMO can reach. Second,
using terrestrial BSs is too expensive if there is only a short
term spike in user demand. Finally, the last drawback is that
solutions only meant to allocate spectrum to one radio
network might not perform well if allocating resources to
multiple radio networks at the same time.

To deal with these drawbacks, UAVs are used as mobile
BSs mounted with massive MIMO antenna arrays. To
maximize spectral efficiency, the locations of all the UAVs,
the pilot signals assigned to the ground users and their
transmit power are all maximized using Deep Q-Learning.
Since this is a MINLP problem, the problem is relaxed by
allowing the UAVs to assign multiple pilot sequences to
ground users and users are assigned to UAVs that lead to the
highest SISO SINR. These two steps remove the binary
constraints in pilot assignment and user association. Results
so far show that with two UAVs and two users, the UAVs
are able to provide 95% of the optimum sum spectral
efficiency.

The rest of the paper is organized as follows. Related
work and background is reviewed in Section II. Problem
formulation and implementation details are described in
Section III. Sections IV goes over simulation results and
includes a discussion of future work. Lastly, conclusions are
drawn in Section V.

II. RELATED WORK

A. Unmanned Aerial Vehicle Base Stations
An unmanned aerial vehicle network consists of an area

with one or more UAVs mounted with BSs and multiple
users or user equipment that need to connect to the network.
The UAVs can change their location to provide better
coverage, throughput, or spectral efficiency for users. This
system could be paired with already existing ground BSs or
be part of a public safety network after the occurrence of a
natural disaster.

To see the advantages mobile BSs have over traditional
static BSs, [10] checks the practical limits of UAVs in a
cellular network and comes up with a mobility control
algorithm to maximize the spectral efficiency at different
UAV speeds. There are different scenarios where mobile
UAV BS positioning is important. When using UAVs as
mobile hotspots, [9] positions UAVs to minimize the
distance between UAVs and users to boost packet
throughput and the average packet throughput. UAV BSs
can also be used for IoT networking where [12] used a

drone mounted with a Raspberry Pi to create an IoT mesh to
maximize the Received Signal Strength Indicator (RSSI).
Drones can also be paired with traditional terrestrial BSs to
further improve coverage. The authors in [8] use mobile
BSs to provide downlink connectivity to ground users when
their demand cannot be satisfied by the terrestrial station
alone.

B. Massive MIMO
The main characteristic of massive MIMO is that it

contains a massive number of antennas, generally 60 or
more. It can take on several forms, but the main one used in
this research is centralized massive MIMO where all the
antennas are packed together in a single BS. To ensure that
users receive their data stream with minimal interference,
most forms of massive MIMO take advantage of
spatial-division multiplexing. This form of multiplexing
sends data streams at the same time and frequency [6]. What
stops different users from receiving each other’s signal is
constructive and deconstructive interference with the
antennas.  The large number of antennas allows the BS to
direct a signal at a specific user so only they will receive the
signal. Massive MIMO BSs estimate channels using a pilot
sequence that was sent by the user. One work that applies
massive MIMO to mobile BSs is [11]. In this work, the
authors applied a distributed algorithm price-based solution
to UAVs to maximize the sum rate of all users and they did
it by using convex relaxation to break the algorithm into
three steps of access association, joint pilot assignment and
power control and movement control. In this work, a
massive MIMO array is attached to each drone and each
drone controls a certain subset of users to control their pilot
assignments and transmit powers with the goal of
maximizing the sum of all the users’ spectral efficiencies.
[17] uses MIMO instead of massive MIMO and the only
difference is the use of 2 antennas instead of 60 or more
antennas.

C. Q-Learning
Q-Learning is an off-policy reinforcement algorithm that

seeks to optimize the expected return based on Markov
decision processes. The agent in Q-Learning starts by being
in a certain state in the environment usually called the
starting state and takes actions that will return a reward and
transition the agent into a new state. In Q-Learning, an agent
updates the q-value in its q-table where the rows are all the
possible states, and the columns are all the possible actions.
When an agent takes an action from an environment, it will
update its q-value for the state it is in and the action that it
took. All the values in the q-table are set to zero at the
beginning and the table is updated using the following
formula:

(1)𝑞
*
𝑛𝑒𝑤 𝑠, 𝑎( ) = 1 − α( )𝑞 𝑠, 𝑎( ) + α 𝑅

𝑡+1
+ γ𝑚𝑎𝑥 𝑞 𝑠', 𝑎'( )( )

where α is the learning rate and γ is the discount rate.
The way the agent finds the best policy is by exploration

and exploitation. When the agent is exploring the
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environment, it will select an action at random and when the
agent is exploiting its environment, it will select the action
with the highest q-value. At the beginning of training, the
agent will explore its environment and will start to exploit it
more and more as the episode number increases. This is an
important step because the agent does not know anything
about its environment in the beginning and once it starts to
learn more, it will want to exploit it to find the best possible
reward. One way this is achieved is by using the epsilon
greedy strategy. This strategy sets a variable ε = 1, which
decays exponentially and is updated using:

(2)α = α
𝑒𝑛𝑑

+ α
𝑠𝑡𝑎𝑟𝑡

− α
𝑒𝑛𝑑( ) 𝑒

−𝑛
𝑠𝑡𝑒𝑝

λ( )
where α is the exploration rate, αend is the ending exploration
rate, αstart is the starting exploration rate, and λ is the
exploration decay rate.

Reinforcement learning has been used in other UAV BS
applications, such as determining the optimal positions for
mobile BSs and [13] applies this to an emergency
communication network. It may also be important to control
the transmit power as well to minimize the interference
between BSs, which is what [14] did by using a
reinforcement learning algorithm to control transmit power
and BS positioning to minimize user outage probabilities.
Lastly, [17] uses reinforcement learning to analyze radio
frequency channels to learn from past occupancy and
conditions of the channels.

D. Deep Q-Learning
Unlike Q-Learning, which uses a q-table to keep track of

its q-values, Deep Q-Learning uses a neural network where
the input is the current state, and the output is the q-value
for each action. The neural network can have any number of
hidden layers and the main purpose of the neural network is
to approximate the values of a q-table. For each action,
state, reward and next state the agent experiences, this tuple
is called experience replay. The experience replay includes
the state of the environment, the action taken from that state,
the reward given to the agent as a result of the previous
state-action pair and the next state of the environment. Each
experience replay is stored in an array called the replay
memory up to some amount of experiences N. When the
number of experiences gets larger than N, the first
experience gets replaced with the most current experience.
The replay memory gets sampled randomly to train the
network, which breaks the correlation between successive
samples to make the learning more efficient. When training
the neural network, the loss is calculated by subtracting the
q-value of the given state-action pair from the optimal
q-value of the same state-action pair. The optimal q-value is
calculated by passing the next state into the neural network
to find the max q-value among all actions that can be taken
in that state. The optimal q-values are not known at the
beginning of training, so they are estimated using the neural

network and get updated when the weights of the neural
network get updated. To avoid instability, the optimal
q-values are updated and calculated using a separate
network called the target network. The target network is a
copy of the original policy network, but only gets updated x
timesteps.

Deep reinforcement learning has been used in [15] to
find the best way to allocate resources in a distributed
environment when the channel state information is not
known. [16] uses this tool to also control transmit powers to
mitigate interference, which helps maximize throughput.

E. Discussion of Related Work
Only one previous work [11] applies massive MIMO to

UAV BSs, but they use a pricing algorithm to get within
90% the global optimum. None of the previous works have
applied reinforcement learning or deep reinforcement
learning to control the user association, pilot assignment and
UAV movements to maximize the sum rate of the users.
While [17] did use reinforcement learning, it does not take
into account multiple BSs with multiple users. Therefore,
this paper proposes a solution using Deep Q-learning, where
each UAV is an agent that will try to maximize its reward
based on the sum spectral efficiencies of all users. This
approach is similar to [11] in that it is a distributed system
and each UAV does not need to collect the full statistical
Channel State Information (CSI), the locations of the other
UAVs, the noise power and other network parameters. Also,
since this is a distributed system, it does not encounter
failure from a single point like centralized systems. Also,
distributed systems scale better and have lower latencies
than centralized systems.

III. IMPLEMENTATION DETAILS

The deep reinforcement learning algorithm was written
and simulated in python. Python was used so PyTorch and
Gym can be used. Pytorch is used to create the target and
policy neural networks in the Deep Q-Learning model and
Gym is used to create the reinforcement learning
environment. The Gym library is a toolkit for developing
reinforcement learning algorithms and has many good
environments to choose from when building the massive
MIMO UAV agents and environment. A Gym environment
class has four main functions that are needed to manage the
agents in the environment. The init method is used to
initialize all variables and constants, the step method
executes one time step in the environment, the reset method
resets the environment to the initial state, and the render
method prints the current state of the environment to the
screen.

A. Massive MIMO UAV BSs
All UAV BSs can move freely in a 500 m2 × 500 m2 area,

but their heights are kept at a constant 100 m above the
ground. The number of UAV BSs is set to {1, 2} and the
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number of users is set to {1, 2, 3, 4}. The users do not move
through the environment and are randomly placed in the
grid at the start of the simulation. The number of antennas in
each UAV BS is set to {10, 20, 30, 40, 50, 100}. The range
of transmit powers the UAV BSs can set for the ground
users is in between [5, 500] mW and the total number of
power levels is set to {3, 4, 5}. The path factor is set to 2,
the average noise power is set to 10-8, the length of each
pilot sequence is set to 10 symbols and the total number of
available pilot sequences is set to {2, 3, 4, 5, 6}.

B. Deep Reinforcement Learning Implementation
Since this problem is a MINLP problem, to find the best

sum spectral efficiency, the pilot assignment is relaxed to
allow a UAV to assign multiple pilot signals to a single user
and the problem was broken down into two subproblems. In
the first subproblem, the users are connected to the UAV
that has the best SISO SNR. The next subproblem is the
deep Q-Learning algorithm, which controls the UAVs’
movements and the power allocation for each pilot
sequence. For the implementation details of the
reinforcement learning algorithm:
Agent: UAV BSs
State: Includes the position on the agents, the users the
agents are connected to, the number of pilot sequences, and
the number of power levels. To limit the total number of
states, the agents operate in a square grid, and the total
number of transmit powers are divided into n power levels.
The level of different transmit powers is divided evenly
between the max and min user transmit powers.
Action: Includes moving up, down, left, right, increasing
user transmit power assigned to a pilot sequence, and
decreasing user transmit power assigned to a pilot sequence.
Reward: Based on the sum of the spectral efficiency for the
users connected to UAVs. The spectral efficiency is
calculated by dividing the capacity from (3) by B Hz.

(3)

The capacity is then calculated with (3), which includes
channel-estimation error, the type of linear spatial
multiplexing/demultiplexing, power control, and
noncoherent inter-cell interference (4) [11].
Lastly, to get the reward from the spectral efficiency
equation, it is multiplied by the power level the UAV
chooses for a pilot sequence divided by the max power
level. This was done to encourage the agents to choose only
one pilot sequence.

(5)𝑅
𝑔
 =  𝐶

𝑔
 

𝑝
𝑔𝑤

𝑝
𝑚𝑎𝑥

( )
The neural network in this article has one hidden layer with
500 nodes. The input to the neural network is one-hot

encoded, which makes the input have as many nodes as the
number of states, and the number of nodes at the output is
determined by the total possible actions that the agent can
take. After each action, the agent stores the action-reward
pair in memory. After the agent takes a certain number of
actions, it updates the target network based on a random
batch of action-reward pairs from memory using the Adam
optimizer. The purpose of the target network is to help
reduce instability when both the training q-values and the
optimum q-values are both being updated throughout the
simulation. The loss is calculated using mean square error
between the q-value calculated in the training network and
the q-value calculated in the target network. The agent
repeats the above process until the training is over.

C. Relaxed Centralized Solution
The simulations were compared to a relaxed centralized

solution to see how close they were to the max possible
reward. This problem is solved by maximizing (6), which
finds the x,y, and z positions of the UAVs. This returns the
largest sum spectral efficiencies across all users. This
relaxed centralized solution is not the main focus of the
paper because the UAVs do not know the locations of the
users. Also, a centralized system is more prone to failure if a
single component fails while a decentralized system is more
resilient to failure.

(6)𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒:
𝑔∈𝐺
∑ 𝐶

𝑔
(𝑥, 𝑦, 𝑧)

In (6), all interferences are ignored and all users are
assumed to be using separate pilot sequences. Also,

= , and since𝐶
𝑔
(𝑥, 𝑦, 𝑧) 𝐵𝑙𝑜𝑔

2
(1 + γ

𝑔
(𝑥, 𝑦, 𝑧)) γ

𝑔
(𝑥, 𝑦, 𝑧)

>> 1, can be approximated.𝐶
𝑔
(𝑥, 𝑦, 𝑧)

≈ 𝐵𝑙𝑜𝑔
2
(γ

𝑔
(𝑥, 𝑦, 𝑧))

≤ 𝐵𝑙𝑜𝑔
2
(𝑀τρ

𝑔
𝑝

0
ζ

𝑔𝑔
2 𝐻

𝑔𝑔
2 (𝑥, 𝑦, 𝑧))

=  𝐵𝑙𝑜𝑔
2
(

𝑀τρ
𝑔
𝑝

0
ζ

𝑔𝑔
2

𝑑
𝑔𝑔
𝑥 (𝑥,𝑦,𝑧)

)

(7)=  𝐵𝑙𝑜𝑔
2
(𝑀τρ

𝑔
𝑝

0
ζ

𝑔𝑔
2 ) − 𝑥𝐵𝑙𝑜𝑔

2
(𝑑

𝑔𝑔
(𝑥, 𝑦, 𝑧)) 

When looking at (7), the first term is constant since none of
the variables are a function of x, y, or z. Another way to
write this maximization problem is to write it as a
minimization of the second term.

(8)𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒:
𝑔ϵ𝐺
∑ − 𝑙𝑜𝑔

2
(𝑑

𝑔𝑔
(𝑥, 𝑦, 𝑧)) 

The exact solution to this problem is approximated by
calculating a 20000 x 20000 grid of all the possible x and y
positions of the UAV. This finds a solution very close to the
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optimum solution because there is only 25 mm separation
for each square in the grid.

IV. SIMULATION RESULTS

For the experiment, the data that was recorded was the
cumulative reward and it is the total reward the agent
received during each episode. This benchmark is used
because it shows the agent gradually choosing better actions
that return a higher reward more often in a single episode.
The simulation parameters are stored in Table 2 and Table 1
describes the meaning of all the parameters in Table 2. In
Figure 1, there are 2 UAVs, 2 users, and 2 pilot sequences to
choose from. In the beginning of the graph, there are four
different colors stacked on top of each other. The blue line
on the bottom represents one or both of the UAVs assigning
the first pilot sequence to the first user. The orange line
above the blue line represents one or both of the UAVs
assigning the second pilot sequence to the first user. The
green line above the orange line represents one or both of
the UAVs assigning the first pilot sequence to the second
user. Lastly, the red line above the green line represents one
or both of the UAVs assigning the second pilot sequence to
the second user. Since this is the cumulative reward, for
each episode there are 2000 iterations where the UAV can
change the pilot sequence assigned to a user. In the
beginning of the simulation, the UAVs do not know which
pilot sequence to assign to the users, so it picks randomly.
As the simulation progresses, the UAVs learn that if a user
is assigned a pilot sequence by one or the other UAV, they
or the other UAV should assign the other pilot sequence to
the other user. This can be seen near the end of the
simulation where there is only a green line above an orange
line, or a red line above a blue line (Figure 1). This means
that either the first user was assigned the first pilot sequence
and the second user was assigned the second pilot sequence
or the first user was assigned the second pilot sequence and
the second user was assigned the first pilot sequence. There
is also an average in the graph which is represented by the
black line on top. The average takes into account the past 50

episodes and can be seen increasing until it levels out at
about the 20000th episode.

The optimum cumulative reward is found by finding the
optimum location for the UAVs using the relaxed
centralized solution and then multiplying it by the number
of iterations for one episode in the simulation. The optimum
cumulative reward is shown in the graph by a yellow
horizontal line on the top of the graph and it is also labeled
for clarity. The simulation in Figure 1 can be seen to come
very close to the optimum cumulative reward found using
the relaxed centralized solution. In this simulation, the drone
network average was able to come within 95% of the
cumulative relaxed centralized solution.

A. Discussion
The UAVs were able to find the optimum solution even

though the reward function was not fully convex. The
function that the reinforcement learning algorithm is
optimizing over greatly determines how quickly a solution
can be found. Further investigation will look into adding
more UAVs, more users, and simulations where there are
more users than pilot sequences. Further investigation will
also look into different ways the policy network can be
updated to improve convergence when more agents and
users are added. This will be done to test results with more
realistic scenarios where there are more users and not
enough pilot sequences for each user.

V. CONCLUSION

In this article, deep reinforcement learning was
implemented and evaluated to optimize the sum spectral
efficiency of ground users. To verify this, a simulation was
built in Python using OpenAI’s Gym library to create a
custom agent, reward function, and environment. Details
are included on how the deep reinforcement learning
algorithm is set up and the convex relation techniques used
to help the aerial drone find the maximum spectral
efficiency. Lastly, the results are compared to the log of the
euclidean distance to see how the simulations compare to
the near optimum sum spectral efficiency.
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TABLE I.

Variables Meaning

Batch Size Number of samples used to train the
neural network

Gamma Discount rate

Starting Epsilon Staring value of epsilon decay

Ending Epsilon Ending value of epsilon decay

Epsilon Decay Value to decrease epsilon by

Target Update Updates target network every N Episodes

Memory Size Max number of experiences in replay
memory

Learning Rate Learning rate of neural network

Number of Episodes Max number of episodes in simulation

Max Steps Per
Episode

Max number of steps before episode ends

TABLE II.

Values of Variables used in Simulation
Variables Values

Batch Size 10

Gamma 0.99

Starting Epsilon 0.9

Ending Epsilon 0.001

Epsilon Decay 4*10-8

Target Update 60

Memory Size 1000

Learning Rate 0.0001

Number of Episodes 50000

Max Steps Per Episode 2000

27Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-940-9

ICN 2022 : The Twenty-First International Conference on Networks

                            36 / 50



Optimization of the Virtual Network Function
Reconfiguration Plan in 5G Network Slicing

Hanane Biallach
Orange Innovation - Heudiasyc

Châtillon, France
hanane.biallach@hds.utc.fr

Mustapha Bouhtou
Orange Innovation
Châtillon, France

mustapha.bouhtou@orange.com

Dritan Nace
Heudiasyc
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Abstract—It is widely acknowledged that the forthcoming 5G
architecture will be essentially based on network slicing, which
enables to provide a flexible approach to realize the 5G vision.
Thanks to the emerging Network Function Virtualization (NFV)
concept, the network functions are decoupled from dedicated
hardware devices and realized in the form of software. One of
the main technical challenges is the reconfiguration of Virtualized
Network Functions (VNFs). In this work, we have modeled the
problem through integer linear programming, which is compared
to the topological sorting algorithm. Experimental results show
the benefits of our model and demonstrate its ability to achieve
reconfiguration plans with minimum migration duration and
service interruption.

Index Terms—5G Network slicing, VNF reconfiguration, VNF
migration, Integer linear programming.

I. INTRODUCTION

5G comes with new needs that may vary considerably
depending on the use case. This may involve very low latency,
very high throughput or a massive amount of connections,
all with a high Quality of Service (QoS) requirement. One
of the visions of 5G is network slicing [1] [2], which is a
concept for running multiple logical customized networks on
a shared common infrastructure complying with agreed Ser-
vice Level Agreements (SLAs) for different vertical industry
customers and requested functionalities. In the 3rd Generation
Partnership Project (3GPP) [3], three standardized slice types
are currently defined: Massive Machine Type Communications
(mMTC), Enhanced Mobile Broadband (eMBB) and Ultra-
reliable and Low Latency Communications (uRLLC). The goal
of the first slice is to respond to the exponential increase
of connected objects. It allows as many objects as possible
to connect to the network. The second slice is put forward
for data-intensive applications and requires high data rates
of several giga bits per seconds with moderate latency. The
last slice is intended for applications requiring extremely high
reactivity and high message transmission guarantee.

The network slicing is essentially based on Network Func-
tion Virtualization (NFV), which decouples network functions
from proprietary hardware platforms and implements them
into software to make the provision of these functions more
efficient and flexible. Typically, a slice service is represented
by a Service Function Chain (SFC) that is a set of Virtualized
Network Functions (VNFs) that are executed according to a
given order (see Fig. 1). A VNF may be made up of one or

Fig. 1. Example of SFC for internet connection. UE: User Equipment, RAN:
Radio Access Network, DU: Distributed Unit, CU: Centralized Unit, UPF:
User Plane Function, DN: Data Network

more VNF Components (VNFC), which implement a subset
of the VNF’s functionality. The VNF (hence VNFC) can be
implemented in either VM (software application behaving as
a separate computer system, exhibited by VMWare [4], Xen,
KVM, etc.) or container (lightweight, standalone, executable
package of software such as Docker [5] and Kubernetes [6]).

The NFV concept allows dynamic changes that can occur
in the network due to its flexibility and agility. Optimally re-
configuring Virtualized Network Functions (VNFs) remains
important, since the dynamic slicing changes can impact
the performance of one or more slices, which can lead to
broken SLA requirements, and therefore penalties. In real
life, slice demands arrive dynamically and the network state
changes continuously. Due to the stochastic nature of users
behavior, the traffic variation cannot be perfectly handled in
advance. Consequently, all the placement decisions that might
be optimal, at a certain point in time, may become sub-optimal
due to the new demands of VNFs deployments. This may
end up with an inefficient resource usage, hence the need for
network reconfigurations time to time in response to changing
network conditions is an indispensable component to maintain
high QoS and profit.

Today, most of existing work on network slicing is mainly
focused on the flow routing together with Service Function
Chain (SFC) deployment, and less from VNF reconfiguration
point of view. In [7], an Integer Linear Programming (ILP)
model was formulated to solve the problem of mapping and
reconfiguring the SFC for dynamic situations, with the objec-
tive to minimize the service provider’s operational overhead.
Yet, they did not consider the migration cost. In [8], the
authors consider the problem of both rerouting traffic flows
and improving the mapping of network functions onto nodes in
the presence of dynamic traffic, with the objective of bringing
the network back to a close to optimal operating state, in terms
of resource usage. However, they do not take into consider-
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Fig. 2. Presentation of VNFs reconfiguration problem. NSSF: Network Slice Selection Function, UDM: Unified Data Management, NRF: Network Repository
Function, AUSF: Authentication Server Function, AMF: Access and Mobility Management Function, SMF: Session Management Function, PCF: Policy
Control Function

ation the service interruption. Eramo et al. [9] [10] proposed
algorithms to handle the VNF placement, SFC routing, and
VNF migration in response to the change of user workload. A
migration policy was proposed to establish when and where
migrations of VNF have to be accomplished so as to minimize
a total cost characterized by the sum of the energy cost and
the reconfiguration cost occurring when the VNFs are moved
from the initial location. Nevertheless, the VNF interruption
has not been taken into account.

Our contributions in this paper are as follows:

• We propose an ILP model for the VNF reconfiguration
problem in the context of network slicing in 5G networks.
The model takes into account two types of migrations
(hot and cold migrations). Our algorithm generates a
reconfiguration plan to pass rapidly and efficiently from
an initial state where the placed VNFs are not optimally
allocated to a new state, computed beforehand, respecting
the resource capacity with a minimal interruption, migra-
tion and SLA costs.

• We provide abundant numerical data illustrating the find-
ings of our work.

The organization of this paper is as follows: Section II
presents the system model. Section III introduces the problem
statement and formulation. The experiments and evaluation
results are presented in Section IV. Some concluding remarks
and perspectives are presented in Section V.

II. SYSTEM MODEL

A. Problem definition

The problematic we are interested in is the reconfiguration
of 5G network slices. To define it simply, a reconfiguration is
a reallocation of the NFV to adapt the utilization of network
resources to the occurred changes. Fig. 2 shows an example
of VNFs reconfiguration problem. Three service slices are
presented: self driving car (slice uRLLC), live streaming (slice
eMBB) and smart home (slice mMTC). Each slice is a set of
virtualized network functions (VNFs), and each VNF is de-
ployed in one Virtual Machine (VM) with different capacities
(CPU, RAM). The slices (virtual resources) are deployed in
the VNF infrastructure (physical resources) presented by five
servers in ”current state”, which represents the initial state of
our problem. At time t, a new demand for slice deployment is
presented. In this case, the current VNF placements become
sub-optimal and inefficient. The VNFs placement should be
reconfigured by migrating VNFs to another optimal state
(target state). In our problematic, the current and target states
are known beforehand. Our objective is to reconfigure all the
realized migrations to attain the target state (new placement of
VNFs) and generate a reconfiguration plan that allows to pass
rapidly and optimally from the current state to the target state
while respecting resource capacities, minimizing the service
interruption and migration duration.

The VNF migrations are performed by two types of migra-
tions. In a hot (live) migration, the running VNFs are moved
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Fig. 3. The graph representation of VNFs migrations

between the source and target servers without disconnecting
the service or application. The hot migration ensures minimal
downtime for the VNF. In a cold (non-live) migration, the
VNFs are moved between servers by powering off the VNF on
the source server, moving it to the target server then powering
it back up on the target server. The cold migration ensures an
important downtime that should be minimised.

Our objectives are to minimize the total migration duration,
so as the VNF migration be performed as quickly as possible
and to minimize the service interruption, which is important
especially for some use cases such as smart grids, intelligent
transport systems and remote surgery. These services require
an ultra-high network reliability of more than 99.999% and
very low latency (of 1 millisecond) for packet transmission.
Minimizing the service interruption ensures the slice availabil-
ity and the avoidance of SLA violations. Moreover, the VNF
interruption degrades the service not only for one slice, but for
many other slices too as they can be shared between several
of them.

B. Problem modeling

The VNF reconfiguration problem is a NP-Hard optimi-
sation problem. [11] demonstrates the NP-hardness of the
reconfiguration problem in the context of distributed systems.
In this paper, we model the network as a connected directed
graph G = (V,E). The nodes v ∈ V stand for the servers
and the links (v, v′) ∈ E connecting the nodes represent the
VNF migration from node v to node v′ (see Fig. 3). The VNF
can be shared between different slices (ex in Fig. 2: NSSF,
UDM, NRF and AUSF are shared VNFs between all slices) or
dedicated to one slice (ex in Fig. 2: SMF). In this paper, we
assume that each VNF is implemented in one VM and there
is a low communication delay between them. Thus, the flow
routing is not taken into consideration.

Our objective is to propose an optimisation algorithm that
takes as input the current and target states and generates as
output the reconfiguration plan while minimizing the total
migration duration and the service interruption. There is a
property that already has been demonstrated in [11], and
consists of finding the reconfiguration plan in polynomial time
without service interruption using Topological Sorting (TS)

algorithm, in the case where the network topology is an acyclic
graph.

The topological sorting for Directed Acyclic Graph
(DAG) [12] [13] is a linear ordering of nodes such that for
every directed arc (v, v′), node v comes before v′ in the
ordering. The TS algorithm is not possible if the graph is
not a DAG (for the case of cyclic graph). For this reason, we
propose an exact model that can be applied to different types
of graphs (acyclic and cyclic) and where the solution can be
optimised in terms of service interruption and total migration
duration.

III. PROBLEM STATEMENT AND FORMULATION

Linear programming constitutes the basis of the solution
method developed in this work. In this section, we present the
VNF reconfiguration problem statement and its formulation as
an Integer Linear Programming (ILP).

A. VNF reconfiguration problem: Problem statement

The VNF reconfiguration problem is presented as follows
with notation given in Table I for easy reference:
• Given: The placement of VNFs in the current and target

states.
• Find: in which stage k the V NFi should be migrated,

which type of migration to use (cold or live migration)
while respecting the resource constraints.
The total number of stages N required for all VNFs to
be migrated can be equal to Nv the number of VNFs in
worst cases, where each VNF migrates separately in one
stage. Or less than that, in case where we have parallel
migrations.

• Subject to: the VNF occupied CPU capacity capcpui ,
the VNF occupied RAM capacity caprami , the VNF
interruption duration δi and the VNF migration duration
T .

• Objective: minimizing the VNF migration and interrup-
tion duration.

B. Problem formulation

To formulate the integer linear programming model, we
introduce the decision variables, the constraints to be satisfied,
and the objective function.

1) Decision variables: We have the following decision vari-
ables to model VNF migrations between servers (Knapsacks):

xik =

{
1, if the V NFi is migrated in stage k ;
0, otherwise. (1)

yik =

{
1, if the V NFi is interrupted in stage k ;
0, otherwise. (2)

2) Problem constraints:
• Integrity constraint for migration
Equation (3) insures that V NFi can only be migrated once

to the destination server.
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TABLE I
TABLE OF NOTATIONS

Notation Description
N number of stages
Nv number of VNFs
Ns number of servers
k order / stage of the reconfiguration
xik a binary variable indicating that V NFi is migrated in order k
yik a binary variable indicating the stage where V NFi is interrupted in source

host
O(s) set of VNFs originating from server s
D(s) set of VNFs targeting server s
Ck

s represents the residual CPU capacity of server s in stage k
Rk

s represents the residual RAM capacity of server s in stage k
capcpui represents the occupied CPU capacity of V NFi

caprami represents the occupied RAM capacity of V NFi

δi represents the interruption duration of V NFi

T represents the migration duration of a given V NF
βi represents the cost of service interruption, which is the SLA availability of

each V NFi

α represents the migration cost of all VNFs

Nv∑
k=1

xik = 1 ; ∀i ∈ {1, .., N} (3)

• Integrity constraint for interruption
Equation (4) shows that V NFi can only be interrupted once

in the source server.

Nv∑
k=1

yik = 1 ; ∀i ∈ {1, .., N} (4)

• Capacity constraint
Equations (5) and (6) ensure that resource capacities of each

server (for CPU and RAM, respectively) in each stage k, are
not exceeded. VNFs that are interrupted free the resources of
their origin server, while VNFs that are placed consume the
resources of their destination server.

∀s ∈ {1, .., Ns} ; ∀k ∈ {1, .., N} ;

Cks −
∑
iεD(s)

xikcap
cpu
i +

∑
iεO(s)

yikcap
cpu
i = Ck+1

s (5)

∀s ∈ {1, .., Ns} ; ∀k ∈ {1, .., N} ;

Rks −
∑
iεD(s)

xikcap
ram
i +

∑
iεO(s)

yikcap
ram
i = Rk+1

s (6)

Cks ≥ 0 ; ∀s ∈ {1, .., Ns} ; ∀k ∈ {1, .., N} (7)

Rks ≥ 0 ; ∀s ∈ {1, .., Ns} ; ∀k ∈ {1, .., N} (8)

• Interruption duration constraint
Equation (9a) ensures that the VNF is migrated with cold
migration during the whole process. It considers that inter-
ruption and migration could be performed in one same stage.
Otherwise, equation (9b), which refers also to cold migration,
gives more flexibility. The interruption and migration could be

performed in one or more stages. In cold migration, the VNF
is interrupted first in the source host then it is migrated to the
destination host. The VNF interruption should be before VNF
migration.

Equation (9c) ensures that the VNF is migrated with live
migration during the whole process. In this case, the migration
of V NFi occurs at one stage before interruption. Here, we
consider that VNF is interrupted in the source host after totally
being migrated to the destination host.

Equation (9d) encompasses the cold and live migration.

Nv∑
k=1

kyik =

Nv∑
k=1

kxik ; ∀i ∈ {1, .., N} (9a)

Nv∑
k=1

kyik ≤
Nv∑
k=1

kxik ; ∀i ∈ {1, .., N} (9b)

Nv∑
k=1

kyik =

Nv∑
k=1

kxik + 1 ; ∀i ∈ {1, .., N} (9c)

Nv∑
k=1

kyik ≤
Nv∑
k=1

kxik + 1 ; ∀i ∈ {1, .., N} (9d)

The interruption time is considered as the number of stages
between the VNF interruption and VNF migration. In live
migration, the interruption time is negligible, therefore, we
consider δi = 0. In cold migration, the VNF interruption is
performed at least in one stage δi = 1. Equation (10) refers to
the formulation of VNF interruption time.

δi = (

Nv∑
k=1

kxik + 1)− (

N∑
k=1

kyik) (10)

• Migration duration constraint

Equation (11) finds the maximum migration duration that
should be minimized.
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Nv∑
k=1

kxik ≤ T ; ∀i ∈ {1, .., N} (11)

3) Objective function:

min(

Nv∑
i=1

βiδi + αT ) (12)

The objective function consists of minimizing the VNFs
interruption time, that represents the number of stages during
which the V NFi is interrupted, and minimizing the VNFs
migration duration, that represents the number of stages during
which the V NFi is migrated. The weight βi associated with
δi represents the SLA availability for each VNF belonging to
a given slice. The service availability of the slice is divided
into three ranges: high availability (βi = 100%), average
availability (βi ≥ 99%), and low availability (βi < 99%).

IV. EXPERIMENTAL RESULTS

A. Simulation Setup

1) Topology Dataset: The ILP model is solved using
CPLEX Optimisation studio V12.8 integrated in python. Ex-
periments were conducted on a machine with Core i7-6600U
CPU and 16 Go of RAM. We use randomly generated topolo-
gies to evaluate our model for both acyclic and cyclic graphs.
The graphs are randomly generated with different sizes (small
and medium graphs) using the NetworkX, which is a well-
known pyhton lib, and we are inspired from the code proposed
by [14] [15]. The nodes of the graph represent the servers
and the links represent the VNF migration. The node and link
capacities are generated randomly, (1∼50) for CPU capacity
and (10∼90) for RAM capacity.

2) VNF and slice Datasets: The type number of VNFs
is randomly generated in range (20∼150). The slices are
randomly generated by choosing the set of connected VNFs,
taking into consideration the shared and dedicated VNFs. Each
slice contains at least 5 VNFs. The datasets are presented in
Table II and Table III.

TABLE II
DATASETS OF ACYCLIC GRAPHS

Instances Servers VNFs Slices
DC-acy1 10 25 6
DC-acy2 20 35 11
DC-acy3 40 60 12
DC-acy4 50 120 24
DC-acy5 80 150 35

TABLE III
DATASETS OF CYCLIC GRAPHS

Instances Servers VNFs Slices
DC-cy1 10 30 8
DC-cy2 20 45 12
DC-cy3 40 70 15
DC-cy4 50 120 25
DC-cy5 80 146 32

B. Evaluation Metrics

To show the performance of our model, we use the following
evaluation metrics:
• Scalability: To evaluate the scalability of our model, we

adopt two metrics. These metrics are the model execution
time in seconds and the estimated gap to optimal in %
after one hour.

• Migration duration: We evaluate the total migration
duration for the entire process, as well as the number
and the percentage of migrated VNFs per each step of
the migration.

• Interruption duration: We evaluate the ratio of inter-
rupted VNFs to the total VNFs as well as the interruption
duration for each slice demand.

• Migration and interruption costs: We evaluate the
interruption and migration cost by giving each VNF the
corresponding SLA availability βi and varying the weight
α.

C. Simulation Result and Analysis

1) Evaluation according to the nature of slices: We evalu-
ate the example presented in Fig. 2 with V = 5 and E = 14. As
we mentioned earlier, each slice has its SLA availability that
should be respected. In Fig. 4(a), we present the considered
values of each service availability: high availability for slice
uRLLC (βi = 100%), average availability for slice mMTC (βi
= 99%) and low availability for slice eMBB (βi < 99%).

Fig. 5(a) shows the total migration and interruption duration
for all slices according to different variations of α, where the
number of α is varied between (1∼200). We can see that the
total migration duration decreases and the total interruption
duration increases with the rise of the α. From α = 100, we
can observe clearly that the total migration and interruption
duration stagnates respectively in steps 3 and 7. This is because
the ILP model finds the optimal solution that minimizes both
migration and interruption duration.

To evaluate the interruption duration for each slice, we set
the α to 100. Fig. 5(b) presents migration duration of VNFs
for each slice. We can see that in the slice uRLLC there is no
interruption as it demands a high availability, then for mMTC
there is one VNF interrupted for duration of 1 step, while the
eMBB has more interrupted VNFs. To have more details about
the interrupted VNFs, Fig. 4(b) shows the reconfiguration plan
of VNFs migrations. We can see that UPF and SMF dedicated
to eMBB are interrupted for 3 steps. This is because of the
low SLA availability of 20% and 40% respectively. Then, the
AMF shared between eMBB and mMTC is interrupted for 1
step, which explains the importance of the service availability.
The ILP model takes into consideration the availability of each
slice while minimizing the interruption duration.

2) Evaluation according to the nature of datasets: In this
section, we evaluate the datasets presented in Table II and
Table III for acyclic and cyclic graphs, respectively. In this
experiments, we set βi and α to 1 to focus more one the
nature of graphs and their impact on the results.
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Fig. 4. The reconfiguration plan of all VNFs migrations taking into consideration the SLA availability

Fig. 5. The evaluation results of migration and interruption cost

• Acyclic graph
For acyclic graphs, our ILP model solves the VNF re-

configuration problem without interruption and with 0% of
optimality gaps. As we mentioned in Section II-B, in the
case of an acyclic graph, we can find the reconfiguration
plan in polynomial time without interruption using the TS
algorithm. In Table IV, we compare our ILP model with the
TS algorithm. We can see that the TS finds a reconfiguration
plan in milliseconds comparing to our ILP model. However,
the best objective of our ILP model is more interesting than
the TS algorithm. This is because the ILP finds the optimal
solution that minimizes the migration duration while the TS
finds a feasible solution without taking into consideration the
migration duration. This means that the ILP gives a solution
where the VNFs are migrated from the early steps and in
parallel as long as possible (see Fig. 6(b)) and with minimum
migration duration (see Fig. 6(a)). Fig. 6 shows that the ILP
migrates all VNFs in the first four steps for all instances.

• Cyclic graph
Figures 7(a) and 7(b), respectively, show the evolution of the

execution time and the gap to optimal estimated by CPLEX
at the end of the execution time according to the different
instances. These two metrics significantly increase for DC-cy4

TABLE IV
COMPARISON BETWEEN THE ILP MODEL AND TS ALGORITHM FOR

ACYCLIC GRAPH

Instances ILP: Exe-
cution time
(s)

ILP: Best
objective

TS:
Execution
time (s)

TS: Best
objective

DC-acy1 0.33 3 0.000532 25
DC-acy2 1.06 3 0.000324 35
DC-acy3 2.08 3 0.000949 60
DC-acy4 17.76 4 0.001346 80
DC-acy5 36.19 4 0.001257 150

Fig. 6. The evaluation results of migration duration for acyclic graph

and DC-cy5 instances due to the np-hardness of the problem.
Optimality gaps are often at 0% except in case of DC-cy4 and
DC-cy5 instances which need more time to find an optimal
solution. The ILP converged to optimality for medium graphs
(120 to 146 VNFs) about over an hour of simulation. It
provides an interesting solution in terms of migration duration
and VNF interruption. Fig. 8(a) shows that the VNFs can
migrate over 7 steps for DC-cy4 and over 6 steps for DC-cy5.
The interrupted VNFs are less than 20% and 10%, respectively,
for DC-cy4 and DC-cy5 (see Fig. 8(a)). In Fig. 8(b), we can
see that most VNFs are migrated without interruption (hot
migration where δi = 0).

Like acyclic graphs, the ILP succeeds for cyclic graphs
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Fig. 7. Scalability evaluation results for cyclic graph

Fig. 8. The evaluation results of migration duration for cyclic graph

Fig. 9. The evaluation results of interruption duration for cyclic graph

to migrate efficiently and quickly the VNFs from the first
steps with minimum interruptions. However, in acyclic graphs
the migrations is performed without interruptions and slightly
faster when compared to the case of cyclic graphs. This leads
to conclude that the ILP model complexity depends strongly
on the presence of cycles.

V. CONCLUSION AND FUTURE WORKS

In this paper, we have proposed an ILP-based solution for
the problem of slice reconfiguration in the context of 5G
networks. The ILP finds a reconfiguration plan, consisting of
a series of migrations that will relocate the VNFs from their
current servers to those computed beforehand, while minimiz-
ing the migration and interruption duration. We evaluate the
proposed model according to the service importance taking
into consideration the SLA availability metric, and according
to the nature of datasets (whether it is an acyclic or a cyclic
graph). The simulations reveal some strengths of our model
in terms of slice service availability. In addition, evaluation
results show that the ILP model yields good solutions in
terms of minimizing the total migration and VNF interruption
duration. As a future work, we plan to propose a heuristic

based on topological sorting algorithm in order to improve
the convergence time and allow dealing with larger instances.
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Abstract — The US military is developing the warfighting philoso-

phy of Multi-Domain Command and Control (MDC2), which inte-

grates land, sea, air, space, and cyberspace into a unified operation en-

vironment. MDC2 depends on the consistent sharing of operational 

plans and intelligence reports, which will be contested by adversary ad-

vances in communications-denying technology. Thus, the MDC2 sys-

tem of the future must enable to development and dissemination of 

plans within the context of intermittent communications. We are devel-

oping a proof-of-concept MDC2 prototype to explore the requirements 

and constraints of this space. This system will be built on top of a dis-

tributed database; after evaluating the available options, we believe 

that Distributed Ledger Technology (DLT) is a strong candidate to 

meet the particular requirements of the MDC2 use case. Here, we in-

vestigate several DLT options and compare their capabilities to the 

MDC2 requirements, analyzing the design tradespace.  We also exam-

ine several DLT alternatives and identify why they do not meet these 

requirements.  We develop two initial prototype MDC2 systems, a base-

line system based on an SQL-type relational database and one based on 

DLT.  We run experiments to compare the performance of the two pro-

totypes, and we discuss how these results relate to their suitability for 

MDC2.  Finally, we outline the future path for this research in order to 

complete a full-functionality prototype MDC2 system. 

Keywords—Distributed Ledger Technology; blockchain; Command 

and Control; Multi-Domain Command and Control. 

I. INTRODUCTION 

With a view towards the battlefield of the future, Depart-
ment of Defense (DoD) policy over the past half-decade has 
been moving towards the Multi-Domain Command and Con-
trol (MDC2) concept (also called Distributed Maritime Oper-
ations, Multi-Domain Operations, and All-Domain C2) [1] 
[2] [3]. MDC2 integrates the warfighting domains of land, 
sea, air, space, and cyberspace into a unified planning process 
under a single Joint Forces Commander.  At the same time, 
adversaries are advancing their battlefield capabilities for 
jamming and otherwise hindering communications.  Thus, 
the battlefield of the future will not resemble communica-
tions-permissive battlefields the DoD has enjoyed the last few 
decades.  Based on these two trends, there is an increased 
need for front line units to share military plans and intelli-
gence, but also the potential for significant barriers to doing 
so. 

In order to address this situation, the DoD needs to de-
velop a next-generation MDC2 system that allows command-
ers to share plans and orders across an entire theater of oper-
ations, but also empowers frontline units to collaboratively 
update plans in response to changing battlefield conditions.  
This MDC2 system must maintain a consistent view of the 
data among all parties (when in communication) and recon-
cile conflicts in the data (when re-connecting after a period of 
denied communication). 

This MDC2 system should be built on top of a distributed 
database that can operate through intermittent communica-
tion and also reconcile divergent database copies that result 

from evolving data during network disconnection. Upon 
analysis of the system requirements, we believe that Distrib-
uted Ledger Technologies (DLT) are a promising option for 
this MDC2 system.  The research presented in this paper de-
scribes an investigative study to evaluate the suitability of 
DLT for such a system. 

This paper is organized as follows. In Section II, we pre-
sent the MDC2 use case that motivates our research. Section 
III explores our reasons for selecting DLT as a solution for 
this problem, and Section IV details the different DLT imple-
mentations we considered. There are other solutions to this 
problem besides DLT; Section V presents some industry-
standard alternatives and discusses their advantages and dis-
advantages compared to DLT for our use case. Section VI 
discusses our experiments with our DLT-based prototype, 
and Section VII recommends avenues for future research 
(both experimentation and development). 

II. MULTI-DOMAIN COMMAND AND CONTROL USE CASE 

Consider the following scenario: an Air Force base in a 
war zone is under threat of imminent attack. In an effort to 
protect his forces, the Air Commander divides his air units 
into small groups called Dispersed Units (DU); these DUs are 
organized into a hierarchy of Parent Dispersed Units (PDU). 
These DUs are then deployed to forward operating bases to 
geographically separate them (Figure 1). 

Prior to dispersing the DUs, the Air Commander and his 
planning staff plan out the air war for the next 2 weeks. They 
assign different DUs to destroy or recon different targets, and 
they distribute these plans to the DUs. During the mission, 
the forward-deployed DUs are disconnected from the mission 
planners and other DUs due to geography, adversary jam-
ming, cyber attack, etc. Additionally, the DUs discover that 
the battlefield is changing from its initial state as seen by the 
mission planners.  Targets are in different locations than orig-
inally thought, new threats are discovered, etc. These changes 
invalidate the original mission plans, and necessitate up-
dates/modifications to the plans in order to achieve mission 
success and deal with these new threats.  Normally, the DUs 
would request plan updates from the mission planners, but 
they are now out of communication.  Therefore, front line 
units in the DUs must be delegated authority to re-plan and 
re-task local units, and they must record these updates to the 
plan. When the DUs re-establish communications with the 
home base, these changes must be communicated to the Air 
Commander and mission planners. The original plans and the 
updated plans must be reconciled into a consistent, updated 
view of the plans so that all parties will be on the same page. 

There are several critical requirements for a database to 
store these plans and enable decentralized operations. First, 
the database must provide consistent data between different 
network participants (to the extent possible). Second, when 
plans do diverge due to disconnected communications, dif-
ferent versions of the plans must be deconflicted once com-
munications are re-established. Third, this database must be 
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leaderless; there can be no single point of failure where dis-
rupted communications means that network participants are 
unable to update or disseminate the plans.  Fourth, the data-
base must provide immutable, auditable provenance; any 
party examining the database should be able to examine the 
entire evolution history of the plans to see who made what 
changes, when, and why. This provenance history must be 
tamper-proof so that adversaries and bad actors cannot mod-
ify the history after the fact. Fifth, the database must also pro-
vide non-repudiation guarantees so that parties writing to the 
database can be held accountable for their updates. 

Although we have presented a Department of Defense use 
case here, such a system would have wide applications.  Con-
sider a wilderness search and rescue scenario. Drones and hu-
man volunteers are collaborating to search a National Park 
for a lost hiker. This is a remote, austere environment where 
the searchers (human and drone) use relatively low-powered 
radios for communication, and communications will often be 
interrupted due to distance and geography.  The search is led 
by a single Search and Rescue Coordinator, and on-the-
ground searchers are divided into groups (DUs) and assigned 
to different search areas. The different groups need to collab-
oratively re-plan and re-assign roles during the search in re-
sponse to changing intelligence and environmental condi-
tions, and they need to communicate their search results back 
to the Coordinator after they complete their search pattern. 

This type of command and control system has many other 
applications.  It could be used to coordinate Border Patrol 
units or to manage drug enforcement operations.  This system 
would be useful for collaborative planning between groups of 
autonomous drones working towards a common goal, such as 
mapping a remote area.  It could even be used to manage lo-
gistics systems like the United States Postal Service (USPS), 
UPS, FedEx, or DHL. 

III. WHY DLT? 

The Command and Control system described here re-
quires a distributed database that allows multiple parties to 
modify the same data. It must allow updates to the data in 
disconnected network partitions, and it must automatically 
reconcile data conflicts taking into account mission context 
in order to determine which version of the data is authorita-
tive. In this research, we explore Distributed Ledger Technol-
ogy (DLT), e.g., blockchain, as a potential solution for this 
system.  DLT/blockchain was designed as a leaderless, dis-
tributed database that can tolerate network disconnection, and 
it has properties that are attractive for distributed Command 
and Control systems. 

A. How DLT\blockchain works 

In a DLT/blockchain network, all network participants 
maintain a local copy of the distributed database (ledger). All 

data operations on this database (create/update/delete) are en-
coded as Transactions and submitted to a pool of Proposed 
Transactions. Certain network participants (called “miners” 
in Bitcoin networks) select a set of Proposed Transactions, 
check them for “correctness” (according to a set of rules 
based on the characteristics of the system), bundle them into 
a Block, append that Block to the end of a chain of Blocks 
(hence blockchain), and advertise the new Block to other net-
work participants.  Other network participants verify the cor-
rectness of the Transactions and then accept the new Block.  
The Block contains a cryptographic hash of its own contents 
and the contents of the previous Block in the chain, which 
makes the Block immutable (any tampering with the Block 
will invalidate the hash, making the tampering instantly de-
tectable). 

In some cases, two different miners will create and adver-
tise two different next Blocks.  This results in different net-
work participants having different versions of the blockchain; 
this is called a blockchain fork.  Different blockchain imple-
mentations have methods for avoiding forks, and they also 
have methods for determining which fork will be accepted as 
the authoritative blockchain; the other fork will be discarded. 

A key aspect of DLT/blockchain is the consensus algo-
rithm.  If it is easy for miners to generate and propose new 
Blocks, then it will be easy for bad actors to manipulate the 
system.  The consensus algorithm makes it difficult to gener-
ate a valid Block, but easy to check the validity of the Block.  
The consensus algorithm is also used to limit the blockchain 
mining speed, which reduces the frequency of blockchain 
forks and makes it more difficult for bad actors to manipulate. 
There are different types of consensus algorithms.  Proof of 
Work requires a large amount of compute power to solve a 
difficult, but easily verifiable, math problem to generate a 
new Block; this algorithm is used in the Bitcoin network [4]. 
Proof of Stake requires network participants to “stake” a cer-
tain amount of owned cryptocurrency in order to become val-
idators (same role as miners) who are randomly selected to 
create the next Block; this algorithm is used in the Ethereum 
network [5].  Proof of Authority is similar to Proof of Stake 
except that validators are chosen to create the next Block with 
probability of being chosen being proportional to the valida-
tor’s reputation (based on its past behavior in the network) 
[6]. 

B. Design tradeoffs 

Distributed Ledger Technology has a number of ad-
vantages related to the requirements of the distributed Com-
mand and Control use case.  First, DLT/blockchain guaran-
tees eventual consistency of the data (when all nodes have the 
same copy of the blockchain). Second, blockchain is designed 
for leaderless management so that there is no single point of 

 

Figure 1.  Organizational Hierarchy of Dispersed Units. 
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failure that can bring down the network. Although the com-
mand hierarchy in Figure 1 seems to indicate the Joint Forces 
Commander as a single leader for the C2 system, once au-
thorities to modify plans are conditionally delegated to front-
line units, this situation more closely resembles a leaderless 
network. Third, blockchain provides the required immutable 
provenance auditing and non-repudiation.  Finally, DLT also 
enables smart contracts, which can be used for the delegation 
of authority described previously. 

However, there are also drawbacks to using blockchain 
for distributed databases. Because the system is leaderless, it 
relies on the consensus algorithm to reach a consistent data 
state (rather than a single leader dictating the data state).  The 
consensus algorithm is necessarily slower and more complex 
than a single master database.  This has significant implica-
tions for the latency and throughput of Write transactions for 
a blockchain-based distributed database. 

Based on these design tradeoffs for blockchain-based dis-
tributed databases, we evaluate that blockchain is best suited 
for data that evolves slowly and can tolerate latency. There-
fore, high-volume data like sensor information or video 
streams are not well-suited for blockchain. The Command 
and Control data for collaborative mission planning are a 
good fit for blockchain-based systems; however, C2 applica-
tions with real-time requirements may not be suited for block-
chain databases. 

This paper outlines an investigatory effort that explores 
the feasibility of using blockchain for Command and Control 
collaborative planning. 

IV. DLT FRAMEWORKS 
As part of this research, we investigated a number of dif-

ferent open-source DLT implementations to serve as the basis 
for a distributed, collaborative Command and Control sys-
tem.  The final Command and Control system has the follow-
ing requirements, so the basis DLT implementation should 
support these: 

• Flexible roles/leaderless operation for network nodes (no 
single point of failure) 

• Network partitions must support continued operation to 
some degree 

• Configurable access control/authorities management 

• Support for blockchain forking and reconciliation 

• Not resource intensive (operation on mobile platforms 
with constrained communications) 

• Permissioned network – all participants are known and 
authorized 

With these requirements in mind, we evaluated to applica-
bility of several different DLT implementations. 
Option 1: Hyperledger Fabric 

Hyperledger Fabric is an open-source project developed 
under the Linux Foundation. In contrast to many blockchain 
implementations (like the Bitcoin network), Fabric is permis-
sioned, rather than permissionless. All network participants 
are known, and only certain network participants are author-
ized to add Transactions to the blockchain. Network partici-
pants are authorized with X.509 security certificates issued 
by a certificate authority. Network participants are divided 
into organizations, which share a single distributed ledger.  
Organizations can be grouped into a consortium, which al-
lows participants from different organizations to access the 
distributed ledger of the other organizations.  Hyperledger 
Fabric encodes access control policies into chaincode, which 
is used to govern database read/write operations.  Because 

Hyperledger Fabric uses X.509 certificates and defined net-
work validators, it does not require a resource-intensive con-
sensus algorithm like Proof of Work [7]. 
Option 2: R3 Corda 

R3 Corda is a distributed ledger that was developed for 
the financial services sector [8]. It uses the Unspent Transac-
tion Output (UTXO) model (similar to Bitcoin) for managing 
data assets.  R3 Corda does not use Proof of Work as a con-
sensus algorithm; rather, it defines the concept of a Notary, 
where a single Notary must control all data assets consumed 
by a Transaction.  If a single Notary does not control all the 
data assets, then control most be transferred before the pro-
posed Transaction can be executed.  The need for Notaries 
poses a significant problem for Command and Control in dis-
connected environments.  A disconnected Command and 
Control system will require multiple ownership of data assets 
since we do not know a priori which node will need to modify 
which assets. 
Option 3: Algorand 

Algorand is a blockchain-based digital currency like 
Bitcoin that was created in 2017 by MIT professor Silvio Mi-
cali [9] to address some of the shortcomings of Bitcoin.  Al-
gorand uses Proof of Stake as a consensus algorithm.  The 
Algorand network is permissionless, so any party can join as 
a network node.  Additionally, Algorand supports only one 
class of user; all nodes in the system have the same authority 
level (although weighted by their stake in the system).  This 
disallows the designation of “trusted” parties with varying 
levels of authority, which is necessary for the Command and 
Control delegation of authority.  Because of these reasons, 
Algorand is not suitable for a Command and Control system. 

There are many more blockchain implementations in this 
technology space, but most of them share basic characteris-
tics with these three systems.  Based on our analysis, we se-
lected Hyperledger Fabric as the basis for our Command and 
Control system.  Hyperledger Fabric supports some of the re-
quirements for the Command and Control system (leaderless 
operation, configurable authorities, operation of network par-
titions, permissioned network), but other capabilities will 
need to be built around it as part of our prototype (blockchain 
forking and reconciliation). One key point in favor of Hy-
perledger Fabric is that since it does not use a resource-in-
tensive consensus algorithm like Proof of Work, it does not 
suffer from well-known energy consumption concerns about 
cryptocurrency implementations like Bitcoin. 

V. NON-DLT ALTERNATIVES 

Blockchain is a relatively new approach to distributed da-
tabases.  There are a number of more traditional distributed 
database solutions that should be considered as direct com-
petitors to a blockchain-based system; any blockchain system 
should be evaluated against these other solutions. 

SQL (Structured Query Language)–type databases 
are relational databases organized into tables with columns 
and rows.  In a standard configuration, a single SQL-type da-
tabase serves Read and Write requests from multiple Clients.  
SQL databases like MySQL, PostgreSQL, and Microsoft 
SQL Server do not natively support a distributed database 
configuration, but they can be configured into a single mas-
ter/multiple replica configuration to support distributed Read 
operations but not distributed Write operations [10]. 

Git is a popular open-source Distributed Version Control 
System (VCS) that was developed in 2005 to manage soft-

37Copyright (c) The Government of USA, 2022. Used by permission to IARIA.     ISBN:  978-1-61208-940-9

ICN 2022 : The Twenty-First International Conference on Networks

                            46 / 50



ware development projects with multiple contributors. Git us-
ers can download local copies of a master database, make up-
dates to the data, and then push the updates to be merged with 
the master database. Any local updates that do not conflict 
with the master database are merged automatically, but local 
updates that conflict with updates to the master database are 
flagged to the human user for manual merging.  Git records a 
full history of who made what changes to the database, at 
what time [11]. Git works as a distributed database, but it is 
not leaderless; it relies on one database node serving as the 
authoritative master node. 

The Interplanetary File System (IPFS) was designed as 
a Peer-to-peer file sharing system that works as a distributed 
database.  Users of the database create files locally and IPFS 
divides the files into chunks, generates a cryptographically 
hashed Content ID (CID) for each chunk, and advertises the 
CIDs to other users in the network.  If other users wish to 
download the file, IPFS queries the network for the location 
of the data associated with the relevant CIDs and downloads 
the chunks.  That user then becomes a secondary provider for 
those CIDs until they are deleted. When new versions of a file 
are added to IPFS, they are stored using new CIDs; old ver-
sions of the file cannot be tampered with or erased (unless all 
providers of the CID delete their local copy). Within IPFS 
each file exists as an independent entity; there is no concept 
of conflicting versions of the same data and no merge/recon-
cile functionality [12]. 

VI. EXPERIMENTATION 

A. Prototypes 

The goal of this research and the initial experiments it en-
compasses is to evaluate the feasibility of using Distributed 
Ledger Technology as a distributed database for a Command 
and Control system, as opposed to other distributed database 
solutions. To fulfill this goal, we built two prototypes for ex-
perimentation: one representing the state of the practice (built 
on top of PostgreSQL, a relational database), and one repre-
senting the state of the possible (built on top of Hyperledger 
Fabric). These two prototype networks each contain three 
nodes that function as a distributed database (Figure 2). Post-
greSQL is not natively a distributed database, so that proto-
type is set up with a single master and two replicated copies. 
In this configuration, clients can only write to the master 
node, and these write operations are propagated to the repli-
cated copies. 

It is important to note that these two prototypes do not 
provide the same functionality.  Because the PostgreSQL pro-
totype is not a true distributed database, it has no need for a 
consensus algorithm, because only one node (the master 
node) is the arbiter of the correct data state; this also repre-
sents a single point of failure. Because there is no need for 
consensus in the PostgreSQL database, the message ex-
change between nodes will necessarily be much more com-
plex in the Hyperledger Fabric prototype than the Post-
greSQL prototype. Therefore, we fully expect that the Post-
greSQL prototype will outperform the Hyperledger Fabric 
prototype in terms of throughput and latency when processing 
Write operations. The main advantage of Hyperledger Fabric 
over a more traditional database is that it does not contain a 
single point of failure, and that a partition of the network can 
continue operation even when disconnected from the rest of 
the network.  The PostgreSQL prototype does not support ei-
ther of these capabilities.  The following experiments demon-
strate how much of a performance downgrade Hyperledger 

Fabric suffers as opposed to a more traditional approach in 
order to analyze the tradeoffs between basic performance 
metrics and the special functionality that blockchain pro-
vides.  These experiments also provide indications as to 
which use cases are best suited for a blockchain-based ap-
proach. 

B. Experimentation 

We ran several experiments to compare the performance 
of the Hyperledger Fabric- and PostgreSQL-based proto-
types.  The different nodes of the network were run in Docker 
containers on an Ubuntu Linux VM.  We used the Pumba tool 
[13] to simulate bandwidth degradation and disconnection 
between different network nodes.  For these experiments, we 
use Write Transactions that write representations of Link 16 
J2.2 messages to the distributed database (Link 16 J2.2 mes-
sages are Air Force self-position reports for military aircraft) 
[14]. 

C. Experiment 0 – Hyperledger Fabric parameters 

Our first experiment was an initial exercise of the Hy-
perledger Fabric prototype to explore its capabilities and ex-
periment with major configuration parameters to identify the 
optimal configuration for our use case. We experimented 
with two independent variables: Batch Timeout and Traffic 
Density. 

One of the major configuration parameters for Hy-
perledger Fabric is Batch Timeout.  This value, expressed in 
fractions of a second, instructs the Hyperledger Fabric nodes 
that once they receive a Write Transaction, how long they 
should wait for additional Transactions before bundling all 
available Transactions into a new Block to be added to the 
blockchain. If this parameter is set to a low (short) value, then 
new Transactions will be bundled into Blocks almost as soon 
as they are received.  This may improve the Transaction 
throughput, but an increased number of Blocks being pro-
cessed by the consensus algorithm can increase Transaction 
latency.  On the other hand, if this parameter is set to a high 
(long) value, it can increase Transaction throughput (because 
there are fewer Blocks, there is less network overhead per 
Transaction), but because there are fewer Blocks, it can also 
(counterintuitively) decrease the average Transaction la-
tency.  In this experiment, we vary the value of Batch 
Timeout to find the optimal setting for our use case. 

For the Batch Timeout experiment, we use the 3-node net-
work configuration shown in Figure 2.  Two Clients commit 
Link 16 J2.2 Write Transactions at a frequency of 500 milli-
seconds for each Client.  These Clients commit Transactions 

 

Figure 2. Hyperledger-based MDC2 Initial Prototype. 
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for a period of 300 seconds.  We vary the Batch Timeout pa-
rameter between 0.05s, 0.25s, 0.5s, and 1s, and we also vary 
the bandwidth of the Hyperledger Fabric network to simulate 
degraded communications. We measure the Transaction 
throughput and latency to determine the optimal Batch 
Timeout for Hyperledger Fabric. The experimental results are 
shown in Figure 3; we determine that the optimal Batch 
Timeout parameter is 0.5 seconds. 

We also run an experiment to determine the maximum 
traffic density the Hyperledger Fabric network can handle be-
fore it begins to affect performance.  We use 1-4 Clients, 
which each submit Link 16 J2.2 Write Transactions to the 
network at a frequency of 500 milliseconds, and we run the 
experiment for 300 seconds.  We use a Batch Timeout vale of 
0.5 seconds based on the previous experiment.  We measure 
the Transaction throughput and latency, and the results are 
shown in Figure 4.  We also ran these experiments for 5 and 
6 Clients, but those results are similar to the results for 4 Cli-
ents.  Based on the experimental results, we determine that 
the amount of traffic generated by 2 or 3 Clients represents 
the best tradeoff between throughput and latency, depending 
on the situation. 

D. Experiment 1 

Following the Hyperledger Fabric parameter tuning in 
Experiment 0, we run the first experiment that compares the 
Hyperledger Fabric and PostgreSQL prototypes head-to-
head.  In this experiment, 2 Clients write Link 16 J2.2 mes-
sages to the distributed database at a frequency of 300 milli-
seconds per client; the database Transactions are approved 
(according to the prototype’s approval mechanism) and then 
propagated to all nodes in the network.  The experiment lasts 
for a period of 300 seconds.  We vary the bandwidth available 
to the networks to simulate degraded communications, and 
we measure the throughput and latency of the networks. 

Based on the difference in complexity of the Transaction 
approval mechanism between the two prototypes, we expect 
the PostgreSQL prototype to outperform Hyperledger Fabric 

in both throughput and latency; however, we wish to see if 
the difference between these metrics is sufficiently low to jus-
tify the benefits of Hyperledger Fabric in our Command and 
Control use case.  We show the experimental results in Figure 
5. 

E. Experiment 3 

We also run an initial experiment to compare the perfor-
mance of the two prototype systems in a disconnected com-
munications scenario.  In this experiment, we measure how 
long it takes to merge new database Transactions into a data-
base node that has not yet received them.  At the beginning 
of this experiment, a set of Clients write 500 Link 16 J2.2 
Transactions to the database; these Transactions are propa-
gated to all nodes in the network.  Then, one of the database 
nodes is partitioned from the rest of the network (in Post-
greSQL, this is one of the replicated nodes). The Clients write 
an additional 500 J2.2 Transactions to the main network; the 
partitioned node does not receive these Transactions.  We 
then reconnect the partitioned node to the network, and the 
network automatically pushes the new Transactions to the re-
connected node. We measure how long it takes for the recon-
nected node to be brought fully into sync with the rest of the 
distributed database nodes.  The results are shown in Figure 
6. 

F. Future Experiments 

In the future, we plan to run additional experiments to fur-
ther evaluate the performance of the Hyperledger Fabric pro-
totype against the PostgreSQL prototype. 
Experiment 2 – Hardware and Network Requirements: 
This experiment will use the same procedure as Experiment 
1. We will measure the disk storage required at each node, the 
processing power for 1 Write Transaction, and the network 
overhead for submitting 1 Write Transaction and propagating 
it to all distributed nodes. 
Experiment 4 – Dynamic Data Merging: This experiment 
will use the same procedure as Experiment 3, except that the 

  

Figure 3. Experiment 0 - Hyperledger Fabric prototype Write Transaction throughput and latency vs. Batch Timeout. 

  

Figure 4.  Experiment 0 - Hyperledger Fabric prototype Write Transaction throughput and latency vs. Traffic Density. 
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Clients will continue to write new Transactions to the data-
base during the Merge period.  We will measure how long it 
takes for the partitioned node to come back into synchroniza-
tion with the rest of the nodes, and what is the effect of the 
increased network traffic due to the new Write Transactions. 

G. Discussion 

The experiments discussed here show that in initial per-
formance tests, a blockchain-based Command and Control 
system performs worse in terms of latency and throughput 
than a simpler, non-collaborative SQL-type relational data-
base.  The key distinction between the two is the consensus 
algorithm; it enables leaderless operation and disconnected 
communication tolerance, but it introduces significant com-
plexity in validating and committing Write Transactions. 
Therefore, the key questions for evaluating the suitability of 
blockchain are: 

• Based on its performance constraints, what type of data is 
blockchain best suited for? 

• Do the benefits of blockchain (security, leaderless opera-
tion to tolerate degraded communications) outweigh its 
performance penalties for our specific use case? 

The Experiment 0 results indicate that a blockchain-based 
system is best-suited for low Write volume data with a mod-
erate tolerance for Write latency.  Therefore, blockchain is 
most applicable to high value data that does not change fre-
quently (like military campaign plans), but not high-volume, 
low latency data (like real-time control signals, sensor data, 
or video streams). Experiments 1 and 3 bolster this determi-
nation. Over the course of a multi-day military engagement, 
plans will probably be added to the database at less than 3-5 
Transactions per second, and the Command and Control sys-
tem can tolerate a 1-10 second latency on the dissemination 
of these plans to frontline units (Figure 5).  Additionally, iso-
lated frontline units re-establishing communication with the 
main group can tolerate 20-100 seconds to download Com-
mand and Control updates (Figure 6). 

VII. RECOMMENDED FUTURE WORK 

The research discussed in this paper was performed as a 
study to answer the question, “Is it feasible to use blockchain 
as a Command and Control distributed database?” Since this 
research has answered this question in the affirmative, the 
next step in this research is to build a full prototype.  This 
prototype will incorporate several innovations beyond the in-
itial study. 

The first innovation will be blockchain branching and 
merging. Most current blockchain implementations address 
blockchain forks by requiring a majority of network nodes to 
write to the blockchain, thus explicitly preventing forks (Hy-
perledger Fabric uses this approach), or they resolve forks by 
determining one fork branch to be authoritative and discard-
ing the other branches (Bitcoin’s blockchain implementation 
uses this approach). Neither of these approaches are sufficient 
for the Command and Control scenario: requiring a majority 
of nodes to write new Transactions prevents minority parti-
tions from writing new data, and discarding a blockchain fork 
(which represents the collaborative planning of a minority 
partition) invalidates previous planning and decision-making, 
throwing the entire Command and Control system into chaos.  
Therefore, the full prototype needs new functionality to allow 
blockchain forks in minority partitions, as well as merging 
these blockchain forks within an understanding of the context 
of the larger mission. 

The second innovation for the full prototype will be the 
implementation of a conditional authority calculus. In a full 
communications environment, planning decisions should be 
made by the highest-ranking authority and disseminated to 
lower-ranking units.  If communications are disconnected, 
these lower-ranking units must be authorized to make these 
planning decisions.  However, if there are no constraints on 
which units can make which planning decisions, this can lead 
to an explosion of blockchain branches that will be very com-

  

Figure 5. Experiment 1 - Hyperledger Fabric vs. PostgreSQL Prototypes Write Transaction throughput and latency. 

 

Figure 6.  Experiment 3 - Hyperledger Fabric vs. PostgreSQL prototypes Write Transaction throughput and latency. 
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plex to maintain and merge. Our conditional authority calcu-
lus will use a dynamic ruleset that is evaluated in the context 
of the mission environment to determine which parties are al-
lowed to make which planning decisions at a specific point in 
time.  This will constrain the complexity of the planning pro-
cess and the resultant blockchain merges. 

As we develop this full prototype, we will also pursue op-
portunities to deploy it during Department of Defense field 
exercises in order to evaluate its performance in operational 
scenarios and begin building acceptance within the user com-
munity. 

VIII. CONCLUSION 

In recent years, the DoD has been moving towards the 
Multi-Domain Command and Control philosophy as the most 
effective way to integrate warfighting domains. However, ad-
versary advances in communications-denying technologies 
jeopardize the ubiquitous communications needed to realize 
MDC2.  Therefore, the DoD needs an advanced MDC2 sys-
tem that enables collaborative planning and information shar-
ing in the presence of constrained, intermittent communica-
tions. Based on our investigation, we believe that Distributed 
Ledger Technology is a strong candidate for such a system 
that supports the communication requirements of the MDC2 
scenario.  In this paper, we investigate different DLT imple-
mentations and evaluate them against the MDC2 scenarios; 
we identify Hyperledger Fabric as meeting the key require-
ments for MDC2.  We built two different MDC2 prototypes: 
one based on standard distributed database technology, and 
one based on Hyperledger Fabric.  We ran a number of ex-
periments to evaluate the performance of the two systems, 
and to evaluate whether Hyperledger’s performance is suffi-
cient for an MDC2 system. Our experimental results are en-
couraging, so we chart a path forward to build a production-
grade DLT-based MDC2 system that can operate in modern, 
communications-denied environments. 
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