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Higher-order Statistics of Series of Packet Losses

Blazej Adamczyk and Andrzej Chydzinski
Department of Computer Networks and Systems

Silesian University of Technology
Gliwice, Poland

email: blazej.adamczyk@polsl.pl, andrzej.chydzinski@polsl.pl

Abstract—We analyze higher-order statistics of the length of
the series of consecutive packet losses at the router’s output
buffer. So far, only the average length of the series of losses has
been studied, in the context of the quality of real-time multimedia
transmissions. In this paper, we compute the coefficient of
variation, skewness and excess kurtosis of the length of the
series of losses, using a complex traffic model. Then we study
the influence of properties of the queue and the traffic on these
higher-order statistics. In particular, we study the impact of the
autocorrelation of packet interarrival times, the batch structure
of the traffic, the buffer capacity and the load of the queue
on the coefficient of variation, skewness and kurtosis and discuss
their potential impact on the quality of multimedia transmissions
perceived by end users.

Index Terms—Internet; buffer overflows; series of losses;
higher-order statistics

I. INTRODUCTION

One of the consequences of the best-effort design of the
Internet are packet losses, which happen at the router’s output
buffer, when the temporary arrival rate from all input interfaces
exceeds the capacity of the output link. The mechanism of
these losses is simple - the buffer gets full and newly arriving
packets are deleted.

When analyzing and describing the packet loss process,
the most obvious and useful characteristic is the loss ratio,
i.e., the ratio of the number of lost packets to the total
number of packets, considered in some, usually not short, time
interval. This characteristics has been widely studied using
measurements [1]–[7] and mathematical models [8]–[15].

The second well known and useful characteristic of the
loss process is the burst ratio [16]. This characteristic is
just the average length of the series of consecutive packet
losses, properly normalized. Therefore, it describes not the
bare frequency of occurrences of losses, but their statistical
structure – tendency to cluster together in series. Such series
are known to impair significantly the quality of real-time audio
and video transmissions, via unpleasant pausing of freezing
[17]. There is also a substantial literature on the burst ratio,
with direct measurements [18]–[21] and mathematical models
[22]–[28].

As it was said, the burst ratio is proportional to the average
length of the series of losses. Hence, it does not contain any
detailed information about the distribution of the series of
losses, but its average value only. In particular, it does not
contain any information about the variability of the series of
losses and how heavy is the tail of this distribution. Intuitively,
such information may be of some value when analyzing the

impairment of real-time audio and video transmissions. For
instance, a heavy tail of this distribution indicates that we can
expect occasionally a very long series of losses.

In this paper, we compute and analyze higher-order statistics
of the distribution of the series of losses, i.e., the coefficient
of variation, skewness and excess kurtosis. They are based
on higher moments (the second, third and fourth moment,
respectively) and, combined together, contain much more
detailed information about this distribution, than the bare burst
ratio.

In calculations, we use a mathematical model of the buffer
fed by an aggregated traffic. The Batch Markovian Arrival
Process (BMAP) is used to model the traffic. It is perhaps one
of the most versatile and useful models, due to it broad mod-
eling capabilities. In particular, using BMAP we can model an
arbitrary interarrival time distribution and the autocorrelation
of packet interarrival times [29], [30], batch arrivals (useful in
TCP modeling [31]) and several other features of traffic. Some
of these features will be exploited in numerical examples. The
BMAP process is widely used in the performance evaluation
of networks, see [32]–[35] and the references there.

To the best of the authors’ knowledge, there are no pub-
lished results on higher-order statistics of the series of losses.
The only results we are aware of are those devoted to the
first-order statistic, i.e., the burst ratio, published in the papers
mentioned above.

The rest of the paper is structured as follows. In Section
II, the model of the buffer fed by the BMAP process is
described. In Section III, formulas for the coefficient of
variation, skewness and excess kurtosis of the series of packet
losses are presented. In Section IV, numerical results are given.
In particular, five different parameterizations of traffic are used
and accompanied by different buffer sizes, loads of the queue
and service times. Influence of all these factors on higher-
order statistics of the series of losses is discussed. Concluding
remarks are given in Section V.

II. THE MODEL

We use a finite-buffer queueing model with a single server.
Namely, the buffer size is K, including the service position.
If upon a packet arrival there are K packets present in the
buffer, a newly arriving packet is deleted. The service time
has general distribution given by distribution function F with
the average value of F . The load of the queue, ρ, is defined
as

ρ = ΛF , (1)

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-036-0
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where Λ is the rate of the arrival process.
The packet arrival process is modeled by the BMAP process

[36]. BMAP is a Markov process denoted by (N(t), J(t)),
t ≥ 0, where N(t) is the cumulative number of packets that
arrived in (0, t), while J(t) is the state of some Markov chain
(continuous-time type), called the modulating chain, with the
state space {1, . . . , s}. The infinitesimal matrix of (N(t), J(t))
is: 

D0 D1 D2 D3 · ·
D0 D1 D2 · ·

D0 D1 · ·
· · ·

 ,
where each Di, i ≥ 0, constitutes an s×s matrix. In addition,
each Di, i ≥ 1, is nonnegative, while D0 is negative on
its diagonal elements and nonnegative outside the diagonal.
Finally, D =

∑∞
i=0Di has to be an irreducible infinitesimal

matrix and has to differ from D0.
In the analysis of BMAP, the function Pi,j(n, t) is used

frequently:

Pn,m(k, t) = Pr{N(t) = k, J(t) = m|N(0) = 0, J(0) = n}.
(2)

In what follows, e is the column vector of length s of 1’s,
I is the s× s identity matrix, 0 is the s× s matrix of 0’s and
1 is the s× s matrix of 1’s.

III. HIGHER-ORDER STATISTICS

The higher-order statistics of the length of the series of
losses can be obtained in a similar way, as the burst ratio
parameter was obtained in [27]. Namely, following the proof
of Theorem 1 of [27], we can see that the probability that the
series of consecutive packet losses is of length k is:

Pk =
ur(k)

1− ur(0)
, k = 1, 2, . . . , (3)

where vector u of size s contains the distribution of the
modulating chain at the moment ending the buffer overflow
period in the stationary regime. It can be computed as the
stationary vector of stochastic s× s matrix V , i.e., the vector
fulfilling the set of equations: ue = 1,

uV = u,
(4)

where matrix V has the following form:

V = W−1

Z +

K∑
i=1

RK−iAi −
K∑
i=1

i∑
j=1

YK−iRi−jAj

 ,

(5)

with
Ak =

[∫ ∞
0

Pn,m(k, t)dF (t)

]
n,m

, (6)

Yk =

[
−(D0)nnpn(k,m)

λn

]
n,m

, (7)

R0 = 0, R1 = A−10 ,

Rj+1 = A−10

(
Rj −

j∑
i=0

Ai+1Rj−i

)
, j ≥ 1, (8)

Z =

∞∑
i=K

YiA0, (9)

Ai = A0 −
i−1∑
j=0

Aj , (10)

and

W =

K∑
i=0

RK−iAi −
K∑
i=1

i∑
j=0

YK−iRi−jAj . (11)

Moreover, pn(k,m) in (7) is the probability that in the
arrival process there will be a change of the modulating chain
to m together with an arrival of a batch of size k, if the
modulating chain is currently in state n. This probability is
equal to:

pn(0, n) = 0, for every n, (12)

pn(0,m) =
1

−(D0)nn
(D0)nm, n 6= m, (13)

pn(k,m) =
1

−(D0)nn
(Dm)nm, k ≥ 1. (14)

On the other hand, vectors r(k), which are present in (3),
are defined as follows. The n-th entry of vector r(k) is the
probability, that during the first buffer overflow period the
number of lost packets equals k, assuming X(0) = K−1 and
J(0) = n. Vectors r(k) have the following form, see [27]:

r(k) = W−1

·

K∑
i=1

RK−iAi+k−
K∑
i=1

i∑
j=1

YK−iRi−jAj+k +

K+k∑
i=K

YiAK+k−i

e.

(15)

Matrices Ak, which are present in (8), (10), (11) and (15),
can be computed using the uniformization method of [36].
Exploiting this method we get:

Ai =

∞∑
j=0

Ti,j
j!

∫ ∞
0

e−θt(θt)jdF (t), (16)

with
θ = max

n
{(−D0)nn}, (17)

and:

T0,0 = I, (18)
Tk,0 = 0, k ≥ 1, (19)

T0,j+1 = T0,j(I + θ−1D0), (20)

Tk,j+1 = θ−1
k−1∑
i=0

Ti,jDk−i + Tk,j(I + θ−1D0). (21)

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-036-0
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Now, using (3) with (4), (5) and (15), we can obtain higher-
order statistics of the series of losses. Namely, the coefficient
of variation, Cv , of the length of the series of losses is:

Cv =
S

G
, (22)

where G is the average length of the series of losses:

G =

∑∞
k=1 kur(k)

1− ur(0)
, (23)

while S is the standard deviation:

S =

√∑∞
k=1 k

2ur(k)

1− ur(0)
−G2. (24)

The skewness M of the length of the series of losses is:

M =

∑∞
k=1(k −G)3ur(k)

S3(1− ur(0))
. (25)

Finally, the excess kurtosis N of the length of the series of
losses is:

N =

∑∞
k=1(k −G)4ur(k)

S4(1− ur(0))
− 3. (26)

IV. EXAMPLES

In these examples, we will use the same parameterizations
of the system that were used in [27] to study the first-order
statistic. In particular, the following five BMAP parameteriza-
tions will be used:

BMAP1: D0 = −6.66666666 ·I, D1 = 6.66666666 ·I.
BMAP2:

D0 =

−2.66407491 0.21318153 0.06876823
0.28194977 −4.12978130 0.28194977
0.07564506 0.07564506 −14.6406033

 ,
D1 =

 1.30324098 0.60086202 0.47802213
0.28641400 2.92428551 0.35518224
0.80716673 0.28882659 13.3933198

 .
BMAP3: D0 = −I, D2 = 0.02222222 · 1, D4 =
0.07777778 · 1, D8 = 0.23333333 · 1.
BMAP4:

D0 =

−0.39961124 0.03197723 0.01031523
0.04229246 −0.61946720 0.04229246
0.01134675 0.01134675 −2.19609050

 ,
D2 =

 0.14544482 0.01134675 0.02166199
0.01134675 0.03197723 0.02166199
0.02166199 0.03197723 0.05260770

 ,
D4 =

 0.01134675 0.02166199 0.01134675
0.01134675 0.33111906 0.01134675
0.04229246 0.01134675 0.02166199

 ,
D8 =

 0.03869456 0.05712054 0.03869456
0.02026858 0.07554653 0.02026858
0.05712054 0.00000000 1.93472829

 .

BMAP5:

D0 =

−45.5935855 1.95261616 0.19526161
0.01952616 −4.55935855 0.19526161
0.00195261 0.01952616 −0.45593586

 ,
D2 =

 0.06508720 0.52069762 5.20697622
0.52069762 0.00065087 0.05792761
0.05076801 0.00650872 0.00065087

,
D4 =

 0.06508720 0.52069762 5.20697622
0.52069762 0.00065087 0.05792761
0.05076801 0.00650872 0.00065087

 ,
D8 =

 0.35797962 2.86383692 28.6383692
2.86383692 0.00357979 0.31860186
0.27922410 0.03579796 0.00357979

 .
On purpose, all of these arrival processes have the same

arrival rate, Λ = 20/3, but quite different internal statistical
properties. In particular, BMAP1 is in fact a simple Poisson
process, so it has no autocorrelation of interarrival times, nor
batch arrivals. BMAP2 is positively, strongly autocorrelated,
but has no batch arrivals. On the other hand, BMAP3

is not autocorrelated, but has batch arrivals. Finally, both
BMAP4 and BMAP5 are strongly autocorrelated and have
batch arrivals. The difference is that the autocorrelation of
BMAP4 is positive, while BMAP5 has an oscillating auto-
correlation, with positive and negative signs. It is important
that when batch arrivals are involved (in BMAP3, BMAP4

and BMAP5), the same batch sizes are used in every case.
Similarly, in two cases with positive autocorrelation (BMAP2

and BMAP4), exactly the same autocorrelation function is
used.

By default, we will use K = 50, ρ = 1 and exponential
service time with the mean of 3/20. There will be some
exceptions, but they will be clearly stated.

In Figure 1, the distribution Pk of the length of the series of
losses is presented for all considered arrival processes. As we
can see, for BMAP1 and BMAP2, which do not have the
batch structure, the distribution is regular and monotonic. A
heavier tail can be observed in the correlated case, BMAP2.
For BMAP3, . . . , BMAP5, which do have the batch struc-
ture, this distribution has an irregular form, with multiple
spikes.

TABLE I
HIGHER-ORDER STATISTICS OF THE SERIES OF LOSSES FOR DIFFERENT

ARRIVAL TRAFFIC. K = 50 AND ρ = 1.

traffic Cv M N

BMAP1 0.7071 2.1213 6.5000
BMAP2 0.8030 2.0786 6.3582
BMAP3 0.7414 1.8390 5.6675
BMAP4 0.7552 2.0258 6.3752
BMAP5 0.7378 1.6039 4.5386

In Table I, the higher-order statistics of the series of consec-
utive packet losses for BMAP1, . . . , BMAP5 are presented.
As we can see, the coefficient of variation assumes moderate
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Figure 1. Distribution of the length of the series of losses for
BMAP1, . . . , BMAP5. K = 50 and ρ = 1.

values in the range 0.7-0.8. The autocorrelated structure seems
to elevate Cv slightly (compare BMAP2 with BMAP1).
This is not so clear about the batch structure. If we compare
BMAP3 with BMAP1, it seems that the batch structure
makes the coefficient of variation greater. On the other hand,
Cv is less in the case of BMAP4, than in the case of BMAP2,
even though they share the same autocorrelation function,
BMAP4 has the batch structure, while BMAP2 does not.

The skewness in Table I is positive in all the cases, with the
values around 2. This is consistent with Figure 1, in which all
the tails are on the right side.

The most interesting statistic in Table I is the excess
kurtosis. As we can see, it assumes rather high, positive values
in all the cases, which indicate fat tails of the distributions of
the series of losses (much fatter than in the case of normal
distribution which has N = 0).

Contrary to Cv , the excess kurtosis seems to be less when
a positive autocorrelation or batch structure is involved -
compare again BMAP2 with BMAP1 and BMAP3 with
BMAP1, respectively. In the case of the oscillating autocor-
relation, BMAP5, the smallest value is observed, while still
rather high.

So far, only the buffer of size 50 was considered. Now we
will check the dependence of the higher-order statistics on the
buffer size.

In Figures 2, 3 and 4, the coefficient of variation, skewness
and excess kurtosis as functions of the buffer size are pre-
sented, for all the considered arrival streams. As we can see, all
three statistics are practically independent on the buffer size,
when the arrival process has no batch structure - the curves
are flat for BMAP1 and BMAP2. On the other hand, a high
dependence of the three statistics on the buffer size can be
observed when the arrival process does have the batch structure
and the buffer is rather small - see the spikes in Figures 2-4
for BMAP3, . . . , BMAP5. However, for a relatively small
K, about 25, all three statistics stabilize and do not change
anymore, when the buffer grows. Therefore K = 50 used
herein as a default value is already in the stable regime.

10 20 30 40
buffer size

0.6

0.7

0.8

0.9
coeff. of variation

BMAP5

BMAP4

BMAP3

BMAP2

BMAP

Figure 2. Coefficient of variation versus the buffer size for
BMAP1, . . . , BMAP5, ρ = 1.
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Figure 3. Skewness versus the buffer size for BMAP1, . . . , BMAP5, ρ =
1.
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Figure 4. Excess kurtosis versus the buffer size for BMAP1, . . . , BMAP5,
ρ = 1.

Increasing the buffer e.g. to K = 100 would have a negligible
effect on the three statistics.

Now we get back to K = 50 and vary the load of the queue

4Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-036-0

ICN 2023 : The Twenty-Second International Conference on Networks

                            14 / 32



0.6 0.8 1.0 1.2 1.4
load

0.6

0.7

0.8

0.9
coeff. of variation

BMAP5

BMAP4

BMAP3

BMAP2

BMAP

Figure 5. Coefficient of variation versus the system load for
BMAP1, . . . , BMAP5, K = 50.

0.6 0.8 1.0 1.2 1.4
load

1.4

1.6

1.8

2.0

2.2

2.4

skewness

BMAP5

BMAP4

BMAP3

BMAP2

BMAP1

Figure 6. Skewness versus the system load size for BMAP1, . . . , BMAP5,
K = 50.
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Figure 7. Excess kurtosis versus the system load for
BMAP1, . . . , BMAP5, K = 50.

(it was unaltered so far, ρ = 1).
In Figures 5, 6 and 7, the coefficient of variation, skewness

and excess kurtosis as functions of the load of the queue are

presented for all the considered arrival streams. As we can
see in Figure 5, the behaviour of Cv depends strongly on the
presence of batches. Namely, Cv grows significantly with the
queue load if the arrivals are single (BMAP1, BMAP2), no
matter if the arrival process is correlated or not. Cv changes
much slower with load when the arrival process has the batch
structure.

In Figure 6, we can notice that the skewness is different for
all the arrival processes, when the load is low, ρ = 0.5. When
the load is high, ρ = 1.5, the skewness is almost identical for
BMAP1, BMAP2 and BMAP4, but different for remaining
BMAPs. A similar situation is in the case of excess kurtosis,
which can be observed in Figure 7.

TABLE II
HIGHER-ORDER STATISTICS OF THE SERIES OF LOSSES FOR DIFFERENT

SERVICE TIME DISTRIBUTIONS. BMAP5 , K = 50 AND ρ = 1 WERE
USED.

service time Cv M N

F1 0.6729 1.1257 2.1510
F2 0.6954 1.2963 2.8960
F3 0.7090 1.4159 3.5801
F4 0.7378 1.6039 4.5386
F5 0.9512 2.9188 14.2978

Now we get back to ρ = 1 and vary the service time
distribution, which was exponential in all the examples so far.
Namely, we use now the following five distribution functions
of the service time:

F1(x) = 0 if x <
3

20
, F1(x) = 1 otherwise, (27)

F2(x) =
20

6
x, 0 ≤ x < 6

20
, (28)

F3(x) = 1− 40

3
xe−

40
3 x − e− 40

3 x, x ≥ 0, (29)

F4(x) = 1− 20

3
e−

20
3 x, x ≥ 0, (30)

F5(x) = 1− 0.95e−9.5x − 0.05e−x, x ≥ 0. (31)

All of these distributions have the mean of 3/20, therefore all
of them produce the load of 1. They differ, however, in the
standard deviation, which is 0, 0.086, 0.107, 0.150 and 0.314
for F1-F5, respectively.

The results are shown in Table II. They can be summarized
in two points. First, the variation of the service time influences
significantly all three higher-order statistics. A particularly
great influence can be observed in the case of the excess
kurtosis. Second, the dependence is monotonic in each case,
i.e., the higher the variation of the service time, the higher Cv ,
M and N .

V. CONCLUSIONS

We analyzed higher-order statistics of the length of the
series of packet losses at a router’s output buffer, using a
queueing system with a complex, flexible traffic model. In
particular, we presented formulas and numerical examples for
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the coefficient of variation, skewness and excess kurtosis of
the length of the series.

A few observations were made. For instance, all three
statistics depended on the buffer size in a very complicated
way, but only for small buffer sizes. For a moderate buffer
size, they all stabilized and did not change anymore when the
buffer grew. All three statistics were significantly influenced
by the variance of the service time, in a monotonic manner.
The coefficient of variation of the series of losses grew rather
quickly with the system load when the arrival process did not
have the batch structure, and much slower, when it did.

Perhaps the most important observation made was that the
distribution of the series of losses was strongly leptokurtic in
all the considered examples. It means that this distribution has
usually a rather fat tail, so occasionally a long series of losses
can be expected. Naturally, such series may influence badly the
quality of real-time multimedia transmissions. Unfortunately,
no quantitative measure of such influence has been proposed
so far in terms of a higher-order statistic. For instance, the
impairment of voice transmission is estimated using the first-
order statistic only (see [17]). An interesting future work
would be proposing a formula for this impairment, taking into
account the kurtosis.
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Abstract—This paper describes a novel zero-touch-design 

information-centric wireless sensor network for smart-city 

applications. To promote self-growing in the autonomous-

distributed environment, the proposed scheme adopts a 

mechanism of zero-touch technology focusing on the lower 

layers in which sensor nodes join the network. The results of 

preliminary computer simulations demonstrate the 

effectiveness of the proposed scheme in terms of energy 

consumption. This study is a part of our ongoing research 

project to develop an ecosystem that enables a smart-city-as-a-

service platform, where we are currently focused on the 

development and experimental trials in on-site testing. 

Keywords-Information-centric wireless sensor networks; 

Zero-touch-design; Smart-city-as-a-service platform 

I.  INTRODUCTION 

The Internet of Things (IoT) has stimulated new trends and 
empowered innovative new developments in smart devices. 
The deployment of such devices at distributed locations is a 
typical scenario in smart-city applications. Wireless Sensor 
Networks (WSNs) are an elemental technology in this regard, 
and they require rapid deployment, initial configuration, and 
sensing-data provisioning, which remain major challenges. 
Further, in next-generation wireless networks, such as beyond 
Fifth-Generation (5G), massive Sensor Nodes (SNs) might be 
deployed in a heterogeneous environment across multiple 
network domains and versatile service slices. Therefore, for 
scalability and sustainability, the IoT platform must be shifted 
from a centralized cloud-based framework to an autonomous-
decentralized-based one that provides access to various end-
users and applications ranging from individuals to enterprises 
or governments [1]. 

In light of this background, we focus on two key 
techniques: zero-touch and data-centric. Zero-touch 
technology aims at completely automating the network-
management process to minimize operating costs and set up 
individual execution environments. A zero-touch-design 
system was utilized in the first Linux operating system and has 
since led to the demand for service deployments that are 
versatile and flexible in cloud-native micro-services. As for 
the data-centric techniques, an Information-Centric Network 
(ICN) (e.g., a content-centric network or named-data network) 
can renovate current network protocols, such as the Internet. 
ICN natively supports functionalities, such as abstraction, 
naming, and in-network caching, which enables the data to be 
decoupled from its original location and the security of every 

data to be adopted in the network layer. Combining ICN with 
WSNs is suitable for an autonomous-decentralized 
environment, which yields Information-Centric Wireless 
Sensor Networks (ICWSNs). 

In our previous study [2], an ICWSN-based ecosystem 
with a blockchain for smart-city applications was investigated 
on the basis of a scheme that achieves efficient and reliable 
caching. In our ongoing research project, which we call the 
Decentralized Digital twins’ Ecosystem (D2EcoSys), we have 
developed a portable testbed device, and evaluated its 
applicability to mmWave-band Wireless Fidelity (Wi-Fi), e.g., 
IEEE 8012.11 ad/ay, towards deployment for on-site testing. 
The current paper provides a blueprint of zero-touch-design 
ICWSNs to promote self-growing and ensure a reliable 
sensing-data distribution in which multiple players actively 
participate and exchange data. The computer simulation was 
conducted to investigate energy consumption, as the potential 
waste involved in the use of ICN and blockchain is significant. 

The remainder of this paper is organized as follows. 
Section II describes the proposed scheme and Section III 
presents the numerical results. In Section IV, we provide 
related works and. We conclude in Section V with a brief 
summary and findings. 

II. PROPOSED SCHEME 

In zero-touch-design ICWSNs, the first step is to enable 
automatic participation in the network, i.e., the network trusts 
an individual SN through the device owner when the SN joins 

 

Figure 1. Overview of proposed scheme 
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a member of ICWSNs. This procedure requires 
comprehensive involvement from device owners, micro-
(network) operators, and micro-service (roaming) providers, 
as shown in Figure 1. For the management of terminal 
information, the proposed scheme utilizes blockchain-based 
ledgers. Specifically, it obtains the SN identification 
information from the blockchain network, which plays an 
instrumental role in the execution of smart contracts. The 
scheme guarantees the trustworthiness of the SN during an 
initial process, i.e., it considers that the data generated by a 
reliable SN can be trusted without receiving any verification 
from the blockchain network [2]. For this reason, the 
blockchain-based storage for the data no longer requires 
traditional computation-intensive mining, and the blockchain 
can simply select alternative consensus schemes, such as 
proof-of-authority or proof-of-elapsed-time algorithms. 

When an SN device is turned on, it sends a registration 
request to the uOperator and establishes a secure Virtual 
Private Network (VPN) link if approved. An ICWSN with a 
VPN implements the orchestration of distant ICWSNs, 
terminal fixation at the datalink (L2) layer, and secure data 
exchanges. After joining the network, the SN downloads and 
installs a configuration setting and application software from 
the uService provider.  

III. NUMERICAL RESULTS 

The difficulty in deploying the proposed scheme is how to 
ensure any benefit in terms of energy consumption among the 
SN devices. This is because ICN has a pull-type network 
design and must always be on standby, and the blockchain 
also causes energy wastage. Figure 2 shows the computer 
simulation we ran to compare the cumulative energy 
consumption with the conventional scheme (current 
application-programming-interface-based IoT platform). The 
computer simulator was implemented using the C++ language. 
The simulation condition is that the generation and 
transmission of sensing data respectively correspond to the 
status of calculation and wireless communication. In addition, 
when the SN does not execute any process, we assume the 
conventional scheme supports a sleep state with deep sleep 
and wake-up functionalities, whereas the proposed scheme 
waits in the idle state to be ready for data retrieval from any 
other node (because of the pull-type data acquisition). The 
energy consumption for each status is based on the actual 
measured values from our previous study [3].  

As shown in Figure 2(a), the proposed scheme can reduce 
energy consumption by 1.91% if there are no additional 
requests for data retrieval in most cases of periodic data 
collection in ordinary situations. Moreover, even if 66 
additional data retrievals per day are requested, the proposed 
scheme can outperform. Next, Figure 2(b) shows the total 
energy consumption in the ICWSN for 1,000 SNs, with the 
results converted into the power consumption per node. For 
these results, the number of data retrieval attempts for each 
node was determined by a Poisson distribution, which is a 
more realistic calculation than the one in Figure 2(a). As we 
can see from the figures, the proposed scheme can reduce 
energy consumption by 3.85% and be advantageous until 138 
retrieval attempts. 

IV. RELATED WORK 

Togou et al. [4] developed a distributed blockchain-
enabled network slicing framework. Nour et al. [5] introduced 
a network slice and resource provider utilizing a blockchain in 
which the scheme could shift from a network-operator-
oriented architecture to a more open system with multiple 
actors. Rathi et al. [6] provided a blockchain-based 
management and orchestration technique for multi-domain 
networks. 

V. CONCLUSION 

This paper described a zero-touch-design ICWSN for a 
smart-city-as-a-service platform along with a scheme that 
promotes self-growing in autonomous-distributed conditions. 
The results of a preliminary numerical investigation indicated 
that the proposed scheme could effectively reduce energy 
consumption. Testbed development, deployment, and on-site 
demonstration of the scheme in realistic smart cities are 
currently working in progress. 
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Abstract— In this article, we will introduce the idea of creating 
personalized security protocols for hiding and distributing 
secret information. In particular, a new paradigm combining 
Cloud Computing with IoT will be considered as an application 
area for the proposed hiding technologies. Such protocols will 
take advantage of selected user characteristics in protocols 
dedicated to secret data transmission. 

Keywords-Cloud-to-Things protocols; data hiding; 
personalized security protocols. 

I. INTRODUCTION 
Information hiding algorithms play a huge role in modern 

computer systems and IT security. Such methods are 
categorized as steganography, which deals with a variety of 
techniques for hiding data or creating invisible 
communication channels. Among the most popular methods 
are techniques for transmitting secret data placed in image 
container [1]. The way the information is hidden in the 
container is the key, which must also be used to reconstruct 
the data from the media [2].  

This paper will describe the idea of using personal data to 
create a key that allows to distribute secret information in the 
selected visual container. Since cryptographic keys usually 
have a fixed length, the proposed method will also use hash 
functions to encode the personal characteristics of a particular 
user in the form of hash sequence with particular length. 

The rest of the paper is structured as follows. In Section II, 
we introduce the hash-based personalized hiding protocols. In 
Section III applications of hiding protocols will be described. 
Finally, we conclude the work in Section IV. 

II. HASH-BASED PERSONALIZED DATA HIDING 
PROTOCOLS  

Information hiding techniques, which exploit users' 
personal characteristics can use various unique personal 
biometric or behavioral traits. Popular biometric can be 
acquired using sensors, or motion capture devices that allow 
analysis of selected gestures or movements [3]. The resource 
of individual features acquired in this way makes it possible 
to select some of them and apply them to an appropriate 
algorithm for hiding the secret. Selected personal features 
regardless of their characteristics can be encoded using hash 
functions. Such an operation allows one to generate a hash of 
a certain length depending on the selected hash function. Since 

the resulting hash will be used as a key to place the secret data 
in the information carrier, it makes sense for it to be as long as 
possible, which can be achieved by choosing hash functions 
that generate hashes about 512 bits long.  

After generating a personal key for hiding the data in the 
information carrier, one can proceed to encode the secret so 
that it is invisible in the container. The key sequence can be 
used here in various ways. The first is that the key bits can be 
interpreted as offsets indicating the next pixels of the data 
where we place the secret information. These offsets can be 
determined taking into account individual bit values, i.e., 0, 1, 
or bit blocks containing a larger number of bits and 
determining larger offset values when determining the next 
points (pixels) of the carrier to place the secret information in 
Figure 1. 

 

 
Figure 1. Secret hiding procedure based on offset values. 

The second way to use the key can be to use successive bit 
values to determine the color components of successive image 
points where part of the secret is to be placed [4]. Thus, in this 
method, all the points of the container are considered 
consecutively, and only the bits of the key decide in which 
color component we place the secret bit of information. The 
idea of this method is illustrated in Figure 2. 
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Figure 2. Secret hiding procedure based on color components. 

This method can also be modified and place secret 
information in the color components of consecutive points 
determined in an irregular way, i.e., not a raster bitmap. Here, 
it is possible to use a column order of viewing the image and 
placing the secret instead of a row order, or to use special bit 
masks of specific sizes (e.g. 3x3, 5x5), which will indicate the 
neighboring points for the currently considered point, and just 
in them will allow placing the next bits of secret data. 

III. HIDING PROTOCOLS IN CLOUD-TO-THINGS 
APPLICATIONS 

Methods for hiding secret information in visual containers 
have a number of practical applications. Among them are 
guaranteeing copyrights in digital works, transferring strategic 
information or splitting secrets to create multiple keys.  

Such applications are of great importance in Cloud-to-
Things computing technologies, where there is a need to use 
particularly important information processed in the computer 
cloud in the task of guaranteeing confidentiality in the IoT 
area [5]. IoT-related protocols and services require the use of 
personalized cryptographic keys, which can be generated and 
transmitted using the described secrecy hiding protocols [6]. 
Personal keys, obtained using hash functions, can also be used 
for user authentication tasks when accessing remote services 
and data in distributed systems [7]. 

The presented protocol for generating personal keys in the 
form of a hashed string is very versatile and can be used 
wherever the collected information resources are processed 
using cloud computing resources, and then transmitted and 
used in Internet of Things devices. 

The main advantage of the described approach is the 
ability to create personalized cryptographic solutions that are 
oriented to a specific system user, and at the same time allow 
only authorized users for whom personalized keys have been 

generated to run procedures for data transmission, device 
control, resource access or data analysis. 

IV. CONCLUSIONS 
This paper describes methods of using individual user 

characteristics and personal features in the creation of 
personalized cryptographic protocols. In particular, a method 
for creating personal keys using hash functions has been 
presented. Such keys are in the form of a hashed bit sequences 
of a certain length, which was created from encoding selected 
personal characteristics using a hash function. The resulting 
keys can then be used in authentication protocols or hiding 
data procedures. They can also be used in cloud-based 
services and applications that are dedicated to performing 
tasks and communicating with devices in IoT. 

The techniques presented develop methods categorized as 
cognitive and personalized cryptography. Future work will 
attempt to extend them toward creating multiple personalized 
keys that can be used interchangeably by a single user. Such a 
solution would provide opportunities for a selected user to 
simultaneously implement multiple protocols using his 
personal characteristics. Such protocols would be quite 
independent and would be implemented using different 
personal characteristics and the keys produced for them by 
means of hash functions. 
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Abstract— The cellular network standard is stepping to the 

sixth generation, 6G. This new standard has been considered a 

key enabler for the smart information society of 2030. The 6G 

networks are expected to deliver superior performance over 

5G and satisfy new emerging services and applications that 

integrate space, air, ground, and underwater networks to 

provide ubiquitous and unlimited wireless connectivity. There 

is a huge number of uses cases that poses varying requirements 

which include extreme mobility, extreme low latency, ultra 

high data rates, high energy efficiency, enhanced security, as 

well as high reliability. From this perspective, it is necessary to 

consider some of the key features that can be fundamental for 

the construction of the 6G network architecture. In this article, 

we will list some main use cases that will need the main 6G 

functionalities to work correctly and meet the expected 

expectations with the main 6G requirements so that it is 

possible to identify relevant points in the construction of a 

robust and flexible network architecture. 

Keywords - 6G; use cases; architecture; applications. 

I.  INTRODUCTION 

A. Background 

The growing demand for greater data traffic capacity, the 
staggered growth in the number of users, technological 
advances and new services drive the mobile communication 
systems and thus the development of the 5G system of 
International Mobile Telecommunications-2020 (IMT-2020) 
[1] was initiated. In International Telecommunication Union-
Radiocommunication Sector (ITU-R), the Working Party 5D 
(WP5D), is responsible for the radio system aspects of the 
International that includes the IMT-2000, IMT-Advanced, 
IMT-2020 and IMT-2030. For IMT-2020, the WP5D created 
a process to be followed from the beginning of the study of 
trends until the end of the work on standards. The 
capabilities of IMT-2020 are identified such that IMT-2020 
is more flexible, reliable and secure than previous IMT and 
provides diverse services. IMT-2020 can be considered from 

multiple perspectives, including the users, manufacturers, 
application developers, network operators, and service and 
content providers. 

The WP5D commenced its work on the recommendation 
“IMT Vision for 2030 and beyond” in March 2021. The IMT 
Vision for 2030 and beyond is being developed with the aim 
to drive the industries and administrations to encourage 
further development of IMT by defining the objectives of the 
future of IMT, including the role IMT could play to meet the 
needs of future societies. Some of the objectives of the vision 
towards IMT for 2030 and beyond are: focus on continued 
need for increased coverage, capacity and extremely high 
user data rates, focus on continued need for lower latency 
and both high and low speed of the mobile terminals, full 
support to the development of an Ubiquitous Intelligent 
Mobile Society, focus on delivering on digital inclusion and 
connection with the rural and remote communities, among 
others [1]. To meet the diverse requirements of the upcoming 
decade, a robust, scalable and efficient network is thus 
necessary to be the key enabler for achieving this objective; 
it will connect everything, provide full dimensional wireless 
coverage, and integrate all functions, including sensing, 
communication, computing, caching, control, positioning, 
radar, navigation, and imaging, to support full-vertical 
applications. 

 

B. Motivation 

In fifth-generation networks, one of the main pillars in 
their development was the interconnection of everything, but 
applications involved with the Internet of Vehicles and 
Industrial Internet, for example, may be far from being met 
with such technology. Some questions are still unanswered, 
such as: What will be the problems of 5G for application in 
the industrial area? What will a green industry look like? 
Perhaps, these and other questions challenge the capacity of 
5G and, probably, only 6G can solve. 

Many white papers have addressed some aspects about 
the 6G network. For example, new 6G applications and 
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requirements are discussed in [2], 6G enabling technologies 
are mentioned in [3] and 6G enablers to drive Industry 5.0 
are discussed in [4]. However, it is still too early to say 
exactly what the 6G network architecture will look like as 
the network and corresponding technologies are still under 
development.  

Therefore, the main objective of this study is to analyze 
the main use cases that will require a network such as the 
sixth generation and the indicators related to them that may 
directly influence the construction of the 6G network 
architecture. 

C. Paper Organization 

The remainder of this paper is organized as follows. 
Section II summarizes the related work. Section III brings 
some use cases that can be explored in 6G. In Section IV, 
some target indicators related to these use cases that will 
bring possible changes in the 6G network architecture. 
Section V concludes the paper and suggests future works. 

 

II. RELATED WORK 

Several studies involving 6G architecture have been 
carried out to meet the demands of a fully connected, 
intelligent and digital world. In [5], Huda Mahmood et al., 
propose an architecture composed of seven functions that 
have functionalities for essential enabling technologies. The 
objective of this architecture is to allow the optimization of 
such functionalities through dedicated network components. 

According to Purbita Mitra et al. [6], 6G networks aim 
for ubiquitous intelligence and high-speed wireless 
connectivity in air, space and sea. This will require a super 
fast service with data speeds close to around 1000 Mbps. 
Marco Giordani et al. [7] have an analysis that suggests that 
meeting these high demands will require new 
communication technologies, network architecture and 
deployment models. Finally, Bariah et al. gave a 
comprehensive overview of 6G in [8], identifying seven 
disruptive technologies, associated requirements, challenges 
and open research questions. 

So far, a considerable number of papers have explored 
possible applications and solutions for the architecture of 6G 
networks, therefore, the present related work analyzes factors 
that may influence the evolution of the 5G network to 6G or 
the construction of a new network architecture with the 
purpose to fulfill the requirements specified by the IMT-
2030 for the next decade of technological evolution. 

 

III. USE CASES 

The 5G, through the Massive Machine-Type 
Communications (mMTC) and Ultra Reliable Low Latency 
Communications (URLLC) use cases, has resulted in a 
significant increase in the number of connected devices. New 
applications in vertical industries emerge every day, bringing 
a significant impact on people's daily lives. Internet of 
Things (IoT) solutions will continue to emerge and there are 
several use cases whose stringent requirements 5G can not 
meet, its stringent requirements, such as Augmented Reality 

(AR), Virtual Reality (VR), haptic internet, telemedicine, 
among others. The sixth generation mobile network, 6G, 
should support and improve the connectivity and operation 
of such applications. 

Therefore, many use cases will require requirements that 
can only be met with sixth-generation technology. Three of 
these cases are listed below. 

A. Digital Twins 

With the increasing number of connected “things”, in 6G, 
a self-sustainable system should be proposed, which can be 
intelligent and operate with minimal human intervention. 
One technology, which presents itself as a strong candidate 
for such a requirement, and has received great attention, is 
the Digital Twins. It is a virtual representation of the 
elements and dynamics of a physical system [9]. In an ideal 
scenario, a Digital Twin will be indistinguishable from the 
physical asset, both in terms of appearance and behavior, 
with the added benefit of making predictions [10]. Figure [1] 
illustrates this representation of the virtual elements in 
relation to a physical system. Advances in other 
technologies make Digital Twins a powerful solution and 
contribute to its advancement. For example, recent advances 
in Machine Learning enable Digital Twins to analyze data 
and make decisions to be applied to the physical entity. This 
data can come from a network of sensors, from historical 
data or even from other Digital Twins (through a twin-to-
twin interface). In other words, automation and intelligence 
will be created in the cyber world and delivered to the 
physical world through 6G wireless networks [11]. 

 

 
Figure 1.  Representation of the virtual elements in relation to a physical 

system [11]. 

 

Another enabler for the Digital Twins has been the 

significant advances in cloud solutions. The transformation 

of a physical system into a Digital Twin is mainly based on 

the concept of decoupling. To enable Digital Twin for 6G 

with decoupling, Software Defined Networking (SDN) and 

Network Function Virtualization (NFV) could be promising 
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candidates [8], which are heavily dependent on cloud 

solutions. 

Digital Twins consist of three parts - the physical part, 

the digital part and the connection between the two for two-

way communication. For this two-way communication, 

there is a unanimous opinion in the research community that 

the sixth generation (6G) mobile network will play a 

significant role [12], given that the Digital Twins 

technology requires a fast and reliable communication 

network.  

In addition to the contribution of 6G, many benefits can 

be achieved through the technology of Digital Twins. Since 

the Digital Twin “mimics” the real physical environment 

and can learn and make decisions through artificial 

intelligence algorithms, there are several aspects in the 

research and development of 6G communication systems 

that could benefit from the application of this technology.  

There are several network domains, such as Radio 

Access Network (RAN), Network Edge, Radio Resource 

Management (RRM), Edge Computing, Network Slicing, 

etc., that can significantly improve their performance using 

Digital Twins technology [13]. 

 

B. Human-centric immersive communications 

Through the ages, human beings have evolved their 

cognitive capacity through the use of all the senses in 

relationships with other individuals and with nature, 

therefore, the search for a better communication experience 

has been constant since the invention of the first 

communication systems. In our smartphones, every year we 

see the screen resolution being improved to the limit of 

human perception, which is quite interesting, but it has the 

limiting factor of having to enter data through only touches 

on the screen. Therefore, in order to provide an immersive 

experience, in which the human being can use senses in a 

more accurate way, new technologies such as AR and VR, 

as well as holographic communications have been emerging 

in recent times. Through them, it will be possible to offer 

new forms of interaction between human beings and their 

devices and, consequently, new forms of human-to-human 

interaction. Communication that until then was carried out 

strictly through a smartphone, mostly with touches on the 

screen, can evolve so that it is possible to enter data through 

gestures and even through nerve impulses generated by the 

brain. Obtaining data will also be improved and synesthesia 

becomes even more present through, for example, the 

combination of sounds and three-dimensional elements that 

can be inserted and merged with the user's perception of the 

real world through glasses, ocular lenses and devices in-ear 

audio. 

For such technologies to be offered as good user 

experiences through the 6G network, ultra-high data rates 

are required, in the order of Tbits/s, which is currently 

impossible to achieve with the 5G network. In addition to 

the very high rate, another fundamental requirement for 

such teleoperations involving the senses and human 

perception is very low latency. This parameter is necessary 

in order to avoid dizziness and fatigue when obtaining 

tactile and visual feedbacks in real time [11]. 

 

C. Industry 5.0 

Industry 5.0 is the enhancement of Industry 4.0 and 

brings new goals with resilient, sustainable and human-

centric approaches in a variety of emerging applications, for 

example, factories of the future and digital society. It is a 

quest to leverage human intelligence and creativity in 

connection with intelligent, efficient systems, use of 

cognitive collaborative robots to achieve zero waste, zero 

defects and mass customization based manufacturing 

solutions. 

The enabling technologies of Industry 5.0 are multiple 

systems resulting from the continuous convergence of 

technologies and paradigms that unite physical spaces and 

cyberspaces. Successfully working the symbiotic 

relationship between multiple complex systems and 

supporting technological frameworks together can only 

enable the true multidimensional potential of Industry 5.0 

functions [4]. These Industry 5.0 technology enablers are: 

Human-Machine Interaction, Real-time Virtual Simulation 

and Digital Twin, Artificial Intelligence-native Smart 

Systems, Data Infrastructure, Sharing and Analytics, Bio-

inspired Technologies, among others. 

The relationship between the 6G and Industry 5.0 is 

expected to meet with the intelligent information standard 

that provides high energy efciency, very low latency, high 

reliability, plus capacity of trafic.  

 

IV. TARGET INDICATORS FOR 6G 

Each new use case presents extremely specific advanced 

requirements and that, in the current scenario, the 5G 

network does not have the capacity to meet and work with 

all these requirements. Figure 2 illustrates the comparison 

between 5G and 6G requirements. Therefore, in order to 

understand how the new 6G network should be designed, 

some target indicators will be presented that exemplify the 

needs of this new generation of network. 

 

A. Latency 

As shown, several new end-user and vertical industry 

applications tend to emerge with the advancement of 

technology, for example, autonomous vehicles, Virtual 

Reality, Augmented Reality, holographic communication 

should be common applications in the future. These new use 

cases tend to require the same Key Performance Indication 

(KPI) as seen in 5G, but with new target values, for 

example, higher throughput, lower latency and better 

reliability. 
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Figure 2.  Comparison between 5G and 6G requirements [14]. 

 

Latency was a critical KPI in 5G and is expected to 

continue to be a concern in 6G networks, given that many 

applications are dependent on this KPI. On 5G, the 

minimum user plan latency requirement is 4ms for enhanced 

Mobile Broadband (eMBB) and 1ms for Ultra-Reliable Low 

Latency Communications (URLLC). This value is expected 

to be further reduced in 6G, to 100 µs or even 10 µs. In 

addition to air interface latency, 6G must also consider End 

to End (E2E) latency [14]. E2E latency is trickier to manage 

due to the myriad network elements involved, but 6G should 

overcome this challenge. 

 

B. Reliability 

As with 5G, ultra-reliable, low-latency communications 

requirements will continue to guide the future 6G network. 

Although the 5G system has created an environment for a 

more secure system, its reliability mechanisms are strictly 

connectivity oriented, therefore, the handling of failures in 

the application layer is left to the application itself. From the 

point of view of mobile networks, any instance outside its 

domain is considered outside the scope of treatment, but 

with 6G this should change. 

In addition to enhancements to existing 5G security 

mechanisms, one of the most promising mechanisms for the 

sixth-generation system is Make-Before-Break-Reliability 

(MBBR). With it, it is possible to promote an interaction 

between the application servers and the mobile network, in 

order to detect failures. In short, MBBR gives the mobile 

network the possibility of previously detecting problems 

and security flaws in the application servers and transferring 

a problem-free copy to a redundant application server. In 

this way, the communication sections between the end 

device and the application will receive treatment from the 

6G network, which will surely promote another layer of 

reliability for the system, making it a truly ultra-reliable 

network [11]. 

 

C. Terahertz Communications 

Communications in Terahertz work between 100GHz 

and 10THz and, compared to millimeter waves, they brings 

a great potential for high frequency connectivity, enabling 

high data rates, in the order of hundreds of Gbps, which is 

what is expected from 6G. 

On the other hand, the main problems in adopting this 

type of communication are directly linked to problems of 

propagation, molecular absorption, high penetration loss and 

major challenges related to antennas and Radio Frequency 

(RF) circuits [15]. 

In the case of millimeter waves, the propagation loss can 

be compensated using antenna arrays and spatial 

multiplexing with interference limitation. 

Terahertz communications can be maximized by 

operating in frequency bands that are not severely affected 

by molecular absorption. And, finally, because these are 

very high frequencies, for indoor scenarios, it will be 

necessary to enable new types of RF solutions and ultra-

small scale antennas. 

Based on the characteristics of this type of transmission, 

the 6G network architecture will be directly impacted. For 

example, density and high data rates will increase demands 

on the capacities of the transport network, which must 

provide more fiber access points and greater capacity than 

current network backhauls. Furthermore, the wide range of 

different communication media available will increase the 

heterogeneity of the network, which will have to be 

managed [6]. 

 
TABLE I. THz WAVE PROPAGATION CHARACTERISTICS AND 

IMPACT ON THZ SYSTEMS 

 
To overcome these challenges, most of the conventional 

resource allocation algorithms are designed using high-

speed fiber backhaul links, which are not applicable due to 

geographic limitations in historic buildings.  

Fortunately, the very short wavelength in the THz band 

allows the use of an ultramassive array of antennas, i.e. 

containing 256, 512 or even 1024 antennas in the 

transmitter, which can provide a high beamforming gain to 

compensate for the loss of propagation. Meanwhile, 

precoding with multiple data streams can be used to provide 

multiplexing gain to further improve the spectral efficiency 

of THz systems. In the THz band, hybrid precoding that 

combines digital and analog domain signal processing is 

promising, as the number of RF chains is substantially less 
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than that of full digital precoding, while achieving superior 

performance. comparable [16]. 

A good comparison of the key THz propagation 

characteristics and their impact on THz systems, is depicted 

in Table 1 [17]. 

 

V. CONCLUSIONS 

In this article, an overview of 6G was presented, the 

expectations of society as a whole for the coming years in 

relation to this new technology, the preparation of the ITU 

in the construction of IMT-2030 and also a comparison of 

requirements with 5G. The study was directed towards 

researching some of the new use cases that will be 

introduced with the arrival of 6G, in order to present its 

objectives, characteristics and necessary requirements for its 

operation. 

The Digital Twins use case makes it clear that machine 

learning, cloud solutions, and fast and reliable 

communication will be some of your key requirements. The 

Human-centric immersive communications use case 

presents needs such as bit rates in the order of Tbits/s and 

very low latency. Finally, the Industry 5.0 use case presents 

the requirements already mentioned by the previous use 

cases as a necessity. After studying these use cases, the 

requirements, also known as target indicators, were 

discussed bringing confirmation of the need for a new 

network architecture. 

With ultra-low latencies, in the order of 10 micros, ultra-

reliable networks and transmissions in the order of 

Terahertz, it is expected that new network elements will be 

introduced, as well as the communication structure between 

them will be modified. 6G is expected to have intelligent 

and distributed network management in such a way that it 

can handle all demands privately and securely. All this must 

occur so that the success of the 6G deployment is possible 

and that all the desired objectives are achieved.  
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Abstract—Data Centers (DCs) consume a significant amount
of energy, making overall energy consumption a major concern.
The scale of a DC affects its energy efficiency, with larger
centers having more resources for energy-saving measures but
at the same time different challenges than those faced by DCs
of smaller scale. This work analyses and compares energy
efficiency of small, medium, and large DCs, analysing factors
such as resource and server utilization and design. Finally, the
energy minimisation techniques are evaluated for their potential
impact on DC energy consumption, as well as their contribution
to DCs of different sizes.

Keywords-Data center; cloud; green; low power; scalabil-
ity; energy efficiency.

I. INTRODUCTION

Energy efficiency in Data Centers (DCs) is a crucial topic of
modern DC operations, as it can help to reduce energy costs
and environmental impact of the Information and Commu-
nications Technology (ICT) sector. DCs are energy-intensive
facilities that consume a large amount of electricity to power
servers, storage systems and cooling equipment. The energy
consumption of DCs has become an increasing concern for the
industry, as well as businesses and organizations that operate
these facilities, as DCs are responsible for approximately 1.5%
[1] of global carbon emissions. With the increase in data
volume, DCs will consume more energy, thus; there is a need
to find new and more efficient ways to run them.

Two types of DCs include private entreprise DCs and public
cloud DCs. As illustrated in Fig. 1, the end-users gain access
to the DCs to store and process data through a network of
computers, wireless Access Points (APs), switches/routers,
firewalls, and the Internet. The computers are connected to
both data centers through a switch or router, which directs the
data traffic between them. An enterprise DC is located inside
the same local network as the users, while a cloud DC is
located outside of the local network. Cloud DCs are typically
managed and owned by third-party service providers and the
services they provide are accessed through the Internet. Users
can access both types of DCs by authenticating themselves and
then proceed to transfer data through the nodes in the network.
Fig. 1 gives an overview of a basic network architecture where
users have access to both an enterprise DC and a cloud DC.
The benefits of connecting to both a cloud DC and an
enterprise DC for data access and exchange count:

• The cloud DC enables remote, on-demand access to data
and application services from other providers through the
Internet.

PC PC

Switch Router

Firewall

Wireless 

AP

The Internet

Firewall Cloud Data Center

Enterprise Data Center

Figure 1. A basic network with computers connecting to both a cloud data
center and an enterprise data center.

• The enterprise DC provides more secure, local access to
other types of data and applications, which is beneficial
for vulnerable data.

The architecture of a DC plays a crucial role in its overall
energy efficiency. Several components make up a typical DC
architecture, including [2]:

• Server Racks: The servers themselves, as well as the
physical stations that house the servers in a DC and
consume energy for processing and cooling. Server racks
are designed to organize, store and manage numerous
servers, while optimizing floor space at the same time.

• Top of the Rack (ToR) Switches: Switches connected to
every server in a server rack and connects those to the
network.

• Aggregation Switches: A centralized connection point for
assigned ToR switches. Responsible for collecting data
traffic from multiple servers and forward it.

• Load Balancers: Devices responsible for distributing net-
work traffic evenly across several servers. Reduces the
probability of network failures by lowering workload of
overwhelmed servers.

• Access Routers: A secure connection point for external
network traffic.
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Figure 2. Key components of a basic data center architecture separated into
different layers.

• Core Switches/Routers: Devices responsible for forward-
ing traffic at a high speed within nodes of a DC network.

• Edge Routers: Handles incoming and outgoing network
traffic by routing data from and to the DC.

These devices cooperate to distribute, forward and transmit
data traffic stored in a DC, and understanding the purpose and
role of each device is key when optimizing energy efficiency
in DCs. Fig. 2 illustrates the basic elements of a data center
architecture, designed to efficiently process and manage data.
It includes server racks connected to ToR switches which
forwards traffic to the aggregation switch. The data is then
directed to the load balancer which distributes the traffic
between the servers. The access router controls access to the
DC network and the core switch/router forwards to the edge
routers which serves as the bridge between the internal DC
network and the external network, being the Internet.

There are many different types of DCs and they will
therefore be categorized into three different sizes in this paper
ranging from small, medium and large.

• Small DCs are categorized as usually having less than
1,000 servers, as well as less complex infrastructure,
limited storage and consume less power compared to
larger DCs.

• Mid-scale DCs have a larger number of servers and
usually range between 1,000 to 10,000 [3] with more
complex infrastructure.

• Large DCs are defined as usually having more than
10,000 servers with an even more complex infrastructure
[3]. Large DCs are typically used by large companies or
governments.

This paper investigates methods for energy efficiency in
DCs, with a focus on state-of-the-art technologies and tech-

niques, as well as how and why these are beneficial for DCs
of different scale. Section II presents other related papers and
features our contribution to the topic. Section III goes in-
depth with modern and commonly used strategies. Section VI
discusses what and why some methods are most commonly
used in DCs of certain sizes and their potential. Finally, the
conclusion closes this paper.

II. RELATED WORK

There have been several studies and research conducted on
energy efficiency in DCs in recent years. However, numerous
surveys regarding energy efficiency in DCs tend to be older
than 5 years, such as the work in [4], which presents an
overview of energy-aware resource management approaches
with focus on basic architecture of cloud DCs and virtualiza-
tion technology. The survey in [5] investigates the green energy
aware power management problem for Megawatt-scale DCs
and classifies work that considers renewable energy and/or
carbon emission. In [6], they discuss several state-of-the-
art resource management techniques, that claim significant
improvement in the energy efficiency and performance of ICT
equipment and large-scale computing systems, such as DCs.
In [7], they conduct an in-depth study of the existing literature
on DC power modeling, covering more than 200 models.

Recent related work includes [8], where the approaches
moving towards green computing are investigated and cate-
gorized to help researchers and specialists in cloud computing
expand green cloud computing and improve the environment
quality. The work in [9], gives a brief overview of the state-
of-the-art in green cloud computing. They examine existing
research in the area and categorize it into different themes.
They also discuss the challenges and opportunities in the field,
and provide insights into future directions for research. This
paper provides valuable background information and a signif-
icant understanding of the current landscape of green cloud
computing. In the survey [10], the authors discuss different
mechanisms for lowering the power utilization in DCs. It
provides in-depth details about the various mechanisms that
can be employed at the hardware level so that the utilization
of energy by component can be reduced. Table I lists relevant
research in the field of energy improved DCs categorized into
relevance regarding the different DC sizes.

A. Our contribution

Our work contributes to the field by exploring numerous
strategies for improving energy efficiency in DCs, while taking
the different sizes of DCs into consideration. We aim to
provide an in-depth overview of key challenges, opportunities
and methods for improving energy efficiency in all types
of DCs. The contributions of this paper are not only an
overview of current research directions but also an overview
of how proposed technologies and techniques can be realised
in modern DCs, including:

• Provide insights into effective ways to improve energy
efficiency in DCs by synthesizing the state-of-the-art
technologies and techniques for DCs of different sizes.
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TABLE I. DC SIZE REFERENCES

DC Size References

Large scale [1] [2] [4] [5] [6] [7] [8] [10] [11] [12]
[13] [14] [15] [16] [17] [18] [19]

Mid scale [2] [7] [8] [10] [13] [14] [15] [16] [17]
[19] [20]

Small scale [2] [8] [10] [13] [14] [15] [16] [17] [19]
[20] [21] [22]

• Analyzing previous surveys and papers on energy ef-
ficiency in DCs, and provide a overview of their key
findings and limitations. Our work highlights that there
has barely been performed any research on how effective
certain energy efficiency strategies have been for different
size DCs.

III. ENERGY MINIMIZATION METHODS

Energy minimization methods refer to the numerous strate-
gies used to reduce the energy consumption of DCs with the
goal of minimizing energy consumption while maintaining
high levels of performance and reliability. Server utilization
in DCs are found to be under 20% most of the time and with
the servers still running fully, this results in very low energy
efficiency since servers still consume a significant amount of
energy even when not fully utilized [13]. A common tool
for measuring energy efficiency in DCs are the Power Usage
Effiectiveness (PUE) metric. It is calculated by dividing the
total amount of energy used by the DC, including all systems
and components, by the energy used by the IT equipment
within the DC [23].

This section will give a brief overview of multiple state-
of-the-art technologies and techniques as well as going in-
depth with some subcategories of these strategies, being: sleep
state methods and resource utilization in their own subsections.
Fig. 3 illustrates where in a DC certain methods are utilized
and what components are involved by highlighting the energy
efficiency strategies with different colors: Green for Load
Balancing and Scheduling, dark blue for cooling systems
optimization, red for DCIM tools and yellow is for Sleep State
methods.

A. Trending methodologies

Energy efficiency in DCs can be achieved through a variety
of strategies. Examples of current research directions are:

• Advanced cooling systems
• Server virtualization
• Data Center Infrastructure Management (DCIM) tools
• Edge computing
• AI-driven DC Management
• Quantum computing
Advanced cooling systems are innovative technologies used

for mainly cooling servers and can result in notable energy
savings. Liquid cooling, free cooling and indirect cooling are
some of the advanced types of cooling systems [22]. Another
relevant method in this category is heat re-use, which refers to

the process of utilizing waste heat generated from one process
or system and using it for another purpose, rather than letting it
go to waste. This results in energy savings and reduced carbon
emissions [24].

Server virtualization can lower the number of needed
servers in a DC by running multiple virtual servers on a single
physical server, resulting in lower power consumption [14].

DCIM tools monitor, measure, manage and/or control data
center utilization and energy consumption of DC equipment
such as servers, storage systems and network switches/routers.
This helps identify power-related issues and improve DC
performance and energy efficiency [25].

Edge computing refers to a range of networks and devices at
or near the users and enables processing data closer to where
it is being generated. Edge computing can reduce the amount
of data traffic that needs to be transmitted to a central DC,
resulting in potential energy savings [15].

AI-driven DC Management is a method for automating
control and monitoring of DC resources. By improving DC
operations, energy efficiency improves as well [26].

Quantum computing have the potential to increase energy
efficiency in DCs by solving complex problems at an in-
credible speed compared to traditional computing methods.
However, it is a new technology and is still in its early stages
[27].

B. Sleep states

Sleep states can be implemented to shut down several server
components for a short period of time to reduce energy wasted
on un-used server capacity. Fig. 3 illustrates what components
in a DC that can be impacted by sleep state methods. When
utilizing sleep state methods, the components that are being
powered down are the Central Processing Unit (CPU), cores
of the CPU, memory and storage devices [13]. The devices
and nodes that are involved when utilizing this method are
highlighted in Fig. 3, marked by yellow. Modern processors
support multiple types of sleep states, primarily:

• Core C-states
• Package C-states
• P-states
• DRAM (Dynamic Random-Access Memory) power mode

Core C-states work by stopping executions on the core. They
range from C1-C6 and the differences between those being
the varied amounts of power savings and exit latency costs.
C0 is the active state, with no CPU power savings. C1 is the
state with the least power savings but with the shortest exit
latency whereas C6 is having the longest exit latency at a
133µs transition time [13].
Package C-states are used when all cores are in state C1
to C6, hence; the entire CPU is idle. In this state a whole
package of components turns off, such as shared caches,
integrated Peripheral Component Interconnect Express (PCIe),
memory controllers, and so on [16]. However, the concept is
that additional power is saved compared to the power saved
with the sub-components individually [16]. Package C-states
can significantly reduce energy consumption but has the side
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effect of increasing the latency for cores going to or from
low power states [13]. Furthermore, package C-states can
be problematic because of high response times during re-
activation when handling traffic spikes. Additionally, having
the memory and/or storage of all servers to be available, even
during times of light load, can be very beneficial. Lower
latency can be achieved by AgileWatts (AW) which is a deep
idle core power-state architecture that reduces the transition
latency to/from very low power states. AW has been proven
to result in up to 71% power savings per core with a less than
1% end-to-end performance decrease [13].
P-states changes the frequency and voltage of a part of the
system. This being the cores or other components such as a
shared L3 cache [16]. P-state is a module state affecting a
collection of cores that share resources [16]. The concept of
P-states is that a CPU running at lower frequencies requires
lower performance and longer latency to complete a certain
amount of work. Thus, under some circumstances, for example
in low traffic periods, it is possible to complete a required
amount of work with lower energy [16].
The DRAM power mode consists of two power-saving methods
which are the Self-refresh function and the Clock Enable
(CKE) mode. CKE sends a signal from the memory-controller
(MC) to the DRAM device, and when this signal is no longer
being sent, the DRAM is free to enter a low power state.
The MC is also behind the Self-refresh function as it sends
the refresh signal to DRAM to ensure that the data is valid.
DRAM does have the ability to start the Self-refresh process
itself which can reduce the power consumption in the MC
[28].

C. Resource utilization

DCs’ load rises when more requests are received, and
these requests can be received seasonally. Thus, the workload
demands of the servers are changing dynamically and are
determined by a real-time workload status. By balancing the
load on the servers carefully and properly, it is possible
to increase the energy efficiency of components in a DC.
Fig. 3 illustrates resource utilization techniques within a DC,
highlighted with as green.

1) Load balancing: Dynamic Time Scale based Server
Provisioning (DTSP) is a method which takes the variability
of workloads into consideration when providing servers for
workload demands. For DTSP to load balance properly, key
information is gathered constantly so that DTSP can accurately
estimate workload requirements on servers and specify the
appropriate number of servers for the dynamic workloads
[11]. Irregular arrivals of requests impact the accuracy of
the expected workloads, so to increase the estimation, the
gathered information of incoming requests is standardized
before it is used in later calculations. When it comes to
workload, the algorithm looks at the three factors; arrival rate
of previous requests, the arrival rate of current requests and
the mean service time of current requests. With these factors,
the algorithm is able to figure out the intensity of previous

Server 

Rack

Server 

Rack

Top of the Rack Switch Top of the Rack Switch

Core Switch/Router

Aggregation Switch

Edge Router

The Internet

Load Balancer

Server 

Rack

Server 

Rack

Top of the Rack Switch Top of the Rack Switch

Core Switch/Router

Aggregation Switch

Load Balancer

Access Router Access Router

Edge Router

Load Balancer Load Balancer

Server 

Rack

Server 

Rack

Top of the Rack Switch Top of the Rack Switch

Core Switch/Router

Aggregation Switch

Access Router

Server 

Rack

Server 

Rack

Top of the Rack Switch Top of the Rack Switch

Core Switch/Router

Aggregation Switch

Access Router

Figure 3. Resource utilization techniques highlighted in color for involved key
components of a data center.

workloads and reflect the available remaining capacity for the
unfinished waiting workloads, as well as measure the intensity
and time needed for current workloads to complete. These
factors are also used when calculating the workload demand
of incoming requests and to determine how many servers
are needed to finish current and remaining workloads while
satisfying the Quality of Service (QoS) requirements [17].
DTSP has been proven to be able to estimate the workload
demands of servers in a DC. By periodically adjusting service
resources to match workload demands, DTSP significantly
improves and maintains the system energy efficiency under
an acceptable QoS level [11].

2) Scheduling: A cloud system uses virtualization technol-
ogy to provide cloud resources such as CPU and memory to
users in the form of virtual machines. Tasks and job requests
are assigned on these VMs for execution. The technique
known as job scheduling is a method used to assign a job
to a VM based on classification. By allocating jobs based
on types and availability, it is possible to increase energy
efficiency by making better use of available resources. Min-
imizing the number of hosts used when allocating resources
reduces energy consumption. The Energy Aware VM Available
Time (EAVMAT) scheduling algorithm does exactly this [18].
By categorizing jobs into three types and then assigning
jobs based on a predefined policy with the earliest available
resource. Energy consumption is then reduced since less hosts
are in a active state and resource utilization is higher. This
method has been tested and was able to achieve up to 46%
energy savings [18].
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Figure 4. The graph compares the energy efficiency improvement percentages
achieved through different energy efficiency strategies in DCs of different
scale.

IV. DISCUSSION

DCs being responsible for approximately 1.5% of global
carbon emission with an annual growth rate of 4.3% have
become an area of focus within the last decade [20]. How-
ever, most attention has been directed towards the largest
DCs, which are only responsible for a small portion of the
overall energy consumption of DCs in general, since small-
/mid-scale sized DCs being responsible for approximately
50% of the energy consumption [20]. Due to the increased
attention, large-scale DCs have therefore advanced more than
small-scale DCs and have numerous energy efficient methods
implemented already. It is shown in [20], that energy efficient
strategies such as virtualization are adopted less in smaller
DCs compared to large DCs. Small DCs are in general behind
on the energy efficiency front with around 43% of them
not having energy efficiency objective in place at all [20].
The benefits of different strategies used for energy efficiency
in DCs varies depending on the size of the DC. Below
is recommended a set of guidelines for optimizing energy
efficiency in DCs and evaluated based on three different
sizes/categories. Techniques and technologies recommended
for small-scale DCs are also excellent methods for larger DCs,
whereas methods recommended for large-scale DCs are not
always realistic/beneficial options for smaller DCs because
of price and other circumstances. On the other hand, small-
scale DCs might see greater gains when utilizing some of
these strategies, since they are size-wise easier to manage,
which can result in energy-efficient technologies and practices
being adopted more easily. Large DCs managing thousands of
servers and hundreds of server racks will likely achieve greater
power savings by investing in advanced cooling systems than
small-scale DCs managing less than hundred servers. Here,
small-scale setups might see greater benefits investing in other
technologies and techniques.

A. Strategies at Different Scale

Many different factors are decisive for how effective cer-
tain strategies are when it comes to the energy efficiency
for data centers of various sizes. This makes it difficult to
generalize the different methods as all DCs differ in relation to
infrastructure, scale and utilization, environmental factors and
what energy efficient technologies are already in place. Some
energy efficiency strategies can provide the best results for
smaller DCs compared to larger DCs, since small-scale DCs
have fewer resources available as well as generally not even
having implemented any energy efficiency strategies at all [20].
Fig. 4 shows potential power savings of different strategies for
varying DC sizes.

Small-scale DCs benefit from energy efficiency strategies
such as sleep state methods and power management tools,
as well as virtualization, load balancing and energy efficient
hardware. Additionally, small-scale DCs can also benefit from
design optimization including efficient cooling systems and
energy efficient infrastructure.

Large-scale DCs however, have access to more resources
and can allocate those towards many different energy-saving
measures, including advanced cooling systems, server virtual-
ization, load balancing as well as renewable energy sources.
Having access to additional resources opens up for other
strategies such as AI-driven DC management and quantum
computing as large-scale DCs also have more data traffic to
handle. Modern energy efficiency strategies such as advanced
cooling systems have proven to potentially achieve energy sav-
ing of up to 50% [22], virtualization has proven possibilities of
30% [14], sleep state methods can provide up to 34% energy
savings [19], and resource utilization methods can reduce
energy consumption by up to 46% [18]. All these strategies
are beneficial for DCs of all sizes but can vary in potential
energy savings depending on multiple different factors. DCIM
and PUE are also excellent methods for working towards
more energy efficient DCs and can provide beneficial tools for
analysing DCs of all sizes. That being said, as well as being
able to utilize and implement the technologies and techniques
mentioned for smaller DCs, large-scale DCs does also have
other possible methods for achieving greater energy efficiency.
AI driven DC management and quantum computing are both
methods which will most commonly be seen in large-scale
DCs since the owners are able to provide sufficient resources
for these technologies to be implemented and these methods
are therefore recommended for large-scale DCs, along the
methods mentioned for smaller DCs. Edge computing how-
ever, might prove to be most beneficial for smaller DCs. Large
DCs are much more centralized and have a much greater
power density which counteracts the whole principle of edge
computing. For smaller DCs it’s the complete opposite and
operators of such facilities should therefore experience the
implementation of this technology as less challenging. These
technologies are new and are therefore still being researched,
so it is not yet possible to provide potential power savings.
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V. CONCLUSION

In conclusion, the scale of a DC can impact its energy
efficiency. Small and medium-sized DCs can achieve notable
energy-savings by improving design and infrastructure, as
well as improving resource utilization, while large-scale DCs
can make use of the greater amount of available resources
to increase energy efficiency in the same and other ways.
This is important since numerous factors impact how energy
efficiency is achieved in each DC. This paper highlights the
importance of considering DC-scale when estimating the po-
tential impact of energy-saving strategies, as well as suggesting
various methods for energy efficiency improvements for DCs
of different sizes.
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