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ICONS 2015

Foreword

The Tenth International Conference on Systems (ICONS 2015), held between April 19th-24th,
2015 in Barcelona, Spain, continued a series of events covering a broad spectrum of topics. The
conference covered fundamentals on designing, implementing, testing, validating and maintaining
various kinds of software and hardware systems. Several tracks were proposed to treat the topics from
theory to practice, in terms of methodologies, design, implementation, testing, use cases, tools, and
lessons learnt.

In the past years, new system concepts have been promoted and partially embedded in new
deployments. Anticipative systems, autonomic and autonomous systems, self-adapting systems, or on-
demand systems are systems exposing advanced features. These features demand special requirements
specification mechanisms, advanced behavioral design patterns, special interaction protocols, and
flexible implementation platforms. Additionally, they require new monitoring and management
paradigms, as self-protection, self-diagnosing, self-maintenance become core design features.

The design of application-oriented systems is driven by application-specific requirements that
have a very large spectrum. Despite the adoption of uniform frameworks and system design
methodologies supported by appropriate models and system specification languages, the deployment of
application-oriented systems raises critical problems. Specific requirements in terms of scalability, real-
time, security, performance, accuracy, distribution, and user interaction drive the design decisions and
implementations. This leads to the need for gathering application-specific knowledge and develop
particular design and implementation skills that can be reused in developing similar systems.

Validation and verification of safety requirements for complex systems containing hardware,
software and human subsystems must be considered from early design phases. There is a need for
rigorous analysis on the role of people and process causing hazards within safety-related systems;
however, these claims are often made without a rigorous analysis of the human factors involved.
Accurate identification and implementation of safety requirements for all elements of a system,
including people and procedures become crucial in complex and critical systems, especially in safety-
related projects from the civil aviation, defense health, and transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and negative
(undesired properties) aspects. Safety requirements are expressed at the individual equipment level and
at the operational-environment level. However, ambiguity in safety requirements may lead to reliable
unsafe systems. Additionally, the distribution of safety requirements between people and machines
makes difficult automated proofs of system safety. This is somehow obscured by the difficulty of
applying formal techniques (usually used for equipment-related safety requirements) to derivation and
satisfaction of human-related safety requirements (usually, human factors techniques are used).

ICONS 2015 also featured the following Symposium:
- EMBEDDED 2015, The International Symposium on Advances in Embedded Systems and

Applications

We take here the opportunity to warmly thank all the members of the ICONS 2015 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
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who dedicated much of their time and efforts to contribute to ICONS 2015. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICONS 2015 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICONS 2015 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of systems.

We also hope Barcelona provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.

ICONS 2015 Advisory Committee:

Raimund Ege, Northern Illinois University, USA
Hermann Kaindl, Vienna University of Technology, Austria
Leszek Koszalka, Wroclaw University of Technology, Poland
Marko Jäntti, University of Eastern Finland, Finland

EMBEDDED 2015 Advisory Committee:
Sabina Jeschke, RWTH Aachen University, Germany
I-Cheng Chang, National Dong Hwa University, Taiwan
Ralf-D. Kutsche, TU Berlin / Fraunhofer FOKUS institute, Germany
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Towards a Formal Semantics for System Calls in terms of Information Flow

Laurent Georget Guillaume Piolle
Frédéric Tronel Valérie Viêt Triem Tong
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Mathieu Jaume
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Abstract—We propose a new semantics for system calls, which
focuses on the information flows they generate in a UNIX OS.
We built a prototypal model of an OS and system calls using the
concurrent transaction logic along with its interpreter. We have
yet a few results and applications that show the usefulness of
our semantics to model an OS from a kernel point of view. Once
completed, we expect our semantics to enable us to extensively
test security software implemented inside the kernel, among other
use cases.

Keywords—Operating Systems; Security; System Calls; Infor-
mation Flow.

I. INTRODUCTION

In an operating system (OS), system calls define a clear
boundary between the kernel-land, where lives the core part
of the OS and the userland, which contains all the end-user
applications. While the kernel runs with all privileges on the
hardware, the user applications are granted only few rights
to prevent them from interfering with each other. When such
applications want to perform tasks requiring an access to the
hardware or to communicate with each other, they need to ask
the kernel for this service by the mean of system calls. Those
are the only code interfaces between kernel-land and userland.

System calls are necessary because they enable the userland
processes to achieve complex tasks. By allowing processes
to communicate with each other and storing data, they let
information flow in the system, which is necessary for all kinds
of tasks. However, this can also be problematic because OS
security mechanisms mostly rely on access control which can
only prevent access to containers of information, and not to
the information itself. Therefore, once a piece of information
has left its original container, it is difficult to control the way
it is accessed. One way to keep being able to know where
each piece of information is in the system is to monitor the
information flows using meta-information attached to each
container of information called taints. Each time information
flow from one container to another, the receiver gets tainted
with the meta-information from the source. This way, each
container is tainted accordingly to the origin of the data it
contains. This monitoring can be performed at several levels
of granularity depending on what is considered an elementary
container of information. In our case, we are interested in
OS-level containers, such as processes, files, sockets, etc. As

the entire OS security relies on the correct interpretation of
the information flows, information flows monitors are critical,
and it is important to know how far they can be trusted.

Our main problem is that it is hard to know if information
flows monitors actually interpret the flows correctly and if their
view of the system is consistent with the actual state of the
system. A formal proof through static analysis for example is
infeasible if they are implemented on top of a preexisting OS
which was not designed for proof. To tackle this issue, we need
to know what are the information flows caused in an OS. Our
work is based on the two following hypothesis. First of all,
only processes cause information flows in a system because
they are the active entities that execute codes whereas the other
components are passive. Second, system calls are necessary for
all information flows deliberately caused by processes. This
leads us to define more precisely what the information flows
generated by each system call are. Our goal is a formalized
semantics of system calls in terms of information flows for a
preexisting UNIX-like OS. This semantics will define clearly
and unambiguously what information flows can be caused
in the system and by which means. This would give us a
reference to state on the correctness of a given information
flow monitor. The rest of this paper is organized as follows.
In Section I, we present the state of the art. In Section II,
we discuss our working hypothesis and we present the main
elements of our modelization. In Section III, a commented
example of a system call gives the intuition of our syntax.
Then, in Section IV, we present our work on a use case of our
semantics: testing an existing information flow monitor. We
conclude and give perspectives in Section VI.

II. RELATED WORK

Information flow control systems is a long-studied topic
in security. Some are implemented on top of preexisting
OSes, which makes them more likely to be used in practical
applications than ad hoc solutions. Blare [1] is built for the
mainstream Linux kernel. Contrary to other tools such as
Flume [2], it monitors automatically all the processes and does
not rely on a user-land daemon to intercept system calls. Blare
is based on the Linux Security Modules (LSM) framework
[3]. LSM adds security fields in existing data structures inside
the kernel and provides security developers with hooks. Those

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-399-5
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are placed before any access to a kernel object, which can
represent a file for example. Functions can be set up on any
hook so that when it is triggered the function is executed to
mediate the access to the object. Blare plugs in functions
in charge of calculating the propagation of taints on the
kernel objects. The correctness of security softwares based on
LSM relies on the correct placement of the hooks, otherwise,
the access control is flawed. Several approaches using static
analysis have been proposed so far to verify respectively that
(1) all security-sensitive operations are mediated by a hook
[4], and (2) to check that the necessary set of hooks is called
before each security-sensitive operation on a kernel object [5].
Although those works are necessary to ensure that security
mechanisms based on LSM are correct, they are not sufficient
because they cannot be used to verify those mechanisms
themselves. Our work aims at ensuring that information flows
are correctly interpreted by security mechanisms, in order to
give stronger guarantees on the validity of their model and the
correctness of their implementation.

III. MODELING INFORMATION FLOWS IN AN OS

A. Discussion on our Working Hypothesis

Our working hypothesis is that no information flow can
occur in an OS without at least the execution of one system
call. Therefore, the kernel that receives the system calls and
acts upon them is aware of all the information flows in
the system. This hypothesis arises from the fact that system
calls are the only way for a process to ask the kernel to
run code on its behalf, and only code run by the kernel,
that has high privileges, can make information flow between
processes or from processes to other containers like files or
network sockets. Of course, processes are free to manipulate
the information they have inside their own memory space and
to perform arbitrary manipulation on it. Hence, we have to
consider containers of information at a coarser grain than
individual memory locations. The file descriptor abstraction
used under UNIX is useful here. On a first approximation, for
our prototype, we consider as a container a process or anything
that can be handled by a file descriptor in a UNIX abstraction.
This covers files, network sockets, message queues, etc.

Our hypothesis has some drawbacks, too. For example,
when two processes want to share a memory area, they need
only a few system calls to set up and map the memory area
and then, they can communicate and exchange information
freely without any additional system call. So, to fully capture
the information flows in this case, we have to overapproximate
them and consider that the processes have exchanged all the
information they had while the memory remained shared. A
few malicious processes could then abuse this overapproxi-
mation by setting up shared memory areas and opening a lot
of files to mask their real objective. Typically, a virus that
would infect a lot of core processes could lower the accuracy
of the information flow monitor so much that it would become
practically ineffective. However, this would only result in valid
flows being denied, not illegal flows being granted.

B. Scope and Object of our Modelization

To describe the information flows caused by each indi-
vidual system call, we need to consider their environment.
Information flows are caused by processes and occur between
containers. The internal state of the OS also matters because
the results of some system calls depend on specific conditions
which are out of control from the process. For example, there
is a limit on the total number of files that can be open
simultaneously in an OS. Therefore, the same system call with
the same parameters issued by a process asking for a given
file to be opened can succeed or fail in two contexts indistin-
guishable from the process’s point of view. This fact leads us
to model the entire OS, with its internal state along with the
system calls. Unlike many models focusing on processes like
the process algebras which describe communication between
them, we consider the kernel’s point of view.

For our work, we first focused on the MINIX OS [6]. This
OS is a fully-featured UNIX environment with a very clear and
simple design. The methodology used to build our prototype
can be extended to others kernels with a larger codebase such
as Linux. In our model, the kernel is a database of containers
of information. These containers may be of various types: files,
network sockets, processes, memory segments, etc. For each
of these containers, we maintain various pieces of information
such as the size in case of a file, the program being executed
in case of a process, etc. Separately, we have a list of observed
information flows. We model system calls as transactions
impacting the database asynchronously. Each time a system
call is triggered, it is executed, objects in the database are
created, altered or even deleted, and new information flows
may be added to the list. This is where our semantics of
system calls is necessary; without it, our model could not be
proved accurate and we may miss important side effects in
the internal state of the kernel (represented in our database),
or even information flows. We also made our semantics and
model executable. This is important because it allows us to
build runnable test cases.

C. Model of the System Calls and the Database

As we previously said, system calls are modeled as transac-
tions asynchronously reaching the database. Those transactions
may alter the database in any possible way but they are
executed as a whole, i.e., either the transaction is entirely
executed or it is not at all. Furthermore, two system calls trans-
actions cannot interfere with each other: their execution may
be interleaved but not simultaneous and they cannot access
the same objects if they are interleaved. These precautions
are necessary to keep the database in a valid state, consistent
with a real kernel. Of course, in a real multiprocesses system,
two system calls may be executed at the same time but
synchronization mechanisms, such as locks, prevent them from
accessing the same objects and data structures in the kernel
at the same time so our model remains valid if we make the
assumption that synchronization is correctly enforced in the
real system. If this were not the case, the real system would
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TABLE I. FILES’ META-ATTRIBUTES.

Name Meaning

path File system path

rd locked Read lock

wr locked Write lock

uid Owner’s id

gid Owning group’s id

mode Access rights and flags setuid, setgid, sticky bit

be buggy and its internal state inconsistent, so no model would
be accurate.

To model the system calls, we used the Concurrent TRans-
action logic, CTR, by Bonner and Kifer [7]. This logic pro-
vides us with both a syntax and a semantics to express changes
and consultations in a database as transactions. The database,
in the case of the CTR, can have an arbitrary structure,
provided that it can be accessed by the means of clearly
defined logical primitives. In our case, those primitives are the
consultation of the database, the atomic change of an attribute
of a single object in the database, the creation of a new object
in the database, the deletion of an object, and the registration
of a newly detected information flow. As its name suggests,
the CTR lets two or more transactions run concurrently, in
an interleaved manner, which is desired in our case. Last but
not least, the CTR provides us with an executional semantics:
an interpreter can be built to simulate the execution of a
transaction in a database. The documentation of our interpreter
is available online [8].

Our database model contains four tables and a list. The
tables are (1) the table of active processes in the system,
(2) the table of existing files in the system, (3) the table
of open file descriptors, and (4) the table of memory areas
allocated to processes. The list contains the information flows
the interpreter detects. It is chronologically sorted. This is of
course a small model built only for the sake of prototyping
because we consider only processes and files as containers
of information but it can be extended. Each table contain
a set of entries. An entry is indexed by a unique identifier
and represents an object in the OS. For example, an entry in
the processes table is a living process in the system. Each
entry is described through several attributes. Tables I and II
describe respectively the fields contained in the entries of
the files table and the file descriptors tables. As one can
see, we try to mimic as closely as possible the real OS
and we replicate the semantics of open and close because
obviously, information flows are not identical for open and
closed files. This is why we made the distinction between
files and file descriptors, which correspond to files opened by
some process.

IV. EXAMPLE OF A SYSTEM CALL: READ

System calls are written as a set of logical clauses. Each
clause is a transaction which corresponds to the system call.
The clauses are mutually exclusive, only one of them will

TABLE II. FILES DESCRIPTORS’ META-ATTRIBUTES.

Name Meaning

file File corresponding to the file descriptor

procs Processes owning this file descriptor

opts Read-only, Write-only, Read-Write, Append, etc.

pos Current position in the file

execute. They correspond to the different behaviors of the
system call: there is a clause for each error case and each valid
case. The way the interpreter chooses the clause to execute
is simple: it tries them one after the other, until one can be
entirely executed. Each clause begins with the header of read
with some arguments. Arguments can be preceded by a + sign
or a − sign. A + sign means that the argument is an input, a
− sign that it is an output. A system call usually has a return
value but can also return values through a pointer passed as
an argument. Our notation captures this.

read(+FileDescriptor, +Buffer, +Size, -Return) ← (1)
¬(GET_FID_FOR_PROC(caller, F ileDescriptor, F id)) (2)
⊗ Return = EBADF. (3)

This first clause describes the execution of read with an
invalid file descriptor as first argument. The clause’s body
starts with a query called GET_FID_FOR_PROC which re-
turns, for a given process and a given file descriptor, the
file referenced by the file descriptor for the process. This
is a logical predicate having logical value true if the file
descriptor is valid, in which case Fid is a reference to the
file and false if the file descriptor is invalid. In the first
clause, the file descriptor is invalid. What comes after is an
addition of the CTR to the predicate calculus. The operator
⊗ is the sequential conjunction. The intuition of this operator
is that if both A and B are transactions, then A ⊗ B is the
transaction whose execution consists of the correct execution
of A followed by the correct execution of B. If A has not
logical value true, which means it cannot be executed, then
B is not executed (its effects on the database, if any, are
ignored) and the whole transaction A⊗B is false (which can
be thought of as aborted). If A is true, B is executed and if B
is false, the transaction is false too. Here, we test the negation
of GET_FID_FOR_PROC so if the file descriptor is invalid,
the previously undetermined value Return is now known to be
equal to the constant EBADF. If the file descriptor is valid, the
clause is rejected and another one is tried. When a clause is
rejected, all its effects on the database are rollbacked.

read(+FileDescriptor, +Buffer, +Size, -Return) ← (4)
GET_FID_FOR_PROC(caller, F ileDescriptor, F id) (5)
⊗ Fid.opts 63 READ (6)
⊗ Return = EIO. (7)

In the second clause, we first check that the file descriptor
is valid (5), then if it is, we check if the file was opened
in reading mode (6) and if it is not, we conclude with the
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returned value of constant EIO (7) (Input/Output Error). If it
is, the transaction aborts. Here, we see how the transaction
representing the system call refers to the content of the
database representing the OS’s objects. Fid refers to an entry
in the file descriptors table, and Fid.opts refers to the value
of the attribute opts inside this entry.

read(+FileDescriptor, +Buffer, +Size, -Return) ← (8)
GET_FID_FOR_PROC(caller, F ileDescriptor, F id) (9)
⊗ Fid.opts 3 READ (10)
⊗ Size > 0 (11)
⊗ReqSize is min(Size, F id.file.size− Fid.pos) (12)
⊗Buffer << Fid.file (13)
⊗ Fid.pos := Fid.pos+ReqSize (14)
⊗ Return = ReqSize. (15)

Finally, the third clause describes the execution of read that
actually ends up with an information flow. In this clause,
after the first check identical to the previous case (9), the
file open mode is tested (10). The size to read is checked
to be non-null (11). Then, a new name ReqSize is created and
immediately given the minimum value between the requested
size and the number of bytes left in the file (12). The special
syntax that follows means that an information flow took place
from the file to Buffer, which represents the memory zone
where the content of the file is read by the process (13). Next,
another syntax element is introduced (14). The current position
in the file (which is one of the numerous elements of the
database) is updated and becomes equal to the old position
plus the number of bytes read. Finally, the returned value is
the number of bytes read (15).

V. USAGE OF THE SEMANTICS

The semantics for system calls is executable. Sleghel et
al. built in 2000 an interpreter for the CTR [9]. Of course,
their work was not directly usable for us because they used a
very generic model of relational database. In our very specific
case, we needed a special database model to account for the
particular nature of an OS’s kernel. Fortunately, the CTR is
not bound to any specific database but can be used with any
model as long as elementary operations to query and update
the database are provided. So, we built our interpreter basing
our implementation on Sleghel et al.’s work for the inference
engine and implementing our own elementary predicates. The
inference engine, which implements the inference rules of
CTR, is written in SWI Prolog [10] and the database part
in C++. The latter lets us implement all kinds of side effects
in the database and instrument the interpreter. Sleghel et al.’s
interpreter was built for another Prolog flavor, but we chose
to port it to SWI Prolog because of its handy C++ interface.

The motivation behind the construction of our semantics
was to test Blare [1], an information flow monitor. While this
is still an on-going work we already have encouraging results
on our semantics and interpreter. We are able to set the model

of the OS, i.e., the database, in a given initial configuration.
Then, we can run simple test cases such as two concurrent
processes trying to atomically write in the same file at the
same time. One of the processes output gets overriden by the
other and the result depends on the order of execution of the
writings. Our interpreter lets us effectively see that fact and we
can see the content of the database in each situation. This is
very interesting because, using the same test case once we get
a full formal semantics for Linux system calls, if we reproduce
the same situation on an OS equipped with Blare, we should
see the same result. If Blare tells us that the file contains
information from both processes or information from none
of the processes, we can tell it is wrong. Of course, this is a
simple example and there are many cases much more complex
to deal with.

VI. CONCLUSION AND FUTURE WORK

We presented a formal semantics for MINIX system calls
for and a methodology to build similar ones for any UNIX-
like OS. To the best of our knowledge, this is the first
time a semantics is proposed for system calls in preexisting
OSes. Our work will be useful to get more confidence in
the correct functionning of those information flow monitors.
The semantics may also have other uses in the future, such
as proofs of correctness for the implementation of system
calls. Research work on information flow control is far from
being over and more work is needed to achieve a control as
accurate as possible, and thus, to bring more security to end-
users of OSes. We follow on this track to improve existing
solutions and make both OSes and security mechanisms more
trustworthy.
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Abstract—The article deals with security of communication in 

a sensor system combining a wireless RF network and 

Ethernet. The article deals with design of complete secure 

sensor system combining a wireless RF network and Ethernet. 

Within the suitable sensor system topology design the 

requirements for the fast and efficient data exchange between 

individual logical system layers are taken into account. One of 

the major requirements for our design was to develop solution 

with minimum computing power consumed by the 

communication sensor nodes. The particular system layer 

security is based on the known security methods and protocols 

(TLS protocol, improved Diffie-Hellman protocol GDH.3), 

which have been extended by the methods needed for their 

practical use (method called AVOM, which is intended for 

discovering and labeling of all  RF network devices). A partial 

goal of the designed solution is to improve the robustness 

of the implemented security mechanism for wireless logical 

group security key establishment. 

Keywords-Sensor system; RF network; TLS protocol; Diffie-

Hellman protocol; GDH.3 protocol. 

I.  INTRODUCTION 

The article briefly describes the development of a sensor 
system including the selection of used components and also 
the encryption principles used in communication between 
devices. Wireless system security must be designed in such a 
way that from the beginning it is developed so as not to 
allow an attacker to retrieve any information from the system 
[1][2]. 

Within the research the various sensor system security 
methods have been observed [9][10][12][13][14][15]. 
Unfortunately, these methods did not meet some of our basic 
requirements on the developing sensor system, i.e. rate of the 
data exchange, computing power, synchronization, simple 
implementation of the secure algorithm into the 
microcontroller, possibility to immediately decrypt every 
received secured messages, and the ability to remove / add a 
new member to the secured sensor network. 

In the survey of available methods intended to protect 
common data exchange in the sensor system, there has been 
found several security techniques, which did not meet the 
important demands [14][15], or meet the demands just 
partially[14][15]. An overview and comparison between 
different security methods including their features can be 
found in [18]. Since this security systems are not appropriate, 

the logical step was to create a security system focused on 
the implementation simplicity, the rapid encryption key 
determination for all devices in the sensor network, device 
access to the system management capability and minimum 
traffic load necessary for additional information transmitting. 
The proposed system will have two modes – the initialization 
mode and the normal mode. During the initialization mode, 
the encryption key will be provided by below mentioned 
mechanisms. Subsequently, when the normal mode become 
active, the messages are encrypted using the agreed key and 
can be sent into the sensor system. 

The encryption key distribution within the higher 
hierarchical system layer is based on the TLS protocol [2], 
extended Diffie-Hellman protocol GDH.3[3] which is the 
crucial part of the encryption key distribution in the wireless 
RF network. 

From the outset, demands on the topology of the sensor 
system corresponding to their planned use are mentioned. 
Also, the main requirements for particular devices in the 
system are specified. For both the selected topology and each 
component the pros and cons are outlined. 

The requirements for simplicity and speed of 
encryption/decryption are especially important, because 
every algorithm will be implemented into the 
microcontroller. In this part of the article, the provision of a 
secret key and the onward transmission of the encryption key 
from the top system layer down to the lowest layer is 
illustrated. Following this is the assessment of the designed 
solution in terms of communication security and the time 
demands for the encryption / decryption process. 

The final section of the article deals with the selection of 
a safe and relatively simple encryption method for 
communication between devices in a wireless RF network 
and also at the Ethernet level. 

II. REQUIRED SYSTEM TOPOLOGY 

The proposed topology of the complete system is adapted 
for rapid message exchange between master and slave 
devices. During the exchange, relatively large data flows 
between certain devices may be included (messages size is 
up to tens of bytes in RF network). Furthermore, emphasis 
was placed on the possibility of an accurate synchronization 
between the wireless modules and control device. 
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Figure 1.  Proposed sensor system hierarchy

 
The resulting topology is presented in Figure 1 and it can 

be seen, that the system topology is divided into the four 
layers. The control device, which could be, e.g., server or 
personal computer with appropriate control software 
installed, is in the top (first) system layer and it processes 
packets over Ethernet. The second system layer of created 
topology contains a converter placed between the Ethernet 
and wireless RF network. In this layer, there could be more 
than one converter, but only one converter for one logical 
group of the RF modules. The main task for them is to 
forward data messages from the wireless network to the 
Ethernet and vice versa. The converters should be positioned 
correctly to avoid overloading any RF module at the lower 
level. A suitable compromise between the number of 
transmitters (converters) and wireless modules in the group, 
which can use it, must be found (it depends on node message 
size and message exchange frequency between the nodes and 
server). 

The third layer represents the RF master modules, which 
are fixed in the area, serving as a messages repeater to a 
desired device and back. 

Finally, in the lowest (fourth) layer there are portable 
wireless RF slave modules periodically sending data and 
status information to the parent device in the hierarchy 
(sensors). Therefore, it is desired to establish secure 
communication in order to avoid a leakage of sensitive 
information transmitted in the system or misuse of invalid 
data by a possible attacker that could cause an error in the 
sensor system, or even cause it to malfunction. 

Portable RF (slave) modules transmit data to the third 
layer, that takes care of transferring messages to the RF 
module, which is able to directly communicate with the 
converter between the RF network / Ethernet in the third 
layer. 

The messaging system for one RF slave module in the 
fourth layer is shown in Figure 2. One of the requirements 
for the proper function of the system is RF modules in the 

fourth layer should always be available for at least two 
RF master modules. 

Since the RF slave modules are portable, there is a 
complication with security options due to the possibility that 
a module may be in the area of the first RF master module at 
one moment, but in the next moment it could be in another 
RF master module area. Because of this feature, the system 
must be secured in a manner allowing all devices in the third 
layer to decrypt the message from every device in the fourth 
system layer. A similar situation occurs between the second 
and the third layer in the hierarchy of the sensor system, the 
only difference is, that the modules in those layers will be 
moved very rarely. 

 
Figure 2.  Message forwarding at lower sensor system layers in the 

RF network 

A method of message forwarding between devices in the 
third layer is shown in Figure 2. Due to sensor system price 
reduction it is necessary to have the lowest number of 
converters in a sensor network. To make a successful 
transmission from a desired RF master module to the 
converter device, the message has to be sent from the sender 
towards the converter. If the converter is not in the sender’s 
area, the message will be forwarded towards it (in the third 
layer) until the converter receives the sender’s message. 
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III. SECURE COMMUNICATION ON AN ETHERNET 

NETWORK 

Transport layer security (TLS) protocol for the security 
of communication in the highest level in the sensor system 
hierarchy will be used [3][4]. TLS protocol is a free version 
of SSL protocol. Using the mentioned protocol, it is possible 
to create encrypted communication channel between the 
converters and the server via Ethernet. 

A. Communication establishment using the TLS protocol 

A communication establishment has to be performed 
before the two parties are able to transfer data via a secured 
channel using the TLS protocol. An identity and other 
information has to be exchanged between server and client to 
create the encrypted channel and then secure communication 
can begin. 

The connection establishment (handshake) includes a 
total of four consecutive phases [1]. The description of each 
handshake stage is not included in the article, because the 
TLS protocol in general is well known and used. 

Once the handshake process between the client 
(converter from RF network to the Ethernet) and the server 
has been completed, the data exchange between two devices, 
that are authenticated and have the necessary keys, can be 
initialized. 

B. A Data exchange via TLS protocol 

After a successful TLS handshake protocol between the 
transmitter and server, both sides are able to encrypt 
communication using the agreed key. The sending procedure 
for application data via secure communication channel is 
shown in Figure 3. 

In the first step, the user’s secret data are taken from the 
application layer and divided into blocks with a maximum 

size of 142  B (according to the TLS protocol specification). 
In the second step, a lossless compression function can be 
applied to the separate data blocks from the previous step. 
The compress function between both sides was arranged in 
the handshake protocol, in the current TLS protocol version 
there is no compression method by default.  

In the next step, a message authentication code is added 
to the encrypted and compressed data block. The code is 
determined by the HMAC technique [1]. 

In the fourth step, the compressed segments with the 
authentication code are encrypted using the selected 
algorithm. The AES encryption algorithm [6] will be used in 
the proposed system due to availability of an AES hardware 
encryption module in the Texas Instrument microcontroller 
named CC430F5137, which is contained in all designed RF 
devices. The encryption key length in these devices could be 
128 b (it is sufficient length for this kind of sensor network). 

In the last step, a 5 B header to the encrypted data block 
is added. The first byte of the header represents the protocol 
version used for attached data processing. The next two bytes 
contain the major and the minor version of the used protocol 
and the last 2 bytes carry the entire encryption segment 
length.  

The communication between all other devices on the 
second layer of sensor system topology and server is 
established in the same way. When all devices on the second 
layer are securely connected to the server, it is necessary to 
create an encrypted connection also on the lower system 
layers. This issue is the subject of the next section IV: Secure 
communication in the wireless section of the sensor system. 

 

Figure 3.  Application data encryption in the TLS protocol [1] 

IV. SECURE COMMUNICATION IN THE WIRELESS SECTION 

OF THE SENSOR SYSTEM 

In this section, the security of communication between 
the first and second layer is not considered, this has been 
described in the section 3. Only secure communication from 
the second system layer below is taken into account, i.e., RF 
network security. 

For the actual communication design between the devices 
it is important to analyze all potential attacks and feasible 
security risks for this type of system and the most suitable 
security method should be chosen [7][8][9]. 

A. Potential risk and related problems 

In wireless networks generally, there are many ways of 
how to attack system security [1][3]. One of them may be 
listening to network communication. In the case of an 
unsecure network, an attacker can read all transmitted 
messages. The solution, which removes this problem, may be 
encryption of all messages in the designed RF network. 
Another difficulty could then emerge – how to manage the 
encryption keys for all wireless devices? 

Following this we must assume that the wireless RF 
system is already secured. Although the attacker can 
intercept the transmitted cipher, without the used encryption 
key the cypher is then irrelevant. Data collected in the sensor 
system are from a large number of RF measuring modules. 
They send this data to the parent layer in the network 
hierarchy. Occasionally the measured value changes very 
slowly (or not at all) and the module will send the same 
value over and over. An attacker can take advantage of this 
information and break the encryption. To prevent this sensor 
system feature, the COUNTER  field will be added to all 

messages. When the RF module sends the measured value, it 
immediately increments the COUNTER  field (1). 
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The advantage of a block cypher is that a change of a 
single bit at the encryptor input causes a large change at its 
output. Basically, it is possible to achieve a completely 
different cypher even with two identical data frames sent via 
an RF module at the lowest level, only with a varying 
COUNTER  field. 

 
Figure 4.  Message Z in RF network with a COUNTER field 

The situation of the adding a COUNTER  field to the 

message is shown in Figure 4. The field COUNTER  will be 

added to the permanent data field Z . This precaution should 
also reduce the possibility of re-sending a previously 
intercepted message from the attacker. This is because the 
transmitter and receiver know the current COUNTER  

parameter value and receive the message only if the 
parameter from the message is identical to its COUNTER  

value. If any attacker captures a packet and subsequently 
sends it, the receiving party will assess the message as 
invalid, because the same parameter has already been 
received and the COUNTER  value is different. 

To prevent other types of attacks such as a brute force 
attack, or an attempt to capture as many messages as possible 
in order to determine the encryption key, the proposed 
security feature allows the encryption key change in a secure 
way. All microcontrollers used in all devices on all layers, 
except the highest one, contain AES module with the option 
of a 128 b key [4][5]. It is appropriate to use this module for 
standard encryption. Presently, the main problem is how to 
securely set up the key in all devices. 

There is a simple way to solve this problem, if the 
communication is only between two sides, as shown 
in Figure 5. 

 
Figure 5.  Two parts communication (Device A and B) 

In this case, it would be sufficient to use the Diffie-
Hellman (DH) key establishment protocol [6]. The protocol 
deals with an ideal two sided communication. This situation 
does not appear in the proposed sensor system and it is 
necessary to securely establish the encryption key for 
multiple devices [7][8][9]. One of the suitable protocols, 
which can be used in the sensor system, is named GDH.3 
[10]. 

B. The algorithm for automatic detection and labeling of 

modules in an RF network 

In order to use the GDH.3 protocol in the system, it is 
necessary to specify a logical group of modules that have the 
same secret key used for device identification. When all 
wireless RF devices prove their identity, the parent device 
will determine a new encryption key for the whole group. 
The encryption key will be sent using the previous 
established secret group key. For the execution of the GDH.3 

protocol, each module in the logical group must have a 
unique number (address). 

The unique number inside the group must be assigned 
automatically due to adding a new wireless module and 
avoiding collision with another previously labeled device. 
For this purpose a method of automatic detection and 
labeling of the wireless device (AVOM) was designed. 

For correct search functionality it is necessary to send a 
token in the RF network. The device assigns the unique 
numbers (addresses) to the new identified modules in its 
communication area. Along with the token, the highest 
assigned address will also be transmitted. Due to this 
mechanism, the next device knows exactly the following 
address, which can be assigned to the new devices and there 
will be no address collision in the RF network. 

The resulting AVOM method, which was used in the 
system hierarchy, is shown in Figure 6. It should be noted, 
that before the start of this function, all devices have to know 
about the new sequence of searching and labeling devices. 
This notification in the RF network can be done using a 
broadcast message, i.e., message delivered to all devices in 
the network. On the basis of that message, all devices delete 
their current addresses, related information and stop all 
further communication until the system is completely 
secured (it can be sent using a broadcast message again). 

 
Figure 6.  Basic system hierarchy for an address determining - includes a 

first scanning step in the RF network 

In Figure 6, we can see the typical hierarchy of the 
proposed sensor system. In this illustration is also shown the 
first step of the searching method. Firstly, the server sends 
the AVOM start command to the RF / Ethernet Converter in 
the second layer, which is on the highest layer from all the 
RF devices. Therefore, the RF / Ethernet converter selects 
the address 0 (in Figure 6 is the assigned address above the 
module in a green circle). Secondly, the scanning of all 
available devices in the converter area is launched. When the 
converter gets all directly available devices via RF 
communication, the converter individually assigns to these 
devices their addresses according to a chosen criteria (e.g. 
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signal strength, response time, etc.). In Figure 6 addresses 1 
and 2 are assigned. 

Each device will always save the parent device address 
(address of the device sending the token) and all unlabeled 
devices in its area to which the token has not been forwarded 
yet. In the figures these numbers are always written below 
the module. For example, the RF / Ethernet converter 

in Figure 6 has the previous address device equals  0P , this 

means there is not a device above it in the system hierarchy. 
The algorithm is able to recognize, that all devices have been 

labeled. Numbers  2,1N  mean, that the token has not been 

sent to the device with address 1 and 2 yet. 
The module highlighted in red (in the figures) currently 

has the token and is allowed to label the modules in its RF 
communication range; it is indicated by the green dashed 
line. 

Thirdly, the token is passed to the next device in the 
network (with address 1). The token is always sent to the 
device with the lowest newly assigned address. When a 
selected device receives the token, it saves the address of the 
previous device (0), then scans its communication area for 
new unlabeled devices and assigns them appropriate 
addresses, i.e., 3, 4 and 5 in Figure 7. The module holding 
the token saves in its memory all newly labeled devices to 
send them the token in the future. The device with the lowest 
address (3) is chosen and the token is forwarded to this 
device. 

 

Figure 7.  Second step of the AVOM function 

The same procedure is applied until the algorithm arrives 
at the device in its communication area where there is no an 
unlabeled module. This scenario is shown in Figure 8, the 
token holds the device with address 7 and in its range there 
are only labeled devices with addresses 8, 9 and 10, which 
are final. The device with address 7 subsequently forwards 
the token to the final devices 8, 9 and 10. Each of the final 
devices checks its communication area, but there is no new 
device, so the token is sent back to the device with address 7 
and so on. The forwarding process is shown in the figures by 
arrow. The numbers near the arrows represent the individual 

steps of token forwarding. When the device 7 verifies all 3 
devices in its area, there is no device to forward the token, so 
it sends the token back to the parent device with address 6. 
The device with address 6 also does not have any device in 
its area and sends the token back until the token arrives back 
at the device with address 1. 

 

Figure 8.  The end of the forward phase of the AVOM algorithm 

The device 1 has 2 modules stored, which have not 
received the token, so it sends it immediately to the module 
with a lower address, i.e., 4. When a new device is not found 
within its communication range the token is sent back to the 
device with address 1. It stores the last device, which still has 
not received the token. The same procedure is undertaken 
with the device with address 5. This module also has an 
empty queue and returns the token to the device with the 
address 0 (RF / Ethernet converter). This situation is shown 
in Figure 9. 

 
Figure 9.  Token forwarding during the AVOM function 

The module with address 0 (converter) still has one 
device in its queue, which has not received the token yet, 
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specifically it is the RF module with address 2. When the 
token exchange is complete, the new address is assigned to 
all identified devices in the RF network. Since the address of 
the previous module is identical to the converter, the 
converter sends a message to the server with a device 
numbering completion announcement in the RF network (see 
in Figure 10). 

When the labeling process required for the GDH.3 
protocol startup is completed, a temporary secret key will be 
established in the labeled logical group for precise device 
identification and subsequently encryption key transmission. 

C. A group key arrangement using the GDH.3 protocol 

In the basic Diffie – Hellman protocol the key is placed 

between the member 1M  and 2M  using several steps. In the 

first step, member 1M  sends the value u  according to (2) to 

member 2M  [1][6]. 

  pu
N

mod1  

In (2), there is a group generator  , a random number 

1N  is generated by 1M  and p  is a prime number. The 

values p  and   are known to both sides. 

Once the member 1M  sends the value u , 

the member 2M  sends another value v  to the member 1M . 

A computing v  value describes (3). 

  pv
N

mod2  

 
Figure 10.  Final phase of the AVOM function 

Equation (3) is similar to (2), except there is a different 
coefficient denoted as 2N . When both sides exchange their 

values, they are able to determine the same secret key K . 

The first member 
1M  will use (4) and the second member 

will use (5). Now, both of them have the same secret key K . 

    pvK
NNN

mod
1

21   

    puK
NNN

mod
2

12   

To establish a group key the extended Diffie – Hellman 
protocol (generally for n  devices) has to be used [3]. 

During the initialization process of the entire protocol, 
which allows determination of the shared key it is necessary 
to assign the address to all devices in the group. The devices 
without the address will not be able to determine the new key 
(for more information, see section IV.B The algorithm for 
automatic detection and labeling of modules in an RF 
network). As in the basic DH protocol, all devices know the 
public parameters denoted p  and  . In addition, each group 

device iM  must generate its own random exponent iN . 

Because of simplicity, the operation pmod  will not be 

shown in the next equations. 
In the first stage of the protocol, the first module 0M  will 

generate a value 0N  using its secret exponent 0N  and sends 

the value to the module with the following address (device 

1M ). The device 1M  computes the value  10 NN   and 

transmits the new value to the next device 2M . The 

procedure is repeated until the transmitted value reaches the 
device 2nM , where n  is total number of modules in the 

group. The value is then also transferred to the device 1nM , 

which calculates the last value, but does not send it to the last 
device nM . Generally, it is possible to determine the 

computed value ku   in the device kM  by (6) [3]. 




 

i

k

kN

ku 0  

In the following (second) stage of the protocol GDH.3, 
the broadcast message with the value computed by the 
module 1nM  is sent. All modules, including the module 

nM , receive the message containing a value 1nu  specified 

by (7) [3]. The last module nM  has to save this value due to 

potential extension of the group. 












1

0

1

n

k

kN

nu   

During the third stage, each device iM  receives the 

broadcast message with the value (7), and subsequently 
excludes its own random exponent iN  by extraction of the 

root (7) by inverse value of the exponent 1
iN  and the result 
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is sent to module nM . Generally, the sent value 
iu  from the 

module iM  can be described by (8) [3]. 

 ikv

n

k

kN

i 






 |

1

0  

In the fourth stage, module nM  must save all received 

values, raise them by its random exponent 
nN  and send 

them using the broadcast message again. An individual 
message contains the value 

is  done by (9) [3]. 

  1,1|0 


  niiks

n

k

kN

i   

Each module iM  obtains the value is  in this stage. 

When the module iM  uses again the random exponent iN  

on the received value is , it computes the secret group 

key K , which will be used for exact module identification 
and subsequently for distribution of the communication 
encryption key. 




 

n

k

kN

K 0  

The value of secret group key K  , which was established 
using the GDH.3 protocol, can be determined by (10) [3]. 

D. Adding a member to the group with a secret key 

Over the sensor system`s lifetime, there could be a 
requirement for a system expansion by adding a new module 
into the existing group with the secret key. All the devices 
communicate using the established encryption key, but the 
values for computing the secret group key are stored within 
it. The new group key, which will also be used for the new 
member, is based on the stored values. 

The group member nM  with the last address must store 

the values from the second and the third stage of the group 
key establishment. Initially, the last member nM  will 

generate a new random exponent nN , which raises the 

second stage stored value by the new exponent nN  and 

obtains a value defined by (11) [3]. 

 nn

n

k

k
NNN

N
**....* 100  


  

The module 
nM  sends the value (11) to the new device 

1nM , which generates its own exponent 1nN  and computes 

a new secrete key 1nK  for the whole group (12) [3]. 

 10

1

0 **....*

1




 



nn

n

k

k
NNN

N

nK   

The final stage of adding a member is that the device 

1nM  calculates n  new values obtained from the device nM . 

Into these values it has to add a generated exponent 
1nN  

and send them out by broadcast messages to allows other 
modules to determine the new group key 1nK . Basically, the 

third and the fourth GDH.3 protocol stage is executed once 
more. 

  njjk

n

k

kN

,1|0 

  

The module 1nM  sends the value defined by (13) to the 

rest of the devices. One exponent 
jN  is missing in each of 

the sent values so it can be completed only by the device 

jM . 

E. Removing a group member 

Due to security reasons, the algorithm has to have the 
ability to remove a particular device from the group. The 

device nM  is important for removing the device 
pM  (where 

 1,1  np ), because all values are saved in it from the 

fourth stage of group key K  establishment. The module nM  

must generate a new random exponent 
nN , which will be 

used for the calculation of the 2n  values according to (9). 

 nnpp NNNNN
K

**...***....* 1110   

A new value for the device 
pM  is omitted so it is not 

possible to determine the new secret key K  for this module 
in the future (14) [3]. 

The removal of nM , device 1nM  takes over the role of 

the last module with the designation nM . It also stores all 

the data from the fourth phase of the key establishment. 
Firstly, exponent 1nN  is cleared of stored messages (12) and 

it generates a new exponent nN , and uses it to calculate new 

values (12), which sends the results to all devices in the 
group. Since the random coefficient nN  and iN  (according 

to recipient iM ) are missing in all messages, therefore, the 

last module nM  is not able to determine the resulting 

communication key K . 

F. Portable RF modules security at the lowest system layer 

The lowest layer (fourth) in the hierarchy of the sensor 
system contains only the portable RF modules 
communicating with RF devices at the higher layers. From 
the requirements on the sensor system it follows, that each 
portable RF module has to be reachable from more than one 
higher layer RF device. It is obvious, that communication 
with more than one encryption key would be too difficult 
due to key management. 

The final encryption key will be transferred to the 
portable device using DH protocol between the module and 
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the server after a successful authentication of both parties. 
The authentication will take place immediately when the 
device sends the access request to the network. The portable 
device creates a stipulated request and encrypts it using 
devices private key mSK . The created cypher sM  device 

encrypts once more with the server’s public key sVK , which 

is available to all RF modules. 
The outcome is that the encrypted message M  is created 

and is sent through the transmission channel to the server. 
The entire encryption process of the requirement is captured 
in Figure 11. 

 
Figure 11.  Request encryption in the portable RF module for sensor 

network access 

The server receives a message M  and applies its private 
key sSK  and gets the message sM . The server stores all the 

ID’s of all portable RF modules, which are allowed to access 
the RF network. These records can be edited by an 
authorized person with access to the server databases only. In 
the database, along with the ID the public keys mVK  are 

saved. 

 
Figure 12.  Message request for sensor network access and decryption 

in the server 

The server is able to apply the proper public key 
associated with the module requiring access to the network. 
Thus, the server can decrypt the original message (see 
Figure 12). 

When the server receives a valid request, it generates a 
random value for the key establishment according to the DH 
protocol between two devices (2), and encrypts the result in 
reverse order (firstly it uses its private key sSK  and 

following this encryption by the portable RF module public 
key mVK ). The message with an encrypted random value is 

forwarded back via the transmission channel to the RF 
module. 

The message in the RF module is sequentially decrypted 
using the private key mSK  and the public key sVK . The 

device generates another random number. It describes (3). 
The number is appropriately encrypted (as in the first 
request) and sent to the server (see Figure 11). In this way, 
the possibility of an attack by the man in the middle is 

excluded. This type of attack could occur only by sending 
unencrypted values for the DH protocol. 

Now, both participants are able to determine a shared 
key, which is used only for transferring the final encryption 
key. All devices in the RF network have the final encryption 
key and using this key, they are able to communicate with all 
the RF devices at the third sensor system layer. When the 
final key is transferred to the RF module, it is allowed to 
start full communication with all devices with an RF 
interface across the RF network and it is guaranteed, that in 
the case of a network security breach, there is a possibility of 
how to securely establish a new encryption key without 
changing the firmware of each device. 

V. CONCLUSION 

In the article, the proposed sensor system is described 
including the necessary requirements for proper functioning 
of the system. The system topology of the sensor system and 
the communication principle at various levels of the system 
was described. 

In the second part of the article, the secure 
communication possibilities at the highest level in the 
hierarchy of the sensor system for the Ethernet network were 
discussed. For Ethernet security, the TLS protocol was 
chosen. The basic principle of secure communication 
establishment and message encryption in the TLS protocol 
was also referred to. 

The third part of the article deals with the security of the 
wireless section of the sensor system. Firstly, the wireless 
network scanning and address assignment to the individual 
RF modules in the second and the third layer was 
demonstrated in detail for the group key negotiation. For the 
group key arrangement, the GDH.3 protocol was used. The 
protocol allows adding another member to the group that was 
already established, as well as the removal of any group 
member. Through the negotiated group key, the server 
forwards to all RF modules the encryption key, which will be 
used for normal communication encryption (data in the RF 
network will be encrypted using the AES algorithm with a 
128 bit key length). 

At the lowest (fourth) model hierarchy layer, which 
contains the portable RF devices, initially, it was necessary 
to choose an authentication method for these devices and 
subsequently, upon successful authentication, the connection 
is established with the requesting device (DH protocol). 
After the establishment of a secure connection, the final 
encryption key is sent to the RF module. 

The method of determining the encryption key in the 
proposed sensor system was designed and also illustrated. 
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Abstract— Nowadays, mobile devices offer almost the same 

level of functionality as standard personal computers. Cloud 

solution and faster Internet connections allow developers to 

build applications that do most of data processing in the cloud. 

On the other hand, cyber-crimes are growing problem and 

complex information system like cloud solutions are vulnerable 

to more threats. One of the most dangerous threats, i.e., data 

loss or leakage, requires countermeasures that will protect 

against dishonest cloud provider. Group encryption mecha-

nisms are one of the key elements to ensure data privacy. This 

paper presents a new architecture for group encryption system 

that uses bilinear mappings. The architecture uses cloud solu-

tions and supports mobile devices. Pros and cons of moving 

cryptographic operations to a cloud and resulting from the 

analysis of the demonstration system are discussed. 

Keywords-group encryption; cloud; mobile device; 

architecture; bilinear mapping. 

I.  INTRODUCTION 

Nowadays, mobile devices offer almost the same level of 
functionality as standard personal computers. Of course 
some engineering applications requiring high-end processors 
are not available for mobile devices and someone might not 
use them due to lower screen sizes. However, cloud solution 
and faster Internet connections allow developers to build 
applications that do most of data processing in a cloud. The 
use of mobile devices and cloud computing increases, be-
cause of its desirable properties, like rapid elasticity or broad 
network access [1]. 

The cybercrimes are growing problem. The protection 
against them requires to constantly develop new security 
measures that will secure more and more complex systems 
that are using mobile devices and the cloud. The new threats 
related to the cloud together with proposed countermeasures 
are listed in [2]. One of the most dangerous threats, i.e., data 
loss or leakage, requires countermeasures that will protect 
against dishonest cloud providers. 

One of the main business applications of mobile devices 
is reading and writing different types of documents. Those 
documents usually contain some kind of information that 
cannot be disclosed. When many entities are involved in 
documents’ exchange, group encryption schemes can be 
used to ensure data privacy. The scheme must have proper-
ties that will allow to encrypt a document in such a way, that 
entities from authorised group can decrypt it when they will 
meet certain conditions. 

The conditions required to access an asset can be de-

scribed using access structures [3]. An access structure is a 

rule that defines how to share a secret, or more widely, who 

has an access to particular assets in information system. 

Access structures can be classified as structures with or 

without threshold. Although threshold access structures are 

frequently used, the non-threshold structures (i.e., general 

access structures) are more versatile. 
In this paper, a new architecture for group encryption 

system, that uses advanced cryptographic operations is pre-
sented. The architecture uses cloud solutions and support 
mobile devices. Pros and cons of moving cryptographic op-
erations to a cloud and these resulting from an analysis of 
demonstration system are discussed. 

The reminder of this paper is as follows. Section 2 con-
tains description of group encryption schemes with an em-
phasis on Certificate and ID-Based group-oriented Encryp-
tion scheme with General Access Structure (CIBE-GAS) 
scheme and library which contains its implementation. Sec-
tion 3 introduces a cloud-based architecture for a group-
encryption scheme together with a presentation of encryption 
and decryption processes in the demonstration system. The 
paper ends with conclusions. 

II.  GROUP ENCRYPTION 

In the group encryption schemes a group of users must 

act together to decrypt or encrypt a file. This can be 

achieved in two ways. In the first one, group members con-

secutively encrypt the file using private keys. In the second 

one, the encryption key is calculated using private keys 

from each group member (the simplest solution is to use xor 

operation) by a designated user from the group. The desig-

nated user encrypts the file using the group key and deletes 

the key. In both cases, it is assumed that intermediate, tem-

porary files (e.g., partial keys, partially decrypted files) that 

are created during encryption or decryption are deleted after 

the process is finished.   

The private keys of each group member should be kept 

in secret. Several techniques exists: a key is created on the 

fly from a password that is entered by a user; a key is stored 

in an encrypted form and a user password is used to decrypt 

a key; or a key is stored inside a secure device (e.g., a smart 

card, a trusted platform module) and can be accessed after a 

user authenticates to the device. 

Currently, many group encryption algorithm exists. Fur-

ther in this section is described the group encryption algo-
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rithm, which is using pairing-based cryptography and has 

properties interesting from the perspective of cloud imple-

mentation. 

A. Cryptograhic Scheme 

The CIBE-GAS [4] is a group encryption scheme that is 

more suitable, comparing to threshold secret sharing meth-

ods, when the same access rights to decrypt data should be 

selectively assigned to all participants belonging to the same 

well defined group of users. The original version of CIBE-

GAS scheme works with limited length messages only, 

while its modification Certificate and ID-Based group-

oriented Encryption scheme with General Access Structure 

Hybrid (CIBE-GAS-H) [5] works with arbitrary length mes-

sages. 
In CIB-GAS scheme a designated user (i.e., a dealer) is 

responsible for encrypting documents. The encryption algo-
rithm requires as an input: dealer identity; public and private 
keys; public system parameters; information about  privilege 
set of users who will be able to decrypt a document; and 
public share information belonging to users from the privi-
leged set. During encryption no communication between the 
dealer and users from the privilege set is required. Public 
share information enables the dealer to encrypt a file in such 
a way, that only users who have a private keys associate with 
public share information will be able to partially decrypt a 
file. Decryption has two phases. In the first phase, each of 
users from the designated set using the ciphertext partially 
decrypts the text. In the second one, combiner (a user whom 
other users have transfer rights to decrypt the document) 
decrypts the ciphertext using the values obtained from partial 
decryption from all required users from the designated set. 

The scheme combines three different ideas [4]: the se-

cret sharing scheme [6], publicly available evidence of be-

ing a member of a particular group [7] and Sakai-Kasahara 

Identity Based Encryption (SK-IBE) scheme [8] with tech-

nique introduced by Fujisaki and Okamoto [9]. As a result 

the following properties where achieved: 

a) the dispatcher (i.e., an entity which encrypts the 

document) is not required to know the structure of 

qualified subsets, which members are authorised to 

decrypt the information; 

b) there is no need to designate a specific recipient of 

encrypted information - each member within a qual-

ified subset can decrypt it; moreover, a dispatcher 

can temporarily remove some subgroups from hav-

ing access rights to encrypted information (i.e., a 

dispatcher can arbitrarily select the recipients by 

overlaying the appropriate filter on the access struc-

ture); 

c) the CIBE-GAS scheme is the certificate and identity 

based encryption scheme; in the scheme partial key 

created by trusted authority is published as a certifi-

cate and it allows simplifying the user’s identity 

verification. 

More about the CIBE-GAS and CIBE-GAS-H schemes can 

be found in [4] [5]. 

B. Code Libraries 

The CIBE-GAS and CIBE-GAS-H schemes were im-

plemented and are a part of the mobile Pairing-Based Cryp-

tography (mPBC) library which is a part of MobInfoSec 

project [10][11]. The schemes are built on bilinear mappings 

[12]. Bilinear mappings requires complex mathematical 

operations, so the schemes were implemented using Pairing-

Based Cryptography (PBC) library written by Ben Lynn 

[13]. PBC is one of the first libraries that allowed to write a 

code using bilinear mappings. Developer only needs to 

know mappings properties and internals are hidden. 

PBC is written in C language and uses GNU Multiple 

Precision Arithmetic (GMP) library [14]. Similarly to PBC, 

which hides bilinear mapping internals, the mPBC hides the 

CIBE-GAS schemes internals from users and provides high 

level Application Programming Interface (API). Hence, 

mPBC user does not need any knowledge about pairing-

based cryptography. Also, mPBC contains data structure 

definitions, import and export functions and tests that 

demonstrate basic functionality. The mPBC purpose is to 

provide implementation of cryptographic schemes that can 

be used directly or indirectly on mobile devices.  

Except CIBE-GAS and CIBE-GAS-H schemes mPBC 

library also contains other schemes that support digital sig-

nature and public key encryption built on top of bilinear 

mappings. 
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Figure 1. Cloud-based architecture. 
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The mPBC library can be easy used on Linux and Win-

dows operating system as they natively support C language. 

The Android, Windows Phone 8.1 and iOS also supports C 

language, although mPBC library will require some minor 

modifications to work in each of these systems. 

III.  CLOUD-BASED IMPLEMENTATION  

The traditional way to implement a group encryption 

scheme in a mobile environment would be a client-server 

model. However, nowadays when mobile devices use many 

different operating systems and cloud solutions are availa-

ble, the cloud-based approach has several advantages. The 

two are the most important. The first one, is a simple design 

of mobile clients. The second one, is that the mPBC library 

needs to be implemented only in one programming lan-

guage. 

A. Architecture 

The cloud-based architecture consists of two logical 

servers, which provide two sets of services (Figure 1). The 

first one, Trusted Authority server (sTA) deployed on the 

server S1 is responsible for management of system parame-

ters, users and certificates as it is required by the CIBE-GAS 

scheme and provides appropriate services. The sTA server 

uses mPBC library in the version for S1.os1 operating sys-

tem. 

The second server, secret Protection (sP) server, pro-

vides web socket services. The services enable cryptograph-

ic operations (from CIBE-GAS scheme) that normally 

would be executed on the mobile devices. The services pro-

vide operations like encryption and partial decryption. 

Transferring cryptographic operations to sP server elimi-

nates the need to port mPBC library for every mobile oper-

ating system, but requires creating secure communication 

channels to mobile devices. Also, it requires that sP server 

is trusted and provides the same level of security as sTA 

server. This might be seen as drawback, but it also simpli-

fies the development of client applications for mobile devic-

es. Particularly reducing the number of security issues that 

must be considered. 

A client application, deployed on the mobile device, can 

be developed as native or web browser application. In both 

cases, user’s private files (keys, parameters) are stored lo-

cally by sP server. Private files from all users are managed 

by sP server and are used indirectly by users through the 

cryptographic services provided by the sP server. 

B. Demonstration System 

The demonstration system consists of two servers written 

in C# language using MS Visual Studio 2013: 

 the certification server, which provides sTA ser-

vices; 

 auxiliary server sP which provides functionality 

required to, among others, initiate certificates gen-

eration, encrypt, partially decrypt or decrypt a doc-

ument; the server uses WebSocket technology to 

provide that functionality. 
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Figure 2. Encryption and decryption processes in the demonstration system 
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Client applications cClient, dClient (run by users) and 

sgClient, eClient (run by a dispatcher) are native Windows 

Phone 8.1 applications. The communication channel be-

tween mobile devices and sP server is not secured to simpli-

fy system development. In a working system technologies, 

like some version of TSL (Transport Layer Security), would 

be probably used. Also, other security measures, e.g., pre-

sented in [15], should be deployed to protect sTA and sP 

servers and client applications.    
The demonstration system uses Box cloud drive to store 

data. Each mobile device, i.e., mobile device user, and each 
server has one associated box.com account. Also, there is 
one cloud drive for the public repository, which is publicly 
available for all client applications to temporary store gener-
ated files and then to share their public address to a specific 
authorised user. 

The encryption and decryption processes main steps are 
presented in the Figure 2. The encryption process is as fol-
lows: 

1. Dispatcher (a user with dispatcher rights in a dis-
patcher role) using M0.eClient application retrieves 
a public link to a file that he wants to encrypt.  

2. A file with access structure information is retrieved 
from public repository, an access policy is created 
based on that file and then the policy is stored in 
M0 private Box account. 

3. M0.eClient sends to S2.sP the public links to the file 
and to the access policy. 

4. The S2.s: downloads files from the links, gets user 
keys form S2.sP private Box account, downloads 
from the public repository required users’ public 
share information, and using mPBC library exe-
cutes CIBE-GAS-H Encryption algorithm.  

5. The S2.sP stores an encrypted file and the access 
policy in the public repository Box account. 

The decryption main steps are: 
6. The M1.dClient searches repository and finds links 

to the selected encrypted file and to accompanying 
access policy. Then downloads the access policy. 

7. The M1.dClient chooses n number of devices which 
are required to do partial decryption (based on the 
access policy) and sends them partial decryption re-
quests. 

8. Each Mi.dClient where i=2..n+1, downloads using 
provided links the encrypted file and the access pol-
icy. 

9. Each Mi.dClient sends request to S2.sP to execute 
CIBE-GAS-H SubDecryption-H algorithm. 

10. The S2.sP for each Mi.dClient executes the request-
ed algorithm using keys associated with each 
Mi.dClient and sends to each device a public link to 
the partially decrypted file stored on S2.sP private 
Box drive. 

11. The M1.dClient collects the public links from each 
Mi.dClient and sends to S2.sP links with requests to 
combine partially decrypted files.  

12. The S2.sP executes the CIBE-GAS-H Decryp-
tion-H algorithm and returns to M1.dClient a public 
link to a decrypted file in its Box drive. 

IV.  CONSLUSION 

In this paper, firstly, the CIBE-GAS scheme was de-
scribed. Subsequently, the cloud-based architecture for the 
CIBE-GAS scheme was presented together with the presen-
tation of encryption and decryption processes in the demon-
stration system. 

The cloud computing have essential properties such as 
rapid elasticity and resource pooling [1]. This enables an 
operator to easily adjust number of server instances and other 
resources to change number of users. From the other side, 
resource pooling characteristic says that users generally do 
not know where physically their data are processed. The 
architecture presented in this paper is a typical hybrid cloud. 
The public repository can be in public cloud in contrast to 
servers and private drives which must be held in a private 
cloud. In presented demonstration system, clients use also 
the public cloud (Box.com drive), because it simplifies the 
implementation process. 

The performance tests have shown, that in cases of en-
cryption and decryption using sP server the time of crypto-
graphic operations from CIBE-GAS scheme is significantly 
shorter in relation to the time required to retrieve documents 
from cloud drives. However, the total time of these opera-
tions is acceptable and mostly depends on Internet connec-
tion speed. It must be noted, that in a working system the 
authentication of users before usage of clients on mobile 
device is required. 

The scalability is an important issue in cloud-based ap-
plication development. The ability to scale up the application 
to millions of users depends mostly on the mutual relation 
between application instances. In the proposed architecture, 
the servers in the cloud can perform calculations inde-
pendently for each request from client applications on mobile 
devices. This is very good situation as it is possible to run 
many instances of servers in the cloud with minimum effort. 

The key advantages of cloud-based approach for encryp-
tion system implementation are: better scalability of the sys-
tem when number of users increases and also faster and sim-
pler implementation for different mobile operating systems. 
Especially, mPBC library which contains complicated cryp-
tographic operation needs only to be implemented in the 
version for one operating system. 

The main drawbacks are the necessity to create another 
trusted auxiliary server for cryptographic operations (sP 
server) and the need to create more trusted channels. The 
channels must be created between clients on mobile devices 
and between clients and sP server. Also, security threats 
associated with the cloud must be considered during system 
development. Particularly, the sP server must have the same 
security level as sTA server that manages user certificates.  

The further works will mainly focus on general access 
structures as currently they are implemented in the simplest 
way that is required by CIBE-GAS scheme. 
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Abstract - The article is focused on the possibility of using fuzzy 

logic principles in the authentication process in a computer 

network environment. Fuzzy logic could play an important 

role in authentication techniques where the input data is 

unclear or inaccurate and, therefore, the result of the process 

will also become unclear. Examples of this can be found in 

processing positional information concerning the user’s 

location at a particular moment within the authentication 

process. The paper shows a possible solution to these 

difficulties by using a location-based authentication system 

which relates to the user’s biometric data. 

Keywords - fuzzy logic; authentication; location; biometric 

data 

I.  INTRODUCTION  

The article deals with the possibility of the usage of fuzzy 
logic in the authentication process and especially in location-
based authentication. Currently electronic systems make 
decisions exclusively by using bivalent values when they 
perform an authentication. The more native approach could 
be by using a value within a continuous interval. One of the 
sources where fuzzy logic was used is detailed  in [1]; this is 
focused on password security enhancement. 

Let us imagine a specific situation: two people talk to 
each other, the first of them declares something to the 
second. The second person has to make a decision whether 
s/he will believe this declaration or not. The decision will not 
happen with absolute certainty.  

Another aspect of the authentication process is the 
position of the authenticated user. The number of mobile 
devices such as laptops, smartphones and tablets continues to 
grow. The question “Where are you?” in the mobile 
environment is being asked more and more frequently.  This 
is where fuzzy logic could be exploited with regard to 
location-based authentication, and in the authentication 
process generally. This will have the result that the user will 
be allowed access to protected services dependent on his/her 
position and on his/her trust level. This could be achieved by 
the use of several methods, for example; assessing the age of 
the provided position information and its accuracy. 

In this article we will introduce the methodology of how 
to use fuzzy logic principles in the authentication system. 
The rest of the article is organized as follows. In Section 2 
fuzzy logic is introduced and an overview is given 
concerning what is required for its usage in authentication 

systems. Section 3 will discuss the possibilities of how to get 
the user’s positional information and how to transfer it 
through a chain form, from user to authenticator. Section 4 
will show an example of an authentication system and an 
authentication terminal designed for location-based 
authentication. Section 5 is concerned with future work and 
issues that have to be taken into account.    

II. FUZZY LOGIC FUNDAMENTALS  

Fuzzy logic is an extension of set theory and logic 

operators [2].  

In comparison with classic set theory the main 

difference is membership of an element to the set. In classic 

set theory an element is a member of a set or not, no other 

option is possible. In fuzzy logic theory an element is 

mapped to a fuzzy set by usage of a membership function. 

The difference is described in (1).  

𝜇𝐾: 𝑋 → {0,1}𝜇𝐹: 𝑋 → [0; 1], 
 (1)    

, where μK is a membership function of classic set and 

maps elements to universe set X into two member set {0,1}. 

and μF  is a membership function of fuzzy set and maps 

elements from universe set into values in the range  from 0 

to 1. This relation is depicted in the Figure 1. 

 

Figure 1.  Fuzzy set membership function example 

In fuzzy logic, we can talk about a “linguistic variable”. 

When we consider a variable, in general, it takes numbers as 

its value. If the variable takes linguistic terms, it is called a 

“linguistic variable”.  Let us imagine the next example. We 

have a variable X called password strength, which has 

values (terms) weak (N(n)), moderate(S(n)) and secure 

(B(n)). We can define the member function for each term 

as follows. 
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𝜇𝑁(𝑛) =

{
 

 
1, 𝑓𝑜𝑟 𝑛 ∈ < 0; 1 >;  𝑛 ∈ 𝑍+

3 − n

2
, 𝑓𝑜𝑟 𝑛 ∈ (1; 3 >;  𝑛 ∈ 𝑍+

0 𝑓𝑜𝑟 𝑛 > 3;  𝑛 ∈ 𝑍+

 (2) 

 

 

 

𝜇𝑠(𝑛) =

{
 
 

 
 
0, 𝑓𝑜𝑟 𝑛 < 2 ∨ 𝑛 > 6;  𝑛 ∈ 𝑍+

n − 2

2
, 𝑓𝑜𝑟 𝑛 ∈ < 2; 4 >;  𝑛 ∈ 𝑍+

6 − 𝑛

2
, 𝑓𝑜𝑟 𝑛 < 4 ; 6 >;  𝑛 ∈ 𝑍+

 (3) 

𝜇𝐵(𝑛) =

{
 

 
0, 𝑓𝑜𝑟 𝑛 < 5;  𝑛 ∈ 𝑍+

𝑛 − 5

2
, 𝑓𝑜𝑟 𝑛 ∈ < 5; 7 >;  𝑛 ∈ 𝑍+

1, 𝑓𝑜𝑟 𝑛 > 7;  𝑛 ∈ 𝑍+

 

 

(4) 

 

(1) 

The equations stated above are displayed in Figure 

2. 

 
Figure 2.  Password strength fuzzyfication 

The fuzzy system is composed of input variables, output 
variables and inference rules. The inference rules are 
responsible for behavior of the system. Generally the rule is 
written in the form: 

If(ascendant)   then (consequent), 

 

where the ascendant is one or more logically connected 

input variables and consequent is the output variable. 

Usually a system consists of a set of rules most of the time 

in several stages. 

The logical connection of variables could represent 

Mamdani’s implication, which could be explained by the 

equation 5 and Figure 3. 

 

𝜇ℑ(𝑥1, 𝑥2) =min{𝜇𝐴(𝑥1), 𝜇𝐵(𝑥2)} (5) 

 

With regards to (6) the membership function of 

consequent will be cropped on layer equals to a minimum of 

values for both ascendant min(). The situation is 

illustrated in the figure 3.  

 
Figure 3.  Mamdani’s fuzzy implication 

In this case we need to get a numerical value of the 

output linguistic value of the defuzzyfication to be done. 

Several solutions are possible for this task. In our case we 

will use the strategy: Center of Area (COA). 

The widely used COA strategy generates the center of 

gravity of the possibility distribution of a fuzzy set (6).  

 

𝑥𝑂𝑈𝑇 =
∑ 𝛼𝑘𝑥𝑘
𝑟
𝑘=1

∑ 𝛼𝑘
𝑟
𝑘=1

 (6) 

 

III. USER’S POSITION  

The position information could be figured out 

absolutely or relatively.  

The relative position is stated as proximity to the object 

with a known position in the system. Objects with a known 

position are called anchor points in the system. This way of 

how gaining information concerning a position is suitable 

especially in a Global System for Mobile Communications 

(GSM) network. Here the user’s position is estimated by 

exploiting the known position of the Base Transceiver 

Station (BTS), in the network where there is a mobile 

terminal connected [3]. This kind of localization is 

mentioned in references [1], [2], [3]. 

The second way is possible by using an absolute 

position. Information about the position consists of two or 

three coordinates. This way is usually used in cartography 

or in the Global Positioning System (GPS). 

In the authentication and authorization process, we can 

consider both kinds of  interpretation concerning the user’s 

position. 

In certain cases it is not necessary to use an absolute 

position. If we know the user is located in the proximity of 

an anchor point it could be sufficient information. The 

accuracy of the position information decreases with 

increasing distance from the anchor point. 

In the Figure 4 you can see a basic schematic of the 

principle of relative positioning, as previously described in 

[6]. The shaded area is a room covered by the signal from 

1

N(n) S(n) B(n)

1 2 3 4 5 6 7 8

n

1

1x

)(x1A

1
)(x2B

1
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the anchor point (xAP, yAP and zAP are coordinates of the 

anchor point’s position). Between the authenticator and 

anchor point there has to be the establishment of mutual 

trust, it means the authenticator believes in the information 

form of the anchor point and vice-versa. If the user is in the 

signal range of the anchor point, it means it has to be able to 

communicate with the anchor point.  If the user’s terminal 

claims to the authenticator it is located near to the anchor 

point, the authenticator is able to validate this claim by the 

authenticator. 

anchor point

user’s terminal with a tag

xAP,yAP,zAP

wireless link

authenticator
unknown position

mutual trust

claim

 
Figure 4.  The relative positioning principle 

In the rest of the paper we will consider the next sources 
for localization that could be used as position formation 
sources in an authentication terminal. For outdoor usage it 
would be a GPS receiver and a terminal GSM module. 
Exclusively for indoor usage it will be a module with a 
wireless interface regards corresponding to IEEE 802.11. 

IV. THE AUTHENTICATION SYSTEM  

In relation to the previous sections, here is an example of 
an authentication system concerning the processing of a 
user’s positional information. Below is a list of steps which 
should be gone through in the design period.  

Description - in this step there should be a general 
description of the behavior of future system.  

Authentication techniques - all considered authentication 
techniques should be considered. 

Relations – all relations between used authentication 
techniques should be specified. 

Splitting, used techniques – all listed techniques in the 
second step should be split into two groups. The first group 
will be formed by techniques performed in an authentication 
terminal and the second in an authenticator.    

Difficulty – we should imagine how strong each 
technique is and also how trusted it is as well. 

Influences – all the main influences for used techniques, 
which could have an impact on the authentication process 
have to be taken into account.  

Quantification - all listed influences should receive a 
value which describes its importance. 

Scheme assembly – with regards to the list of 
authentication techniques, their relations and splitting into 
two sites schemes of how a whole system could be 
assembled. 

Fuzzyfication – all input and output variables with their 
influences have to be transformed to linguistic variables   

Inference rules – the behavior of the whole system and 
especially output variables are dependent on used rules.  

An example is given below detailing an authentication 
system which performs a strong authentication where the 
user’s position is one of the processed factors. 

A user will use an authentication terminal (Figure 5) to 
prove its identity to the authenticator. The authentication 
terminal contains modules for the determination of position 
such as: GPS receiver, terminal GSM or radio interface IEEE 
802.11. Because we need to prove the user’s position we 
have to demonstrate the user is in the same place as the 
authentication terminal. The authentication terminal uses a 
fingerprint reader for this task, as well as a tested biometric 
authentication technique [6]. Positional data is not sent to the 
authenticator until the fingerprint is checked. The 
authentication terminal is assigned to the concrete user (it’s 
personalized by a fingerprint and encryption key KEY and 
password).  Data is encrypted by an encryption key (unique 
for the terminal) is transmitted from the terminal to the 
authenticator. Note, we assume using AES128 or AES256 as  
secure enough encryption algorithms [6]. It means each 
terminal could be used as a unique token in the system and 
works as an additional authentication factor. Positional data 
is strongly related to the time when the positional data was 
created. In the Figure 5 you can see several sources of time 
information.  

 

 
Figure 5.  The authentication terminal 
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The authenticator which stores the user’s profile is on 

the other side. The user’s profile holds all the necessary data 

for the user for defined locations (from where the user could 

be authenticated), encryption key, password etc. The 

schematic of the authenticator is illustrated in Figure 6. All 

necessary data is stored in a knowledge base, also inference 

rules or amplification coefficients AX. Each subsystem on 

Figure 6 is a fuzzy system which performs the 

authentication of a specific factor (for example, subsystem 

GPS processes data from the GPS receiver).    

 

 
Figure 6.  The authenticator 

The behavior of the whole system is defined by 

inference rules which are part of the knowledge base. The 

rule is described in section 2 and it usually takes the form of   

a “if then” condition. Table 1 lists the top level rules for the 

authenticator for evaluating the state of positional 

information. 

TABLE I.  THE INFERENCE RULES  

Trust GPS Trust GSM 
Trust 

IEEE 802.11 
Position 

high   well proved 

low high high well proved 

low low low not proved 

low moderate low not proved 

low high low proved 

low low high proved 

 

The result of the processing of the submitted 

authentication data is the level of trust that the user has 

identified which he claims and he is in the location where he 

claims. How the level is varied with different input data can 

be seen in Figure 7. The result in Figure 7 is based on the 

application inference rules set (table 1) and provided by 

Matlab. There we can see how trust concerning positional 

information POSITION is dependent on the results from the 

subsystems, in this case from the GSM subsystem GSM and 

the IEEE 802.11 subsystem IEEE80.11. We can see the 

highest value of POSITION is in the case when both of the 

input values are also in high values. This is the simplest 

example of dependence but could vary with different 

inference rules according to authentication system 

requirements. 

 

Figure 7.  The trust to position information 

The development board was designed for an 
authentication terminal (Figure 8). The board is based on 16-
bit RISC (Reduced Instruction Set Computing) 
microcontroller MSP430F5529 from Texas Instruments and 
is equipped with a new version of eMMC memory, where all 
required data are stored. The board contains IEEE 802.11 
radio interface RN131C from ROVING.  

 

Figure 8.  The Authentication terminal development board 
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This radio is able to list Media Access Control (MAC) 
and addresses devices in the neighborhood with their 
appropriate Received Signal Strength Indication (RSSI). 
Two modules have been chosen from Quectel. The first one 
is the GPS receiver L76 and the second one is the GSM 
module M95.  The board is equipped with five buttons, user 
defined functions and an LCD with a resolution of 240 x 320 
pixels. As was mentioned previously the board contains a 
fingerprint reader: FPC-AM3 from Fingerprint. 

V. CONCLUSION 

The article deals with the possibility of using fuzzy logic 

principles in the authentication process in a computer 

network environment. The basic idea is make the result of 

the authentication process more diffusive with regards to 

vague input data (authentication factors). Presently systems 

produce a result in bivalent logic as “Yes/No” or 

“True/False”. In many cases the right one is somewhere in 

the middle. This could be correct especially in the 

evaluation of positional information, this means where an 

authenticated user is located. This information could be 

unclear or inaccurate and therefore, the result will also be 

unclear or inaccurate. Fuzzy logic could represent a possible 

way of how to control a system with vague values. 

The focus is on positional information. We introduce a 

GPS receiver or GSM terminal as positional information 

sources in the authentication process. We also introduce the 

idea of relating positional information with a human 

biometric element for strong authentication (the user has to 

be in the same place as the authentication terminal). 

Next, the paper presents a possible way of how to set up 

a basic authentication model step by step. Further to this the 

example of an authentication system is presented. For 

testing purposes the development board of an authentication 

terminal was designed and realized. 

Future work will be aimed at testing the presented 

principles in a real environment. Although the basic 

principles were verified in a previous version of an 

authentication terminal, our next work will focus on the 

implementation of advance techniques related to positional 

information.      
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Abstract—Many IT organizations have recognized incident 
categorization as a challenge because there are no general 
policies or guidelines for incident categorization. This leads to 
incident categorization usually being seen as an optional task 
for the specialists who handle incidents. The research problem 
of this study is as follows: what type of incident and root cause 
categorization model would be efficient and would also support 
ITIL-based (IT Infrastructure Library) continual service 
improvement? The results of this study consist of two parts: 
First, the software incident and root cause categorization 
model, which helps an IT organization to categorize incidents 
and their root causes effectively and recognize the weak points 
of the IT service delivery, and second, the provision of the 
lessons learned for improving incident categorization and 
measurement practices. The research was conducted as a case 
study that was carried out in an IT service company. 

Keywords- IT service management; ITIL; continual service 
improvement; incident management, root cause; categorization 

I.  INTRODUCTION 
IT service providers are constantly seeking more 

effective methodologies, processes and tools in order to 
optimize the efficiency and quality of the process. IT 
Infrastructure Library (ITIL) is the most widely used best 
practice framework for IT service management [1]. ITIL 
provides a set of guidelines for managing information 
technology (IT) infrastructure, development, and operations 
as well as addresses the quality of IT services in several 
different ways. The most notable quality concepts within IT 
service management are service level management, incident 
management, problem management processes and Continual 
Service Improvement (CSI), which is related to all the stages 
of IT service lifecycle. This study will focus on the Incident 
Management and Service Operation processes and CSI [3] 
lifecycle stage, which have given guidelines used within an 
action research cycle.  

The purpose of incident management is to restore normal 
service operation as quickly as possible and minimize the 
adverse impact on business operations [2]. Problem 
management seeks to minimize the adverse impact of 
incidents and problems on the business that are caused by 
underlying errors within the IT Infrastructure. Problem 
management process is invoked, e.g., if similar types of 
incidents are recurred or a major incident has occurred and 
the root cause needs to be analyzed. Root causes can also be 
divided in categories. Incidents are categorized in incident 

logging by service desk personnel. This category can be 
changed during incident management process. The category 
in this phase usually involves the selection of service, 
activity, type, function or configuration item (CI) and 
answers the question “what”. Root cause is the output of 
problem management and answers to the question “why”. 

In this study, we gather data from a fairly large number 
of incidents, which have their root cause analysis activities 
made and reports written. Using attributes available (incident 
category, root cause category, location, incident duration, 
date, responsible, etc.) and simple analysis tools we are able 
to, in most cases, to point statistical deviations, which helps 
to recognize the weak points of services and processes. Most 
of the attributes above are fairly standard, and the 
measurement is unambiguous independent of person, 
country, and organization, e.g., date, time, duration, etc. 
Incident and root cause categories, are however, not 
described in IT service management standards such as in 
ISO/IEC 20000 [4] or frameworks such as ITIL and Control 
Objectives for Information and Related Technology 
(COBIT) [5]. In order to statistically analyze or otherwise 
identify recurring incidents or incident types or root cause 
types, the incident and root cause categories must be agreed 
and defined.  

A. Related work 
Previous research on incident management has addressed 

the importance of incident classification. Caldeira and Brito 
e Abreu [6] have used statistical methods to analyze product 
related incidents. Jäntti and Kalliokoski [7] have identified 
challenges related to service desk work and reported that 
service desk staff had problems in finding and selecting a 
correct Service Level Agreement and configuration item for 
incidents. Dan et al. [8] use business driven IT management 
and risk decision making theory to prioritize incidents. One 
of the key objectives of the incident categorization activity is 
to provide information for identifying the same type of 
incidents or incidents that are caused by the same root cause. 
Do Mar Rosa  et al. [9] have used incidents to identify 
provided IT services for the organization’s service catalogue. 
Marcu et al. [10] have presented an incident correlation 
model based on category-based correlation aiming at 
identifying similar incidents by automating the process. 
Cusick and Ma [11] discuss how incident management 
approach (including single point of contact and escalation 
procedures) was established in a service provider 
organization.  
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While in the IT service management the problem 
management process is responsible for investigating the root 
cause of incidents by Root Cause Analysis (RCA), in 
Software Engineering this activity is called a Defect Causal 
Analysis (DCA). DCA [12] aims at identifying causes of 
defects in order to prevent defects or to find them earlier. 
Defect prevention activity is also included in Capability 
Maturity Model (CMM) [13].  

DCA typically includes causal analysis meetings, group 
meetings, that focus on identifying root causes as well action 
team meetings. Software Engineering Institute has 
introduced a Framework for Counting Software Defects and 
Problems [14]. This framework provides description how to 
classify problems and defects. In the Personal Software 
Process [15], the defect collection method includes a defect 
classification scheme and defect attributes. According to 
Jäntti et al. [16], IT organizations seem to have remarkable 
difficulties in managing defects and problems. In our study, 
we highlight the role of improving incident analysis. 

B. Our contribution 
The main contribution of this paper is an incident and 

root cause categorization model. The purpose of this model 
is to locate and point weaknesses in IT service delivery as a 
part of CSI.  

This categorization can be used in service improvement 
efforts that are done as one-time exercises, as part of regular 
service quality reviews or as on-going activities integrated in 
ITSM systems. The purpose of the model is to help IT 
organization to identify the weak areas (people, process, 
technology, etc.)  in IT service management, that are usually 
sources of identified root causes.  

The rest of the paper is organized as follows. The 
research problem and methods are described in Section 2. 
The creation and validation of the incident and root cause 
categorization model is covered by Section 3. The analysis of 
the findings is covered in Section 4. The conclusion in 
Section 5 summarizes the case study. 

II. RESEARCH METHODS 
The research problem in this study is: How incident and 

root cause categorization can be used to support CSI. This 
qualitative research study was built using the case study and 
action research methods. The research problem was divided 
into the following research questions: 

RQ1: What type of information can be used in creating 
an effective incident and root cause categorization model? 

RQ2: How the combination of incident and root cause 
categories could be used for trending of incidents.  

RQ3: What other incident related attributes could be used 
for more effective incident trending and other IT service 
improvement activities.  

A. Case Organization and Data Collection Methods 
The research was conducted in 2012 – 2014 on several 
distinct occasions reflecting several customers and several 
types of environments. All of these service environments 
were maintained by a single IT service provider, later the 
case organization. Multiple data collection methods 

proposed by Yin [22] were used during the study and the 
following data sources were used: 

• Participant observation: Meetings and discussion 
with managers. 

• Interviews: Interviews of roles responsible of 
services offered to customers and interviews of 
experts of service provider involved in the incident 

• Documents: Incident reports, process descriptions, 
work guides and guidelines 

• Records and archives: Change, incident and 
problem records. 

• Physical artifacts: ITSM tool.  
The research followed the action research cycle as proposed 
by Baskerville [23]. The five phases of this cycle are 
presented in Fig. 1: A. Diagnosis, B. Action Planning, C. 
Action Taking, D. Evaluation, E. Specifying Learning.  
 

 
Figure 1.  The Action Research Cycle in this research 

B. Data Analysis Methods 
The data of this action research study were collected and 

analyzed using a within case analysis technique [17]. The 
incident categorization scheme and findings were validated 
through discussions and improvement workshops with the 
representatives of the case organization. The principal author 
was responsible for producing a summary of findings that 
was delivered to the case organization. The established 
incident categories were improved taking into account the 
comments from case organization’s managers and some new 
categories were added to the original classification.  

III. RESULTS 
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analyzing incidents with multiple attributes. This method is 
called Multidimensional Incident Analytics (MIA).  

A. Diagnosis 
The diagnosis phase aims at identifying the primary 

problem, which needs to be solved through action research. 
This phase started by organizing a meeting with the case 
organization’s management.  The objective of the 
management was to check the current state of IT service 
delivery and identify improvement areas.  

The case organization’s management requested a more 
effective method for continual service improvement of IT 
services. There are several alternative and complementary 
methods to approach the improvement. The management 
chose the improvement based on analysis on those incidents, 
from which there has been a separate incident report 
including root cause analysis.  

B. Action planning 
The action planning phase specifies organizational 

actions to solve and investigate the problem identified in 
diagnosis phase.  The action planning phase started with 
designing the incident analysis method. According to ITIL 
framework, incident categorization can be used for incident 
analysis for, e.g., establishing trends for use in proactive 
problem management and other service improvement 
activities, as well as measuring the performance of incident 
management. This method sorts the incidents mainly 
according to chosen incident category.  

There are, however, several other attributes, which can be 
connected to the chosen incident. If these attributes are in 
numerical format or they are lists with a defined set of 
values, one can apply data analytics methods on them.   

 Root cause is one of the most useful attributes. The 
incident record usually contains also other potentially useful 
information for incident analysis, for example date and time 
of incident, duration of the incident, CI (this may also the 
basis for incident categorization), priority, impact, and 
relationship with other CIs, incidents, problems, changes or 
known errors. Other sources for attributes of incidents to be 
analyzed include monitoring and capacity information, and 
application portfolio attributes.  

In order to keep the data manageable, incident category, 
root cause and occurrence data and time were chosen 
incident attributes to be analyzed. The incident reports were 
not in the standard format, and especially the root causes 
were free-form textual descriptions. For analysis purposes 
relevant incident and root cause categories were to be 
developed.  

1) Incident categories 
In general, incident category answers the question “what 

(was impacted by the incident)”. It can be used to support 
proactive problem management activities such as trend 
analysis and the targeting of preventive action. Identified 
problems from these activities will be used in continual 
service improvement activities. In ITIL framework [2], an 
incident is defined as “an unplanned interruption to an IT 
service or reduction in the quality of an IT service”.  A 

problem is ”a cause of one or more incidents”. A root cause 
is “the underlying or original cause of an incident or 
problem”. Problem management process is responsible for 
the resolution of the root cause.  

All incidents should have a standard category schema. 
This provides faster access to incident and troubleshooting 
information, and also better support proactive incident 
trending. Since organizations are unique on the categories, it 
is hard to find a universal set of categories, especially on the 
detailed level. ITIL proposes the following generic steps for 
incident categorization [1]:  

1 Hold brainstorming sessions with stakeholders.  
2 Generate the initial main categories incl. ‘other’.  
3 Use the main categories for a short trial period. 
4 Analyze the incidents logged during the trial period. 

The number of incidents logged in each category 
will confirm if the category was successful. If the 
number of incidents is high in ‘other’ category, 
consider creating a new main category.  

5 A breakdown analysis of incidents in main 
categories tells, if subcategories are required. 

2) Root cause categories 
Root cause categories answer the question “why (the 

incident happened)”. For proactive problem management 
sole incident category inspection is a not a very powerful 
tool. Several root causes may cause symptoms that may be 
spread across several incident categories. For example, 
human errors, facility problems (electricity, cooling, 
humidity), supervisory, guidance and process problems 
typically cause incidents in several different incident 
categories. Incident and root cause categories can be 
considered orthogonal, independent from each other. 
Virtually all the root cause categories can exist in all the 
incident categories.  

In literature, root cause classification or categorization is 
handled very little.  Where root cause categories are 
handled, it is done in other domain, e.g., in nuclear plant 
context [21], independently of domains [18] or only one 
main category of root causes, e.g., human factors [20]. 
Generally the root cause analysis methods [1][18][19]][21] 
and categories can be used also in other domains or they can 
be used as a basis of root case category development. There 
is no guidance in root cause categorization in ITIL unlike in 
incident categories. As a phenomenon it is similar to 
incident category, and the researchers decided to handle it 
with the same procedures as in incident categories.  

3) Other attributes 
Other potential incident attributes from incident records, 

changes, CIs, other related incidents, problems, changes or 
known errors, monitoring and capacity information, and 
application portfolio were not systematically studied. If this 
information existed in the incident report, it was taken into 
account when drawing conclusions and proposing 
improvements. Starting time of the incident was, however, 
taken as an attribute. Starting time made possible to place the 
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incident on a time line and in correlate it with other events at 
the same time. 

Information about the responsible party was left as an 
attribute. This is often a big question in an incident, 
especially if penalties are to be paid because of service level 
breaches.  The conclusions and recommendations are also 
different, if the incident was because of actions of customer 
or subcontractor rather than the actions of IT service 
provider itself. The attribute responsible party answers the 
question ”who (was responsible)”. 

C. Action taking 
The action taking phase focus on implementing the 

planned action.  
1) Establishing incident categories 

The case under study was a company internal quality 
improvement effort. The purpose was to collect a 
representative amount of incident reports, where the root 
cause was analyzed. Since this was a set of separate reports 
and not incident tickets there were no obligations to follow 
the allocated categories in incident records. The researchers 
were free to choose the categories, which suited best to 
service improvement activities.  

ITIL encourages using multilevel categorization, which 
is also supported in most ITSM systems. Examples of 
typical categories of requests include: 

• By service: For example, a request to create a new 
user email account may be part of an email service. 

• By activity: For example, password reset, laptop 
installation or printer cartridge replacement. 

• By type:  The request is categorized by its type, 
e.g., an informational request and a standard 
change. 

• By function:  For example, service desk, technical 
management, IT operations management and 
application management.  

• By CI type: The type of CIs that the request or 
event impacts. 

The chosen category type reflects also who is providing 
and using that information and what is the strategy in 
incident trending. Customer of IT service or business may 
be more interested to categorize in business service terms 
incidents, which are visible in the customer interface. Then 
categorization by service or by activity may be more 
natural. If the objective is to measure and improve internal 
quality of IT service delivery, one usually takes categories 
close to internal organization (by function) or by CI type.  

The environments included environments dedicated to 
customers and also shared by several customers. In all of 
these IT service delivery was organized as technology 
oriented teams, technical domains. The teams performed 
several processes and activities, e.g. change management, 
incident management, problem management, monitoring, 
etc. The organization of technical domains reflected the 
hierarchy of CIs. Because of all of these reasons it was a 
natural choice to take the responsibility areas of technical 

domains as starting point of main incident categories. After 
some trial exercises and iterations, the researches added 
couple of extra categories. Because the aim was not in this 
phase to create a global ongoing incident categorization for 
use in incident management process and with the ITSM 
system, no lower level categories were defined. The 
following incident categories were chosen:  

• Network: All passive and active network devices 
including switches and firewalls.  

• Server: Servers in general. Memory incidents were 
separated in a category of its own. 

• Memory: Incidents in physical memory, e.g. lack 
of memory and physical memory errors 

• Storage: Storage systems and storage networks.  
• Database: Errors in databases. 
• Application: Application service running in 

servers. 
• Integration/job processing: Integrations and batch 

job between services.  
• Facility systems: Electricity UPS, cooling, etc.  
• Other: Incidents not fitting in other categories.  

2) Establishing root cause categories 
According to ITIL the operation of ITSM as a practice is 

about preparing and planning the effective and efficient use 
of the four Ps: the people, the processes, the products 
(services, technology and tools) and the partners (suppliers, 
manufacturers and vendors). These were chosen as a starting 
point. Since it was decided to establish a set of attribute 
answering the questions who, partners were moved to that 
attribute. After analyzing initial incident profiles, it was 
decided to split products into two subcategories: software 
and hardware. Since later it was suspected that a some 
server and network devices running certain operating 
systems were unreliable, a third device category was added: 
firmware.  

Root cause categories: 
• Software: bugs, malfunctions and configuration 

errors in applications. 
• Firmware: bugs, malfunctions and configuration 

errors in firmware and operating systems of servers 
and network and security devices.  

• Hardware: Malfunctions and errors in hardware, 
e.g. fans, CPU, memory, bus, cards, etc. 

• Process: Poorly defined, implemented, 
communicated or supervised process, e.g. too loose 
change management process 

• Human error: Something that was not intended by 
the actor thus causing the incident.  

• Other: Any other root cause for the incident. 
• Unknown: Root cause was not found or it was not 

analyzed.  
3) Establishing responsible party categories 
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The responsible parties were divided into following 
subcategories 

• IT service provider: IT service provider self 
caused the incident. 

• Network operator: The incident was caused by 
network operator.  

• HW/SW vendor: The incident fell in this category, 
if hardware or software had bugs, and IT service 
provider could not avoid them, e.g. with updates 
according to recommendations.  

• Customer: Incident was caused by erroneous 
actions or faulty information of customer. 

• Other: Some other party caused the incident.  

D. Evaluation 
The evaluating phase aims at evaluation the outcomes of 

the action research. In our case we focused on evaluating 
usefulness of the MIA method.  

After the data collection and categorization work the 
researches had 165 incident reports from different 
environments with enhanced incident records. From the 
point of view of this study the core attributes of the incident 
records were: incident category, root cause category, starting 
time of the incident, and responsible party. The tool used in 
this analysis was a spreadsheet application. One may, 
however, apply also more sophisticated tools, such as data 
analytics and BI tools in order to analyze incidents. With 
more sophisticated tools it is possible to study a larger set of 
attributes (dimensions).  

E. Specify learning 
In this study, we specified learning in the form of lessons 

learned. In the Specify learning phase organization identifies 
and creates knowledge gained during the action research. 
Both successful and unsuccessful actions enable learning. 
The following lessons learnt were derived. 

Lesson 1: Incident and root cause logging, 
categorization and analysis should be one part of CSI. 
The analysis of theoretical frameworks showed that incident 
logging is part of operative incident management, while 
incident root cause analysis is performed in problem 
management. Our empirical findings suggest that it might be 
useful to include the root cause of incident also in the 
incident record but at least in the problem record. Adding 
additional dimensions to incident analysis may bring 
essentially more accuracy and efficiency to high level 
incident analysis. 

Lesson 2: Root cause categories are needed. Root 
causes are not typically categorized, when they are analyzed 
and logged. The root causes are rather described only in free 
text form if at all logged. In order to perform systematic 
analysis root causes should also be categorized in the same 
way as incident categories.  

Lesson 3: Investigate human errors. Investigation of 
root causes revealed a significant number of human errors.  

Lesson 4: Improvements in incident classification may 
reflect to other ITSM processes. Incident categorization 
triggered improvements in change management process.  

Lesson 5: Clarify the difference between 
categorization and classification. The difference between 
categorization and classification is unclear to the ITSM 
practitioners. Our theory-based findings show that ITIL v2 
used a term classification while ITIL v3 used categorization 
and prioritization.  

Lesson 6: Capture multiple root causes. Ensure that 
the tool is able to capture multiple root causes in IT service 
management tool. Root cause changed in appr. 30% of cases 
after interviewing the persons involved with the incident. 

IV. ANALYSIS 
The analysis phase started by establishing a two-

dimensional analysis (incident category – root cause 
category) for IT service incidents. The correlation of incident 
categories with root cause categories answered the question, 
whether the some of the root cause categories was dominant 
in some of the root cause categories. Example is presented in 
Fig. 2. Traditionally, the incidents are inspected in one 
dimension. Adding root causes to incident categories 
improves essentially the accuracy of the analysis (see Fig. 2). 
E.g. in the example we see that 33% of all errors are network 
errors. The other columns allocate this figure in root cause 
categories. Now we see, that 10,3 % of network incidents are 
because of human errors and 7,9% hardware problems and 
4,2% firmware problems. Excessive human errors can be 
handled, e.g. with tighter change management, training, 
supervision, etc. Firmware errors may be mitigated, e.g. by 
paying attention to use proven versions of the software. One 
may also consider other vendors, especially, if the hardware 
problems were caused by the vendor.  

The analysis above could be done to each environment. 
Environments may also easily be compared with each other 
or the baseline consisting of all environments. 

 

 
Figure 2.  Example of incident category - root cause analysis. 

We found that improvements in incident classification 
triggered improvement of other ITSM processes. This 
supports the findings of a previous study [7], where 
improvement of classification led to improvement of service 
level management. Our findings also support the findings of 
an existing defect management study [16] that proposed that 
organizations have difficulties in managing problems and 
defects. One of the major difficulties is defect classification.  
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Network 33 % 2,4 % 4,2 % 7,9 % 3,0 % 10,3 % 0,6 % 4,2 %
Server 21 % 6,7 % 0,0 % 3,6 % 3,6 % 4,2 % 0,0 % 2,4 %

Storage 17 % 1,8 % 2,4 % 3,6 % 1,8 % 3,6 % 0,0 % 3,6 %
Database 8 % 4,2 % 0,0 % 0,6 % 2,4 % 0,0 % 0,0 % 0,6 %

Application 14 % 8,5 % 0,0 % 0,0 % 2,4 % 3,0 % 0,0 % 0,0 %
Memory 2 % 0,0 % 0,0 % 1,8 % 0,0 % 0,0 % 0,0 % 0,0 %

Integration 6 % 4,8 % 0,0 % 0,0 % 0,0 % 0,0 % 0,0 % 1,2 %
Sum 100 % 28 % 7 % 18 % 13 % 21 % 1 % 12 %

Traditional incident 
analysis gives 

this info

Adding root cause as a dimension  
provides much more information 

for incident analysis
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It seems that traditional defect classification models, such 
as classification scheme of Personal Software Process are 
mixtures of software development lifecycle activities, 
architecture and infrastructure building blocks [15]. These 
are useful in the IT service design and transition phases, but 
don’t fit in the IT service operation phase. The IT service 
operation phase emphasizes services, where products in 
maintenance phase are in production use in a given 
environment. We propose that IT service management could 
benefit from continuous root cause analysis and MIA as a 
CSI method. Additionally, service oriented classification 
models have some unique features that software oriented 
classification models lack, such as service level agreements.   

V. CONCLUSIONS AND FUTURE WORK 
The research problem in this study was: What type of 

incident and root cause categorization model would 
efficiently support ITIL-based continual service 
improvement. The unit of the study was a Finnish IT service 
provider company and its incident management process. 

The research was conducted according to the phases of 
the action research cycle. The main contribution of the study 
was to describe how a MIA model was designed, and what 
was learned during the action research. 

There are certain limitations related to this study. First, 
action research typically includes several iterative research 
cycles. However, we focused on describing only one 
improvement cycle that focused on improving the analysis of 
IT service incidents. Second, action research benefits from a 
collaborative effort. Although we used multiple data sources, 
more effort could have been put on collaborative actions 
instead of a consultancy style problem solving. Third, 
regarding method triangulation, we could have used 
organizational change theory more extensively to support our 
technology- and process-based problem solving approach. 

Future research could aim at refining our MIA model by 
adding new dimensions to it, as well as exploring the root 
cause category models based on IT service management 
practices.  
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Abstract— This paper is focused on fused deposition process
which is one of the technologies that can be used in rapid
prototyping process. This process is divided into four different
stages, one of which is path planning. This stage has a
remarkable impact on the overall timing of the printing
process. In this paper the implemented algorithms for solving
the path optimization problem are presented. The properties of
the implemented MZZ-GA algorithm are investigated, with the
use of the designed two-stage experimentation system. Basing
on the obtained results, we can conclude that the proposed
approach seems to be promising.

Keywords-algorithm; pathfinding; printing; optimization;
simulation experiments

I. INTRODUCTION

Nowadays rapid prototyping is one of the fastest growing
technologies. This process allows for creating a solid object
without any specific tooling. The main advantage of this
process is the ability to create a very complex object, in short
time. There are several different systems which can be used
in this technology, including: (i) Stereo-lithography (SL), (ii)
Selective laser sintering (SLS), and (iii) Fused deposition
modeling (FDM). In this paper, we use FDM which belongs
to the so-called Layered Manufacturing (LM) technology, in
which a solid object is produced by the deposition of
material layer. The object in LM has to be processed before
printing. According to [1] this process requires the
completion of the four main tasks:

 Object orientation - the best orientation for the
object is determined.

 Support generation – the additional element is
generated in order to holds the parts of the object
(after printing these additional elements can be
dissolved).

 Slicing – a special algorithm extracts the layers (in
the vector form) from the object. The 3D model is
converted into the 2D images.

 Path planning – the algorithm plans the moves of
the extruder.

For the purposes of this paper we have focused on the
last task. The path planning problem can be divided into two
different sub-problems: (i) path generating, and (ii) path
optimization. To solve the first sub-problem an algorithm
should generate and group the tool path segments into
individual sub-paths. The paths can belong to one of the two
groups: the contour paths or the raster paths. The raster paths

are filling the interior section of the layer (always after
contours). To solve the second sub-problem, an algorithm
should optimally link the sub-paths which were found
previously. The criteria for the optimality that should be met
include: best possible surface quality, minimum tool wear,
shortest machining time achieved, or minimum machining
cost.

There are several different algorithms for solving these
sub-problems. The algorithms proposed for solving path
generating problem are based on strategies, such as: Raster
[2], ZigZag [3], Contour [4], Spiral [5], and Fractal space
curves [6]. The algorithms proposed for solving path
optimization problem are based on approaches, such as:
Genetic Idea [7], Adaptation of TSP [8], and Neural Network
[9].

In this paper, the algorithm called MZZ-GA is proposed
for solving path planning problem. This algorithm enables
path generating with the designed Modified Zig Zag (MZZ)
algorithm, and next, using the obtained result, it solves path
optimization problem with the implemented Genetic
Algorithm (GA). The properties of MZZ-GA are evaluated
with a designed and implemented experimentation system.

This paper is organized as follows. In Section II, the
related works are discussed. In Section III, the formal model
of the considered problem is stated. Section IV presents the
proposed algorithms for a solution to the problem. Findings
from computational experiments are presented in Section V.
Conclusion and plans for further research in the area appear
in Section VI.

II. RELATED WORK

A. Paths generating algorithms

In paper [10], it is showed how to improve planning
process for Rapid Prototyping / Manufacturing for the
complex product models, such as biomedical models. That
work contains a description of several different algorithms,
including a path generating algorithm used to generate
contour tool–paths along the boundary. Also, the zig-zag
tool-paths used to generate paths for the internal area of the
layer are described. The most interesting is the proposition
for the solution of the path optimization problem with the use
of zig-zag algorithm in which the variable for the
optimization is the slope of the zig-zag direction. The most
important conclusion of that work is that the mixed tool-path
algorithm can balance the geometrical quality and the
effectiveness.
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Paper [11] presents the Zig-Zag algorithm. This
algorithm was developed for 3-axis computer numerical
control (CNC) machine. In this algorithm the tool moves in a
straight line in a feed-forward direction. Also, an algorithm
for finishing operation on the machines is described. Because
that algorithm was developed for CNC machines, the authors
of [11] have also developed a tool holder collision detection
algorithm.

B. Path optimization algorithms.

In [8] two different methods for path optimization in
Layered Manufacturing are presented. One of them is based
on genetic approach, and the other one is based on the
strategy which is used for solving a combination of
Asymmetric Traveling Salesman Problem and Assignment
Problem (TSP-Assign). The authors of [8] formulated the
problem of path finding as constructing a set of curves on a
layer, from which the algorithm should find the optimum
sequence and direction of curves. They conclude that GA
optimization can improve path planning tremendously, but
this method is computationally expensive. Moreover, they
state that TSP-Assign algorithm for path optimization was
even more time-consuming than the GA approach. Also, an
approach which combines GA and local search approach is
proposed. This technique may improve path planning by
reducing the jump distance by up to 50%.

The authors of paper [12] propose two different
algorithms. The first is based on a simple greedy option
(nearest neighbor procedure). A heuristic algorithms starts
from the upper right corner and in every step adds points
which belong to the counter that has not been visited yet.
After the algorithm has visited all corners it begins searching
for the path in the internal area. The second algorithm is
based on the combination of the nearest and the farthest
insertion method. At the beginning, it adds a point which
belongs to the first corner. After that it checks if it should
add a point which belongs to the second corner. The authors
of [12] draw the conclusion that depending on geometry
different methods can give better or worse results. The first
algorithm produces better results when there are only a few
counters and a few continuous raster segments. If the number
of those objects increases, the second algorithm can produce
better results.

III. PROBLEM STATEMENT

In this paper, we concentrate mainly on the path planning
problem, in particular on the path optimization on the single
layer. In the mathematical form, the problem can be stated as
follows:

Given:

 Printing layer as a set of the binary points (an
example of the layer can be seen at Figure 1):

ܺ௜௝ = ቄ
1 ݂݅ ݅݋݌݃݊ݐ݅݊ݎ݅݌ ݐ݊

0 ℎݐ݋ ݓݎ݁ ݏ݅݁
�݅ ∈ ݆݊∈ ݉

(1)

 Lengths between two points defined by (2):

௑ೌ್ܮ ௑೎೏ = ඥ(ܽ− )ܿଶ + (ܾ− ݀)ଶ

(2)

where:
 n – Lengths of the printing layer,
 m – Width of the printing layer.

Figure 1. Example of the printing layer
(grey points refer to printing area).

To find:

 V – order of points that will be visited:

ܸ = [ܺ௔௕ ܺ௖ௗ ܺ௘௙… ]

(3)

 The decision about using the tool to extrude the
plastic on the single point:

ܷ௜= ቄ
1 − ݂݅ ௜ܸܾ݈݈݁݅ݓ ݐ݁݊ݎ݅݌ ݀

0 − ℎݐ݋ ݓݎ݁ ݏ݅݁
�

(4)

 The total length of the final path:

=ܮ ෌ ((ܸ[ ]݇ − ܸ[݇− 1])
௣

௞ୀଵ
∗ ܷ௜)

= ௣௥௜௡௧௘ௗܮ + ௦௪௜௧௖௛௜௡௚ܮ ௣௔௧௛,

(5)

where p is the number of the visited points.

Such that:

 Lopt = min(L).

Subject to constraints:

 Each point can be visited only once:

ܸ[ ]݅ ≠ ܸ[ ]݆.
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IV. ALGORITHMS

There were implemented two different algorithms for
paths generating and one algorithm for path optimization. In
this section, the both algorithms are presented in detail.

Figure 2. An example - the MZZ algorithm in action.

A. Modified Zig Zag algorithm

The MZZ algorithm works in the following way:

1. Start from top, left corner (Figure 2.1) – extruder’s
home position is point (0,0); because of that top left
corner will be the closest point from extruder.

2. Move into the right corner (Figure 2.2) – next step
is to select all points which lay to the right of the
first pixel.

3. Check the bottom pixels (Figure 2.3) – when there
are no more pixels on the right, the algorithm
checks starting from the right corner below if there
are pixels available.

4. Check the pixels above – when previous step ends
with no results, algorithm checks the pixels above.
Otherwise the algorithm skips this step.

5. Choose the pixel in the rightmost position (Figure
2.3) - if any of those pixels is available – i.e. it has
not been visited yet – the rightmost pixel is
selected.

6. Check the pixels to the left (Figure 2.4) – after step
4 the algorithm starts checking and selecting pixels
which lay to the left of the pixel which has been
chosen in step 4.

7. Check the pixels below (Figure 2.5) – when there
are no more pixels to the left, the algorithm checks
if the pixels below are available. It starts from the
lower left corner.

8. Check the pixels above– when the previous step
ends with no results, the algorithm checks the pixels
above. Otherwise the algorithm skips this step.

9. Choose the pixel in the leftmost position (Figure
2.5) - if any of those pixels is available – i.e. it has
not been visited yet – the lower leftmost pixel is
selected.

10. Repeat the procedure – the algorithm repeats the
steps from step 2 to 9. This creates the zig-zag-
shaped paths.

11. When there are no more pixels available to select in
the neighborhood of the previous pixel, but there
are some available in the whole layer, the algorithm
goes to step 1.

The important difference as compared to the standard
Zig-zag algorithm appears, when the MZZ algorithm finishes
checking available pixels on the bottom. Standard Zig-Zag
algorithm will now start a new path, while the MZZ
algorithm will also check the pixels above. If there are any
pixels available there, it will continue adding those pixels
(Figure 2.6).

B. Genetic Algorithm for path generating

GA as path generating algorithm works in the same way
as the standard GA [7]. It starts with generating population.
The single solution in this population is the path which
contains all the points of the layer. The initial solutions in the
population are generated randomly. After this GA selects the
best solutions from the population, i.e., the algorithm selects
the “m” solutions with the shortest path lengths. The next
step is to crossover the paths to make another population.
The crossover process is not so complicated. At first the
algorithm randomly chooses two parents – two different
paths from which the crossover will be made. Then
algorithm selects “l” random points from the first parent. The
rest of the points belong to the second parent. As in standard
GA, in “p” percent of the new paths random mutations
occur. If the mutation occurs, two points are swapped. The
whole procedure is repeated “t” times.

C. Genetic Algorithm for path optimization

This algorithm is responsible for optimizing the path that
is already found by MZZ algorithm. The standard MZZ
algorithm connects sub-paths as they are found. This means
that at the beginning the MZZ algorithm finds the first path,
then the second, and so on. After that it connects the last
point from the first path with the first point from the second
path, and so on.

In the proposed implementation the GA looks for the best
linking of the sub-paths found by MZZ algorithm. An
example of the implemented GA can be seen in Figure 3,
where 3(a) shows sub-paths which were found by the MZZ
algorithm; 3(b), 3(c) and 3 (d) are possible final paths which
appear after linking of the sub-paths.

The process of this algorithm goes like that of the
standard Genetic Algorithm. At first it generates population.
The single solution in this population is the path which
contains all sub-paths. The first population is generated
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randomly. After that the “m” best solutions are selected. In
this case the better solution is when the path is shorter. The
next stage is to crossover the paths to make the next
population. This process is done as follows. At first it selects
two parents – paths that will be used to make a new solution.

Figure. 3. An example of possible paths made from linking sub-paths.

The new solution contains the “l” sub-paths from the first
parent, and rests of the sub-paths belong to the second
parent. The parameter “l” is chosen randomly. The next
process is mutation. A small percentage of the whole
population passes through this process. In this process the
randomly chosen sub-paths are swapped.

V. INVESTIGATION

A. Software

The experimentation system, i.e. the application for
testing algorithms has been designed by the authors of this
paper and implemented in Java. The experiments were
carried out on computer with Intel Core i5-3210M CPU
2.50GHz.

B. Experiment design

We took into consideration four different objects
denoted as Pic. 1, Pic. 2, Pic. 3, and Pic. 4. All objects can
be seen in Figure 4. The main differences between the
objects were in the number of pixels and complexity. The
first three objects had a small number of pixels and were not
complex. The last object had a much bigger number of
pixels and was much more complex than the other objects.

Two-stage experiments were carried out in the following
way:

1. In the first stage of the experiment the algorithms GA
path generating and MZZ path generating were tested for all
the objects. In order to adjust the internal parameters, the
GA path generating algorithm was tested in respect of two

internal parameters: the number of population and the
number of epoch.

Figure. 4. Four different objects which are tested during the experiment.

2. In the second stage of the experiment the optimization
algorithm MZZ-GA was tested. In this experiment GA was
linking sub-paths which were found by the MZZ algorithm.
Also, the influence of the number of population and the
number of epoch on the obtained results was tested.

The experiments with GA path generating algorithm and
MZZ-GA path optimization algorithm were carried out with
different number of epoch (NP) and different number of
population (NE). Three different values of NP and NE for
each of the tested objects were planned.

As the result of a single experiment two values were
taken:

- The execution time of the algorithm,
- The length of the founded path.

Because the GA contains random operations, the single
experiments were repeated ten times. Therefore, the
averaged values of two metrics were considered as the
indices of the performance. Those metrics are:

- The average execution time (AET),
- The average length of the founded path (ALP).

Moreover, the standard deviation was calculated (sdLP).

C. Results of experiments

Table 1 shows the results of the experiments in the first
stage for GA path generating algorithm. Table 2 shows the
final results of MZZ-GA, i.e. the results of GA path
optimization connected to MZZ.

It may be observed in Table 1 that GA path generating
gave better results when the number of epoch (NE) was
bigger than the number of population (NP).

The same conclusion can be drawn from Table 2.
However, in this case, for objects with low number of pixels
and less complexity, there is no need to use such a big
number of populations and of epoch. For the objects named
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as Pic. 1, Pic. 2, and Pic. 3, the same results of ALP were
obtained.

TABLE 1. RESULTS OF GENETIC ALGORITHM AS PATH
GENERATING ALGORITHM.

GA PATH GENERATING

AET
[MS]

SDLP ALP NP NE

PIC. 1

139 4.5 105.9 100 100

1783 0.9 108.25 1000 100

939 5.4 84.9 100 1000

PIC.2

176 2.2 130.4 100 100

1062 2.8 135.0 500 100

912 1.8 126.5 100 500

PIC. 3

1216 3.4 538.1 100 100

4170 1.1 541.6 300 100

3996 3.1 555.7 100 300

PIC. 4

606 8.7 10903.0 10 10

8698 1.8 10912.0 100 10

7201 25.2 10873.0 10 100

In the case of the object denoted as Pic. 4, the one with a
high number of pixels and high complexity, using bigger
number of epoch gave better results than using bigger
number of population. Moreover, for those parameters the
solution was found in shorter time.

TABLE 2. RESULTS OF GENETIC ALGORITHM AS PATH
OPTIMIZATION ALGORITHM.

GA PATH OPTIMIZATION

AET
[MS]

SDLP ALP NP NE

PIC. 1

93 0 57.2 100 100

1416 0 57.2 1000 100

542 0 57.2 100 1000

PIC. 2

71 0 108.7 100 100

1392 0 108.7 1000 100

583 0 108.7 100 1000

PIC. 3

55 0 304.0 100 100

1325 0 304.0 1000 100

534 0 304.0 100 1000

PIC. 4

781 51.4 4016.6 100 100

4244 33.4 4015.7 500 100

4065 37.3 3798.9 100 500

Table 3 shows the results of both indices of performance
(ALP and AET) for all algorithms. The best results obtained
for GA path generating (from Table 1) are shown in column

GA-GEN, and the best results obtained for MZZ-GA
optimization (from Table 2) are shown in the column GA-
OPT. The column MZZ presents the results obtained with
MZZ path generating algorithm.

TABLE 3. COMPARISON OF ALL ALGORITHMS

No. OF
PIXELS

GA-GEN MZZ GA-OPT

AET ALP AET ALP AET ALP

55 939 84.9 0 5.5 93 57.2

89 912 126.5 0 129.5 71 108.7

294 1216 538.1 1 484.2 55 304.0

2335 7201 10873.0 12 4158.8 4065 3798.9

It can be seen that the GA path generating produced the
worst results – ALP and AET are the highest. The path
length for the complex object (Pic. 4) is twice as big as the
length of the path found by MZZ algorithm. From the results
of MZZ algorithm it can be seen that work time in this case
is the shortest, and that path lengths are almost in every case
better than in cases when they were given by GA path
generating algorithm. The results for GA path optimization
algorithm are the best. It can be seen that for any object the
GA significantly improved path lengths found by MZZ
algorithm. It is also evident that the execution times are
much shorter than those produced by the GA as path
generating, but longer than for simple MZZ algorithm.

VI. CONCLUSION

On the basis of the obtained results of experiments, it can
be concluded that MZZ algorithm is not the best algorithm
that can be used for path finding individually. Also, the
classic genetic path generating algorithm should not be used
as a path generating algorithm.

The genetic algorithm certainly should be recommended
(as the path optimization algorithm) when it is used together
with MZZ path generating algorithm as a combined MZZ-
GA algorithm.

When using MZZ-GA algorithm, it is necessary to bear
in mind that its merits are governed by the reasonable
number of epoch and the proper number of population (see
Table 2). However, the user may face some difficulties - for
the bigger number of pixels it will be difficult to use the
same number of epoch and the same number of population as
for smaller data.

In further research in the area the authors are planning to
consider more algorithms for path generating and path
optimization based on other evolutionary approaches, e.g. the
one presented in [13]. In particular, using the hybrid
approach and contour approach in constructing effective
algorithms seems to be very promising.

There are also several interesting issues that might be
discussed in future work in this area, such as designing and
implementing experimentation systems to conduct the
multistage experiments in the automatic manners, along with
the issues presented in [14].
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Abstract—Proposed face recognition in this paper is a block 

based approach. Gabor magnitude-phase centrally symmetric 

local binary pattern (GMP-CS-LBP) has been used to extract 

directional texture characteristics of face at different spatial 

frequencies. CS-LBP is applied on the sub-blocks of magnitude 

and phase responses of Gabor images. Sparse classifier is 

employed as local classifier to find the sub-blocks class labels. 

We have evaluated the performance of the proposed algorithm 

on AR and ORL databases. In real world scenarios, partial face 

images are available to recognize the identity of an unknown 

individual. By comparing the recognition accuracy on the 

recognition results of image sub-blocks, we find the location and 

size of the most effective face sub-region for identification. 

Moreover, fusion of image sub-blocks at decision level leads to 

significantly improved recognition accuracy.  

Keywords-face recognition; block based; effective subregion; 

partial image. 

I.  INTRODUCTION 

Face recognition is widely used as a biological 
identification technique which is applied to recognize an 
unknown individual by analyzing and comparing their facial 
image to the available database of known identities. It has a 
wide range of applications such as social networking, border 
monitoring, access control and law enforcement. The 
accuracy of face recognition is affected by variation in the 
appearance of face due to poor illumination, head pose, facial 
expression, partial occlusion or degradation. In recent years, 
many identification techniques were proposed in order to 
increase the accuracy of recognition versus appearance 
changes. In holistic based approaches, the whole face area is 
employed to extract features and deciding on the identity 
label. A robust image representation against occlusion and 
illumination variation was proposed in [1] using the 
combination of subspace learning and cosine-based 
correlation approach which was applied on the orientation of 
gradient. However, local based techniques by dividing image 
into sub-regions and fusion of the extracted features or 
classification results, leads to robustness against variations in 
the appearance. Local Gabor binary pattern histogram 
(LGBPH) technique was proposed in [2] where, the local 
binary pattern (LBP) histograms of sub-blocks of Gabor 
magnitude images are combined. Different sub-blocks were 
differentiated in concatenation of features, by assigning a 
Kullback–Leibler divergence (KLD) weight to the 
corresponding sub-blocks. In [3], a block-based face 

recognition technique was proposed by extracting uniform 
LBP histograms. The results of local nearest neighbour 
classifiers are combined using an entropy weighted decision 
fusion to reduce the effect of sub-blocks with less information 
content. Local phase quantization (LPQ) and multi-scale LBP 
were applied on the proposed gradient based illumination 
insensitive representation of image sub-blocks in [4]. 
Weighted fusion at score and decision level finds the identity 
of unknown individuals. In [5] the gray values of pixels in 
image sub-regions were concatenated and class specific multi 
sub-region based correlation filter bank technique (MS-CFB) 
was calculated for the training samples and test images. Local 
polynomial approximation (LPA) filter and directional scale 
optimization was proposed in [6]. LBP directional images 
were divided into sub-blocks at four levels. Finally, linear 
discriminant analysis (LDA) was applied on the concatenation 
of local histograms at four levels. Nevertheless, some facial 
areas which contain non-discriminative information can be 
excluded in the recognition process and computational 
complexity is reduced by analyzing fewer image sub-blocks 
instead of the whole face area. This technique is very effective 
when some parts of the face are occluded by an external 
object. In some application such as images acquired by 
surveillance cameras, only a small amount of discriminative 
information in a partial image of the face is available. We need 
to find the most effective sub-image to identify an unknown 
individual whose face is partially covered. The proposed 
approach in [7] addresses partial face recognition using an 
alignment-free combination of multi-keypoint descriptors 
(MKD) and sparse representation-based classification (SRC). 
A set of MKDs were applied on images in the gallery set and 
a partial probe image was represented as a sparse linear 
combination of gallery dictionary.  

In this paper, the image is divided into sub-blocks and the 
proposed face recognition technique which is shown in Fig 1, 
is applied on local areas. The size and location of the most 
effective area of the face in identification process has been 
investigated through the experimental results. We proposed 
Gabor magnitude-phase centrally symmetric local binary 
pattern (GMP-CS-LBP) technique as feature extractor based 
on the symmetry in a local area around image pixels [8]. In 
order to include the magnitude and phase information of local 
characteristics of face which are insensitive against 
appearance changes, we have applied texture descriptor on the 
magnitude and phase responses of Gabor images. The 
extracted features are concatenated for each image sub-block. 
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Figure 1.  Block diagram of the proposed face recognition technique. 

 
Sparse classifier is employed on image sub-regions to find the 
local class labels. Majority voting (MV) combines local 
decisions.  

The rest of paper is organized as follows. In Section II, the 
configuration of feature extraction technique is explained in 
detail. Section III describes the classification approach. 
Section IV provides the experimental results. The paper is 
concluded in Section V. 

II. FEATURE EXTRACTION 

The proposed GMP-CS-LBP feature extraction in this 
paper is the fusion of magnitude and phase information of 
Gabor coefficients. Configuration of the proposed feature 
extraction technique is shown in Fig 1.  

A. Gabor Filter 

Gabor filter extracts the characteristics of signal at 
different scales and orientations which resembles the 
mammalia response of vision cells. In order to acquire 
directionally selective local properties of a face image at 
various spatial frequencies which are invariant against 
appearance changes due to expression and illumination 
variations, 2-D Gabor filters at 𝑆𝑚𝑎𝑥 scales and 𝑂𝑚𝑎𝑥 
orientaions are convolved by image. Gabor filters are obtained 
as follows by ranging the spatial scale 𝑠 from 1 to 𝑆𝑚𝑎𝑥  and 
orientation 𝑜 from 1 to 𝑂𝑚𝑎𝑥 [9, 10],   

         𝜓𝑠,𝑜(𝑥, 𝑦) =
𝑞𝑜,𝑠

2

𝜎2  . 𝑒
−(

𝑧2𝑞𝑠,𝑜
2

2𝜎2 )
 . [𝑒(𝑗𝑧𝑞𝑠,𝑜) − 𝑒

(−
𝜎2

2
)
],     (1) 

 

where, 𝑞𝑠,𝑜 = 𝑞𝑠exp (𝑗𝜃𝑜) = [𝜋 2(√2)𝑠]⁄ exp (𝑗𝜋 𝑜 8⁄ ) 

(in this paper we defined 5 scales and 8 orientations). 𝑧 =
(𝑥, 𝑦), and 𝜎 = 2𝜋 [9, 10]. The magnitude and phase 
responses of Gabor filtered image are shown in Fig. 1. 

B. Centrally Symmetric Local Binary Pattern (CS-LBP) 

One of the most powerful local descriptors where the 
texture information are analysed by comparing the intensity 

value of local texture in a small neighbourhood and supress 
the monotonic offset of neighbour pixels is local binary 
pattern (LBP) analysis. LBP is very fast technique and easy to 
execute [8, 10]. In a circular neighbourhood with radius R and 
P neighbours around each image pixel, we compare the 
neighbours with the centre pixel and depending on the sign of 
their difference a 1 or 0 value (for positive difference or 
negative difference, respectively) is assigned to the 
corresponding neighbours. Therefore, a P-bit binary pattern is 
associated with the centre pixel. Thus, for image pixels we 

have decimal values ranging from 0 to 2P which are used to 

construct a histogram of 2P-bin as the texture features. We can 
reduce the number of histogram bins which decreases the size 
of extracted features by employing the symmetry in the local 
area around each pixel. In centrally symmetric LBP (CS-LBP) 
technique [8], the centre symmetric pairs of neighbours are 
compared instead of comparing each of them with the centre, 
as shown in Fig 2. Therefore, the range of decimal values is 

reduced to 0 − 2(P 2⁄ ) and the stability of the extracted features 
against flat texture is increased. The calculation of decimal 
value associated with the binary patterns is as follows [8],  

𝐶𝑆𝐿𝐵𝑃𝑑𝑒𝑐(𝑢, 𝑣) = ∑ 𝐹 (𝐼𝑙 − 𝐼𝑙+(𝑃
2⁄ ))

(𝑃
2⁄ )−1

𝑙=0

2𝑙 ,  

                   𝑤ℎ𝑒𝑟𝑒   𝐹(𝑥) = {
1                𝑥 ≥ 𝑇ℎ.

0          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
                  (2) 

 

 
Figure 2.  Calculation of CS-LBP for a pixel at (𝑢, 𝑣). 
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(𝑢, 𝑣) is the position of centre pixel and 𝐼𝑙  is the intensity 

value of l𝑡ℎ neighbor of the centre. R and P are 1 and 8 in this 
paper. In order to increase the stability against flat areas, the 
intensity differences between centre symmetric pairs are 
compared to a threshold value (𝑇ℎ) greater than 0, which is 
used as threshold in LBP technique [8]. The value which is 
assigned as threshold is defined in the following section.  

C. Local GMP-CS-LBP Histograms 

In order to employ magnitude and phase information 
simultaneously, CS-LBP technique is applied on the 
magnitude and phase responses of Gabor images at different 
scales and orientations. However, the threshold value in (2) is 
different for comparing magnitude or phase information.  
Through the exhaustive search, in this paper we employ 0.1 

as the magnitude threshold and 90° as phase threshold. 
Following by calculation of the binary patterns and the 
corresponding decimal values of image pixels and 

constructing histograms, the 2(P 2⁄ )-bin magnitude and phase 
histograms are concatenated.  

Furthermore, to find the most effective sub region of face 
image on the identification accuracy, we divide Gabor images 
into rectangular non overlapping sub blocks of 𝑚 × 𝑛 pixels. 
By concatenating the histograms of magnitude and phase 
responses of all scales and orientations of Gabor responses, 

we obtain a histogram of 2(P 2)⁄ +1 × 𝑆𝑚𝑎𝑥 × 𝑂𝑚𝑎𝑥  bins for 
each image sub region.    

III. SPARSE CLASSIFICATION 

Local classifiers are based on the sparsest representation 
of the probe sample using the combination of corresponding 
gallery samples of the same class label [11]. Image samples 
which are belonging to the same individual lie on a linear 
subspace.  

                            𝑔 = [𝑔1, 𝑔2, 𝑔3, … , 𝑔𝑀].                           (3) 

                          𝑔𝑖 = [𝑓1
𝑔

, 𝑓2
𝑔

, 𝑓3
𝑔

, … , 𝑓𝑁
𝑔

].                          (4) 

 Where, g is gallery dictionary which is including all 

gallery samples in the database. 𝑔𝑘 is the matrix of 𝑘𝑡ℎ class 
of subject which consists of gallery feature vectors as its 

columns (𝑓𝑘
𝑔

 is the feature vector of the 𝑘𝑡ℎ sample in 𝑔𝑘), 

where 𝑀 and 𝑁 are the number of classes and gallery samples 
per class, respectively. Therefore, using the matrix of gallery 
dictionary and a coefficient vector we can define the feature 
vector of a probe sample as a linear combination as follows 
[11],   

                                      𝑓𝑖
𝑝

= 𝑔. 𝐵.                                     (5) 

Where, 𝐵 = [0,0, … ,0, 𝛽1
𝑘, 𝛽2

𝑘 , … , 𝛽𝑁
𝑘 , 0,0, … ,0] and 𝛽𝑗

𝑘is 

the 𝑗𝑡ℎ  coefficient corresponding to the 𝑘𝑡ℎ class. The sparsest 
representation of probe sample can be achieved, if only the 
coefficients associated with class label of the probe sample are 
non-zero.  Those coefficients are calculated using the 𝑙1-norm 
solution of equation (5) and the identity label of the probe  

 
Figure 3.  Sample images of one subject in AR database. 

 
sample as follows [11]. 

      (𝑙1):      𝐵̂1 = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝐵‖1           𝑤ℎ𝑖𝑙𝑒  𝑓𝑝 = 𝑔. 𝐵.      (6) 

IV. EXPERIMENTAL RESULTS 

In order to evaluate the performance of proposed face 
recognition technique and effectiveness of face image sub 
blocks on the recognition accuracy, we employ two popular 
databases and apply the identification algorithm on the 128 ×
128 pixel images in the databases.   

A. AR Database 

AR face database includes 2600 images of 100 individuals 
(50 men and 50 women) [12]. Each subject has 26 images 
taken at two different sessions in two weeks (13 images per 
session). The images in the database are affected by 
illumination variation, facial expression and partial occlusion. 
We have employed non-occluded images in session 1 as 
gallery set and non-occluded images in session 2 with 
appearance changes in different time as probe set. Sample 
images of one subject in AR database are shown in Fig. 3.  

B. ORL Database 

Olivetti research lab (ORL) database consists of 40 
individuals with 10 images per subject and appearance 
variation due to illumination changes, different time of 
acquiring image, facial expressions (open/close eyes and 
smiling/not smiling), up to 20 degree tilting and scales [13]. 
We randomly used 5 samples per individual in the gallery set 
and the remaining 5 images per subject in the probe set. Thus, 
we have 200 images per set. Fig. 4 shows of gallery and probe 
image samples of one individual in ORL database.  

C. Partial Recognition Based on the Image Subblocks 

In this experiment, we employ the proposed face 
recognition algorithm using an image sub-block at different 
locations and sizes. In order to find the effective size of 
selected sub-block, we find the accuracy of face recognition 
versus block size which is shown in Fig. 5. It is shown that for 
both databases, block size 32 × 16 pixels leads the highest 
recognition accuracy. The location of the sub-block is near the 
eye area. Fig. 6 shows the selected subregion for AR and ORL 
databases.  

 

Figure 4.  Sample images of one subject in AR database.  
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D. Decision Fusion for Selected Size of Subblock  

Based on the results of previous section, the highest 
recognition accuracy is obtained at the block size of 32x16 
pixels for both face databases. In this experiment, we employ 
the most effective block size and apply majority voting 
scheme by adding up the votes of local classification results 
of image sub-blocks and finding the class label with maximum 
vote as the final decision. The result of sub-blocks fusion is 
shown in Table 1 and compared to the accuracy of the state of 
the art techniques which shows the effectiveness of the 
proposed face recognition technique.   

However, by employing the recognition process using 
only one sub-block of  32 × 16 pixels rather than the whole 
image or fusion of local recognition results, the computational 

complexity is reduced up to 
1

40
.  

V. CONCLUSION 

A block based face recognition technology has been 
proposed in this paper by dividing the magnitude and phase 
responses of Gabor filtered images. CS-LBP is applied on 
image sub-blocks and concatenation of local histograms at 
different scales and orientations gives the features of image 
sub-regions. Fusion of local decisions made by applying 
sparse classifiers, leads to the final decision on the 
identification of unknown individuals which outperforms the 
state of the art algorithms. However, evaluating the 
recognition accuracy of different sub-regions of the face 
images in AR and ORL databases, gives the size and location 
of the most effective local area which reduces computational 
complexity up to 2.5%.  

 
Figure 5.  Recognition accuracy (%) of image subblocks for different 

block sizes. 

 
Figure 6.  Location of the most effective image subregion: (a) AR 

database, (b) ORL database. 

TABLE I.  RECOGNITION ACCURACY (%) OF DIFFERENT ALGORITHMS.   

Block Size 
Recognition Accuracy (%) 

AR ORL 

LBP+MV [3] 93.42 95.50 

CS-LBP+MV 80.42 91.50 

LGBFR [4] 99 98 

MS-CFB [5] 95 - 

SADTF [6] - 98.50 

LCCR [13] 95.86 98 

Proposed Method  
(Decision Fusion using MV) 

99.42 98.50 
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Abstract—In recent years, the use of image processing systems
has increased steadily. However, most of them are very complex
and contain several tasks with different complexities which result
in varying requirements for computing architectures. Neverthe-
less, a general processing scheme in every image processing appli-
cation has a similar structure, called image processing pipeline:
(1) capturing an image, (2) pre-processing using local operators,
(3) processing with global operators and (4) post-processing using
complex operations. Therefore, application-specialized hardware
solutions combined in a heterogeneous system are used for image
processing. To archive this, finding an optimal heterogeneous
hardware architecture to meet the image processing application
requirements is the central problem and still unsolved. Instead,
engineers use languages like VHDL, Verilog, C/C++ and Cuda
for designing such systems. But, these kind of languages are
not suitable for system analysis - they provide a hardware
specific solution for a specific algorithm. Therefore, a holistic
modeling of a complete image processing pipeline, with auto-
matic optimization and assignment to different heterogeneous
computing cores is not possible. To overcome this problem, we
propose in this paper a new domain specific language, called
Image Processing Operator Language (IPOL). This description
language contain all needed components hardware components
like Sensors, Displays, execution units and software parts like
image processing algorithms.

Keywords—DSL, design flow, image processing

I. INTRODUCTION

Setting up an embedded application, which uses high
performance image processing architectures is a very complex
task. In the traditional industrial image processing field, en-
gineers follow Moore’s Law and use standard CPUs for their
image processing applications. This solution is not resource
and energy aware and therefore, does not work for embedded
applications. Due to continuous rising requirements on the
one hand, and physical limitations of embedded applications
concerning area, time and energy, embedded image processing
systems become more heterogeneous for fulfilling their func-
tions. For example, in [1] [2] already heterogeneous systems
consisting of FPGA, CPU and GPU were used for fast image
processing. In general, the usage of an oversized general
purpose hardware architecture is not allowed for fast embedded
image processing. That leads to the approach of using more
application-specialized computing architectures like GPUs or
own specialized circuits in FPGAs (Field-Programmable-Gate-
Arrays) or ASICs (Application-Specific-Integrated-Circuit).

Although, heterogeneous hardware is available, choosing
the right parts (processors or computational units) and pro-

gramming it, is a hard challenge. Every architecture uses its
own language and follows its own programming paradigm.
Examples are simple processors (e.g., ARM) with C/C++, FP-
GAs with VHDL and Verilog, GPUs with CUDA. Moreover,
a written, hand crafted solution for one architecture, does not
allow the port to another architecture. Therefore, more abstract
(and parallel) languages have been developed in the past, which
allows an automatic compilation for different architectures.
One examples is OpenCL which supports GPUs as well as
CPUs. Also a backend for Altera and Xilinx FPGAs were
added. But these languages are used for general purpose and
they are not specialized for a specific domain, e.g. image
processing. Moreover, they support just one target at compile
time, which means the code is then executed either at a
GPU or FPGA or CPU - they do not work simultaneously
together on a problem. Other examples are existing high-level
synthesis tools such as Vivado HLS [3] and Intel CoFluent
[4]. These tools are often suboptimal and not fully developed.
The bad performance of this tools results from the non-specific
approach. The tools are too general and do not consider the
advantages of image processing architectures. In our design
flow we are focused on the image processing domain and
use image specialized hardware architectures such as the Full
Buffering [5].

Thus, the design flow of mapping complex image pro-
cessing applications on heterogeneous architectures is a tough
challenge and not sufficiently solved in the past. Complex
image processing algorithms with different tasks in different
granularity have different hardware requirements. These algo-
rithms have to utilize the advantages of specialized hardware
architectures for fulfilling the system constraints. Therefore,
not only software engineers, but especially hardware engineers,
application engineers and system designers are needed, in
order to cover all parts of such a system development. Regular
programming languages like C/C++ or hardware description
languages like VHDL are not applicable for that, because they
do not promote a holistic view of the system development.
These languages lead to a strict separation of software and
hardware and do not consider evaluation techniques for the
whole system. With the IPOL language, we want to introduce
a holistic domain specific system description language for
hardware-software co-design.

This paper is organized as follows. The next section
presents the IPOL itself. After that, we present a workflow,
how this language can help to find a suitable hardware archi-
tecture for a given image processing algorithm. In Section III,
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an example based on a simulation environment is presented.
At the end, we give a conclusion and outlook for future work.

II. IMAGE PROCESSING OPERATOR LANGUAGE (IPOL)

As described above, with IPOL a whole image processing
pipeline could be modeled. Therefore, a detailed description of
such a pipeline has to be shown which can then transfered to
the language. Normally, an image is acquired using a camera
consisting an image sensor. Due to different types of sensors,
the data stream from the sensors can vary. Some parameters
consist of resolution, bit per pixel, count of pixels per clock
cycle, etc. After that, the image has to be processed. This is
done via a concatenation of different operators. For example,
Gauss, Median and Sobel, can also be parametrized e.g., with
the size of the filter mask. Moreover, complex operators like
Hough [6] or Fast-Fourier-Transformation have to be executed.
After all operators processed the image, an output device has
to be specified. That could be for example an display with a
parameterizable resolution.

With IPOL it is possible to model such an image processing
pipeline in a formal way. Therefore, IPOL is a XML based lan-
guage. In that language components of an image processing, as
described above, exist as a XML-component. In general there
are existing 3 types: Sources (e.g. Sensor), Processing (e.g.
Operators) and Sinks (e.g. Display). All these components can
be extended with content-related parameters (e.g. filter-mask
for gauss). In Figure 1 the structure of IPOL is demonstrated.

The example shows the whole image processing application
named ”operatorchain”, with a sensor, display and two image
processing operators (sobel filter and hough transformation). In
this example, both image processing operators work on each
pixel in the image. Other possibilities could be for example
partitioning, where a defined area of pixels is reduced to a
feature. The properties ”input area” and ”output area” specify
the memory access pattern of every operator. An operator
with a discrete access window has an other access pattern
as an operator with a random access of the whole image.
The ”base calc” block includes a formal description of the
algorithm. In this paper ”base calc” remain omitted. In the
example of Figure 1 the image processing operator named
Sobel needs a 3× 3 neighborhood of picture elements for the
calculation of an 1×1 output region. The input and output area
of each operator could vary. As shown in Figure 1 an other
image processing algorithm, e.g. the Hough Transformation
[7], has a different input and output behavior as the Sobel
operator. In that example the Hough operator needs only
one pixel for a processing step. The ”input area” of the
Sobel is larger, but with a smaller ”output area” than the
Hough operator. For unknown image processing algorithms,
our approach provides a library of common image processing
operations, like matrix operations. These library could be used
for creating new custom image processing algorithms. The
known behavior of the common image processing operations
makes it possible to analyze these kind of algorithm without
knowing the algorithm itself. If an image processing system
is specified in such a language, an automatic optimization and
derivation to hard- and software components becomes possible.
This approach was often discussed in hardware-software co-
design publications [8] [9], but investigated only small
grained architectures with static solutions and not specialized

<operatorchain>
<globalconstraints>

<accuracy>20</accuracy>
<powerconsumption>20</powerconsumption>
<fps>20</fps>
...

</globalconstraints>

<component id="0">
<type>Sensor</type>
<res><x>1920</x><y>1080</y></res>
<pixres>12</pixres>
<fps>30</fps>

</component>

<component id="1">
<type>Operator</type>
<access>each_pixel</access>
<name>Sobel</name>
<input_area><x>3</x><y>3</y></input_area>
<output_area><x>1</x><y>1</y></output_area>
<base_calc><src>...</src></base_calc>

</component>

<component id="2">
<type>Operator</type>
<access>each_pixel</access>
<name>Hough</name>
<input_area><x>1</x><y>1</y></input_area>
<output_area><x>3000</x><y>3000</y></output_area>
<base_calc><src>...</src></base_calc>

</component>

<component id="3">
<type>Display</type>
<res><x>800</x><y>600</y></res>
<pixres>12</pixres>
<fps>60</fps>

</component>

<connections>
<con><out>0</out><in>1</in></con>
<con><out>1</out><in>2</in></con>
<con><out>2</out><in>3</in></con>

</connections>
</operatorchain>

Fig. 1. Example of an operator chain in the image processing language

for image processing applications. In this paper, we propose an
additional approach for whole image processing systems, with
heterogeneous architectures consisting of complete processing
units like CPU cores, GPUs or special architectures on FPGAs.
Detailed apsects will be discussed in Section III.

III. SYSTEM OPTIMIZATION

With IPOL it is feasible to introduce a new system design
workflow for image processing systems. The design flow
will cover all the aspects of system design, to consider non-
functional properties in the abstract design layers. Therefore,
a description of an image processing system utilizing IPOL
allows an abstract and programming language independent
development. However it is bound to the image processing
domain. The new structural features provide the basis for later
mapping into concrete hardware and tracing back hardware
features to the UML. Figure 2 shows the concept of an image
processing design flow.
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<Operator>
 <name>Sobel</name>
</Operator>

<Operator>
 <name>Hough</name>
</Operator>
                  ...
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Fig. 2. Image processing design flow: The design flow enables the possibility
to create an image processing application using UML.

It enables the user to develop the image processing ap-
plication in an abstract layer such as UML. An automated
mapping of the image processing operators to the simulation
environment with virtual hardware makes a holistic UML-
based design approach feasible. Thus the user is able to design
an image processing application without detailed knowledge of
the underlying hardware architecture. The UML model will be
automatically transfered in an executable SystemC simulation.
This is done by the rules of the domain-specific language,
image processing operator language (IPOL) and controlled by
the image processing analysis. A more detailed view on the
optimization tool is shown at Figure 3. In contrast to existing
approaches the image processing analysis considers the in- and
output pattern of the algorithms for an automated mapping on
specialized or general hardware.

By the example of Figure 3 the Sobel algorithm has a 3×3
input and a 1× 1 output environment. The second algorithm,
called Hough has a different data access pattern. This algorithm
needs only one input pixel for processing, but a 3000× 3000
area for the output. Such memory access pattern influences the
image processing analysis regarding the hardware architecture
selection. In the example of Figure 3 the Sobel is mapped on
the full buffering architecture [1]. Specialized hardware such as
full buffering could be used for algorithms with strong limited
input and output environments. An algorithm with a random or
widely scattered data access pattern is not suitable for that kind
of architecture. The Hough algorithm would be mapped on an
other architecture, with a good connection to external memory.
Because of its large amount of memory in the output area. The
memory access pattern would be checked for all algorithms in
the image processing application. Additionally to the algorithm
behaviour, domain specific requirements could be defined,

<Operator>
 <name>Sobel</name>
<input_area><x>3</x><y>3</y></input_area>
<output_area><x>1</x><y>1</y></output_area>
</Operator>

Hough

Image Processing Analysis

Channel

<Operator>
 <name>Sobel</name>
<input_area><x>1</x><y>1</y></input_area>
<output_area><x>3000</x><y>3000</y></output_area>
</Operator>

CPU

External Memory

<globalconstraints>
<accuracy>20</accuracy>
<powerconsumption>2</powerconsumption>
<fps>30</fps>
</globalconstraints>

Sobel

Line Buffer
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Fig. 3. Image processing analysis with an image processing language

shown at Figure 3. They are called non-functional properties
or ”globalconstraints”. The ”globalconstraints” are used as
inputs for the system optimization. The image processing
analysis uses the non-functional properties to find a suitable
architecture for fulfilling the constraints by using the least
resources. In the example of Figure 3 the image processing
analysis reads the system requirements : accurarcy = 20,
powerconsumption = 2 and fps = 30 and proposes a system
architcture. This means if the image processing system makes
20 frames per second (fps) with the configuration of one, 40
fps with two and 60 fps with three full buffering processing
elements. The system will select two processing elements
for fulfilling the requirements of fps = 30. A graphical
representation of the optimization example is shown at Figure
4.

(a)

(b)

<globalconstraints>
  <fps>30</fps>
</globalconstraints>

result:
  <fps>20</fps>

result:
  <fps>40</fps>
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Fig. 4. Image processing analysis: Global constraints and hardware mapping
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It shows that the architecture with one processing element
do not perform the 30 fps. An architecture with two process-
ing elements passes the test. This optimization will be done
for all algorithms and all ”globalconstraints”. Once the static
mapping is done the dynamic SystemC simulation run the
image processing application with the selected hardware for
testing the system configuration. Depending on the simulation
result, the system will be mapped on real hardware or has
to make an other iteration of the optimization. By a new
optimization step the simulation results serve as input for the
image processing analysis.

IV. CONCLUSION AND FUTURE WORK

In this paper, a new concept and first steps of the underlying
methodology have been introduced for modeling and imple-
menting complex image processing systems with a holistic
top down approach on heterogeneous computer architectures.
The approach covers all layers from abstract UML to a
domain-specific language to the executable specification with
virtual hardware down to real hardware. In one of our next
research steps, we are going to design a connection to the
Open Virtual Platform (OVP) [10] and SoClib [11]. That will
help developers to include the simulation results for specific
processor architectures in their model, without the need of
possessing that processor in physical.
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Abstract — In this paper, we propose an automatic lighting 
control system and architecture using ambient light sensor, 
which is built in a lighting device. The proposed method can 
predict user preference lux value on the floor by referencing 
measured lux value on the ceiling surface with ambient light 
sensor. We also implement real time lighting automatic 
lighting control system using the ambient light sensor. An 
optimized lighting control service can be provided to users in 
the home network environments. 

Keywords- automatic , lighting control, ambient light sensor. 

I.  INTRODUCTION 
According to the spread of LED (Light Emitting Diode) 

lighting devices, there have been many researches of lighting 
control system using various sensors for energy saving in 
office or home environments. Nowadays, it is possible to 
design and realize the intelligent lighting control system 
along with the increasing maturity of computer technology, 
network technology, control technology and embedded 
system [1]. The lighting system is one of the largest single 
consuming units, which accounts up to 26% of the total 
energy consumption of an inefficient building [2]. 

Also, it is not easy to adjust the optimal illumination 
environment for the office worker. The lighting control 
system, which provides most suitable brightness for each 
office worker is necessary by using ceiling lighting fixtures 
[3]. This paper proposes automatic lighting control 
mechanism with ambient light sensor built-in a lighting 
device for the efficiency of user-oriented home environment.  
Section II presents the automatic lighting control system 
architecture for lighting control using ambient light sensor. 
Section III describes the simulation result of data analysis 
and mechanism of the automatic lighting control system. 
Section IV provides some concluding remarks regarding our 
proposal and future work. 

II. AUTOMATIC LIGHTING CONTROL SYSTEM ARCHITECTURE 
The automatic lighting control system architecture 

includes seven blocks. Figure 1 shows automation lighting 
system architecture for the optimized lighting control. 
External interface block performs function of 
communication with the application server or terminal. 

The sampling block collects the initial sampling data of 
ambient light sensor when the dimming level of the lighting 
is changed from 1 to 100%.  

 

 
Fig. 1.  Automatic lighting control system architecture 

The sampling data is used as the basis data of the self-
control mechanism. The data detection block collects raw 
sensor data and converts the extracted sensor information 
into valid ambient light sensor data. The data reasoning 
block can infer the floor surface data based on the ceiling 
surface data of the built-in ambient light sensor in the 
lighting fixture. The lighting data management block 
performs flow management of lighting data through 
application server or terminal. The monitoring block 
performs ambient light sensor data monitoring periodically. 
The lighting control block performs the optimization of 
illumination and controls the lighting device according to the 
service environment. The position of the ambient light sensor 
device is attached to the illumination. 

III. AMBIENTL LIGHT SENSOR DATA ANALYSIS AND 
AUTOMATION LIGHTING CONTROL MECHANISM 

In the simulation, the ambient light sensor is connected to 
the processor board (Micro Controller Unit) through I2C 
(Inter-Integrated Circuit) communication. The 10W~50W 
lighting device is implemented and ambient light sensor is 
embedded in the lighting device. The simulation 
environment of illumination is shown in Figure 2. The size 
of the lighting space is about 60cm * 60cm * 60cm. The 
illumination value is measured and analyzed by comparing 
the luminance data of the illuminometer (CL-200A Chroma 
Meter) and ambient light sensor. A 1 point method is used 
for the illumination measurements. In the simulation, 
dimming level of illumination increases from 0% to 100% 
stepwise. 
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Fig. 2.  The  Illumination simulation environment. 

At the same time, the floor surface data is measured 
through the illuminometer and the ceiling surface data is 
collected by ambient light sensor. Equation (1) can be 
obtained by linear regression analysis through the simulation. 

In Figure 3, we see a comparison of the floor surface data 
with ceiling surface data from the simulation. 

 

        
(a) When there is some external light source.      (b) In the dark room. 

Fig. 3.  Simmulation results.  

 U= 1.5599c + 169.12. (1) 

U : The floor surface data (Bottom lux)  
X : The ceiling surface data (Ceiling lux) 
 
Equation (1) is possible to obtain a formula, such as (2): 

 U= Ac + B (2) 

Y: The reasoning floor surface data 
X: The measured ceiling surface data 
A (weight) = (y1-y2)/(s1-s2) 
y1: The floor surface data at the time of the minimum 
dimming level of lighting  
y2: The floor surface data at the time of the maximum 
dimming level of lighting 
s1: The ceiling surface sampling data at the time of the 
minimum dimming level of lighting  
s2: the ceiling surface sampling data at the time of the 
maximum dimming level of lighting  
B (Constant) = ((y2-y1) * s2)/ (s1-s2)) + y2 

Equation (2) predicts user preference (target) lux value 
on the floor by referencing measured lux value on the ceiling 
surface. In Figure 4 shows automation lighting control 
mechanism and architecture using ambient light sensors.  

Fig. 4.  The mechanism of the automatic lighting control system.  

The user is able to maintain the lighting environment in 
real time through automation lighting control mechanism. 

IV. CONCLUSION AND FUTURE WORK 
We propose automation lighting control system and 

architecture using ambient light sensors in the home 
environments. In this paper, the ceiling lux data can be 
converted to the floor surface lux data, which is set by user 
automatically. Also, the dimming level of illumination can 
be switched to the target dimming level quickly by using an 
automatic lighting control algorithm. In the future, we will 
need to study the simulation and light data analysis of 
algorithms in the various spaces. 
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Abstract—Modern lighting systems are configurable systems-

of-systems that have to operate in an environment that they 

cannot fully control. These systems have to guarantee the 

continuation of their functionality regardless of the events in 

their environment. As testing and simulation are not able to 

identify all possible interactions of a lighting system and its 

environment we propose a model checking approach to analyze 

a lighting system’s robustness. To allow easy integration in 

lighting system development, the approach uses the same 

configuration options as the lighting systems under study. We 

apply our approach to an office lighting system and show how 

model checking can be used to analyze the robustness against 

network failures and to investigate communication protocols to 

improve system robustness.  

Keywords-distributed systems; system robustness; model 

checking; Uppaal; indoor lighting systems. 

I.  INTRODUCTION 

Many believe that current trends like Internet of Things 
(IoT) will only thrive when a well-established industry will 
take them up. This industry could well be the lighting 
industry, which is going through a number of paradigm 
shifts: from traditional light sources (incandescent, 
fluorescent lamps) to LED (light emitting diode), from 
simple light sources to intelligent, networked, multi-sensor 
luminaires, and from individually controlled light points to 
large-scale distributed control systems. These major changes 
fit well to the IoT idea of having many internet-connected 
sensor/actuator nodes distributed over an area of interest, 
e.g., an office building.  

A lighting system for an office building is a prime 
example of a complex system: it is a large-scale distributed 
system, containing thousands of sensor and actuator 
components, which exhibit event-based behavior. The 
system can have very many configurations, but is comprised 
of only a limited number of types of components. Typical for 
modern systems is the complicating factor that it has to 
cooperate with other systems (heating/cooling, network, 
power, security), sometimes leading to conflicting 
requirements. 

A. Related Work 

In this paper, we present a model checking approach to 
analyze the robustness of large-scale indoor lighting systems 
to (erroneous) events in its environment. Robustness is the 

ability of a system to continue to operate correctly across a 
wide range of operational conditions, and fail gracefully 
outside of that range [7]. 

To the best of our knowledge, model checking has not 
been applied to large-scale lighting systems. There are many 
examples of other (industrial) systems that have been 
analyzed using model checking. Examples include elevator 
control systems [9] and railway interlockings [12].  

In another example, van den Berg et al. [11] use a 
domain-specific language for specifying medical imaging 
systems. This domain-specific language is translated into 
Uppaal [10] for performance analysis. The output of this 
analysis in translated in information understandable to 
system designers: analysis results are transformed into lower 
and upper bounds of system response times. Hendriks et al. 
[8] have applied a similar approach to create optimal 
schedules of a wafer scanner. 

Similar results have been achieved using 
MechatronicUML, an Eclipse-based tool suite for the design 
of cyber-physical systems [2]. It comprises a modeling 
language and a development process. To validate software 
correctness, Gerking [3] has developed transformations from 
MechatronicUML to Uppaal [10] and vice versa: a 
MechatronicUML design is transformed into an Uppaal 
model and counterexamples identified by Uppaal are 
translated back into the MechatronicUML language. This 
allows system designers to formally validate their system 
designs without knowledge of Uppaal’s timed automata 
formalism. 

Combemale et al. [1] present a formal approach to 
tracing back analysis results. Their approach requires an 
input language with an operational semantics definable as 
finitely-branching transition systems; it transforms analysis 
results back to the syntax and operational semantics of a 
domain-specific input language. Input for their approach is a 
formal relation between the states of the input language and 
those of the target language. They illustrate their approach 
using a timed process modeling language as input language 
and a timed Petri net language as analysis language. 

The systems for which formal analysis and back 
transformations have been used are quite different from the 
types of systems that we consider in this paper. The basis of 
our approach is the configurability of lighting systems: a 
huge variety of lighting systems can be constructed from a 
few configurable component types. This also holds for 
logistic control systems. Verriet et al. [13] have shown how 
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warehouse controllers can be configured using domain-
specific tooling. A controller can be configured by selecting 
the appropriate planning and scheduling components and 
instantiating their behaviors from a library of configurable 
protocols. This tooling allows warehouse designers to 
specify a warehouse control system without knowledge of 
implementation details. A back transformation is not 
required, because the generated controller provides feedback 
in terms understandable to the warehouse designer. 

B. Outline 

The paper is organized as follows. Section II explains the 
robustness challenges in the design of lighting systems. The 
indoor lighting case is introduced in Section III. Section IV 
describes the lighting system model, which is used for the 
robustness analysis described in Section V. Section VI 
describes the validation of the model by coupling the model 
to a test setup. In Section VII, we present strategies to 
improve the robustness of lighting systems against failures in 
the communication network. Section VIII reflects on the 
modeling approach and its industrial applicability and 
describes future work. Section IX summarizes the paper. 

II. PROBLEM STATEMENT 

The paradigm shifts mentioned in Section I lead to many 
technical and business challenges. The technical challenges 
can be summarized in non-functional aspects, such as 
interoperability (cooperation/collaboration between 
components from different vendors), availability and 
robustness (correct lighting behavior at all times), and 
security (system integrity and user privacy). 

A. Goal 

For a lighting company, it is crucially important to 
guarantee correct behavior of a lighting system. In this paper, 
we use a model-based approach to address this challenge. In 
particular, we apply model checking to assess the robustness 
of a lighting system’s distributed control system.  

Our goal to identify robustness issues in a lighting system 
has led to a two-step approach. The first step focuses on 
modeling normal system behavior and identifying the 
system’s reactions to events in its environment. These events 
include normal events like occupancy detection events, but 
also failures, such as loss or delay of messages. The second 
step involves finding improvements to make the system less 
sensitive to undesirable environmental events. 

B. Approach 

Understanding and predicting the behavior of lighting 
systems is hard without formal modeling. This is due to the 
complex interaction of a vast number of parallel processes 
and events. Simulation provides little chance of identifying 
(rare) robustness flaws. Since model checking allows even 
the rarest events to be found, we apply formal modeling and 
model checking as the main direction for our research. We 
propose a model checking approach that fits the 
configurability of distributed lighting systems. We require 
therefore that a large variety of system models can be 
configured from a small set of model elements in the same 

manner that many lighting systems can be configured using a 
small set of component types. 

Because formal modeling skills are not commonly 
available in industry, we propose an approach where a 
system configuration is converted into a formal model that is 
used to analyze a lighting system. An important aspect of our 
work is the translation of the model checking results back to 
the lighting system domain. 

We aim to eventually hide the complexity of the formal 
modeling tools completely by adaptation of tooling so that it 
can easily be integrated in an industrial way of working.  

III. CASE DESCRIPTION 

Our robustness analysis is instigated by a real-world 
application: an office lighting system being developed by 
Philips Lighting. This office lighting system provides a 
complete lighting solution in office spaces (cell office, open 
plan) and central spaces, such as corridors, lounges and 
entrance areas. The system is typically deployed in an office 
building and cooperates with other systems, such as HVAC 
(heating, ventilation, and air conditioning), security, network 
and power systems. The system comprises networked 
luminaires with LED-based light sources, a set of sensors 
(occupancy, luminosity, etc.), and a microcontroller. The 
number of luminaires in a building is in the order of 
thousands; typically half of them have a set of sensors. 

The office worker, i.e., a lighting system user, has control 
over the lighting behavior of an area via a button panel (and 
via a mobile app, but this is not considered in this paper). A 
button panel allows the selection of a number of predefined 
lighting settings (relax, concentrate, presentation, etc.), called 
presets. Occupancy sensors provide automatic switching 
on/off behavior of the lights in an area. Another feature is 
daylight regulation, which uses the amount of available 
daylight for setting the light intensity to a constant level. 
Other features like linking rooms to corridors (keeping the 
corridor lights on as long as neighboring rooms are occupied, 
etc.) are not considered in this paper. 

System control is distributed in the sense that each 
luminaire has a controller that exchanges control and 
synchronization messages with other luminaire controllers. 
This paper focuses on robustness issues to understand the 
impact of a change in the technology for message transport. 
In particular, we investigate the robustness issues when 
changing from an RS485-based system to an IP-based 
system, either using Ethernet or wireless. These issues are of 
extreme importance for Philips Lighting as the possible 
issues are usually immediately visible to the users. For 
example, a delayed response to a button press (poor 
responsiveness) and a single ‘dark’ luminaire in a ‘lit’ room 
(inconsistency) are very noticeable.  

The technology transition leads to a more cost-effective 
solution as the building’s existing network can be used. A 
second important improvement is the use of Power over 
Ethernet (PoE) technology that not only leads to discarding 
the power lines for each luminaire, but it also allows 
installation by less expensive personnel. Using the existing 
network, however, entails that the network has become part 
of the lighting system’s environment. There are risks 
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involved in migrating from an internal to an external 
network. In particular, there is no control of the environment: 
a high network load may cause loss or delay of messages, 
and the start-up behavior of routers and switches may 
influence the lighting system behavior. 

IV. LIGHTING SYSTEM MODEL 

In this section, we present the models that we have used 
to analyze the robustness of indoor lighting systems. These 
models are based on the observation that there are a few 
basic events in a lighting system: 

 An occupancy event is triggered by the detection of 
occupancy by a sensor in an area and causes a 
change of the area’s preset. 

 A vacancy event is triggered by the absence of area 
occupancy for a certain time period, called the hold 
time, and causes a change of the area’s preset. 

 A button event is triggered by the press of a button in 
an area and causes a change of the area’s preset. 

 

Using these events, one can configure a controller for an 

area. This configuration involves selecting the appropriate 

parameters for the events: the presets, the dwell times (a 

period without preset change), and the hold times. 
This will be illustrated using a simple example, which 

includes all three events. Consider a workspace within an 
open office. When someone enters the workspace area, the 
lights switch on to a low light level (of 50%). If the 
workspace is occupied for more than a dwell time of 15 
seconds, the light switches to a medium light level (of 75%). 
A workspace occupant can manually toggle the light level 
between medium (75%) and high (100%) by pressing a 
button on a panel. The light switches off (i.e., 0%) 
automatically if no occupancy has been detected for a hold 
time of 10 minutes. 

The workspace example involves four presets with seven 
transitions between them. The presets and the transitions are 
visualized in Figure 1. 
 

High
100%

Occupancy

Occupancy
Timeout
(10 min.)

Occupancy
Timeout
(10 min.)

Button
press

Occupancy
(15 sec.)

Occupancy
Timeout
(10 min.)

Med
75%

Low 
50%

Off
0%

 
Figure 1.  Workspace preset transitions. 

Based on the parameterized events, we have created an 

Uppaal model that can be configured in the same manner as 

the events. The model consists of two main elements, a 

controller model and an environment model. These are 

described in the following subsections. 

A. Controller Model 

The controller model contains a parameterized timed 
automaton for each of the events described earlier. The 

values of the automata’s parameters for the workspace 
example in Figure 1 are given between brackets. 

 The occupancy automaton has four parameters: a 
controller id, an active preset (Off/Low), a dwell time 
(0/15 seconds), and a new preset (Low/Med). 

 The vacancy automaton has four parameters: a 
controller id, an active preset (Low/Med/High), a 
hold time (10 minutes), and a new preset (Off). 

 The button automaton has three parameters: a 
controller id, an active preset (Med/High), and a new 
preset (High/Med). 

 
The occupancy automaton is shown in Figure 2. As 

explained earlier, the automaton has four parameters: a 
controller id (lumId), an active preset (p1), a dwell time 
(tDwell), and a new preset (p2). The Uppaal automaton 
consists of three locations (denoted with a circle symbol) 
connected by five edges (denoted with an arrow symbol). 
Edges are annotated with selections (e.g., p: preset_t), 
guards (e.g., sensor[lumId]), synchronizations (e.g., 
PB[lumId][p]), and updates (e.g., t=0) [10]. 

The automaton’s initial location (indicated with a circle 
in the location symbol) is the Off state. If the corresponding 
luminaire has a sensor and its power supply gets enabled 
(channel powerOn), it changes to the On state. It then resets 
its internal clock t, which determines the time since the last 
preset change. If occupancy is detected (channel occupancy) 
after the dwell time tDwell has elapsed, it communicates a 
preset change via channel PLocal and resets clock t. Clock t 
is also reset if a preset change is reported via channel PB. If 
the luminaire loses power (channel powerOff), it changes 
back to the Off state. 
 

 
Figure 2.  Occupancy automaton. 

The event automata receive triggers from the system’s 
environment (see Section IV-B) and update the internal 
states of the corresponding controllers accordingly. In our 
model, a controller’s internal state includes the active preset 
and a number of clock values. The clock values are updated 
by the event automata; the model includes a separate 
automaton to update a controller’s active preset. 

We model a lighting system that is controlled in a 
distributed manner: one area may have several controllers. 
To avoid undesired behavior, e.g., a controller recalling 
preset Off while another controller has recently detected 
occupancy, the internal states of the controllers need to be 
synchronized. This is done by a synchronization event, for 
which we have created a fourth parameterized automaton. 
This synchronization automaton informs the other controllers 
in the same area of its internal state. 
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B. Environment Model 

As our goal is to analyze lighting systems’ robustness 
against events in their environment, we have created 
automata that model a lighting system’s environment. In 
particular, we have created timed automata for occupancy 
generation, power supplies, and network communication. 

We will focus on the network automata. These automata 
model loss and delay of messages in a generic manner, i.e., 
they are independent of the underlying network technology 
and protocols. The network automata decouple transmission 
and reception of messages. A network automaton for 
communicating presets is shown in Figure 3. The automaton 
uses two channels: an incoming channel PA and an outgoing 
channel PB. If the network automaton receives a message via 
channel PA, then it either forwards it via channel PB or 
discards it. The latter models message loss. Message delays 
have been modeled in a similar manner. 
 

 
Figure 3.  Network automaton. 

To fully control loss and delay of messages, the model 
includes a network automaton for each combination of a 
source controller, a destination controller, and a preset. This 
allows a message to be received by any subset of the 
intended recipients, enabling the analysis of all possible 
scenarios involving message loss and message delay. 

V. ROBUSTNESS ANALYSIS 

As explained in Section III, Philips Lighting is 
considering porting a distributed control concept from an 
RS485 network that is part of the lighting system, to an IP 
network that is part of the lighting system’s environment. 
Philips wants to know the influence of an external network 
on the behavior of their lighting systems. 

The CAP theorem shows that a distributed system cannot 
simultaneously be Consistent, Available, and Partition 
tolerant [6]. Since high network loads may cause message 
loss (a form of partitioning), this practically means that 
inconsistencies between luminaires in one area cannot be 
avoided or that (part) of the system becomes unavailable, 
i.e., unresponsive.  

This can easily be exemplified; consider the preset 
transitions of Figure 1 for an area with two luminaires, one 
of which has an occupancy sensor. Figure 4 shows a Gantt 
chart for a scenario in which this area ends up in an 
inconsistent state. The area starts in preset Off (black). The 
occupancy sensor of luminaire 1 detects occupancy (blue) 
and its controller recalls preset Low (cyan event). Fifteen 
seconds later, this sensor still detects occupancy and preset 
Med is recalled (magenta event). The corresponding message 

from luminaire 1 to luminaire 2 gets lost. This leads to an 
inconsistent situation: luminaire 1 is in preset Med (light 
gray) and luminaire 2 in preset Low (dark gray). This 
inconsistency ends when an occupant presses a button and 
preset High (white) is recalled (yellow event). 
 

 
Figure 4.  Inconsistency due to message loss. 

Section IV has described the automata from which 
lighting system models can be constructed. The example 
shown in Figure 1 involves seven event automata per 
controller. Moreover, all luminaires have an automaton that 
maintains the active preset. On top of that, there are network 
automata for each combination of a source luminaire, a 
destination luminaire, and a preset. For the example area, this 
involves sixteen network automata. 

Using the model elements described in Section IV, we 
have configured and analyzed a number of lighting systems 
including a cell office configuration that Philips has used in 
customer projects. Details regarding these configurations are 
omitted because of confidentiality. 

Uppaal has a requirements specification language in 
which one can formulate system properties [10]. We have 
used this language to formulate desired lighting system 
properties. Combined with a consistency monitoring 
automaton, we have formulated properties regarding the 
occurrence and maximum duration of area inconsistencies. 
With these requirements, we have identified several 
scenarios in which loss or delay of messages causes an area 
to end up in an inconsistent situation. The identified message 
loss scenarios are similar to the one in Figure 4; the 
inconsistencies caused by message delays are mainly due to 
out-of-order message reception. 

VI. MODEL VALIDATION 

As explained in Section V, we have used Uppaal models 
to identify robustness issues, e.g., scenarios in which an area 
becomes inconsistent. These formal models have been 
created from a variety of informal documents and 
observations of actual systems. To gain confidence in the 
correctness of the outcome of the robustness analysis, we 
have coupled our model to a test setup (see Figure 5). This 
test setup is a realistic, small-scale lighting system composed 
of commercial products: luminaire controllers, (simulated) 
sensors, and PoE switches. The simulated sensors allow 
injecting occupancy events into the system when needed. 
Message loss and message delays are controlled by an IP 
bridge. This bridge is realized by two network cards in the 
PC connecting two separate networks. 
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Figure 5.  Lighting system test setup. 

The Uppaal model and the test setup can both be 
configured with occupancy, vacancy, button, and 
synchronization events. 

To validate our models, we have created a two-way 
transformation between the model and the test setup. This 
transformation is based on a domain-specific language 
(DSL) that we have created for lighting system scenarios. 
This DSL has been developed using Xtext technology [4] 
and the transformations using Xtend [3] and Java. 

The test setup allows observing the luminaire controllers 
and the communication network over time and creates a 
record expressed in the DSL. A recorded scenario includes 
occupancy detections, active presets, and output levels. This 
scenario can be translated into an Uppaal automaton that 
replays the occupancy detections and checks whether the 
response of the model corresponds to the response observed 
in the test setup. 

Reversely, the inconsistency scenarios identified using 
the Uppaal models need to be checked on the test setup. We 
have developed a transformation that transforms an 
inconsistency scenario into a script that can be replayed on 
the test setup to check whether the inconsistency actually 
occurs. In the same manner, we can check good-weather 
scenarios. 

Using the described two-way transformation, we have 
successfully validated the Uppaal model. On the one hand, 
the responses of the model correspond to responses observed 
on the test setup. On the other hand, all of the inconsistency 
scenarios identified using our model have been successfully 
reproduced by filtering or delaying the appropriate network 
messages. 

This gives confidence in the correctness of the model and 
therefore in a lighting system’s behavior in case of loss or 
delay of messages. The actual probability of message loss 
and message delay is subject for further study, and involves 
measurements and estimation of loss rates, and other 
implementation-specific details. 

VII. AUTOMATIC RECOVERY  

In Section VI, we have validated that message loss and 
message delay may lead to periods of inconsistency in a 
lighting system. Message loss and message delay are rare in 
practice, but they cannot be avoided by the lighting system, 
because the communication network is not part of the 
lighting system. To be robust against message loss, a lighting 
system needs to cope with these inconsistencies by 
automatically recovering. This requires the introduction of a 
recovery strategy. In this section, we analyze such strategies. 

We will focus our analysis on lighting systems’ recovery 
capability. In particular, we determine the maximum 
duration of area inconsistency if a finite number of messages 
are lost in the communication network. In order to compute 
this maximum duration, we have extended the model with an 
area monitoring automaton that continuously checks for 
inconsistency and starts a clock when it detects area 
inconsistency. 

We have compared three strategies for their recovery 
capability. All strategies involve repeated synchronization of 
a controller’s internal state. For confidentiality reasons, we 
omit the details regarding the strategies. 

 Strategy 1: No additional state synchronization. 

 Strategy 2: The usage of additional occupancy and 
vacancy events for state synchronization. 

 Strategy 3: The usage of new synchronization events 
for state synchronization. 

 
Table I shows the maximum inconsistency duration for 

the different strategies, derived using simple argumentation. 
In this table, N denotes the number of lost messages, TH 
equals the maximum hold time of the vacancy events, TD is 
the maximum dwell time of the occupancy events, and TR is 
the maximum state synchronization time. 

TABLE I.  MAXIMUM INCONSISTENCY PERIOD DURATION 

Strategy Maximum inconsistency 

Strategy 1 N ∙ ∞ 

Strategy 2 N ∙ (TH + max{TR, TD}) 

Strategy 3 N ∙ TR 

 
The results in Table I apply to all system configurations 

that we have analyzed. These include the example in Figure 
1 and configurations used by Philips Lighting. The results in 
Table I show that if no messages are lost, then the lighting 
systems behave consistently. It also shows that without 
additional synchronization, message loss can (in theory) lead 
to infinite periods of inconsistency. Finally, it shows that 
repeatedly synchronizing the internal state provides a 
successful manner to recover from area inconsistency; the 
speed of recovery depends on the strategy. 

VIII. DISCUSSION AND FUTURE WORK 

In the previous sections, we have presented formal 
models to analyze the robustness of distributed lighting 
systems. This section reflects on the modeling approach and 
its industrial applicability and describes future work. 

A. Industrial Fit 

Application of formal modeling and model checking 
techniques in industrial practice has always been a challenge, 
mainly due to the distance between the abstract level of 
reasoning for formal modeling and the concrete level of 
reasoning required in product development and realization. 

In our work at Philips Lighting, we reduce this distance 
by matching our models to the actual design and 
implementation concepts and terminology used by the 
system architects and engineers. Furthermore, we hide the 
complexity of the model checking tooling by creating a 
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transformation of configuration information to Uppaal 
models. This entails the adaptation of our models to the high 
configurability of the actual system. 

The basis of our approach is the configurability of 
lighting systems: these systems are constructed by selecting 
and configuring a few component types. In earlier work, we 
have identified that logistic systems, e.g., warehouses and 
baggage handling systems, share these characteristics [13]. 
Our approach can therefore easily be adapted to validate 
logistic system controllers. 

Note that the approach will also have great value in the 
IoT domain, as there is strong dependency on the good- and 
bad-weather behavior of the (network) environment. 

B. Model and Modeling Experience 

The process of creating a formal model from design 
knowledge and concrete implementations is a challenging 
one: initially the knowledge has to be acquired from experts 
or design documentation (which may be hard to find); next 
the models are created iteratively when the knowledge and 
insight grows. The large number of features and 
configurations that are captured in the model quickly leads 
an unmanageable monolithic model. Therefore, we were 
forced to decompose the monolithic model into logical parts 
exhibiting the same behavior. We have created a modular 
model comprised of parameterized event automata, which 
fits the configuration tooling of Philips Lighting. This, 
however, has consequences for scalability. It is a challenge 
to keep the state space small when having many automata. 
This scalability problem in a realistic industrial context is a 
topic for further research. 

C. Model Extensions 

The current model of the Philips Lighting case captures 
the control behavior of single-area configurations. The model 
can be extended with hierarchy of areas (linking the behavior 
of a corridor to that of connected offices, etc.). We foresee 
additional scalability challenges in such cases. 

Another modeling challenge involves the start-up 
behavior of system components (including switches, routers, 
etc.) and the corresponding lighting behavior. This is 
important in cases of (partial) power failures, or software 
update scenarios. The challenge lies in the acquisition of 
detailed knowledge about the component behavior in non-
specified situations. 

IX. CONCLUSION 

In this paper, we have presented a model checking 
approach to analyze the robustness of distributed lighting 
systems. There is a huge variety of lighting systems that can 
be built from a small set of component types. Our modular 
and parameterized modeling approach addresses this variety, 
because it allows the same configuration options as lighting 
systems. We have shown that our approach is very helpful in 
identifying robustness issues and in analyzing robustness-
improving communication protocols. In particular, we have 
shown that lighting systems can recover from inconsistent 
behavior by having their luminaires communicate their 

internal state periodically. These concrete results are highly 
appreciated by the development organization of Philips 
Lighting. 

A second benefit of our modular and parameterized 
approach is its integration in an industrial way of working. 
Because the models have the same configuration options as 
the distributed lighting systems, formal models can be 
generated automatically from the lighting systems’ 
configuration information. We have shown that it is possible 
to close the loop from formal model to real implementation 
by having a transformation that translates formal analysis 
results back into the lighting domain. 
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Abstract—There are plenty of opportunities for new services by
interconnecting physical and virtual worlds with a huge
amount of wireless nodes distributed in houses, vehicles,
streets, buildings and many other public environments. The
first objective of this article was to provide an overview of the
smart city concept, and the second goal was to propose
a technological solution and communication platform for the
development of city services in relation to the improvement of
urban systems and services. The diagram of proposed
communication platform that is presented could be used as
a connection between multiple cities. It is applicable for the
development of city services and for the integration and use of
rendering and actuating technologies. The proposed
communication platform can be used for the improvement of
specific urban systems and services and as a connection
between multiple cities.

Keywords - smart, city, survey, connection, communication
platform, sensor, network, data, service.

I. INTRODUCTION

There is a demand for smarter, effective, efficient and
more sustainable cities, pushing the collective intelligence of
cities onward, which can improve the ability to forecast and
manage urban flows, and integrate the dimensions of the
physical, digital and institutional spaces of a regional
agglomeration. The expression "smart city" has been used
for several years by a number of technology companies and
serves as a description for the application of compound
systems to integrate the operation of urban infrastructure and
services, such as buildings, transportation, electrical and
water distribution, and public safety [1]. A smart city can be
described as a city that:

• Allows real-world urban data to be collected and
analysed by the use of software systems, server substructure,
network infrastructure, and client devices [2].

• Implements solutions, with the support of
instrumentation and interconnection of sensors, actuators,
and mobile devices [3].

• Can combine service production and an intelligent
environment, exploits accessible information in its activities
and decision making and adopts information flows between
the municipality and the urban or business community [4].

The theory of smart cities understood from the perception
of technologies and components has some exact properties
within the wider cyber, digital, smart, intelligent cities texts
[5]. The novelty of this article is summarized in Figure 6
which proposes a connection between multiple cities. The
rest of the paper is organized as follows. Section II and III
will highlight smart city systems, applications and services,
and then in Section IV is presented the role of technology.
Section V presents the communication platform that we have
proposed. Section VI provides some final conclusions.

II. SMART CITY SYSTEMS AND CITY DATA

As information systems have become prevalent in urban
environments they have formed opportunities to capture
information that was never previously accessible. Figure 1
provides an overview of the city systems and relevant
aspects.

Figure 1. Data and city systems.

This overview is necessary for an understanding of the
existing links. Vast amounts of data that describe what
happens in the city are available and could be used to create
and change intelligent solutions within related areas of e-
services application. Knowing what data and what
information systems the city has would help with
understanding the city systems. But the reality is that
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"nobody has a comprehensive overall picture of the data and
information systems of their city [2].“ Viljanen et al
recapitulated that "even the City itself does not have a
complete overview on all the information systems it has in its
dozens of different departments and public service
corporations. [2]" The expansion of both computing power
and new algorithms allow this information to be analyzed in
near “real-time” in order to provide a base for all developed
applications.

The same infrastructure is used 24 hours a day, seven
days a week by various stakeholders - citizens, workers,
students, researchers, investors or entrepreneurs.
Characteristic players in the smart city include municipal
leadership, IT and telecommunications companies, utilities,
municipality technical services, and grid-infrastructure
service providers. Partnerships and strong collaboration
strategies and tactics among key stakeholders are required in
order to share research and innovation assets, such as
emerging Information and Communication Technologies
(ICT) tools, methodologies and know-how, experimental
technology platforms, and user communities for
experimentation on e-service applications and future internet
technologies [5].

A. Smart cities applications and services

Citizens and other stakeholders expect high quality
public services that transform and enhance their daily quality
of life. A brief overview of various areas of smart city
applications is recapitulated in Figure 2.

Figure 2. Areas of smart city applications.

It is clear that the spectrum of application areas is very
wide. For example, real-time travel information is essential
for applications which let people plan trips on public
transportation. The user could have real time information
about when the next bus or train is coming. Another example
is an application, which collects and distributes real time
information about where parking is accessible so drivers can
promptly find free spaces. Access to suitable data represents
an opportunity for developers to create applications. In this
way, stakeholders can access wide online services, with
portals for basic information, citizen services, business, and
tourism, all based on a common infrastructure.

TABLE I. OVERVIEW OF SMART CITY SERVICES

Application
area:

Description: Examples:

General
municipal
and business
services

Creation of networks
between cities and
partners, and services
realization in order to add
value to stakeholders.

- on-line problem
solving tools
- intelligent shopping
- services ordered
electronically

Intelligent,
sustainable
buildings and
building
management
(smart
building)

Intelligent buildings that
contain the advantages
that come from integrating
communications and
building control systems.

- room automation
systems
- optimized heating,
ventilation, and air
conditioning

Education,
health and
social care
arena (smart
education)

Applications that allow
improvement of processes
undertaken in this area and
with better access to
services.

- telemedicine
monitoring
- sharing medical files
- tracking systems for
elderly people

Energy
production
and energy
efficiency
(smart energy,
smart
lighting)

Intelligent electricity
system that connects all
supply grid (utilities) and
demand elements (end
users) through an
intelligent system.

- lighting controls
- smart grid
applications
- optimize grid
performance
- provide adherence
to environmental rules

Gas,
electricity and
water smart
metering
(smart grid)

Utility meter that records
energy, water or gas usage
in real time.

- wireless smart
meters
-on-line information
about consumption

Smart water
and waste
management
(smart utility)

Intelligent management of
water and sewer system
and flow management
technology with real time
awareness and control.

- intelligent sewer
system
- rubbish bins real-
time monitoring
- pressure
management

Public safety,
security and
crime
prevention

Anticipate events, respond
and preventing them, warn
users of dangers, optimize
the capacity and response
time of emergency
services.

- cameras around
town
- IP video surveillance
system
emergency signalling

Real-time
locating
services and
geographic
information
(smart
parking)

Covering of strategic
spatial information needs
of people or organizations
and realization of service
that helps keep track of
things.

- location aware
applications
- identity related
services
- keep track of cars

Logistics and
supply chain
(smart supply
chain)

Synchronizing supply with
demand, measuring,
monitoring and managing
transport and inventory
movements or supply
chain activities across the
city supply chains.

- tracking and
inventory control
- control and visibility
of supply chains
- provide adherence to
rules and regulations

Mobility and
transport
(smart
transport)

Build a real-time and
efficient traffic system to
optimally use and combine
all means of transport
(efficiency, delays, and
fuel waste and carbon
emissions).

- surveillance cameras
for transportation
- smart parking
network
- provide adherence to
environmental rules
and regulations
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III. OVERVIEW OF SMART CITY SERVICES

There is a wide range of services and applications (See
Table 1). These services cover fields, such as transportation
(intelligent road networks, connected cars and public
transport), public utilities (smart electricity, water and gas
distribution), education, health and social care, public safety.
Emerging applications and services are extended into diverse
fields, such as everyday life of citizens, disaster
management, smart buildings, logistics and intelligent
procurement.

The applications for this portfolio include
implementation for the connected city such as: smart grid,
smart home, security, building automation, remote health
and wellness monitoring, location aware applications, mobile
payments and other machine-to-machine (M2M)
applications.

The acronym XaaS (X as a service) refers to any of an
increasing number of services provided on-line: everything
as a service or anything as a service. The examples of XaaS
are Infrastructure as a Service (IaaS), Platform as a Service
(PaaS), Monitoring as a Service (Maas), Security as a service
(SECaaS), Software as a Service (SaaS), and others.

Developed applications are able to supply real-time
information and expand the ability to forecast and manage
urban flows, and fulfil other functions of the city. Also, they
can help to reveal how demands for transportation, water and
energy peak in a city and how to take appropriate action and
respond. It is important to the city stakeholders that they can
collaborate to smooth these peaks and to achieve robustness.

Ethernet

GPRS/3G

WiFi

Citizens
Service
providers

Municipality
departments

Information
about the city

Wireless sensor
networks

Sensor nodes
External database

Cloud platforms

Local storage

Data storage

Network backbone
Application and
service

providers

Actuation of the
infrastructure

Web services

Enabling technologies

Service execution

Access
services

Figure 3. City services and the technological solution.

IV. THE ROLE OF TECHNOLOGY

Advances in new technology are employed to improve
city applications and services. There are communications,
analytical and control technologies that permit transforming
the way of doing things while influencing better policy and

urban management. It is changing the entire way the service
can be solved, combining the ICTs with city infrastructure
and shifting the city systems solutions. Thanks to these
technologies, there is the capability in the provision of
services via digital communication, e.g., interactive services
or automating the solution of services. Figure 3 presents city
services and the technological solution of services. Data are
stored and forwarded by using the network backbone in
order for use by service providers and in related applications.
Cimmino et al [11] highlighted the role of small cell
technology in smart cities – there is the prospect of
“increased broadband capabilities, improved flexibility and
easy deployment of scalable multi-service network
architectures.” The article concludes that the integration of
broadband personal communications with device-to-device
communications and M2M will constitute a significant
challenge. The creation of information stuff is not restricted
to a particular location, and the resulting products are
typically delivered through the network. Smart city services
are also available through wireless mobile devices and are
enabled by services oriented enterprise architecture including
web services, the extensible markup language (XML), and
mobilized software applications [15]. Big data to analyze,
capture, clean, search, share, store, transfer, and visualize
should also be mentioned here.

Smart cities are deploying online services in diverse
sectors of cities. An online service, also called Software as a
Service (SaaS), is a service delivered by a software
application running online and making its facilities
accessible to users over the Internet via an interface. The
interface could be Hyper Text Markup Language (HTML)
obtainable via a standard client, such as web-browser or a
web-API (application programming Interface) or by any
additional means. It can represent real service that runs on
the host (POP, SMTP, HTTP, etc.) or some other kind of
metric associated with the host - response to a ping, free disk
space, number of logged in users, etc. Eventually, services
could be delivered to users through home-based access or
mobile access, citywide digital interactive displays, or
kiosks. Cloud computing has radically transformed in what
way business applications are built and run. Platform as a
Service (PaaS) is a way to lease operating systems, storage
and network capacity or hardware over the Internet. It is a
kind of cloud computing services that deliver a solution stack
and a computing platform as a service. Here, online-service
users no longer need to own or license the software to run it.
Where users need to pay, they are paying for use of the
service rather than for owning or licensing the application
itself. These innovations have allowed offer more services to
more people, to give better access to services with
accompanied improvements and innovations.

A. Wireless sensor networks and related technological
advances

The aim is to deploy monitoring infrastructure and
produce a distributed network of intelligent sensor nodes
which can measure many parameters for a more efficient
management of the city. Recent advances in wireless sensor
networks have been determined by a range of underlying
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technological advances, primarily progress in MEMS
(micro-electro-mechanical system) sensor technology, and
innovative ways to manage power consumption. These
networks responsible for sensing as well as for the first
stages of processing are capable of flexible, low-cost
monitoring of a range of environmental parameters and
phenomena at very fine levels of spatial and temporal detail.

Smart city solutions proposed for event detection based
on Wireless Sensor Networks will be generating important
growth in this arena. The wireless sensor network (WSN)
consists of a group of heterogeneous and spatially dispersed
autonomous sensors deployed in large numbers either inside
the phenomenon or very close to it. The WSN is constructed
from a large number of "nodes" organized into a cooperative
network, where each node is connected to one or several
sensors.

Tranceiver

Controller

PowerSensors

Sensor
unit

Power unit

Processor
and memory

Transceiver

Sensing Computing Communication

Figure 4. Hardware architecture of a sensor node.

Figure 4 provides a schematic overview of the typical
architecture of the sensor node. These sensor nodes have the
capability to collect and process data, each node is able to
autonomously sense, process, and communicate data about
its immediate environment to other nearby nodes and
computers. Zheng at al noticed that there are the unique
characteristics and constraints for sensor networks: dense
node deploymend, battery powered sensor nodes, severe
energy, computation, and storage constraints, self-
configuration, application specific design requirements,
unreliable sensor nodes, frequent topology change, many-to-
many traffic pattern, data redundancy, and nonexistence of
global addressing scheme [26].

Figure 5. WSNs Routing Protocols [25].

Just as the Internet allows access to digital information
anywhere, sensor networks will provide vast arrays of real-
time, remote interaction with the physical world (Pinto,
2003). Distributed intelligence from the sensor to the

network will become as essential as the Internet - wireless
sensor networks give the opportunities for the collation of
data which is fit for the purpose supporting the creation of
smart cities. Each from a few to several hundreds or even
thousands of nodes in the network consists of processing
capability given by one or more programmable
microcontrollers for controlling node behaviour and
processing data.

A lot of research has previously been accompanied into
sensor networks, and a comprehensive set of specifications
have been completed for the physical layer, link layer, and
network layer. The same is true for routing protocols
necessary for setting up path or paths from sensor nodes to
the data sink. Routing is an important issue and since sensor
nodes have limited resources, routing protocols must have a
small overhead. As it can be seen in Figure 5 many routing
protocols have been developed over the last few years and
many innovative routing mechanisms have been proposed
[25].

Representative sensor network related communication
technologies includes Wireless Fidelity (Wi-Fi), ZigBee,
IQRF, Ultra-Wide Band (UWB), and Wireless Hart. Even
though it have not been used extensively on a large scale yet,
wireless sensor networks (WSNs) offer a substantial
technology that helps to cover city conditions monitoring
needs. This technology gives the ability to efficiently and
quickly detect various spatial events, such as the problems of
a region of high pollutant concentration by processing real
time data. Air pollution or monitoring of urban environments
could be supported by dense WSN of nodes with monitoring
capabilities. These advanced real-time systems are wireless,
highly distributed, also used in addition to sensors actuators
as interfaces deployed across a wide geographic area.

B. Sensing of the city and cloud computing

The intelligence of a sensor network is predominantly
reflected in provision of real time information and in the fact
that the real-time sensor data might be integrated with
environmental modelling and control. The primary concept
essential for capability of real-time information distribution
and use them in city services lies in establishing the digital
infrastructure for processing of both WSN and video
surveillance data resulting in a more efficient event
detection. The growing penetrations of fixed and wireless
networks permit that such sensors and systems to be
connected to distributed processing centres. The smart city
connects the sensors to sense the city systems, and process
the sensing information by cloud computing and so on to
integrate cyber space and things of internet [15].

Contemporary wireless sensor networks are principally
treated as simply a new data source for integration with other
conventional spatial and open data information systems.
Examples include sensors connecting buildings,
infrastructure, transport, networks and utilities, offers a
physical space for experimentation and validation of the
Internet of Things (IoT) functions. The data is delivered in
real-time through the cloud to the service providers, users,
and other stakeholders.
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V. THE PROPOSED COMMUNICATION PLATFORM

The diagram of proposed communication platform for
the development of city services and for the integration and
use of rendering and actuating technologies is shown in
Figure 6. The help of instrumentation and interconnection of
mobile devices and sensors, which collect and analyse real-
world data, creates a dynamic environment with numerous

groups of users concerned in different city events. We may
use smart travel as an example. The provision of real-time
information about urban environments could give real-time
travel information for passengers, such as current running
times of buses or trains. Traffic monitoring can be supported
by monitoring of means of transport, weather and traffic
condition.

Figure 6. Communication platform for the development of city services and for remote control.

The widespread use of digital sensors and digital control
systems for the control and operation of urban infrastructure
includes traffic sensors and actuators, building management
systems in the smart house solution, digital utility meters in
the smart utility area, and so forth. There are plenty of
opportunities for new services by interconnecting physical
and virtual worlds with a huge amount of wireless nodes
distributed in houses, vehicles, streets, buildings and many
other public environments. It may be components that will
be applied in the fields of vehicle-mounted terminals,
wireless meter reading, streetlight (smart lighting),
transportation (smart parking), household appliances (smart
energy), and industrial cameras (smart house). Ambient
spatial intelligence for sustainable cities contains the
potential for augmenting such networks with the capabilities
to not only capture, but also process, query, and even use
spatial data in the network itself.

Thanks to a distributed network of intelligent sensor
nodes, a wide collection of parameters can be measured for
better management of the city, and data are delivered
wirelessly and in real-time to the citizens or the appropriate
authorities [1]. By using networks and sensors to measure
and control processes, and the cloud for the information
sharing, stakeholders can make immediate diagnoses and
correct the problem by appropriate action in the event of an
accident or another incident. The principle of Smart Earth is

that, sensors are embedded everywhere: in the railways,
bridges, tunnels, roads, buildings, water systems, dams,
commercial equipment and medical equipment, and then
physical facilities can be perceived, so information
technology extends into the physical world, constructing a
"Internet of Things" [15]. A mashup is important to make
existing data more useful as a combination of two or more
sources to create new services. This can include a wide range
of uses from identity and access management to application,
web, and portal servers that power stakeholder services and
web sites to ensure a view of the citizen and real-time
updates of information across city systems. A real time
dashboard for monitoring city systems offers solutions to
help city authorities manage smart city policies and
guarantee the necessary controls and procedures are in place
for better governance. The application layer could include
interactive modules that notify the users of events or alerts
and allow them to trigger further actions.

VI. CONCLUSIONS

The first objective of this article was to provide an
overview of the smart city concept, and the second goal was
to propose a technological solution and communication
platform for the development of city services in relation to
the improvement of urban systems and services. Monitoring,
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measurement and remote control are important areas of
a smart city necessary for the full utilization of the
opportunities offered by information and communication
technologies. Figure 6 included in the previous section gives
an overview of the proposed communication platform for the
development of city services. This communication platform
can be used for the improvement of specific urban systems
and services. Directions for our future work include applying
the framework for implementation of a proposed
communication platform, described in the article in an
application for a specific city application.
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Abstract—Doubly-Fed Induction Generators (DFIG) are
being widely used on Wind Turbine Generator System
(WTGS), although synchronous generators are being extensively
utilized too. Thus, there are different types of identification
techniques to obtain an estimated model of system. Orthogonal
Decomposition (ORT) and Multivariable Output Error
State Space (MOESP) algorithms are two well-known
subspace identification techniques, discussed in this paper.
These identification techniques are often implemented for
multivariable systems. Subspace identification algorithms are
attractive since the state space form is highly suitable to estimate,
predict, filters, as well as for control design. The Doubly-Fed
Induction Generator is widely used in the variable-speed
constant-frequency Wind Power Generation System, using the
vector control scheme which provides good performance in
maximum wind energy capturing. In the traditional vector
control scheme, the reduced doubly-fed induction generator
model, which neglects the stator flux transients, is employed
to simplify the rotor current inner-loop controller using the
standard Proportional-Integral (PI) regulation. The approach
proposed in this paper must be approached in order to obtain
an approximate model influenced by the behaviour of the
system with certain functional characteristics and environmental
changes.

Keywords-subspace identification; parameters estimated; wind
turbine; multivariable system; integral controller.

I. INTRODUCTION

Subspace identification methods have proven to be such
a valuable tool in identification area since past few years.
This interest is due to the ability of the subspace approach
in providing accurate state-space models for multivariable
linear systems directly from input-output data [1][2]. In the
identification procedure, the main step is to compute the
Singular Value Decomposition (SVD) of a block Hankel
matrix H [3] constructed with input-output data. The
computation of SVD can be done offline or online. The offline
can be easily converted to an adaptive online version for a slow
time Vaihingen system, such as process control system [3]-[4].

In control systems design with advanced model-based
control methods, lots of time and cost are required for
system identification to construct accurate models like a
variable-speed induction machine. To save the cost for
modeling of dynamical systems, it is important to choose
proper test signals so that the leading dynamics are

stimulated efficiently [5]. A doubly-fed induction generator
is a variable-speed induction machine widely utilized in the
modern wind power industry. The reasons for using variable
speed wind turbines are fourfold: 1) a higher energy yield, 2)
a reduction of mechanical loads and a simpler pitch control, 3)
an extensive controllability of both active and reactive powers,
and 4) less fluctuation in output power [5][6].

There are several vector control strategies for a wind turbine
driven DFIG’s; one common method is to control the rotor
current with Stator Flux Orientation (SFO) [7]. In all the
existing control schemes, the reduced DFIG model, which
neglects the transient terms in the stator flux and most of them
use the traditional PI regulator in their rotor current controllers
[8].

In this paper, two subspace approaches are observed in
order to perform open-loop system identification. These two
approaches are the Orthogonal Decomposition (ORT) method
and Multivariable Output Error State Space (MOESP) method.
The objective of this paper is to analyse the performance
of the models in identifying the state space model of a
doubly-fed induction generator (DFIG) and the performance
of the Integral multivariable controller applied to the estimated
system, as shown in Section 3 and Section 4, respectively.

II. MODELING OF DFIG

A. General Descriptions

Figure 1 illustrates the DFIG wind power generation
system consisting of a wound rotor induction generator and
a back-to-back converter between the rotor slip rings and the
grid.

Figure 1. Variable-speed wind turbine system using DFIG.
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B. Mathematical Model of DFIG

Figure 2 shows the equivalent circuit of a DFIG in the
reference frame rotating at the synchronous angular speed ω1
[7].

Figure 2. T-equivalent circuit of DFIG in reference frame rotating at ω1.

According to Figure 2, the stator and rotor space-vector
fluxes Ψs and Ψr are given respectively by{

Ψs = LsIs +LmIr
Ψr = LmIs +LrIr

(1)

where Lσs, Lσr and Lm are the stator and rotor leakage and
mutual inductances, and Ls = Lσs +Lm and Lr = Lσr +Lm the
self inductances of the stator and rotor windings, respectively.

The stator and rotor space-vector voltages Vs and Vr in the
same reference frame can be expressed as

Vs = RsIs +
dΨs

dt
+ jω1Ψs

Vr = RrIr +
dΨr

dt
+ j(ω1−ωr)Ψr

(2)

where Is and Ir are the stator and rotor current vectors, Rs
and Rr the stator and rotor resistances, ωr is the rotor angular
speed, and ωs = ω1−ωr the slip angular speed.

The model of DFIG uses the SVO scheme described in
[7], in which we can rewrite the rotor voltage equation in the
synchronous d−q reference frame as

Vrd =V
′
rd +

Lm

Ls

(
Vs−

Rs

Ls
Ψsd +ωrΨsq

)
Vrq =V

′
rq−

Lm

Ls

(
Rs

Ls
Ψsq +ωrΨsd

) (3)

where 
V′rd = R

′
rIrd +σLr

dIrd

dt
−ωsσLrIrq

V′rq = R
′
rIrq +σLr

dIrq

dt
+ωsσLrIrd

(4)

The system in state space representation is presented as

follows:
dIrd

dt
=

1
σLr

(
V
′
rd−R

′
rIrd +ωsσLrIrq

)
dIrq

dt
=

1
σLr

(
V
′
rq−R

′
rIrq−ωsσLrIrd

)
(5)

y =
[

1 0
0 1

][
Ird
Irq

]
III. SUBSPACE IDENTIFICATION METHOD

The model presented in Section 2 is nonlinear. The linear
model of the DFIG can be obtained by applying an subspace
approach as the ORT (Orthogonal Decomposition) or MOESP
(Multivariable Output Error State Space) methods to the
system around an operating point [3], as follows:

x[k+1] = Ax[k]+Bu[k]
y[k] = Cx[k]+Du[k]

(6)

being x ∈Rn×1, where n = 6 is the number of state variables,
A ∈ Rn×n, B ∈ Rn×p, where p = 2 is the number of inputs,
u ∈ Rp×1, and C ∈ Rm×n, where m = 2 is the number of
outputs.

Suppose that the input-output data {u(t),y(t), t =
0,1, · · · ,N + 2k − 2} are given with N sufficiently large
and k > n. Based on the input−output data [1], we define as
usual block Hankel matrices of past input is defined as

Up =


u(0) u(1) · · · u(N−1)
u(1) u(2) · · · u(N)

...
...

. . .
...

u(k−1) u(k) · · · u(N + k−2)

 (7)

and future input as

U f =


u(k) u(k+1) · · · u(k+N−1)

u(k+1) u(k+2) · · · u(k+N)

...
...

. . .
...

u(2k−1) u(2k) · · · u(N +2k−2)

 (8)

where Up,U f ∈Rkm×N . Similarly, we define past and future
output Yp,Yf ∈Rkp×N respectively. In [9], the constructed input
and output are given as

U =

[
Up

U f

]
,Y =

[
Yp

Yf

]
(9)

The extended observability matrix of order i is defined as

Γi =
[
CT (CA)T · · · (CAi−1)T

]T (10)

and the block lower triangular Toeplitz matrix as

Hi =


D 0 · · · 0

CB D · · · 0
...

...
. . .

...
CAi−2B CAi−3B · · · D

 (11)
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we consider a related LQ decomposition
U f

Up

Yp

Yf

=


L11 0 0 0
L21 L22 0 0
L31 L32 L33 0
L41 L42 L43 L44




QT
1

QT
2

QT
3

QT
4

 (12)

Step 1: Construct data matrices of Up,U f ,Yp and Yf
Step 2: Perform LQ factorization by (12)
Step 3: Perform SVD to the working matrix

ORT: G = [L42]
MOESP: G = [L42L43]
where
G =

[
Û Ū

][Ŝ 0
0 S̄

][
V̂
V̄

]
' Û ŜV̂ T

Step 4: Compute the estimates of A and C by (10)
Γi = Û Ŝ1/2

Step 5: Compute the estimates of B and D by (11)
ŪT L41L−1

11 = ŪT Hi

IV. MULTIVARIABLE CONTROL

A. Integral multivariable controller

In Figure 3, the controller structure is defined by considering
accumulated for the error in the signal control [10] is shown.

Figure 3. Block diagram of the integral action controller.

In [11], the error in the signal control is defined as follows

u[k] =−Kx[k]+Kiv[k] (13)

with

v[k+1] = v[k]+ e[k] (14)

where the error e[k] is defined as follows

e[k] = r[k]−y[k] (15)

and v[0] = 0. Therefore, an extended system can be defined as
follows [

x[k+1]
v[k+1]

]
=

[
A 0
−C I

][
x[k]
v[k]

]
+

[
B
−D

]
u[k]+

[
0
−I

]
r[k]

(16)

y[k] =
[

C 0
][ x[k]

v[k]

]
(17)

where the control signal is computed as follows

u[k] =−
[

K −Ki
][ x[k]

v[k]

]
(18)

V. RESULTS

The parameters of the doubly-fed induction generator used
in the simulations are Rs = 0.01(p.u.), Rr = 0.009(p.u.),
Lσr = 0.18(p.u.), Lσs = 0.07(p.u.), Lm = 3.015(p.u.) and
ωs = 1.2(p.u.).

The wind energy conversion system is identified from
behavior shown in Figure 4 and Figure 5. The estimated model
by the ORT and MOESP method are shown in (19) and (20),
respectively.

Figure 4. Output behavior.

Figure 5. Input behavior.
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A =

[
0.9992 0.0021
−0.0684 0.9992

]
B =

[
−0.0179 0.0007
−0.0026 −0.1041

]
C =

[
−2.3294 −0.0199

0.1133 −0.4085

]
D =

[
0.0594 −0.0790
0.0054 0.0165

] (19)

A =

[
0.9992 0.0112
−0.0129 0.9992

]
B =

[
−0.0566 0.0620
−0.1034 −0.0494

]
C =

[
−0.2080 −0.2871

0.3077 −0.1940

]
D =

[
0.0467 −0.2088
0.0014 −0.0063

] (20)

The graph of superimpose between simulated true system
data and simulated outputs obtained from ORT and MOESP
models are shown in Figure 6 and Figure 7. The input data
system is shown in Figure 8. In Figure 6 and Figure 7, the

Figure 6. Superimpose between simulated true data system of output 1 and
simulated output 1 obtained from estimated system matrices of ORT and
MOESP methods.

Figure 7. Superimpose between simulated true data system of output 2 and
simulated output 2 obtained from estimated system matrices of ORT and
MOESP methods.

MOESP method gives the best performance overall in open
loop compared to the ORT model over the real response of
system.

In Figure 9, Figure 10 and Figure 11, the outputs tracking
performance and the control inputs are shown using the ORT
model.

In Figure 12, Figure 13 and Figure 14, the outputs tracking
performance and the control inputs are shown using the
MOESP model.

As shown in Figure 14, the results for the control inputs
by using the ORT method is better than the obtained results
shown in Figure 11, the MOESP method, in terms of control
signal amplitude.

Figure 9. Output 1 tracking performance of ORT model by using integral
multivariable controller.

Figure 8. Input data of true system and estimated system matrices of ORT
and MOESP methods.
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Figure 10. Output 2 tracking performance of ORT model by using integral
multivariable controller.

Figure 11. Control signal of ORT model.

Figure 12. Output 1 tracking performance of MOESP model by using integral
multivariable controller.

Figure 13. Output 2 tracking performance of MOESP model by using integral
multivariable controller.

Figure 14. Control signal of MOESP model.

VI. CONCLUSION AND FUTURE WORK

In this paper, two subspace identification models of a
doubly-fed induction generator are obtained based on two
subspace algorithms which are ORT and MOESP; they show
an advantages when the parameters of system are unknown
and are known only the input-output values, because they
make it possible to obtain an estimated model of system. The
MOESP method gives the best performance overall in open
loop compared to the ORT method with the same inputs of real
system. However, the output tracking performance by using the
ORT model is better than the obtained results with the MOESP
model in terms of overshoot and control signal amplitude when
it is applied the integral multivariable controller. The settling
time in tracking performance in both models is the same.
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Since practically many real-world systems are time-varying,
the approach proposed in this paper must be considered
in order to obtain an approximate model influenced by the
behaviour of the system with certain functional characteristics
and environmental changes. These simulations can be obtained
with a programming tool, like MATLAB/Simulink [12] for
testing the results of identification and control algorithms
designed before being applied on real-world systems with
time-varying.

The proposed methodologies for identification, the MOESP
and ORT methods, shown a state space representation of the
system without rearranging the estimated parameters in each
vector and obtaining the parameters matrices (A, B, C and D)
with a minor dimensions compared to matrices shown in [13],
improving the computational cost with the algorithms.

A future work includes the implementation of algorithms for
identification coupled multivariable systems, where couplings
are considered between inputs and outputs as possible
disturbances present in each subsystem, allow it to obtain an
approximate model of system and propose a control strategy
of the system.
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Abstract—In natural and man-made disasters, it is a necessity 

for rescue teams to get a quick overview of the situation in 

place. Robot-supported sensor networks are increasingly used 

to accelerate surveillance and search operations in complex 

situations. An appropriate robust system architecture has to 

support dynamical changes in connectivity as well as in 

number and type of robots and sensors in action. The proposed 

solution for a dynamic configuration of a distributed system 

with heterogeneous sensors and robots for disaster 

management is based on the Robot Operating System (ROS). 

The configuration uses an active Information Module with 

access to the descriptions of the characteristics and capabilities 

of all relevant system components. The modular descriptions 

are based on XML standard. Every component has at least one 

description file with capabilities of the component and their 

relevant technical characteristics. Descriptions of complex 

components containing sub-components are hierarchically 

with references to descriptions of sub parts. Between the 

system components direct communication links can be 

established to make the distributed system more robust. 

External systems may also get information about available 

capabilities from the Information Module and request needed 

services directly from the components. The main task of this 

work is to introduce a dynamic but robust system architecture 

for controling complex heterogeneous sensor systems to 

support rescue forces in disaster relive. 

Keywords-Distributed system, disaster management, dynamic 

configuration, modular, hierarchical, ROS, XML, heterogeneous 

sensors, robotics 

I.  INTRODUCTION 

Heterogeneous distributed sensor-based surveillance 
systems have strongly spread during the last years and have 
grown on account of new demands. A novel concept for such 
systems for disaster management has been developed by five 
German Fraunhofer Institutes in the joint research project 
SENEKA [1][2]. The disaster management in rapidly 
changing scenarios requires a quick configuration and re-
configuration of the system and components with minimal 
work load on the rescuers. This is a challenge because not 
only every single component, but normally also the needed 
communication infrastructure has to be set up and adjusted. 

The objective of the SENEKA concept is to network 
various unmanned aerial vehicles (UAVs), unmanned  
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ground vehicles (UGVs) and sensor systems usable by first 
responders. Within the project, possible solutions for a 
flexible dynamic system reconfiguration during a mission are 
examined and evaluated [2][3]. In this article, the setup for a 
dynamic configuration of complex distributed systems for 
disaster management is described in Section II, as well as a 
solution concept for automatic configuration with software 
generation for sensors and sensor modules in Section III. The 
paper is closed with a final discussion in Section IV.  

II. DYNAMIC CONFIGURATION 

The concept for the dynamic configuration of SENEKA 
system is based on a (conceptually redundant) central 
Information Module (SENEKA-Hub), which has access to 
data describing the characteristics and capabilities of all 
relevant system components (see Figure 1). The SENEKA-
Hub must always know which components are online, their 
status and what capabilities and functionalities they can 
provide.  

 

 
Figure 1: A sample structure of dynamic configurable SENEKA system 

with heterogeneous components. 

To guarantee the automatic “technical” integration of the 
components in the overall system, the SENEKA-Hub must 
also “know” relevant technical details about the integration 
parameters of the abilities (network-addresses, interfaces, 
protocols, etc.) of all serving components to notify all 
interested information consumers (human users and technical 
components or systems). The communication between the 
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system components as well as to external systems is handled 
not over the SENEKA-Hub, but directly. This makes the 
system much more robust – especially under poor 
communication channel quality in disaster areas.  

The implementation of such communication architecture 
is based on the Robot Operating System (ROS) [4]. It is an 
Open Source project for distributed control systems. For fast 
communication a Publisher-Subscriber architecture 
supported by services is used. 

The SENEKA-Hub is acting as a ROS Master and 
collects information about all connected system components. 
Four types of components can be used: 

1) “Open” components with ROS can be programmed to 
add functions needed for dynamic configuration. 

2) “Open” components without ROS have to be adapted 
(e.g., programmed) to add ROS interfaces and functions 
needed for dynamic configuration. 

3) “Closed” components with ROS supporting some 
ROS capabilities, but can’t be adapted. 

4) “Closed” components without ROS and no ROS 
support that provide other interfaces only (for example a 
Web-Cam).  

Different types of components must be handled in 
different ways. “Open” components can inform the 
SENEKA-Hub after their suitable adaptation when 
connecting to the system or disconnecting from it, providing 
their own descriptions and report about changing 
capabilities, if needed. “Closed” components must be 
“installed” by introducing their abilities to the SENEKA-
Hub before the first usage. During registration, “closed” 
components with ROS only need to transfer their “call sign”. 
The registration of other components must be ensured on the 
other suitable way – for example, using other “open” 
components (e.g., ground control station like [5]) to check if 
an “installed” component is now alive. The “intelligent” 
components should normally configure themselves. The 
special “Configurator” program can set parameters of 
different components and infrastructure (e.g., computers) as 
needed. 

The central problem of such hierarchical heterogeneous 
systems is the determination of consistent components’ 
descriptions at different hierarchy levels. The components 
and their interfaces have very different complexity – from 
easy temperature sensors with RS232 up to distributed 
command and control centres equipped with many sensors, 
sensor carriers, servers and workplaces, but all their 
descriptions must be standardized. Moreover, the same sub-
components can be used many times in different parts of the 
same system or in different systems with variable 
parameters, so that the descriptions should be easy adaptable. 
For example, SENEKA contains multiple mobile sensors 
mounted on light UAVs or UGVs as well as stationary 
sensors controlled over an ergonomic user interface from an 
improved AMFIS ground control station [5][6][7] (Figure 2). 
After the registration of UAVs and UGVs, different control 
and data channels for direct communication with the control 
station or with other components can be used as needed. 

 
Figure 2: SENEKA sensor network with AMFIS ground control station 

and mobile sensor carriers (UGV “Mustang” and UAV AirRobot). 

The description used is modular and based on XML 
standard. Every component must have at least one 
description file that contains two parts: 1) capabilities of the 
component and 2) their relevant technical characteristics. On 
account of this information, other subsystems can 
interoperate directly with this component and use its 
propagated functions and abilities. The “Configurator” 
program can also set up the component, if needed. For 
complex components containing many sub-components and 
abilities, these descriptions are organized hierarchically and 
contain references to descriptions of sub parts, e.g., cameras 
or communication devices. On this occasion, the research 
about the necessary level of details, which permits an 
automatic configuration using the descriptions of the single 
components, is of central relevance. Is the description level 
too coarse, functions might not be correctly used or actions 
will lead to unexpected or undesirable reactions. On the other 
hand, a too detailed description produces abundance in 
information and needs a lot of expenditure in the generation 
of the descriptive data. 

To explain the configuration concept, a very easy 
SENEKA system containing only SENEKA-Hub, ground 
control station and one UGV “Mustang” will be considered.  
Both, control station and Mustang, are open components and 
have XML descriptions which can be sent to SENEKA-Hub 
using the Registration Service in Figure 1. In Figure 3, a very 
simplified description of UGV Mustang is shown. The UGV 
contains many different sensors (laser scanner, cameras, 
magnetometer, GPS, etc.) and WLAN as control/data 
channel. It can contain additional cameras with additional 
up/downlinks, so that the actual description file should be 
sent by each registration. 
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Figure 3: Simplified XML description of UGV “Mustang” for 

SENEKA-Hub. 

The detailed descriptions of sub-components are in 

linked XML files (AXI_M3025-VE.xml for camera and 

DJI_24G.xml for additional wireless video link), so that the 

main file is not very complex and contains the information at 

the appropriate hierarchy level only. The UGV receives 

movement commands, waypoints or waypoint lists and can 

deliver a video stream from the on board camera – only 

capabilities on this level are needed for the ground control 

station. The files for mobile components can contain start 

coordinates, if needed (<position> in Figure 3), but actual 

coordinates will be reported dynamically. 

The same AXI cameras can be also used as component of 

SENEKA on the same level as the UGV. Because their IP-

addresses can be different, they must be configured. The IP-

address is set with parameter “value” in the main file. The 

camera position is the same as position of UGV – that’s 

why the parameter <mobile> is “false”. The simplified 

description of the camera is shown in Figure 4. 

 
Figure 4: XML description of AXI camera (simplified). 

The camera receives rotation commands on port 4775 
and can deliver video streams from IP “value” (set to 
“10.1.2.22” in Figure 3) by setting the next request on port 
3740: “AXI-cgi/mjpg/video.cgi”. 

To ensure correct configuration, the XML description 
must contain all information needed to set up wired and 
wireless communication. After configuration, system 
components communicate directly, as needed, on the basis of 
the information from the SENEKA-Hub – mostly with the 
ground control station.  

External systems (for example, command centres) can 
get information from the SENEKA-Hub about available 
capabilities and request needed services directly by the 
components. They have to implement the access to 
information describing the capabilities available from the 
ROS SENEKA-Hub – this service has to follow the standard 
with appropriate descriptions. 

III. AUTOMATIC CONFIGURATION CONCEPT 

A particular challenge is the specification of modules’ 

descriptions and reusable software supporting automatic 

configuration in complex heterogeneous distributed 

systems. To ensure a generic solution, suitable 

classifications of all input and output devices as far as 

software modules are needed. Output devices can be 

classified on values that they can represent, input devices on 

generated values. A sample of the sensor classification 

according to type of their information is shown in Table 1. 

TABLE 1: SAMPLE OF SENSORS CLASSIFICATION ACCORDING TO SENSOR 

OUTPUT. 

Dimension Direction 
dependent 

Sensors/Values 

0  No Temperature, pressure, gas, motion detector, non-
directional microphone, voltage, 

0 Yes Distance, velocity, acceleration, force 

1 Yes Line scanning camera, microphone array 

2 Yes Video/IR camera, 2D laser scanner 

3 Yes Radar, 3D laser scanner, PMD, 3D Video/IR 
camera  
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To support automatic configuration, the classification of 
each sensor group must be expanded with possible types of 
information compression (for camera: uncompressed, 
MJPEG, MPEG2, MPEG4, H264, etc.), frame rate, 
resolution and interfaces’ classification according to 
standard/protocol (both input and output, if suitable) like 
shown in Table 2. 

TABLE 2: SAMPLE OF (SIMPLIFIED) 2D SENSORS CLASSIFICATION 

ACCORDING TO STANDARD/PROTOCOL. 

Channel Wired Wireless 

Analogue RCA Downlink  

Digital USB Ethernet Digital 
Downlink  

WLAN 

 2.0 3.0 UDP HTTP RTSP RTP ... ... ... 

 

Sensor carriers’ classification takes into account all 
possible movement types (position changing/direction 
changing/combination, degree of freedoms, etc.), but also 
possible movement control: position, velocity or acceleration 
for each degree of freedom and their limits; absolute/relative 
values; correlations between coordinates etc.  

 
Figure 5: Automatic configurable information analyzing and control 

system for pan-tilt camera. 

Based on the classification, parent classes for each type 

of components and standard interfaces can be developed. 

These classes must be device-independent. Device-

dependent capabilities can be implemented with decoders 

and encoders for information, mixers and separators to 

prepare information for further analysis and transfer. All 

software modules must be also classified and suitable 

described with XML. A (simplified) sample of an automatic 

configurable modular control and information analyzing pan-

tilt camera system is shown in Figure 5. Green modules are 

device-independent. 

 

IV. CONCLUSION 

In this article, a solution for dynamic configuration of 
distributed heterogeneous systems for disaster management 
has been described. The solution is based on standardized 
XML descriptions of components containing technical and 
non-technical details. This concerns a long-term installation, 
set up and restarting for reconfiguration, especially important 
in quickly alterable disaster situations where systems must 
switch fast between certain configurations for different 
duties or change configuration by exchanging or adding new 
components. 

A sample of an automatic configurable pan-tilt camera 
control system based on devices’ classification and of 
modular software architecture illustrates the concept of 
automatic configuration. 

To implement adaptive automatic configuration with 
easy integration of new components and software generation, 
basic software modules must be defined and implemented.  
For the automatic software generation, the software has to be 
described by XML descriptions. 
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Abstract—The base idea of co-simulation is to couple hetero-
geneous simulators in a single environment. This allows for
choosing the best-suited simulator to represent each part of
a complex system. Hardware-in-the-loop co-simulation intro-
duces physical components in a software co-simulation. In
this paper, we propose a hardware-in-the-loop co-simulation
platform using a dynamically reconfigurable architecture on
FPGAs. Main uses for this technology include introducing
prototypes of digital systems directly in the simulation en-
vironment, and accelerating simulation by using FPGAs to
implement models that can take advantage of parallelism. The
platform was validated by coupling a C++ application with
hardware modules loaded on-demand on a FPGA.

Keywords–Co-simulation; Prototyping; Hardware-in-the-
Loop; Reconfigurable Architectures.

I. INTRODUCTION
Co-simulation is the process of making multiple simu-

lators collaborate in a larger simulation. In a co-simulation,
each simulator is in charge of simulating a part of the system,
and has an interface to exchange data and synchronize with
its environment, which is constituted of other simulators.
Using a co-simulation approach rather that simulating the
whole system within a single simulator is an answer to grow-
ing simulation needs as systems get increasingly complex.

Indeed, in systems composed of many heterogeneous
sub-systems, very different simulation needs can emerge.
There are integrated tools, supporting most of these needs,
such as COMSOL Multiphysics [1], which integrates a large
number of modules to simulate a heterogeneous system. But
as it is difficult to design software that answers each and
every simulation need, the co-simulation paradigm seems a
promising alternative approach. Profession-centric tools are
also developed in that way, such as CNES’ BASILES [2]
co-simulation framework, which integrates different tools to
provide a methodology targeting satellite simulation.

The separation of models in a co-simulation allows
for easy replacement of a model by another, as long as
the interfaces are preserved. This capability is well-suited
for model-based approaches [3], in which models are pro-
gressively refined from a very high level description to
a precise description of the target system. Extending this
mechanism to system’s prototype by replacing a model by
its physical implementation introduces the Hardware-in-the-
Loop (HIL) notion. HIL allows for test and validation in
a fully managed environment. This notably makes possible
replaying simulation scenarios to ensure the implementation

behaves as expected and to compare prototype outputs with
the one obtained from the higher level model. This is
done by wrapping the prototype in an interface that allows
simulators to send commands to the physical system through
actuators, as well as sensors to provide data the other way.

Hardware implementations can be of many natures, but
we focus here on digital hardware systems, e.g., systems on
chips, or control-command parts of a system. Thus in the
following, the term hardware will refer to logic circuits, by
opposition to software. We use dynamically programmable
hardware, taking advantage of System on Programmable
Chip (SoPC) architecture introduced by Field-Programmable
Gate Array (FPGA) devices.

In this kind of HIL co-simulation, the programmable
hardware can be of two uses:

• Implementing a prototype of a digital system to join
the simulation, replacing its higher-level software
model,

• Implementing a model which can take advantage of
parallelism to see its performances improved being
executed on hardware rather than software.

These two different applications of SoPC HIL share a large
part of the deployment approach.

In the former, we use a SoPC to implement a logic
circuit prototype. FPGAs deliver various advantages for this
consideration, the first being the reusability of the hardware.
Indeed, nothing but development time is lost in case the
circuit is faulty, as opposite as an error in a specifically
made circuit. Moreover, programmable logic enhances high
debug capabilities. It is easy to add observer logic that will
not interfere with the actual purpose of the circuit, thanks to
the high parallelism offered by the programmable resources.

In the latter, FPGA is just a computing resource, as
those that can be found in High Performance Reconfigurable
Computers (HPRCs) [4]. Indeed, hardware implementation
enhances concurrent execution and parallelism. This gener-
ally improves the speed of algorithms, and may even achieve
impressive speedups from single-core software execution for
some algorithms. Generally, the more parallelizable is the
algorithm, the more substantial is the speed gain.

What we propose here is a solution that achieves the
following objectives:

• Easy integration and automated deployment of hard-
ware modules in a distributed heterogeneous co-
simulation,
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• Dynamic loading/unloading of hardware modules
thaks to partial reconfiguration,

• Intuitive interface definition for communication be-
tween modules,

• Automatic handling of FPGAs partial reconfigura-
tion, turning a single chip in multiple independent
programmable resources.

We developed a platform by combining an existing co-
simulation solution, CosiMate [5], with a previous work on
managing partially reconfigurable resources, the Simple Par-
allel platform for Reconfigurable Environment (SPoRE) [6].

SPoRE is a tool for handling FPGA-based computing
resources. It allows executing computation kernels on dis-
tributed reconfigurable resources from a remote worksta-
tion. CosiMate is a co-simulation bus supporting various
software simulation tools, and providing a communication
and synchronization interface between them. By combining
the SPoRE platform and the CosiMate environment, we set
up a heterogeneous co-simulation environment using both
software and dynamically reconfigurable hardware.

In the following, we begin by taking a look at existing so-
lutions in Section II. Then we present our platform building
blocks in Section III, the platform itself in Section IV, and
how we build a co-simulation for this platform in Section V.
Finally, we analyze the platform usages in Section VI and
present the perspectives in Section VII.

II. RELATED WORK
Connecting reconfigurable hardware logic to software

in order to take advantage of both kinds of computations
allows for powerful applications. This process is notably
used in the rising generation of HPRCs [4], which are
massive computing farms containing FPGAs tightly coupled
to processors, the latter delegating intensive computation
kernels to the former, acting as application-specific co-
processors.

In [7], Liang et al. use a combination of
MATLAB/Simulink and Xilinx System Generator (XSG)
to communicate between software and hardware. Their
co-simulation process follow the MDE guidelines [3],
beginning by simulating a module, then coding it in HDL
and finally executing it on a FPGA as a HIL process.
Nevertheless, the communication between software and
hardware is relying on proprietary protocols inherent
to the tools. Using this solution, there is no control on
how the FPGA is handled by XSG, which is done in a
static way. This is the major difference with our solution,
which notably allows partial reconfiguration of a FPGA,
thus allowing for multi-IP design on a single FPGA chip.
Moreover, our tool is able to handle multiple FPGA running
in parallel on a network, thus multiplying the available
resources.

Liao et al. present a coupling technique between a HDL
simulator and a hardware module running on FPGA [8].
Their solution implements an efficient synchronization tech-
nique as hardware clock signal is generated from software,
allowing for synchronous operations. Nevertheless, this so-
lution prevents from taking full advantage of the speedup
allowed by hardware implementation. Moreover, this is not

clear how the communication ports, on both hardware and
software, are generated: is this an automatic process or does
ports have to be manually tailored. In our solution, hardware
ports rely on bus-based registers, while software ports are
based on CosiMate formalism.

An important part of introducing a prototype in a HIL
co-simulation is to be able to reproduce on the hardware the
exact stimuli applied to the corresponding software model.
In [9], authors instantiate a hardware module on a FPGA,
and link it to a testbench in a simulator. This technique
allows for simulating a HDL design in a simulator, and then
deport the design itself on a reconfigurable device while
preserving the test scenario. They use the SCE-MI API [10]
to communicate between a HDL simulator and hardware
implemented on FPGA. While SCE-MI is a very interesting
approach for heterogeneous communication, it does not
handle the hardware deployment, where our solution allows
for automatically handling FPGA configuration using partial
reconfiguration.

III. HIL CO-SIMULATION PLATFORM BASE BLOCKS
To build the co-simulation platform, we combined two

existing platform. On one hand, we used the CosiMate
software [5] from ChiasTek, a co-simulation bus allowing
putting together various simulators. On the other hand, we
extended the SPoRE platform [6], previously developed by
our means, allowing remote control and managed reconfig-
uration of FPGA-based nodes through a network.

CosiMate, as shown on Figure 1, is a bus on which
standard simulators are plugged. CosiMate offers a standard
interface through ports and synchronization mechanisms for
simulators.

Simulator Simulator Simulator 

Model Model 

CosiMate interface CosiMate interface 

CosiMate bus 

Port Port Port Port 

Model 

CosiMate interface 

Figure 1. CosiMate bus architecture.

A port is defined with a direction and a data type, e.g., an
output integer port on an IP will provide 32-bit data to the
bus. Ports can also be defined as arrays to allow transferring
blocks of data with larger size than basic types.

A simulator needs an extension library to be compatible
with CosiMate. In such a simulator, user can define ports
using a specific syntax, which will allow for generation of
a XML-based description. A CosiMate project gathers these
description files and allows links to be made between ports.
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An output port from a simulator can be linked to one or
various input ports of the same type and size of another
simulator. Then, launching the co-simulation requires all
the simulators to be running, and CosiMate automatically
handles communication between ports.

Two modes are supported by CosiMate: synchronized
and event-driven. In synchronized mode, all simulators wait
on a barrier at each simulation step, the barrier being
released by CosiMate environment when all simulators have
reached it. Communication synchronization is done at each
simulation step. This mode enables simulation time to be
managed.

In event-driven mode, data flow though ports without any
barrier, thus the synchronization process is up to the user.
Moreover, event-driven mode also requires user to define
a protocol for communication, as there is no time step to
indicate when data is available.

The SPoRE platform is a distributed-node platform,
which nodes contain FPGAs and are linked by a network,
as displayed on Figure 2. The arrows indicate which node
initiates the communication.

SPoRE 
Network 
Manager 

SPoRE 
Computing 

Nodes 

Data Bus 

SPoRE 
Data Server 

User 
interface 

Control Bus 

Figure 2. SPoRE buses representation.

As communication between nodes relies on Sockets, the
network itself is abstracted, and could take different shapes.
In our case, we use an Ethernet-based network. The SPoRE
platform contains one or more computing nodes, at least one
data server, and exactly one network manager node, from
which the user commands the platform.

SPoRE uses a XML description to build an application.
SPoRE applications are wrappers that indicate how to use
FPGA partial configuration files implementing IPs. SPoRE
partial reconfiguration mechanism and node management are
discussed in [6] and [11].

When user already has a HDL description of needed
computing kernels, a simple vision of SPoRE by user is as
follows:

• The user describes computation kernels as black
boxes containing in/out ports,

• The user writes an application by describing which
kernels are to be used, and for each one, associate
ports to application’s message paths,

• The application description (XML), the kernels de-
scriptions (XML) and the FPGA partial configura-

tion files implementing kernels (binary) are stored
on a data server,

• The user launches the application from the network
manager,

• The user retrieves the results from the data server.
SPoRE automatically handles application description and
bitstream download on computing nodes, does the recon-
figuration process, download and compute data, and upload
results to the data server.

IV. BUILDING THE PLATFORM
The way we chose for linking CosiMate and SPoRE was

to use the base representations of each platform to build a
bridge. The bridge should then be viewed as a simulator
by the CosiMate environment and as a computing node by
the SPoRE platform, as presented on Figure 3. CosiMate
supports C/C++ written simulators, and SPoRE only needs
Socket support to declare a node. We then choose to build
the bridge using C++ and Qt, to enhance portability.

Simulator 

Model 

CosiMate interface 

Port Port 

SPoRE 
other 
nodes 

(incl. DS 
and NM) 

SPoRE Buses 

Bridge 

CosiMate interface 

Port Port 

SPoRE network 

CosiMate co-simulation 

Co-simulation bus 

Figure 3. Bridge between CosiMate and SPoRE.

SPoRE platform has been extended to support the bridge.
First, we replaced the scheduler to allow IP reconfiguration
being done depending on the co-simulation needs. Due to
SPoRE modular nature, this replacement does not override
the previous scheduler, the scheduler choice is proposed to
the user. The scheduler dynamically instanciates the modules
when needed in co-simulation, and can erase them when not
needed any more. The reconfiguration process itself relies on
SPoRE cababilities and is transparent to the user.

In SPoRE application descriptor, we added a reference
to a co-simulation descriptor. This reference is ignored
by common SPoRE nodes, but can be interpreted by the
bridge. The co-simulation descriptor indicates the relation
between SPoRE message paths and CosiMate ports. Using
this file, the bridge dynamically creates CosiMate ports,
allowing for the generation of the CosiMate configuration
file. The CosiMate ports are thus dynamic, and depend on
the application. There is no need to write a specific XML
configuration file for CosiMate, this is done automatically
to match SPoRE IP ports.

We use the co-simulation environment in event-driven
mode, using a simple request/acknowledge protocol for data

70Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-399-5

ICONS 2015 : The Tenth International Conference on Systems

                           81 / 142



handling, as shown on Figure 4. Indeed, when declaring an

Port 

Port_req 

Port_ack 

Value Out 

Out 

In 

Figure 4. Bridge protocol for an output port.

output (resp. input) CosiMate port, the bridge actually de-
clares two additional single-bit ports, one output (resp. input)
for request, and one input (resp. output) for acknowledge.

In SPoRE environment, messages are referenced by a
data server. SPoRE uses a message path mechanism to link
messages to kernels. Message paths are FIFOs containing
messages identifiers (IDs) and owners.

In an application description, each kernel port actually
used in the application is linked to a message path. All
messages produced by an output port will be declared by
node to data server in the corresponding message path
using a unique message ID. Conversely, when a message is
available in a message path linked to an input port, the node
will be advised by data server, that will indicate which node
hosts the message. Messages are then downloaded directly
between nodes. Note that if a node hosts both ends of a
message path, the data server will still manage the message
path to ensure data coherency, but no download will be
necessary. This message path mechanism was initially added
to SPoRE while building this bridge, but is now the default
behavior for port management.

When an event comes to the bridge from CosiMate,
a SPoRE message is dynamically generated, and SPoRE
data server is advised of that creation. If a SPoRE node
is listening on the according message path, it will then
be able to download the message from the bridge. Con-
versely, the bridge listens on output messages path linked
to CosiMate ports. When a message is produced in such a
message path, the bridge is advised by SPoRE data server,
and will download the message from the producer node,
eventually initiating an event on corresponding CosiMate
port to transmit the message content.

V. IMPLEMENTING MODELS AS HARDWARE
Following the model-based prototyping method [3], the

co-simulation process begins by simulating high-level mod-
els of the system. The model is then progressively refined,
until a HDL implementation is done. This implementation
can be done manually by describing the IP core in HDL
language, or make use of model-to-text [12] or high-level
synthesis tools [13] to generate the code.

Second phase would be to simulate this code using a
HDL simulation tool plugged to the co-simulation bus. Mod-
elSim [14] is an example of tool supported by CosiMate.

Some minor signal adaptation may have to be done at this
phase, as data type representation can differ between soft-
ware and hardware, notably number of bits used to represent
a signal. Afterward the results of this simulation should not
differ from the simulation using high-level models, or the
error between simulations should be in an acceptable range
to validate the implementation [15].

Finally, the synthesis of the hardware module has to
be done following SPoRE bus-based architecture. SPoRE
implements computing kernels as cells plugged to a bus,
which notably allows IPs for direct access to data in RAM.
This bus-based interface will generally be easy to implement
for most IPs. In certain cases however, this mandatory
interface will cause some architectural restriction. Typically,
this can be the case of some IPs requiring to be fed two or
more messages at the same clock cycle. Nevertheless, this
can be easily worked around by adding small controllers that
will store messages and write them to the IP when all are
available.

When correctly wrapped in a SPoRE cell interface, the
user describes the IP ports and their protocol using SPoRE
descriptor syntax. This allows for use in any SPoRE appli-
cation, including co-simulation applications by instantiating
the bridge.

This integration can be seen on multiple levels. As
the bridge concentrates all data exchanges between the
two platforms, each platform can be seen by the other as
being the bridge. This means that we can see the complete
platform as a CosiMate co-simulation integrating a FPGA-
based simulator, or as a SPoRE platform integrating software
simulators. Moreover, due to SPoRE distributed nature and
CosiMate allowing multi-host co-simulation, we can easily
integrate two or more SPoRE platforms by using as many
bridges as necessary, in order to overcome a bottleneck if
needed.

For now, the bridge only supports integer transmission
between the platforms. If data size between a SPoRE mes-
sage path and a CosiMate port does not match, a stack is
automatically defined. As an example, we tested a FPGA-
based AES encryption that requires 128-bit word length,
and coupled it with 32-bit integer ports in CosiMate. To
do that, the bridge waits for 4 messages from the co-
simulation environment before it generate a SPoRE message.
Conversely, a SPoRE message will generate 4 successive
CosiMate messages when received. Another way to handle
this difference is to force data size matching by using
CosiMate array mechanism, and treat an array of 4 integers
as a single 128-bit message.

The test scenario we built is an AES encoder/decoder
prototype testing. The hardware part contains two modules:
an encoder and a decoder. The software part consists in
a small C++ software that allows for selecting a local
file and choosing whether to encrypt or decrypt it. The
software module then emits the data words composing the
file one after the other as events on the CosiMate bus. The
hardware part of the platform then automatically instanciates
the required module, reads the inputs, and sends the outputs
back to the bridge. The outputs are used by the software
application to build a new file. This test application allowed
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us to validate the hardware/software communication part as
well as the dynamic behavior.

VI. PLATFORM USES
This platform can be used for different purpose. As

explained in a previous section, it allows accelerating a
simulation by implementing highly parallelizable models in
hardware, as well as testing a logic prototype in the same
environment its higher-level models were tested.

In both cases, debug features are of matter, as it is
important to obtain information from inside a model. This
can be easily done by adding Embedded Logic Analyzers
(ELA) in the FPGA. But using SPoRE also enables one
to add its specific observers inside the IP. Data will then
be retrieved from additional ports and uploaded to the data
server. Doing so will use Ethernet bandwidth, which may
interfere with IP if communication timing is of matter. But
this allows observability of the model without needing a
specific debug connection such as JTAG. This is especially
useful when using multiple FPGAs to deploy models, in
which case it is difficult to have specific debug links to all
devices.

Compared to other solutions depicted in Section II,
this platform adds support for partial reconfiguration. This
allows seeing an FPGA as a real SoPC, in which IPs are
independent from each other. This means if the simulation
needs some model at one point of the simulation, and some
other model at a different time, we can use both models on
the same device even if there is not enough logic to handle
both models at the same time. This is done by reconfiguring
the FPGA, replacing the unused model.

Moreover, by implementing a timeslicing scheduling
approach, we could do so even when both models are
needed at the same time. Timeslicing is a technique used
in software to simulate application parallelism by attributing
one resource (processor core) to different tasks depending
on the time. Here, resources are reconfigurable logic, but
this can be done the same way. However, this case needs
specific cares. This will be discussed in Section VII.

But the most promising use for this platform is for
modelling of dynamic systems. Indeed, by adding SPoRE
into the co-simulation environment, we provide support for
these systems. As for now, Partial Dynamic Reconfiguration
(PDR) is only used for resources management. But we
can imagine extending the PDR management to the SPoRE
application itself. This can be done by adding explicit
reconfiguration directives in the SPoRE application. Using
this, we will be able to simulate the behavior of dynamic
systems using native FPGA technology.

VII. CONCLUSION AND FUTURE WORK
In this paper, we presented a co-simulation platform

allowing to put together software and hardware models. The
main point of this platform is that is handles partial reconfig-
uration of FPGAs to turn these in dynamic multi-IP designs.
One FPGA can then handle various model implementations
at the same time, and the models implemented can vary
during the co-simulation. Moreover, various FPGAs can be
used at the same time if more reconfigurable logic is needed.
All reconfigrations are handled automatically without any

need for the user to be aware of the partial reconfiguration
mechanism.

The HIL co-simulation platform depicted in this article is
only a first step in our research projects. One main extension
we would like to do is to support synchronized mode up to
the FPGA. This will be the object of further work, and we
are exploring several leads on the subject. One idea would be
using a clocking process on hardware IPs that is independent
of the real time hardware clock, rather being provided by the
co-simulation environment, as done by Liao et. al [8].

Moreover, we would like to automatize the process of
designing SPoRE hardware kernels based on HDL IPs. This
could be done using a parsing tool that scans the HDL top
level entity interface, and generates both a co-simulation
interface for software simulation, and a SPoRE wrapper for
integration into HIL co-simulation. Some interface issues
should also emerge from this, notably type conversion han-
dling and floating/fixed point values representation. Using
standard interface definitions, such as IP-XACT [16] can
help automating the integration process.

Support of timeslicing simulation will also be inves-
tigated. Indeed, if the user is stuck with a number of
FPGAs, which does not allow for implementing all models
at the same time, timeslicing can solve this issue. It would
consist in instantiating one model on the resources, treat
the data related to it, then replace it by another model and
do the same. In synchronized mode, this would allow to
deal with multiple models on the same resources at each
simulated time step. The downside of this approach is the
reconfiguration time. Indeed, the reconfiguration time is an
uncompressible overhead in an IP lifetime. This overhead
gets negligible when the IP use time growth, but is of matter
if the reconfiguration is frequent.

This overhead then needs to be taken in consideration
if hardware is used for better performances. However, if
the hardware is used for implementing prototypes, with
no considerations of performances, this can be a useful
approach.

Finally, this platform has a potential for the simulation
of dynamic systems. If PDR is now used in background
by SPoRE, we could make it explicit. This approach will
concentrate our efforts, as we see here a promising use
of the platform. Indeed, if the user is able to indicate
how the reconfiguration should be handled, this opens new
perspectives for the simulation of dynamic and auto-adaptive
systems. To do so, we need to extend the SPoRE scheduler
used for co-simulation to allow direct reconfiguration orders
from the application itself.
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Abstract— NAND flash memories are well known for their 

uncomplicated structure, low cost, and high capacity. Their 

typical characteristics include architecture, sequential reading, 

and high density. NAND flash memory is a non-volatile type of 

memory and has low power consumption. The erasing of 

NAND Flash memory is based on a block-wise base. Since cells 

in a flash chip will fail after a limited number of writes, limited 

write endurance is a key characteristic of flash memory. There 

are many noise causes, such as read or program disturbances, 

retention process, charge leakage, trapping generation, etc. 

Preferably, all errors in the storage would be adjusted by the 

ECC algorithm. The conclusion of all mentioned parasitic 

factors creates a set of external and internal influences which 

affects variable behavior of memory in time. To prepare an 

overall analysis of all the important factors that affect the 

reliability and life-cycle endurance of NAND flash memories 

and describe the methodology for their evaluation was our 

main motivation for this paper. 

Keywords- flash memory; non-volatile; bit error rate; error 

correction code; architecture; reliability. 

I. INTRODUCTION 

Flash memory has been an important driving force due to 
the increasing popularity of mobile devices with large 
storage requirements. Flash memory is respected in many 
applications as a storage media due to its high access speed, 
non-volatile type of storage, and low-power consumption. 
There is a wide range of non-volatile memories, and they all 
give various characteristics based on the complexity of array 
organization and structure of the selected cell type [1]. 
General comparison of NAND and NOR Flash memories is 
in the Table 1.  

Flash memories are becoming widely deployed in many 
applications, such as solid state drives (SSDs) for embedded 
controllers and traditional computing storage. NAND Flash 
memories are becoming more and more popular due to their 
usage as Solid-State Drives (SSDs) and USB Flash drives 
which are in general called Flash storage devices.  

Another area of application is systems, which allow 
system reconfiguration, software updates, changing of stored 
identification codes, or frequent updating of stored 

information (i.e., smart cards). Electrically erasable and 
programmable read-only memories (EEPROM’s), which are 
electrically erasable and programmable, will be produced 
only for specific applications, because they use larger chip 
areas and are more expensive. 

 
Figure 1.  Flash memories as a type of memory device characterized by 

non-volatility 

Following on from these advantages, the manufacturers 
of memories started to consider the role of flash memories 
for a new range of applications. These include hard disk 
caches, solid-state drives, mobile sensor networks, and data-
centric computing. Many microcontrollers have integrated 
flash memory for non-volatile data storage. Flash memory is 
also used in many applications where data retention in 
power-off situations and reliability are crucial requirements, 
such as in embedded computers or wireless communication 
systems. 

Nowadays, flash memory is one of the most popular, 
reliable, and flexible non-volatile memories to store constant 
data values and software code. NAND Flash architecture and 
NOR Flash architecture dominates the non-volatile Flash 
market [3]. NAND flash requires protracted access time for 
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the data and subsequent access to any non-consecutive 
location could be problematic. Nevertheless, once a page of 
memory is released for read, data can be pulled out from the 
memory fast, but in general. This is the reason why it was 
rarely used as the main memory of the system. As a result, 
there must be a controller to access data which is important 
in order to manage all the essential tasks of accessing NAND 
Flash device effectively [2]. General division of the Flash 
memory types is in the Figure 1. 

TABLE I.  THE MAJOR DIFFERENCES BETWEEN NAND AND NOR 

FLASH MEMORY 

 NAND NOR 

Memory cell 
arrangements 

Cells are arranged in 

series with the adjacent 

cells sharing source and 
drain. 

Cells are arranged in 

parallel with all the 

source node of the cells 
connected to the bit line.  

Capacity  tens of  Gbits several Gbits 

Non-volatile Yes Yes 

Interface  I/O interface Full memory interface 
High-speed 
access 

Yes Yes 

Access method  Sequential  Random byte level access 
Page mode 
data access 

Yes No 

Performance  

Fast read (serial access 
cycle) 

Fast write 

Fasted erase 

Fast read (random 
access) 

Slow write 

Slow erase 

Price  Low High 

Life Span 105-106 104-105 

Write cycles 106 106 

Advantages 
Fast programing and 

erasing 

Random access, possible 

byte programing 

Disadvantages 
Slow random access, 
difficult byte programing  

Slow programing, slow 
erasing 

Typical uses 
and 
applications 

Storage, file (disk) 

applications, voice, data, 
video recorder and any 

large sequential data 

archiving 

Networking device 

memory, replacement of 
EPROM, applications 

executed directly from 

non-volatile memory 

 
Due to the non-volatile nature of this storage media, there 

is a high demand for it in the mobile communication 
industry. Flash memory has become the most popular choice 
for mobile devices. NAND Flash memory is commonly 
found in portable or embedded memory for computers, 
digital cameras, mobile phones, MP3 players and other 
devices where data is generally written or read sequentially 
[4]. 

 

II. GENERAL NAND FLASH DEVICE ARCHITECTURE 

The overall architecture of the NAND flash device is 
shown in Figure 2. Unlike most memory technologies, 
NAND flash is ordered in pages which are written and read 
as a unit. The elementary unit of operation for a NAND 
Flash device is one page of data with control commands of 
the whole block (multiple pages) or the whole chip [2]. 
Therefore, data can be written only to one page at once. A 
page is defined as cells linked with the same word line. This 
is the smallest programmable unit physically made up of a 
row of cells. 

 
Figure 2.  Architecture of the NAND Flash Device [4]  

 
Figure 3.  The 2-Gbit NAND device is ordered as 2048 blocks, with 64 

pages per block [5]. 

NAND Flash devices could be considered as large page 
and small page devices [2]. There are overall 528 bytes (264 
words) per small page. For enormous capacities, typically 1 
Gbit and more, a large page is used. A large page device 
usually has 2048 bytes of data and 64 bytes of spare data per 
page (Figure 3) while a small page device has 512 bytes of 
data and 16 bytes of spare data per page. The commands 
sequence for large page and small page devices are different 
so the controller must be aware of which kind of device is 
being used. 

Cells are organized in pages, and each page is divided 
into a data area, also named as a “Cell Array” page area, and 
a redundant area as a spare area for system overhead 
functions, also named as a “Spare Cell Array” page area. 
Spare blocks are set apart from the flash storage for 
remapping bad sectors. This solution prolongs the useful life 
and reliability of the flash storage device. The spare columns 
are fully addressable by the user and are typically used for 
storing Error Correction Code (ECC), wear-leveling, and 
other organization of information in order to improve data 
integrity. In operation, bytes from the spare area are 
equivalent to bytes from the data area and can be used to 
store the user's data. The spare area is not physically 
different from the rest of the page. 

Before programming, a page must be erased which sets 
all data bits to “1”. Then, only the value “0” can be 
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programmed into each cell. An erased, blank page of NAND 
flash has no charges stored in any of its floating gates. 
Unlike block-oriented disk drives, nevertheless, pages must 
be erased in units of erase blocks including multiple pages 
(typically 32 to 128) before being re-written. 

 

III. ERROR CORRECTION CODE IN NAND FLASH 

MEMORIES 

In digital communication, the quantity of bit errors is the 
number of received bits of a data stream sent over a 
communication channel that have been changed due to 
interference, noise, bit synchronization errors or distortion. 
The bit error rate or bit error ratio (BER) is the number of 
bits that have errors divided by the total quantity of 
transmitted bits throughout a given time interval. BER is a 
unitless measure, frequently formulated as a percentage. The 
raw bit error rate relates to the probability of a bit error 
occurring in an individual bit cell on a flash device [6]. 

 

E/P/R Cycles

Bit 
Error 
Rate 
(BER)

 
Figure 4.  Bit error rate versus Erase/Program/Read cycles for Micron 

NAND flash [7] 

A. Noise sources in NAND flash and the bit error rate 
(BER) 

There are many noise causes existing in NAND flash, 
such as cell-to-cell interference, read or program 
disturbances, retention process, random-telegraph noise, 
background-pattern noise, charge leakage and trapping 
generation, etc. [8]. Such noise sources considerably shrink 
the storage reliability of flash memory. Over time the 
quantity of affected cells increases, see Figure 4. Figure 5 
shows that Read Disturbances Error Rate is empirically 
much worse in devices that have consumed erase, program 
and read cycles than in uncycled devices [7]. 

Bit errors are a natural consequence of uncertainty when 
executing any data storage and must be moderated by 
software or hardware so that the integrity of the original 
information is not compromised [6]. For NAND flash, this is 
implemented by using protecting groups of bits with a 
higher-level error correction algorithm.  

 

Preferably, all errors in the storage would be adjusted by 
the ECC algorithm. In reality the algorithm protects against a 
range of errors that are probable to happen. 

 

Bit 
Errors

Number of Reads
 

Figure 5.  Bit errors versus number of reads [7] 

TABLE II.  ECC BIT CORRECTION REQUIREMENTS FOR SLC AND MLC 

NAND FLASH MEMORY [9] 

  NAND 
Process 

ECC required Erase 
Cycle 

Data 
Retention 

S
L
C 

70/60 nm 1-bit 100 K 10 years 

50 nm 1-bit 100 K 10 years 

40/30 nm 4-bit TBD 10 years 

M
L
C 

70/60 nm 4-bit 10 K 10 years 

50 nm 4 ~ 8 bit 5 K ~ 10 K 10 years 

40/30 nm 12 ~ 24 bit or more 3 K ~ 5 K 5 years 

 
Over time NAND flash has augmented storage density by 

storing more bits per cell and moving to smaller geometries. 
As NAND Flash memory moves towards more progressive 
process nodes, the cost of devices is decreasing, but the cells 
become more vulnerable [10]. The quantity of bits kept per 
cell is increasing, bit values are represented by smaller 
voltage ranges, generating more uncertainty in the value 
stored in the bit cell due to more ambiguity in the amount of 
charge [6]. As the bit cells get smaller, the individual cells 
are more vulnerable to failure brought by high-voltage stress 
because fewer electrons can be trapped in the floating gates. 
The effect is to narrow the valid voltage ranges for a given 
value, increasing the probability for program and read 
disturbances. Since this solution requires higher levels of 
error correction mechanism in order to ensure the integrity of 
the data on the flash device, the new technology needs more 
ECC (Deal, Hamming, RS, BCH, LDPC)[11]. Overview of 
requirements of ECC for SLC and MLC NAND Flash 
memory is in the Table 2. 

The accepted uncertainty upsurges the probability for 
data to be stored or read incorrectly, requiring higher levels 
of error correction for MLC flash than for SLC flash [6]. 
Devices using NAND flash must integrate very high levels 
of error correction in order to guarantee support for next 
generation flash devices – see Figure 6. 
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Figure 6.  The drawbacks of NAND scaling: decreasing endurance, 

increasing ECC [12]. 

A one-bit ECC algorithm is capable of correcting one 
failure bit per 512 bytes. SLC flash is able to work with 
single-bit correction over 512 byte sectors because the 
individual bit error rate is really low. 

SLC
5x mm 
MLC
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80

100
P/E Cycles 
(thousands)

3x mm 
MLC

2x mm 
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3-bit per 
cell

ECC 
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ECC

15-bit 
ECC

24-bit 
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Figure 7.  ECC and a life cycle comparison of NAND flash by process 

node: increase in correction capability is not enough to maintain endurance 
of the cell [13]  

MLC flash has required more powerful correction 
algorithms capable of correcting four to eight bits to manage 
the higher bit error rates arising from the greater uncertainty 
of charging and to detect the various voltage ranges in a 
single bit cell (see Figure 7) [6]. 

B. Error detection and correction in NAND Flash 
Memories 

The ECC permits data that is being read or transmitted to 
be checked for errors and, when necessary, corrected. ECC is 
a worthy way to recover the incorrect value from the residual 
good data bits [2]. Error detection and correction or error 
control includes techniques that permit reliable transfer of 
digital data by the detection of errors and reconstruction of 
the original, corrected error-free data. If the ECC cannot 
correct the error throughout read, it may still detect the error. 
The application of ECC is used with NAND flash parts to 
compensate bits that could fail during device operation. On-
chip ECC resolves many supposed complications of working 
with a NAND solution [14]. Currently the error correction is 
an integral part of the NAND flash that guarantees data 
integrity. 

Up to now, more error correction has been required for 
MLC NAND technology, whereas SLC NAND has 

characteristically required only 1-bit ECC for densities up to 
4 Gb fabricated at 43 nm [10]. Current trends in the NAND 
flash market resulting to changes that must be made in the 
error correction algorithms to preserve the integrity of data 
stored in next-generation NAND flash devices [6]. The SLC 
NAND Flash devices, fabricated at 32 nm or 24 nm, require 
4-bit or 8-bit ECC, respectively, per 512 bytes [10]. 

 

IV. NAND FLASH ECC ALGORITHMS 

NAND Flash devices need appropriate error correction 
algorithms to diminish errors that occur during the 
programming and read operations [6]. The Life span of 
NAND Flash could be prolonged without more ECC bits due 
to the especially proposed operation algorithm. Error 
detection is usually realized using an appropriate hash 
function or checksum algorithm. A hash function adds a 
fixed-length tag to a data, which can be whenever 
recalculated and verified. 

The basic system of ECC theory is to enlarge some 
redundancy for protection. The redundancy permits the 
receiver to detect a limited number of errors that may happen 
anywhere in data, and usually to correct these errors without 
retransmission. Different ECC techniques are necessary in 
various types of flash memory. 

ECCs are typically divided into two classes: block codes 
and convolution codes. Hamming codes, Bose-Chaudur-
Hocquenghem (BCH) codes, Reed-Solomon (RS) codes, and 
Low-density parity check (LDPC) codes are most notable 
block codes and have been widely used in communication, 
optical, and other systems [8]. The choice of the most 
effective correction code is a compromise between the 
number of symbol errors that need to be corrected and the 
additional storage requests for the generated parity data. 
Early designs implementing SLC NAND used either no error 
correction or marginally correcting Hamming codes which 
offer single error correct and double error detect capabilities 
[6]. Given the low bit error rates of early flash, this was 
satisfactory to correct the sporadic bit error that arose. As bit 
error rates enlarged with each successive generation of both 
SLC and MLC flash, designers progressed to more complex 
cyclic codes, such as Reed-Solomon (R/S) or Bose-
Chaudhur-Hocquenghem (BCH) algorithms to increase the 
correction capability [6]. While both of the algorithms are 
similar, R/S codes execute correction over multi-bit symbols 
while BCH makes correction over single-bit symbols. 

Here is how it works for data storage: when any k-bit 
data is written to flash memory, an encoder circuit makes the 
parity bits, adds these parity bits to the k-bit data and creates 
an n-bit code-word [8]. Parity bits form a code that refers to 
the bit sequence in the word and is stored along with the unit 
of data. The routinely computed ECC, i.e., the whole code-
word, is kept in the spare area of the page to which it relates. 
Throughout the reading operation, a decoder circuit 
examines errors in a code-word, and corrects the mistaken 
bits within its error capability, thereby recovering the code-
word [8].  

When the unit of data is demanded for reading, a code for 
the stored and about-to-be-read word is calculated using the 
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algorithm. ECC´s are again calculated, and these values are 
compared to the ECC values held in the spare area. If the 
codes match, the data is free of errors. The outcome of this 
assessment yields an ECC "syndrome" that shows whether 
errors occurred, how many bits are in error, and, if the errors 
are recoverable, the bit position of incorrect bits. If the codes 
do not match, the missing or incorrect bits are determined 
through the code comparison and the bit or bits are corrected 
or supplied. The additional information represent redundancy 
added by the code is recycled by the receiver to recover the 
original data. 

A typical ECC will correct a one-bit error in each 2048 
bits (256 bytes) using 22 bits of ECC code, or a one-bit error 
in each 4096 bits (512 bytes) using 24 bits of ECC code. 
However, as raw BER increases, 2-bit error correction BCH 
code becomes a desired level of ECC. Next generation flash 
devices will move to smaller geometries and increased 
number of bits per cell, features that will increase the 
underlying bit error rate [6]. 

 

V. SUMMARY 

Today, flash memory are one of the most popular, 
reliable, and flexible non-volatile devices to store data. 
NAND flash memory has become very popular for usage in 
various applications where a large amount of data has to be 
stored. This article discusses important aspects related to the 
storage reliability and the actual bit error rate. 

A NAND Flash device is composed by the memory 
array, which is separated into several blocks. In general it 
performs three basic operations: program a page, erase a 
block, and read a page. There are many noise sources that 
exist in the NAND flash, which considerably shrink the 
storage reliability of a flash memory. The paper presents a 
preliminary study, which was conducted in connection with 
the preparation of an experiment for evaluating the reliability 
of a NAND flash memory. The purpose of this study was to 
summarize the theoretical background. The preliminary aim 
was to identify factors affecting the reliability for potential 
usage of the methodology of a planned experiment. 
However, after considering all aspects, it has been realized 
that this approach is not possible. Therefore, further research 
will involve life-cycle and reliability testing using the 
Weibull analysis method. 
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I.  INTRODUCTION 

One of the most common structural materials used in 
engineering construction is cement and its mixtures (concrete 
and mortar). Cement is slightly conducting material, but its 
electrical conductance, Electromagnetic Interference (EMI) 
shielding effectiveness and wave absorbing property are very 
poor. In order to increase the ability of cement materials to 
transfer electrons, additional conductive fillings and loadings 
have to be added. Smart Concrete (SC) could be considering 
to be a material of the future. Due to its attractive features, 
SC can be used as a strain-sensing element.  

The strain-sensing properties are achieved by a proper 
volume amount of conductive filler. In this system, the 
matrix is made of cementitious material with small amount 
of silica fumes, fly ash, and fine aggregates [1]. Different 
conductive fillers were tested considering the best strain-
sensitivity / material price ratio. Existing research proved 
carbon black and graphite particles to be the best choice in 
terms of price. The best strain-sensitivity is achieved near the 
percolation threshold of filler particles [2].  

Strain properties of the composite can be evaluated by 
impedance changing. The impedance changing sensitivity 
regarding deformation can be widely affected by a proper 
choice of concrete admixtures [3]. Generally, in many types 
of mixtures, the real component is not much affected by the 
deformation, on the other hand, the imaginary component is, 
and it can be used to detect the changes [4]. A novel mixture 
with carbon black filler has a different behavior. The real 
part of impedance is strongly affected by deformation and 
can be used for measurements. This property is profitable 
with regard to the future usage. Measuring principle can be 
simplified and power supply requirements reduced. 
Conventional DC techniques for resistance measurements 
cannot be used. Electrode system of sensing element would 

be damaged by electrolytic corrosion in this case. Square-
wave AC technique with an excitation frequency of 1 kHz 
and an excitation voltage of 1 Vp-p were experimentally set 
[5]. In the light of new knowledge about materials, a 
necessity to a simple, relatively inexpensive and portable 
device has been raised. Considering the needs of laboratory 
measurements, some requirements on a new device were 
established:   

 AC square-wave measuring principle of resistance. 

 Excitation frequency 1 kHz and voltage of 1 Vp-p. 

 Eight independent measuring channels for multiple 
element sensing applications. 

 Shunt sensing and bridge-based measuring option. 

 Four additional channels for sensing temperature and 
humidity. 

 Integrated memory storage device compatible with 
PC and File Allocation Table (FAT32) system for 
data logging. 

 Battery powered.  

 Suitable for a long-period measurements. 

 Water and dust proof case. 
 
In Section 2, there is a description of the device. The 

block diagram is described in Subsection A and B. 
Subsection C is focused on measuring principle. In 
Subsection D, there is a mechanical design discussed. The 
measuring automation and data processing is described in 
Subsection E. In Subsection F, there are discussed the results 
of development and final measurement parameters. In 
Section 3, there is a conclusion which summarizes the results 
of work.    

II. DESCRIPTION OF THE DEVICE 

According to the aforementioned requirements, a block 
diagram of the instrument has been suggested. 

A. The block diagram of device 

The diagram is shown in Figure 1. The device function is 
based on 16-bit MSP430F5529 microcontroller, which uses 
Reduced Instruction Set Computing (RISC) architecture [6]. 
This microcontroller can be “in circuit” programmed via 
Joint Test Action Group (JTAG) interface. Interface also 
allows real-time debugging of firmware, which ensures all 
device functions. 
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Figure 1.  The principial block diagram of proposed device

The device is equipped with a Secure Digital (SD) card, 
which can be inserted into a side slot, for saving the 
measured data. SD card communicates with the 
microcontroller via Serial Peripheral Interface (SPI) 
interface. A special feature of used microcontroller is built in 
Universal Serial Bus (USB) interface connection for 
transferring the measured data into PC. Microcontroller 
contains complete physical layer of USB communication 
device. All higher layers of protocol are implemented in the 
firmware of device. There are two basic regimes of 
operation. When a measurement is running and measured 
data are periodically stored into memory, USB device works 
in Communications Device Class (CDC) mode (virtual COM 
port emulation in operating system). By this way, it is 
possible to view a response of measured system in real-time. 
Specialized software developed together with device is able 
to receive this data and display it in a graph. It is possible to 
view a response of measured system real-time by this way. 
The second mode of USB operation is used when a 
measurement is stopped and SD card is not used for storing 
data. This mode is called Mass Storage Class (MSC). SD 
card is transparently accessible for operational system of PC 
via USB device in this case. User can download measured 
data which are stored on SD card in standard FAT32 file 
system. This behavior is common e.g. for today‘s 
Smartphones and contributes to user comfort of the device. 
There is no need to open the housing of device and remove 
the SD card from the slot for downloading measured data to 
PC. 

B. Supply voltage supervising 

The aforementioned USB is not used for device 
supplying and internal accumulator charging. The main 
supply voltage is obtained from build-in lead-acid battery 6 

V, 12 A/h. This large-capacity battery is able to supply the 
device a long time thereby enabling long-period 
measurements. USB bus supplying capability is 5 V / 500 
mA. The usage of USB bus for charging this type of battery 
would not be effective. The battery charging is provided by 
external “fast-charger” through  a build-in connector. 

The supply voltage supervising is maintained by a group 
of supply blocks depicted in Figure 2. All supply voltage 
supervising blocks are based on linear regulation principle. 
No switch current blocks were used to minimize the noise 
and ripples in supply strings. This configuration is not such a 
power effective, but a quiet supply is a big benefit for this 
application. Supply system of the device consists of a digital 
supply string, high power analog supply string and low 
power analog supply string. Digital supply string contains 
3.3 V and 5 V voltages. All digital blocks uses 3.3 V voltage 
levels (microcontroller, SD card, D/A converter). Higher 
voltage 5 V is used for signal relays, Liquid Crystal Display 
(LCD) backlight and voltage level shifter block as an option 
for possibility to connect an older type of display. High-
power analog string is used to supply a pair of high-power 
operational amplifiers OPA567. Noise sensitive analog or 
mixed-mode parts are supplied via low-power analog string. 
There are supply and reference voltages for virtual ground 
definition. 

Printed circuit board is designed considering low-noise 
layout rules. Analog and digital parts of device are separated 
into two boards. Noisy digital components are spatially 
separated from noise-sensitive analog blocks in this way. For 
even better noise properties, it is possible to cover analog 
board by shielding box. Special attention was paid to the 
design of ground surfaces. Each supply string has own 
ground surface shielding. All grounds are connected in one 
point to avoid noise induction via ground loops. 
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Figure 2.  Supply voltage supervising blocks 

C. Measuring principle 

Excitation signal is digitally generated by D/A converter 
MCP4921. Output signal is amplified by the pair of high-
power operational amplifiers OPA567 connected in push-
pull configuration. One of them is connected as non-
inverting amplifier while the other is inverting. Voltage gain 
of both amplifiers is 2. Supply voltage of amplifiers is 3 V 
and virtual ground is shifted to the middle of dynamic range 
by voltage reference 1.5 V. Output current from amplifiers is 
internally limited (short circuit protection) and a shift of 
virtual ground enables the flow in both directions via 
electrical load. Shunt resistors are in series with load and can 
be (1 from 5) selected by the program of microcontroller. 
Shunts are switched by small signal relays, considering low-
noise design. Measured sample of material is connected as 
an electrical load via digitally controlled channel selection 
switch. Channels are switched (1 from 8) by small signal 
relays, too. There are two modes of operation which can be 
selected by proper combination of channel and shunt 
switches. The first measuring mode uses two-wire load 
connection. Current flowing through the load causes voltage 
drop on the shunt resistor. Voltage drop on the shunt resistor 
is amplified by precision instrumentation amplifier 
LMP8358 with digitally switchable gain (10, 20, 50, 100, 
200, 500 and 1000). Output voltage from this amplifier is 
sampled by 16-bit successive approximation A/D converter 
ADC161S626. Samples are taken only in steady states of 
square-wave excitation signal. Resistance is calculated from 
a known value of selected shunt resistor, gain, excitation 
voltage and result from A/D converter. In this mode, eight 
channels can be used simultaneously one by one. 

The second measuring mode offers the possibility of 
four-wire bridge connection of load. This type of connection 
helps to reduce temperature and humidity drift of measured 
material. In an ideal case, temperature and humidity changes 
act on all four elements of bridge in the same way and the 
effect on measurement vanishes. This mode does not use a  
 

 
shunt resistor (0 Ω shunt is selected). Proper setting of 
channel switch allows using four channels for bridge 
excitation and four channels for differential voltage sensing. 
Differential voltage is amplified by LMP8358 and processed 
by the same way as in the case of the first mode. Usage of 
the second “bridge mode” is under development at this time. 
A problem arises in the field of technological preparation of 
measured samples. There is a need to use four material 
elements with similar value of resistance, in bridge 
connection. In the meantime, production repeatability is not 
sufficient considering absolute value of resistance.  

In the case of the first “shunt mode”, temperature and 
humidity cause a drift in measured value. There are four 
additional digital channels which allow connecting 
temperature and humidity sensors, in the block diagram 
(Figure 1). Sensors can be connected via I

2
C serial interface. 

For example SHT21 from Sensirion Company is a suitable 
type. Addressing possibilities of serial bus are extended by 
hardware I

2
C switch PCA9546A. Data from sensors can be 

used for numerical compensation of drift. 

D. Mechanical design 

Dynamic measurements of samples bring problems such 
as dusty environments, mechanical vibrations, EMI 
interferences and temperature stress. Mechanical design of a 
device is based on requirements for battery powered 
laboratory instrument which must be robust and 
environmentally resistant. The device is build-in IP68 
standard plastic case with transparent cover (Figure 3). 
Under cover, there is a very well readable display panel. 
Four control buttons are placed from the front. The opposite 
side is equipped with eight connectors for measuring probes 
and four connectors for digital sensors. On the left side, there 
is the main switch and a connector for charging. The right 
side includes a water and dust proof USB connector with a 
rubber plug. 
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Figure 3.  Mechanical design of device 

E. Measurement automation and data processing 

User can start to measure with predefined configuration 
by pressing the proper button. First, it is possible to choose a 
measurement mode (shunt or bridge), number of logged 
channels and measuring period. Measuring range and the 
gain of instrumentation amplifier is set automatically for 
each sample. Measuring can be paused and started again or 
stopped. When measurement is stopped a file with data log is 
saved with a specific name. During measurements, it is 
possible to add a marker to log by pressing a button. This 
feature is useful for better orientation in data log. Output of 
measurement is in standard “.csv” format. It can be easily 
processed for example in Microsoft Excel. An example of 
processed output data log from dynamical measurements is 
depicted in Figure 4. 

F. Results and final measurement parameters 

An example of processed output data log from dynamical 
measurements is depicted in Figure 4. This measurement was 
realized under conditions: 

 constant temperature and humidity, 

 concrete block size: 300 x 300 x 500 mm, 

 automatic range and gain select, 

 measurement duration: 2.5 hours, 

 three channel mode, 

 sample rate: 1s, 

 cyclic press loading: 
o 3x 4.4 MPa till 16.6 MPa.  
o 1x 4.4 MPa till 33.3 MPa.  
o 3x 4.4 MPa till 16.6 MPa.  
o 1x 4.4 MPa till 22.2 MPa.  
o 3x 4.4 MPa till 16.6 MPa. 
o 3x 4.4 MPa till 27.8 MPa. 
o 3x 4.4 MPa till 16.6 MPa. 
o 1x 4.4 MPa till 44.4 MPa (destruction). 
 

Sampled data were recalculated from absolute resistance 
values to relative changes of resistance during loading. 
Absolute values were compared with the output of 
professional impedance analyzer Agilent E4980A and 

absolute error of proposed device is 0.2%. This result is 
sufficient with regard to the current state of research. There 
is a possibility for the future improvement. On the basis of 
known internal temperature, the temperature drift of shunt 
resistor value can be numerical compensated.   

  

 

Figure 4.  Processed data output – 3 channel dynamical measurement 

III. CONCLUSION 

A development of new laboratory instruments was 
presented in this paper. The overall structure, including 
suggested block diagram, realization and design of the 
printed circuit boards, was described. The precision LCR 
meter E4980, which does not enable the multichannel 
measurements, can be replaced by this low-cost device.  

This instrument is currently used for laboratory 
measurements and characterization of smart concrete panels 
at department of microelectronics.  
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Abstract — This article deals with the measurement system and 

the use of special cement composites with carbon particulates. 

The type of carbon particulates consequently determines the 

electrical properties of cement composite material. These 

materials can be used for electric heating, electromagnetic 

shielding or stress measurement. 

Keywords-smart concrete; shielding efficiency; composite 

materials; carbon fibers; stress/strain detection. 

I.  INTRODUCTION  

Nowadays, characteristics of composite materials based 

on cement include also other applications of cement 

materials which could be used, among others, for 

construction of self-monitoring buildings, bridges, etc. 

Besides, monitoring the usual properties (mechanical 

stability over the period of time, environmental resistance, 

design limits or economic profitability) is beginning to 

become more important and significant for construction of 

buildings. Requirements for construction of self-monitoring 

buildings are consisted of the interconnection of more 

different fields. In our particular case it is the question of 

connecting the construction and electrical engineering. At 

the end of the practical application self-monitoring buildings 

should facilitate the construction, installation or construction 

work.  

 

 
Figure 1.  Three areas of application of composite materials 

During the current research, which is being done, it has 

been found out that the composite cement materials with 

carbon fibers allow for monitoring transients that are 

generated in the material for example due to pressure, 

tension, temperature and humidity. This is shown in Figure 

1. Electrical properties of cement composites materials can 

be affected by a suitably selected type and amount of carbon 

particles. 

The purpose is to provide complete solutions, including 

evaluation of the implemented electronic system that allows 

for obtaining and transmitting information to the user. The 

invented self-monitoring material can be used for the 

implementation of an individual measuring object [1][2]. In 

bridge structures, it is necessary to take into consideration a 

possibility of the function of the autonomous operation of 

the system. Major part of the research is focused on solving 

the problems of sensing impedance of the composite 

material which plays an important role in issues of aging 

and degradation of metallic materials due to strong alkaline 

environments. Corrosion of electrodes can be reduced by 

means of suitable corrosion inhibitors. For the corrosion 

diagnosis the accelerated model tests are used.  

For the actual application we need to know the relation 

between accelerated model test and the real environment. 
In Section 2, there is a description of measuring 

electromagnetic fields shielding. In Section 3, there is 
a description of alternative test method for the testing of 
shielding effectiveness of composite shielding materials. In 
Section 4, there is description of theoretical aspects of 
mechanism of shielding. The results of alternative 
measurement methods are in Section 5. Next Section 6 
describes response of material to stress/strain load and the 
last Section 7 is conclusions. 

II. EMC MEASURING OF COMPOSITE MATERIALS 

Measuring the effectiveness of electromagnetic fields 

shielding is usually done in an electromagnetic 

chamber. The measurements are used for transmitting and 

receiving antennas, test and signal generator. To receive the 

test signal, electromagnetic compatibility (EMC) receiver or 
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spectrum analyzer are normally used. Measurements are 

generally usually carried out the way that the receiver, the 

receiving antenna and the necessary cables are placed inside 

the chamber or inside the test field. Transmitter (signal 

generator) and the broadcast antennas are located on the 

outer side of the tested object. The locations of the antennas 

depend on the EMC chamber or a box. The accuracy of the 

measurement depends on the correct location and position 

of the antennas [3][4]. 

 The problem could appear when it is necessary to 

measure the shielding effectiveness of the material or the 

chamber or the box from which they are constructed. 
Especially in the development stage and in order to provide 

accurate measurements it is not possible to construct the 
whole chambers or boxes which are too big. This solution is 

expensive and also time consuming.  
 
Similar problem appears when it is necessary to know the 

shielding efficiency of the construction materials such as 
bricks, plasterboard, concrete, etc. These materials could also 
be called, especially during their development stage, 
composite materials.  

The main problems during the construction of chambers 
or boxes are caused by using the types of materials which are 
mentioned above. The chamber or box doors have usually 
the main influence on the whole shielding, in the other 
words, the doors always represent the weakest part of these 
chambers. But the construction of the doors, e.g., made from 
the concrete, is really complicated, almost impossible [7]. 

III. COAXIAL FLANGE 

Materials for EMI shielding are different from those of 

magnetic shielding. EMI shielding is a rapidly growing 

application of carbon materials, especially of short carbon 

fibers. This review addresses measurement methods from 

carbon fibers materials usable for EMI shielding, including 

non-structural and structural composites, colloidal graphite, 

as well as EMI gasket materials. 

 The alternative test method for the testing of shielding 
effectiveness of shielding materials is often stated in 

literature [3]. The presented coaxial test apparatus is suitable 
for thin materials like plastic or metallic board, fabric 

material, etc. This setup is not suitable for the construction 
materials (concrete, bricks, etc.) because it is very 

complicated to produce the thin concrete board with the 

maximal height thickness of around 1 mm. The modified 
test setup was produced, after analyses of commonly 

available measurement solutions and setups. Our flange was 
mainly designed for frequency range from 9 kHz up to 1 

GHz. The shape and dimensions of the flange were 

calculated for the 50 Ω input and output impedances [5]. 
 

 The design of the flange was done according to the basic 
mathematical relations [5] 
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where 

 

ZM is the characteristic impedance of the measurement 

system (50 Ω); 

εr is the relative permittivity (in this case is equal 1, air);  
a2, a1 are the radius of the coaxial line (flange). 
 
The transition from the N-type connector to the opposite 

end of the flange has the linear shape for both central and 
external parts. This shape was chosen for the better 
fabrication. The linear shape could be optimized for the 
better impedance which especially should be suitable for 
frequencies over the 1 GHz. The central flange conductor is 
fabricated from the brass. The rest of the flange is made from 
the aluminum alloy. The flange was tightened by the torque 
wrench after the inserting the test composite and it was 
always tightened by the same value of torque. This setup 
increases the accuracy of each measurement and also 
increases the repeatability during the several measurements. 
The detailed description of the measurement chamber is 
stated in literature [7]. 

 

The measured scattering parameters of the flange itself 

are given in Figure 2. The S11 and S22 are in the whole 

range of interest under the -15 dB which refers to the good 

matching of the both test ports with the measuring system. 

The insertion losses in both directions (S21 and S12) are in 

the measuring frequency range less than 1 dB. This data 

refers to the accurate design of the whole flange. The flange 

itself will have the insignificant influence on the total 

dynamic range of the whole measurement setup. The 

dynamic range will be mainly affected by the used 

measuring devices (generator and spectral analyzer). 

 

 
Figure 2.  Measured scattering parameters of the realised coaxial flange 
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IV. MECHANISM OF SHIELDING 

The primary mechanism of EMI shielding is usually 

reflection. For reflection of the radiation by the shield, the 

shield must have mobile charge carriers (electrons or holes) 

which interact with the electromagnetic fields in the 

radiation. As a result, the shield tends to be electrically 

conducting, although a high conductivity is not required. 

For example, a volume resistivity of the order of 1 [Ωcm] is 

typically sufficient. However, electrical conductivity is not 

the scientific criterion for shielding, as conduction requires 

connectivity in the conduction path (percolation in case of a 

composite material containing a conductive filler), whereas 

shielding does not. Although shielding does not require 

connectivity, it is enhanced by connectivity. Metals are so 

far the most common materials for EMI shielding. They 

operate mainly by means of reflection due to the free 

electrons in them. Metal sheets are bulky, so metal coatings 

made by electroplating, electroless plating or vacuum 

deposition are commonly used for shielding. The coating 

may be on bulk materials, fibers or particles. Coatings tend 

to suffer from their poor wear or scratch resistance [6]. 

 
Absorption is usually a secondary mechanism of EMI 

shielding. For significant absorption of the radiation by the 
shield, the shield should have electric and/or magnetic 
dipoles which interact with the electromagnetic fields in the 
radiation. The electric dipoles may be provided by BaTiO3 or 
other materials having a high value of dielectric constant. 
The magnetic dipoles may be provided by Fe3O4 or other 
materials having a high value of the magnetic permeability, 
which may be enhanced by reducing the number of magnetic 
domain walls through the use of a multilayer of magnetic 
films. The absorption loss is a function of the product σrμr, 
whereas the reflection loss is a function of the ratio σr/μr, 
where σr is the electrical conductivity relative to copper and 
μr is the relative magnetic permeability. Silver, copper, gold 
and aluminum are excellent materials for reflection, due to 
their high conductivity. Superpermalloy and mumetal are 
excellent for absorption, due to their high magnetic 
permeability. The reflection loss decreases with increasing 
frequency, whereas the absorption loss increases with 
increasing frequency [6]. 

 

V. EMI RESULTS 

The measured scattering parameters refer to the accurate 

design of the coaxial flange. The next problem will appear 

with the prefabrication of the concrete ring as the test 

sample. This ring has to be produced with the high accuracy 

of its dimension. The example of measured shielding 

efficiency of the composite concrete material is depicted in 

the Figure 4. There is also shown the data which was 

measured with the brass disc. The shielding efficiency of the 

brass disc is the 115 dB at kHz range and around 70 dB at 

the GHz range. The shielding efficiency of the composite 

concrete material is only several dB in the range from 100 

MHz up to 1 GHz. So low shielding efficiency of the 

concrete material is mainly caused by this small thickness of 

the material (only 8 mm). Figure 3 Measured scattering 

parameters of the realized coaxial flange. 

 
Due to the skin effect, the composite material having 

conductive filler with a small unit size of the filler is more 
effective than one having conductive filler with a large unit 
size of the filler. For effective use of the entire cross-section 
of a filler unit for shielding, the unit size of the filler should 
be the same or smaller than the skin depth. Therefore, the 
filler of unit size 1 µm or less is typically preferred, though 
such a small unit size is not commonly available for most 
fillers and the dispersion of the filler is more difficult when 
the filler unit size decreases. Figure 4 shows the observed 
parameters for different types of carbon materials. 
 

 
Figure 3.  Shielding efficiency of the brass calibration test disc and the 

composite concrete test sample. 

 

Figure 4.  Shielding efficiency of the brass calibration test disc and the 

composite concrete test sample. 

 

85Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-399-5

ICONS 2015 : The Tenth International Conference on Systems

                           96 / 142



VI. STRESS/ STRAIN MEASUREMENT  

Another usage of smart concrete is used for sensing the 
load of concrete elements and structures mainly for 
measurements which use strain gauges. A strain gauge is a 
device used to measure strain on the surface part, by means 
of mechanical stress (tension, compression, etc). In fact, the 
strain gauge measures the relative deformation. Mechanical 
stress cannot be measured directly, and thus converted from 
the measured deformation. To calculate the necessary 
knowledge of the modulus of elasticity of material under 
consideration. 

Composite material with carbon particles is sensitive to 
load changes [8]. This sensitivity is manifested by a rapid 
change of the measured impedance. Measurement was 
carried out in static mode. Gradually the load was adjusted in 
range from 0 kN to 1500 kN, after reaching a maximum, the 
sample was gradually relieved to the minimum load of 200 
kN. The characteristic diagram of impedance response for 
smart concrete measured to stress load are given in Figure 5. 
Strain properties of the composite can be evaluated by 
changing impedance. The impedance changing sensitivity 
regarding the deformation can be widely affected by a proper 
choice of concrete admixtures [8]. Generally, in all types of 
carbon admixtures, the impedance of component is affected 
by the deformation and can be used to detect the changes. 
For impedance measuring we used an excitation frequency at 
1 KHz, and an excitation voltage of 1 V (peak-peak) were 
experimentally set. Appropriately selected admixture has an 
effect on the relative size of the impedance changes 
depending on the pressure. The voltage level of the 
measuring voltage depends on used metal electrodes. For 
measuring impedance we used copper electrodes. These 
electrodes have a high resistance to corrosion in an alkaline 
environment.. 

 

 
 

Figure 5.  Concrete block - stress measurement 

VII. CONCLUSIONS 

Composite materials with carbon fibers were produce. 

Cement composite materials with admixture of carbon 

particulates, can be really used for electromagnetic shielding 

or stress sensing. The shielding efficiency of material is 

composed from several parts. The reflection loss, absorption 

loss and multiple path reflection losses are the main three 

parts of the whole electromagnetic shielding. For the 

accurate classification of the shielding efficiency of 

composite concrete material it will be necessary to measure 

each part of the whole electromagnetic shielding 

effectiveness. This measurement could be done by the 

vector network analyzer. The dependency of the thickness 

of the material and shielding efficiency could be determined 

in the harmony with measured data. The future work on 

EMI shielding will be focused on these problems and also 

on the compound of the composite concrete materials.  

Some of these materials are stress sensitive and we were 

measured them under cyclic press loading in range from 0 

kN to 1500 kN, after reaching a maximum, the sample was 

gradually relieved to the minimum load of 200 kN. The 

future work on stress measurement will be focus to increase 

the sensitivity of smart concrete materials.  
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Abstract—In this paper, we present a software integration 
methodology in accordance to the automotive software 
standard AUTOSAR. The case under examination is the active 
safety electronic control unit (ECU) of the recently developed 
platform, called Scalable Product Architecture, of the Volvo 
Car Corporation. Particular emphasis is given in the 
relationship between the supplier of the ECU and the car 
manufacturer. Efficient communication between these two 
parties has been a challenging issue. Therefore, specific 
workflows regarding the exchange of information and the 
overall way of working are presented. The need of a dedicated 
integration team acting as an interface between the two 
organizations is also highlighted. Finally, concrete guidelines 
enabling continuous integration throughout the development 
process are provided. Our approach contributed in decreasing 
the software development cycles. We strongly believe that the 
conclusions drawn from our work experience can be 
generalized up to a certain level, affecting the automotive 
industry as a whole.    

Keywords- automotive software; AUTOSAR; embedded 
systems; integration; ISO26262. 

I.  INTRODUCTION  

The development of embedded software in the 
automotive domain is characterized by its complexity. The 
reason behind that is not only the increasing functional and 
safety requirements but also the fact that a significant 
number of subcontractors are involved in the development 
process. Traditionally car manufacturers (or OEMs) had the 
role of integrating different subsystems developed by their 
suppliers (Tier-1s, Tier-2s, etc.) following a “black-box” 
approach [1]. These systems used to be limited in scope and 
usually resided on a single ECU. On the contrary modern 
automotive systems include distributed functions with strict 
timing and communication requirements between various 
ECUs. Such functions can be found in active safety and 
advanced driver assistance systems of premium cars. 

The challenges of software engineering within the 
automotive industry have been well described by Broy et al 
in [2]. The increasing role of software as a source for 
innovation and the multidisciplinary nature of the domain are 
highlighted. Issues regarding the integration of software 
components in a distributed system are presented in [3]. In 
this paper, a general overview of the existing challenges as 
well as possible solutions to design and analysis issues in 
automotive systems are presented. AUTOSAR [4] and its 
implications on the development tool-chain are analyzed in 

[5]. In addition, [5] also shows how the concepts of the 
AUTOSAR methodology can be brought together in a 
common tool-chain leading to a higher degree of automation 
in the software development. Moreover a case study 
regarding a way of incorporating AUTOSAR in the 
development process of an antilock braking system (ABS) is 
presented in [6]. Finally, an approach for dealing with the 
complexity of the development process according to specific 
corporate needs is analyzed in [7].  Emphasis is being given 
on the need of constructing a tool chain with high degree of 
reusability and automation. A case study regarding a tool-
chain model for AUTOSAR ECU design is also presented. 

Software applications produced by different vendors 
need to be integrated into the final software for the ECU. The 
development of such software is an iterative process, 
consisting of multiple releases with parallel lifecycles. The 
purpose of our work is to present a well-defined software 
integration process and the way it should be aligned within 
the development process. These guidelines are derived from 
our experiences as a software integration partner for Volvo 
Car Corporation. Detailed information about roles and 
workflows as well as the flow of information between the 
OEM and the ECU supplier throughout the whole process 
will be provided. Our proposed workflow allows the 
exchange of key information between the two partners while 
at the same time it protects each side’s intellectual property.  

The remainder of the paper is organized as follows. In the 
following section, we provide the technical background of 
our paper. Section 3 presents the software development 
process and section 4 describes our approach towards 
software integration. Finally, we draw our conclusions and 
outline future work.  

II. TECHNICAL BACKGROUND 

In this section, we are going to identify the key 
stakeholders that were involved in the development process. 
Also, we are going to present the automotive standards that 
influence the development process. In this project, there are 
three interacting parties: 

• OEM: The main job of the OEM is to develop 
functions (e.g., Lane Keeping Aid, Collision 
Warning). A software architect defines the structure 
of the part of the software that will implement these 
functions. The implementation is assigned to 
function developers, who use Matlab/Simulink as a 
development tool. The developer of each function is 
responsible for his distinct part of the 
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code/functionality. The system testers are 
responsible for testing and verifying that the system 
conforms to a certain behavior. 

• Tier-1: The responsibilities of the Tier-1 include 
both the hardware and the final software (including 
the OEM’s advanced functionality). In particular, the 
Tier-1 designs the ECU hardware, performs OS 
configuration and implements its own functions. 
These functions address communication with 
peripherals (e.g., sensors) and basic functionality 
such as diagnostics. The same stakeholders (software 
architect, function developers and system testers) 
can be identified within the Tier-1.  

• Software integration team: ArcCore’s software 
integration team resides inside the OEM. Our team 
acts as an interface between the two organizations 
enabling effective communication between all the 
stakeholders on the appropriate level of abstraction. 
Our approach increased the efficiency of the 
development leading to shorter time to delivery and 
reduced cost. A major challenge of our software 
integration team was also to establish a work flow 
and an automated tool-chain. This tool-chain 
consisted of requirements management tools, code 
generation tools, AUTOSAR authoring tools, 
compiler and linking tools as well as general purpose 
tools like data repositories and build servers. Under 
this work environment it is clear that the 
responsibilities of the software integration team can 
be quite broad, requiring various competencies. The 
range of activities covered could span from 
developing glue code or gateway functionality, up to 
specifying to a component supplier the system 
functionality to which the component must conform 
[8].     

A. AUTOSAR 

AUTomotive Open System Architecture is a software 
architecture standard developed jointly by automotive 
manufacturers, OEMs and tool developers. This standard 
was created to satisfy the need for standardization of basic 
software and the interfaces to applications/bus systems [9]. 
The motivation behind that was to reduce system complexity 
and keep the development cost feasible. Some additional 
goals of AUTOSAR include the scalability across different 
vehicles and platforms, maintainability throughout the 
product lifecycle and the sustainable utilization of natural 
resources [10].  

AUTOSAR follows a layered architecture, where 
hardware, basic software, runtime environment and 
application software are separated from each other [11]. The 
basic concepts of AUTOSAR are the Software Component 
(SWC), the Runtime Environment (RTE) and the Basic 
Software (BSW). Each SWC should be assigned to one ECU 
and encapsulates part of the functionality of the application 
[12]. The implementation of the SWC is independent of the 
underlying platform, following the basic design concept of 
separation between layers. The RTE provides a 
communication abstraction to the SWCs connected to it, 

providing the same interface and services both for inter and 
intra ECU communication. Since the requirements of SWCs 
running on RTE may vary, different ECUs may have 
different RTEs. The BSW is essential to run the functional 
part of the software. It is the standardized software layer, 
which provides services to the SWCs [11]. It contains both 
standard and ECU specific components.  

Although this model based approach is a step forward in 
reducing the complexity of the development process, there 
are certain limitations. AUTOSAR methodology does not 
include topics like requirements management, hardware 
development and build management. Therefore, it does not 
cover the complete development process lifecycle [5]. 
Furthermore AUTOSAR does not standardize test 
procedures [5]. Finally, AUTOSAR neither defines concrete 
guidelines and procedures for development strategies to be 
followed nor separates distinctly the activities in the various 
development phases [13]. From the above it becomes clear, 
that there is not a universal way of working with the standard 
but only case specific implementations like the one 
addressed in this paper. The way of working can be 
subjective and highly dependent on the developer’s work 
experience and interpretation of the standard. Therefore, a 
well-defined development process is of great importance.  

B. ISO26262 

ISO26262 [14] is the standard for functional safety 
management of electrical and or electronic systems within 
the automotive industry. It applies to all development 
activities of safety-related systems (electrical, electronic and 
software) and addresses possible hazards caused by 
malfunctioning behavior of such systems, including their 
interaction. It consists of 10 parts, each one dealing with a 
specific development activity. Parts 6- “Product development 
at the software level” and 9-“Automotive Safety Integrity 
Level (ASIL)-oriented and safety-oriented analyses” are of 
great importance for our work. Part 6 highlights the 
importance of performing safety analysis at the software 
level and suggests some mechanisms for error handling and 
detection at a generic level. However, no clear guidelines are 
provided leading to subjective implementation in industrial 
practice [15]. Part 9 provides a classification mechanism for 
hazards according to ASIL. The ASILs can have the 
following values “QM, A, B, C, D” where D requires the 
most attention and QM the least due to a combination of 
potential severity, controllability and exposure of hazards 
[16]. 

ISO26262 provides guidance to identify the level of 
effort required to achieve the desired level of functional 
safety [17]. It can also be viewed as a defense against 
liability claims and it is not a certification requirement [17]. 
Furthermore AUTOSAR only provides mechanisms to 
support functional safety on a software level and does not 
guarantee any functional safety properties of the final system 
[16]. The key notion that brings together the two standards is 
“freedom of interference”. By partitioning the system into 
safety related and non-safety related components it has to be 
assured that there is no interference between the safety 
related ones and the rest of the software, or that it is reliably 
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detected. Memory partitioning provides spatial freedom of 
interference, while other techniques like implementation of a 
watchdog manager provides temporal freedom of 
interference. Finally, a way of guaranteeing correct exchange 
of information is through end-to-end communication 
protection mechanisms. However, IS026262 does not 
explicitly address AUTOSAR. Therefore, the selection and 
implementation of any safety mechanism is a responsibility 
of the AUTOSAR vendor. 

III. SOFTWARE DEVELOPMENT PROCESS 

The case under examination is an active-safety ECU with 
two parties involved in the development of the software. 
Since both parties need to protect their intellectual property, 
only the compiled version of the source code is exchanged 
between them (i.e., object-code). Along with the object code 
a definition of the software structure and its interfaces is 
supplied in the form of ARXML files. This highlights the 
importance of a dedicated software integration team, able to 
combine object code from both sides with a common system 
extract into unified software. The system extract contains the 
software structure and the interfaces as well as all service 
and integration information needed by the software 
integration team, as defined by the AUTOSAR standard.  

An automotive software development project consists of 
several internal iterations/releases. In our case, each release 
was divided into the following phases: contract, function 
integration, testing and verification and short-loop phases 
(Figure 1). 

Figure 1.  Software development process. 

A. Contract 

AUTOSAR defines a Composition SoftWare Component 
(C-SWC) that contains one or several Atomic SoftWare 
Components (A-SWCs), which we will refer to simply as 
SWCs. The system has a root composition, which contains 
one composition for the OEM SWCs and one for the Tier1 
SWCs (Figure 2). Both sides need to define the interfaces 
between their compositions and to the external signal busses 
available for the ECU. This is done by exchanging contracts 
in form of a preliminary system extract (Figure 3). At this 
phase software architects on both sides need to provide an 
initial software structure for the SWCs containing interfaces 
for sending and receiving signals as well as interfaces 
towards the diagnostic services. In the contract phase not all 
details about the final SWC need to be defined. It is possible 
to add more information in an iterative manner. Usually in 
the automotive domain, external bus interfaces need to be 
defined early in the design process and remain unchanged 

(frozen) until the next release of the software. At a later stage 
the interfaces towards services like diagnostics need to be 
also frozen. In order for several parties to be able to work in 
parallel it is important to freeze the composition interfaces 
and the service interfaces at the same time.  

Figure 2.  Software composition. 

In order to validate the initial software structure, an RTE 
generation is performed by each party. RTE contracts are 
generated for each SWC during the contract phase. At this 
point the SWCs consist of a basic structure with no 
functionality, we call them SWC shells. To be able to make 
an RTE generation a preliminary BSW configuration is 
needed. The purpose is to validate and identify 
incompatibility issues in the initial structure. Depending on 
the completeness of the BSW configuration there might be 
errors/warnings at this phase. The cause of these 
errors/warnings must be identified by the software 
integration team and reported to the Tier-1. As an additional 
validation step the software containing only SWC shells is 
compiled. This helps to identify errors related to the source 
code.  

Figure 3.  Contract phase. 

 After the successful generation of the RTE, the SWC 
shells are delivered to the function development team. In 
order to enable continuous integration we produce a dummy 
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function for each SWC. This marks the beginning of the 
function integration phase (Figure 4). 

B. Function Integration 

 At this stage the function developers introduce their 
functionality in the SWC shells. Any integration issue that 
might occur is resolved by the software integration team and 
a new shell is generated. To be able to deliver object code, 
the integration team needs a properly configured build 
environment, which is the responsibility of the Tier-1. More 
specifically RTE generation needs to be error-free, as well as 
BSW modules like OS and COM need to be configured 
properly. The key for continuous integration is that the code 
always builds. This is guaranteed by the initial dummy 
functions, which enable the software integration team to 
successfully build software regardless of the development 
state of a specific function. Functions are integrated 
gradually. Successful integration of a function is indicated by 
a successful build of the software. Once all the functions of 
the specific release are integrated, the produced software is 
delivered for testing on target. It is of great importance to 
verify that both sides use the same build environment to 
produce code. Therefore, the Tier-1 delivers the build 
environment at the end of this phase, having incorporated all 
the possible changes introduced during function integration. 
An example of such a change could be the mismatch of the 
linker script due to changes introduced in the memory 
sections. 

Figure 4.  Function integration phase. 

C. Testing and Verification 

The testing and verification phase follows. This is not in 
the main scope of the software integration team and therefore 
it will not be analyzed in full detail. Dedicated teams on both 
sides perform testing and verification on system level, based 
on specific requirements. Prior to the system level tests it has 
to be mentioned that the function developers test their 
functions in simulated environments. The software 
integration team performs unit tests of the SWC shells and 
various configuration tests on the system extract. Also upon 

the official delivery in the form of a binary (from the Tier-1 
to the OEM), a series of acceptance tests are performed. If 
the outcome is successful and the proper documentation is 
approved, then the software is available for the test vehicles.  

D. Short-loop 

Due to the relative long lead time from function freeze 
until the function is available in test vehicles there is a great 
need for having internal engineering releases (i.e., short-
loops). This allows the OEM to speed up the function 
development process and detect possible bugs at an early 
stage. A short-loop can be performed once a build 
environment is setup, including the Tier-1 object code. In a 
short-loop build, new source code from the function team is 
introduced in order to build complete new software. As long 
as the internal structure changes and the border of the 
compositions remains the same software with the new 
functionality is produced. Any changes introduced must be 
compatible with the given BSW configuration. 

IV. INTEGRATION APPROACH IN THE CONTEXT OF 

AUTOSAR 

The abstraction of AUTOSAR can, with great benefits, 
also be extended into the function development domain. This 
is done by supporting the function development with SWCs 
that encapsulate the pure functionality into a functional 
library and adding AUTOSAR helper components that take 
care of the AUTOSAR properties (Figure 5). Depending on 
the implemented functionality, each SWC may require 
different helper components. 

This workflow comes with multiple gains. The functions 
can be developed and verified in a different environment (for 
example Matlab/Simulink) without any AUTOSAR 
dependencies. As mentioned earlier, the SWCs can always 
be provided with a dummy function, which ensures that the 
system always builds. Another aspect is that the function 
developers do not need to know the AUTOSAR details and 
can keep their focus on function development.  

 
Figure 5.  Functional composition under AUTOSAR context. 

The usage of a dedicated database for the needs of the 
OEM's software architect was also introduced. All the 
system design related information (e.g., signal interfaces, 
diagnostic services) can be stored in this database. This 
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enables the software architect to model the system in a 
lightweight fashion, thus providing a higher abstraction 
level regarding AUTOSAR. Using the information stored in 
this database, the software integration team can generate the 
AUTOSAR definition of the system in the form of ARXML 
files. 

Figure 6.  Exchange of information. 

For the successful integration, the following rules were 
established for the exchange of information between the two 
sides. This is essential in order for both sides to have a 
synchronized view of the overall software structure (Figure 
6). The OEM defines and owns the borders of both 
compositions (red boxes). Each side defines its composition 
and internal SWC structure including intra connections. The 
Tier-1 must make sure that its composition matches the 
defined border. This information combined with the signal 
database (defined by the OEM) leads to complete system 
extract that can be used for the development process. The 
supplier's border can only be changed by mutual agreement 
(change request).  

V. CONCLUSIONS AND FUTURE WORK 

Throughout this case study we illustrated our approach 
for reducing the complexity involved in the development 
process of an automotive embedded system. The main 
challenges in such a process are the interaction between the 
development partners, the variety and sometimes 
incompatibility of the tools involved, as well as the 
subjective implementation of the dominant automotive 
standards such as AUTOSAR and ISO26262. We presented 
a proven-in-practice software development framework 
according to the needs of the AUTOSAR standard. The 
interaction between the OEM and the Tier-1 becomes much 
more efficient and at the same time intellectual property is 
protected. The key element for the successful interaction is 
the software integration team, which has a broad variety of 
responsibilities as described earlier. This team may be part of 
the OEM or could alternatively be a third partner working for 
the OEM like in our case. 

 Furthermore concrete guidelines enabling continuous 
integration in the context of AUTOSAR were provided. In 

this way, the function development gets decoupled from any 
AUTOSAR constraints. This leads to shorter development 
cycles and consequently to a faster time-to-market for the 
final vehicle. According to the “Driver Support and Software 
Integration” manager of the Volvo Cars Corporation, the 
time for producing a short-loop has decreased “from several 
days to about an hour”. He also stated that, “the AUTOSAR 
interface specification time has decreased from three months 
to less than two hours”. Previously this process was manual, 
involving several engineers, while now it is fully automated.     

However, there is still room for improvement. Certain 
adaptations of the existing tool-chain are needed, in order to 
deal with incompatibilities between different tools. Ideally 
this tool-chain should fit into any automotive development 
environment. Finally, we also plan to implement an 
AUTOSAR-compliant testing framework for function 
performance measurement and debugging on target, based 
on actual log data from test vehicles. In this way possible 
bugs related to actual implementation that were not detected 
through simulations can be recreated on a development 
board with the same microprocessor. With this approach we 
reduce the need to utilize test vehicles, which are limited in 
number and might not be available.   
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Abstract—Natural language processing (NLP) is the application
of automated parsing and machine learning techniques to analyze
standard text. Applications of NLP to requirements engineering
include extraction of ontologies from a requirements specification,
and use of NLP to verify the consistency and/or completion
of a requirements specification. This work-in-progress paper
describes a new approach to the interpretation, organization
and management of textual requirements through the use of
application-specific ontologies and natural language processing.
We also design and exercise a prototype software tool that
implements the new framework on a simplified model of an
aircraft.

Keywords-Systems Engineering; Ontologies; Natural Language
Processing; Requirements; Rule Checking.

I. I NTRODUCTION

Model-based systems engineering development is an ap-
proach to systems-level development in which the focus and
primary artifacts of development are models, as opposed
to documents. As engineering systems become increasingly
complex the need for automation arises [1]. A key element
of required capability is an ability to identify and manage
requirements during the early phases of the system design
process, where errors are cheapest and easiest to correct. While
engineers are looking for semi-formal and formal models to
work with, the reality remains that many large-scale projects
begin with hundreds – sometimes thousands – of pages of
textual requirements, which may be inadequate because they
are incomplete, under specified, or perhaps ambiguous. State-
of-the art practice involves the manual translation of text
into a semi-formal format (suitable for representation in a
requirements database). A second key problem is one of
completeness. For projects defined by hundreds/thousands of
textual requirements, how do we know a system description is
complete and consistent? The motivating tenet of our research
is that supporting tools that make use of computer processing
could significantly help software engineers to validate the
completeness of system requirements. Given a set of textual
descriptions of system requirements, we could analyze them
making use of natural language processing tools, extracting
the objects or properties that are referenced within the re-
quirements. Then, we could match these properties against
a defined ontology model corresponding to the domain of
this particular requirement. This would throw alerts in case
of lacking requirements for some properties.

II. PROJECTOBJECTIVES

Significant work has been done to apply natural language
processing (NLP) to the domain of requirements engineering
[2] [3] [4]. Applications range from using NLP to extract
ontologies from a requirements specification, to using NLP
to verify the consistency and/or completion of a requirements
specification. This work-in-progress paper outlines a frame-
work for using NLP to assist in the requirements decom-
position process. Our research objectives are to use modern
language processing tools to scan and tag a set of requirements,
and offer support to systems engineers in their task of defining
and maintaining a comprehensive, valid and accurate body of
requirements. Section III describes two aspects of our workin
progress: (1) Working with NLTK, and (2) Integration of NLP
with ontologies and textual requirements. A simple aircraft
application is presented in Section IV. Section V covers the
conclusions and directions for future work.

III. W ORK IN PROGRESS

Topic 1. Working with NLTK. The Natural Language Toolkit
(NLTK) is a mature open source platform for building Python
programs to work with human language data [5].

Figure 1. Information extraction system pipeline architecture.

Figure 1 shows the five-step processing pipeline. NLTK pro-
vides the basic pieces to accomplish those steps, each one
with different options and degrees of freedom. Starting with
an unstructured body of words (i.e., raw text), we want to
obtain sentences (the first step of abstraction on top of simple
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Figure 2. Output from building a chunking grammar.

Figure 3. Output from the example on chinking.

words) and have access to each word independently (without
loosing its context or relative positioning to its sentence). This
process is known astokenizationand it is complicated by the
possibility of a single word being associated with multiple
token types. Consider, for example, the sentence: “These
prerequisites are known as (computer) system requirements
and are often used as a guideline as opposed to an absolute
rule.” The abbreviated script of Python code is as follows:

text = "These prerequisites are known as (computer)
system requirements and are often used as a
guideline as opposed to an absolute rule."

tokens = nltk.word_tokenize(my_string)
print tokens
=>
[’These’, ’prerequisites’, ’are’, ’known’, ’as’,
’(’, ’computer’, ’)’, ’system’, ’requirements’,
’and’, ’are’, ’often’, ’used’, ’as’, ’a’,
’guideline’, ’as’, ’opposed’, ’to’, ’an’,
’absolute’, ’rule’, ’.’]

The result of this script is an array that contains all the
text’s tokens, each token being a word or a punctuation
character. After we have obtained an array with each token
(i.e., word) from the original text, we may want to normalize
these tokens. This means: (1) Converting all letters to lower
case, (2) Making all plural words singular ones, (3) Removing
ing endings from verbs, (4) Making all verbs be in present
tense, and (5) Other similar actions to remove meaningless
differences between words. In NLP jargon, the latter is known
as stemming, in reference to a process that strips off affixes
and leaves you with a stem [6]. NLTK provides us with higher
level stemmersthat incorporate complex rules to deal with the
difficult problem of stemming. The Porter stemmer that uses
the algorithm presented in [7], the Lancaster stemmer, based
on [8], or the built in lemmatizer – Stemming is also known as
lemmatization, referencing the search of thelemmaof which
one is looking an inflected form [6] – found in WordNet.
Wordnet is an open lexical database of English maintained
by Princeton University [9]. The latter is considerably slower
than all the other ones, since it has to look for the potential
stem into its database for each token.

The next step is to identify what role each word plays

on the sentence: a noun, a verb, an adjective, a pronoun,
preposition, conjunction, numeral, article and interjection [10].
This process is known aspart of speech tagging, or simply
POS tagging[11]. On top of POS tagging we can identify
the entities. We can think of theseentitiesas “multiple word
nouns” or objects that are present in the text. NLTK provides
an interface for tagging each token in a sentence with supple-
mentary information such as its part of speech. Several taggers
are included, but anoff-the-shelfone is available, based on the
Penn Treebank tagset [12]. The following listing shows how
simple is to perform a basic part of speech tagging.

my_string = "When I work as a senior systems
engineer, I truly enjoy my work."

tokens = nltk.word_tokenize(my_string)
print tokens

tagged_tokens = nltk.pos_tag(tokens)
print tagged_tokens
=>
[(’When’, ’WRB’), (’I’, ’PRP’), (’work’, ’VBP’),
(’as’, ’RB’), (’a’, ’DT’), (’senior’, ’JJ’),
(’systems’, ’NNS’), (’engineer’, ’NN’), (’,’, ’,’),
(’I’, ’PRP’), (’truly’, ’RB’), (’enjoy’, ’VBP’),
(’my’, ’PRP$’), (’work’, ’NN’), (’.’, ’.’)]

The first thing to notice from the output is that the tags
are two or three letter codes. Each one represent a lexical
category or part of speech. For instance, WRB stands for
Wh-adverb, including how, where, why, etc. PRP stands for
Personal pronoun; RB for Adverb; JJ for Adjective, VBP for
Present verb tense, and so forth [13]. These categories are
more detailed than presented in [10], but they can all be traced
back to those ten major categories. It is important to note the
the possibility of one-to-many relationships between a word
and the tags that are possible. For our test example, the word
work is first classified as a verb, and then at the end of the
sentence, is classified as a noun, as expected. Moreover, we
found two nouns (i.e. objects), so we can affirm that the text
is saying something aboutsystems, an engineerand a work.
But we know more than that. We are not only referring toan
engineer, but to asystems engineer, and not only asystems
engineer, but a senior systems engineer. This is our entity
and we need torecognizeit from the text (thus the section
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Figure 4. UML diagram of the application models.

name). In order to do this, we need to somehow tag groups of
words that represent an entity (e.g., sets of nouns that appear
in succession:(’systems’, ’NNS’), (’engineer’, ’NN’)). NLTK
offers regular expression processing support for identifying
groups of tokens, specifically noun phrases, in the text. The
rules for the parser are specified defininggrammars, including
patterns, known aschunking, or excluding patterns, known as
chinking. As a case in point, Figures 2 and 3 show the tree
structures that are generated when chunking and chinking are
applied to our test sentence.

Topic 2. Integration of NLP with Ontologies and Tex-
tual Requirements. In order to provide a platform for the
integration of natural language processing, ontologies and
systems requirements, and to give form to our project, we built
TextReq Validation, a web based software that serves as a proof
of concept for our objectives. The software stores ontology
models in a relational database (i.e., tables), as well as a
system with its requirements. It can do a basic analysis on these
requirements and match them against the model’s properties,
showing which ones are covered and which ones are not. The

software has two main components: The web application that
provides the user interfaces, handles the business logic, and
manages the storage of models and systems. This component
was built using Ruby on Rails (RoR), a framework to create
web applications following the Model View Controller pattern
[14]. The views and layouts are supported by the front-end
framework Bootstrap [15]; These scripts are written using
Python. Figure 4 is a UML diagram showing all the models.
The modelscorresponding to the MVC architecture of the
web application, reveal the simple design used to represent
an Ontology and a System. The first one consists of a Model
– named after an Ontology Model, and not because it is a
MVC model – that has many Entities. The Entities, in turn,
have many Properties. The latter is even simpler, consisting of
only a Systemthat has manySystem Requirements. Most of
the business logic resides in the models. Notice, in particular,
system-level interpretation of results from the natural language
processing.

IV. SIMPLE A IRCRAFT APPLICATION

We have exercised our ideas in a prototype application,
step-by-step development of a simplified aircraft ontology
model and a couple of associated textual requirements. The
software system requires two inputs: (1) An ontology model
that defines what we are designing, and (2) A system defined
by its requirements. We manage a flattened (i.e., tabular)
version of a simplified aircraft ontology. Figure 5 shows the
aircraft model we are going to use.

Figure 5. Simplified ontology model for an aircraft.

This simple ontology suggests usage of a hierarchical model
structure, with aircraft properties also being represented by
their own specialized ontology models. Second, it makes sense
to include a property in the model even if its value isn’t set.
Naturally, this lacks valuable information, but it does give us
the knowledge that that particular property is part of the model,
so we can check for its presence. The next step is to create
a system model and link it to the ontology. We propose a
one-to-one association relationship between the system and an
ontology, with more complex relationships handled through
hierarchical structures in ontologies. This assumption simpli-
fies development because when we are creating a system we
only need to refer to one ontology model and one entity.
The design of the system is specified throughtextual system
requirements. To enter them we need a system, a title and
a description. Figure 6 shows, for example, all the system
Requirements for the systemUMDBus 787. Notice that each
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Figure 6. Panel showing all the requirements for the systemUMDBus 787.

requirement has a title and a description, and it belongs to a
specific system. The prototype software has views (details not
provided here) to highlight connectivity relationships between
the requirements, system model (in this case, a simplified
model of a UMDBus 787), and various aircraft ontolology
models. The analysis and validation actions match the system’s
properties taken from its ontology model against information
provided in the requirements. The output from these actionsis
shown in Figures 7 and 8, respectively.

V. CONCLUSIONS ANDFUTURE WORK

When a system is prescribed by a large number of (non
formal) textual requirements, the combination of previously
defined ontology models and natural language processing tech-
niques can play an important role in validating and verifying
a system design. Future work will include formal analysis
on the attributes of each property coupled with use of NLP
to extract ontology information from a set of requirements.
Rigorous automatic domain ontology extraction requires a
deep understanding of input text, and so it is fair to say
that these techniques are still relatively immature. A second
opportunity is the use of NLP techniques in conjunction with
a repository of acceptable “template sentence structures”for
writing requirements [16]. Finally, there is a strong need
for techniques that use the different levels of detail in the
requirements specification, and bring ontology models from
different domains to validate that the requirements belongs to
the supposed domain. This challenge belongs to the NLP area
of classification.
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Figure 7. Basic stats from the text, and a list of the entitiesrecognized in it.

Figure 8. This is the final output from the application workflow. It shows what properties are verified (i.e., are present inthe system requirements) and which
ones are not.
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Abstract—To deliver quality software continuously is a challenge
for many organizations. It is due to factors such as configuration
management, source code control, peer-review, delivery planning,
audits, compliance, continuous integration, testing, deployments,
dependency management, databases migration, creation and
management of testing and production environments, among
others. To overcome these challenges, this work-in-progress paper
presents a continuous delivery process that promotes artefacts
produced by developers, in a managed fashion, to production
environment, allowing bidirectional traceability between require-
ments and executables. As a preliminary result, we obtained an
ecosystem of tools and techniques evaluated, tested and put into
production in order to support this process.

Keywords–Continuous Delivery; Process Quality.

I. INTRODUCTION

Software Delivery Process (SDP) consists of several tasks
in order to promote artifacts created in the production environ-
ment (server(s) where an executable is installed to delivery fea-
tures to the users) [1]. These ones can occur in either environ-
ment, producer or consumer. Due to the unique characteristics
of each software product, a general process to various contexts
probably cannot be set. Therefore, we should interpret a SDP
as a framework to be customized according to the requirements
and characteristics of each product (Software Delivery Process,
in this context, is a part of Software Development Process).

This customization usually causes a manual execution of
SDP [2]. Production environment is configured in a manual
way by the infrastructure team using terminals and/or third-
party tools. Artifacts are copied from a continuous integration
server to a production environment and possibly some data
and/or metadata are adjusted before software is released for
operation.

However, this process has some weaknesses. Predictability
is the first one, because it increases risk and downtime whether
any unexpected situation occurs [3]. Additionally, the repeata-
bility factor may compromise the diagnosis of post-deployment
problems [2]. Finally, this process is not auditable and it does
not allow the recovery of information about all events that
were held to deliver a version.

There is a growing interest in practices to overcome these
problems [4]. Such practices are known as Software Continu-
ous Delivery (SCD), defined as the ability to publish software
whenever necessary. This publication may be weekly, daily or
every change sent to the code repository. The frequency is not
important, but the ability to deliver when it is necessary [2].

This approach has great importance in software devel-
opment because it helps who is in charge of delivering to
understand better their process and, consequently, improve it.

Such improvements can be in terms of automation, decrease
delivery time, rework reduction, risk reduction, or others.
Among them, the main is the ability to have a version of
software, ready for delivery, each new code added to the
repository.

In this context, this paper presents a practical approach
to address the problems of software continuous delivery.
The main objective is to contribute with a setup of servers,
process, techniques and tools that assist to deliver software
continuously. In addition, some recommendations and further
work are discussed. Architecture issues, project management
and other dimensions related to software development were
omitted. We collect these data through of a case study.

Thus, this article was divided into five sections, including
this introduction. In Section II, we present fundamental con-
cepts and related works. In Section III, we present an approach
to Software Continuous Delivery. In Section IV, we present
preliminary results. Finally, in Section V, we present conclu-
sions, recommendations and suggestions for future work.

II. FUNDAMENTAL CONCEPTS AND RELATED WORKS

There is a relation between quality of software products
and quality of the process used to build them. Implementation
of a process aims to reduce rework, delivery time and increase
product quality, productivity, traceability, predictability and
accuracy of estimates [2]. In general, a software development
process contains activities shown in Figure 1.

Figure 1. A simplified software development process [1] [2].

Configuration management tasks of deployment and oper-
ation activities, highlighted in Figure 1, are usually performed
manually [2]. This practice, according to Humble and Farley
[2], is accompanied by anti-patterns:

• Deploying software manually: there should be only
two tasks to perform manually; (1) choose a version
and (2) choose the environment. These are goals to be
achieved in process like in [5].

• Deploying after development (requirement, design,
code and tests) was complete: it is necessary to
integrate all activities of the development process and
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put stakeholders working together since the beginning
of the project.

• Manual configuration management of production en-
vironments: All aspects of configured environments
should be applied from a version control in an auto-
mated process.

In this context, some Software Continuous Delivery Prac-
tices arises. It is a developing discipline, which builds up
software that can be released into production at any time, by
minimizing lead-time [3].

To assist this type of software delivery approach, from
construction to operation, Humble and Farley presents the De-
ployment Pipeline (DP), a standard to automate the process of
SCD. Despite each organization may have an implementation
of this standard, in general terms it consists of activities shown
in Figure 2.

Figure 2. The deployment pipeline [2].

With each change, artifacts are promoted to next instance
of pipeline through a series of automated tasks. The first step
of the pipeline is to create executables and installers from the
code repository, in a process known as Continuous Integration
(CI). Other activities perform a series of tests to ensure that the
executable can be published. If the release candidate passes all
tests and criteria, then it can be published [2].

To implement this pipeline, some approaches were pre-
sented. Among them, Krusche and Alperowitz [5] described
the implementation of a SCD process for multiple project.
Their goal was to obtain the ability to publish software to their
clients with just a few clicks. The main contribution of this
work was to show that developers who have worked on projects
with SCD, understood and applied concepts being convinced
from the benefits of it.

Bellomo et al. [6] presented an architectural framework
together with tactics to projects that address SCD. The main
contribution of this work is a collection of SCD tactics in
order to get software products performing with a higher level
of reliability and monitoring into production environment.

Fitzgerald and Stol [4] published trends and challenges
related to what the authors called ”Continuous *”, which is,
all topics related to software delivery that can be classified as
continuous. The authors addressed issues such as; Continuous
Integration (CI), Continuous Publication (PC), Continuous
Testing (CT), Continuous Compliance (CC), Continuous Se-
curity (SC), Continuous Delivery (EC), among others. An
important point of this paper is the distinction between the
Continuous Delivery and Continuous Publication. According
to the authors, Continuous Publication is ability to put into
production software products in an automated manner. This
definition is complementary to the software continuous deliv-
ery definition given above.

Although all these works have a practical nature, none of
them showed which tools were used, which recommendations
for similar scenarios and which were the techniques used

during deployment. Therefore, the work presented in this paper
seeks to fill these gaps.

III. A PRACTICAL APPROACH

A. Main Proposal
To provide an infrastructure that allows the Software Con-

tinuous Delivery is the main goal of setup shown in Figure 3.
It has 4 areas: Commit Stage (CS), Quality Assurance (QA),
Staging (ST) and Production (PD).

Figure 3. An overview of a setup of servers and areas.

B. Areas
Commit Stage (CS) has primary responsibility to imple-

ment continuous integration of all code reviews sent to the
repository. This area consists of the following services:

• Public Code Repository
◦ Purpose: to get code reviews that have not been

approved.
◦ Tool: Git (git-scm.com).
◦ Technique: it has a single branch, called mas-

ter, which receives revisions of all developers.
• Continuous Integration

◦ Purpose: to integrate all code reviews sent to
the server.

◦ Tool: Jenkins (jenkins-ci.org) and Maven
(maven.apache.org)

◦ Technique: it does integration performing unit
testing and adding first acceptance step in peer-
review server.

• Static Analysis
◦ Purpose: to make code analysis generating

quality reports.
◦ Tool: SonarQube (sonarqube.org).
◦ Technique: each integration performs a series

of tests, such as size metrics, complexity, test
coverage, dependency calculation, among oth-
ers. Creates a baseline quality of the project.

• Peer-Review
◦ Purpose: to enable promotion/rejection of

codes from public to canonical repository.
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◦ Tool: Gerrit (code.google.com/p/gerrit).
◦ Technique: approval of two steps, the first

being carried out by continuous integration
server and the second by the configuration
manager. If the review through both sides, code
is promoted to canonical repository.

• Canonical Repository
◦ Purpose: to receive approved code reviews.
◦ Tool: Git (git-scm.com).
◦ Technique: it has a single branch, called mas-

ter, which receives revisions of peer-review
server.

• Repository Libraries.
◦ Purpose: to store libraries and components

used in integration.
◦ Tool: Nexus (sonatype.org/nexus).
◦ Technique: libraries and components are in-

stalled automatically or manually on the server
being available for use at the time of integra-
tion.

Layout and operation of Commit Area are shown in Figure
4.

Figure 4. Commit Stage (CS).

Quality Assurance Area (QA) has the main purpose of
performing all automated tests and allow Quality Manager
perform manual tests, such as exploratory testing [2]. This
area consists of the following services:

• Continuous Integration
◦ Purpose: to obtain a copy of the code and

perform integration, functional and automated
load tests.

◦ Tool: Jenkins and Maven (maven.apache.org).
◦ Technique: get a copy of canonical repository

to generate executable, install them into library
server, application servers and database server.
After that, execute integration, functional and
load tests.

• Page Servers, Application and Database
◦ Purpose: to host application to test
◦ Tools: may vary according to the technology

used; Wildfly and MSSQL are some examples.

◦ Technique: can vary depending on the technol-
ogy used (to install and configure, basically).

• Load Test
◦ Purpose: to perform a load test against the page

servers, application and database.
◦ Tool: Jmeter (jmeter.apache.org) and Vagrant

(vagrantup.com).
◦ Technique: it performs script created by quality

manager allocating hosts as required to test. It
generates a supported load from baseline.

Operation of Quality Assurance area is shown in Figure 5.

Figure 5. Quality Assurance (QA).

Staging Area aims to provide for monitoring users and
product owners an environment as close as possible to produc-
tion environment, so they perform approval tests. These ones
are related to user experience and their perception regarding
how software product meets specified requirements. This area
has a copy of operating environments, both in terms of
operating systems, tools and settings, and in terms of data.
Monitored users are the ones chosen to perform approval tests
in a monitoring way. Occasionally, they are in the product
owner role. Figure 6 shows this area.

Figure 6. Staging (ST).
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Finally, configuration manager makes promotion from
Staging Area artifacts to Production Area manually by Config-
uration Manager. However, developers and infrastructure staff
are present to perform this task. Figure 7 shows this area.

Figure 7. Production (PD).

Also, the following servers were used: (1) Log Server and
(2) LDAP Server. The first has a very important function
in the setup; to get all events occurred by indexing logs.
This assists the diagnosis, providing information for reporting,
alerts and dashboard. The tool used in this case is Splunk.
The second server has a function to allow authentication and
authorization for all setup servers. This is necessary because
it is costly to maintain users across all the servers involved in
an individualized way, in addition this increase security flaws.
The tool used in this case is OpenLDAP (openldap.org).

C. Tools
Table I summarizes all tools used with its URL. These tools

are used to Configuration Management (Git, Gerrit, Nexus,
Flywaydb and Vagrant), Continuous Integration (Jenkins and
Maven), Quality Assurance (SonarQube and Jmeter), Appli-
cation Lifecycle Management (Redmine) and infrastructure
(Splunk and OpenLDAP).

TABLE I. TOOLS USED.

Goal Name URL
Continuous Integration Jenkins jenkins-ci.org
Source Repository Git git-scm.com
Build Maven maven.apache.org
Gathering Logs Splunk splunk.com
Peer-Review Gerrit code.google.com/p/gerrit
Static Analysis SonarQube sonarqube.org
Load Test Jmeter jmeter.apache.org
Library Repository Nexus sonatype.org/nexus
Application Lifecycle Management Redmine redmine.org
Database Migration Flywaydb flywaydb.org
Automated Installation Vagrant vagrantup.com
Authentication and authorization OpenLDAP openldap.org

These tools were used because they are open/free software.

IV. RESULTS

Preliminary results about this approach are related to
automation of many delivery tasks, resulting in a more pre-

dictable and managed process. Another aspect, related to
collaboration, is due to communication between developers
and infrastructure team was increased in all aspects of the
process, since planning of a feature until its publication. These
results are classified in a process maturity level [2], as shown
in Figure 8.

Figure 8. Process maturity level [2].

V. CONCLUSION

This work presents a practical approach that can be used in
similar processes. Additionally, among the contributions can
be mentioned (1) a set of tools evaluated and (2) a set of
techniques, that can be used for organizations that do not use
this type of approach, as for those which already have a higher
level of maturity.

Moreover, some further work may be developed to improve
setup provided in this article. The first one aims to get a strat-
egy for publication with less impact in terms of unavailability
of software products, including deployment across different
timezones. The second one is linked with multiple projects
scenarios. We can analyze how the artifacts, from several
projects, are promoted to production by the same team.

Finally, this article has a practical purpose. However, to
implement continuous delivery involves more than installing
some tools and automate some tasks. It depends on effective
collaboration among all of those involved in the delivery
process, senior management support and especially the desire
of stakeholders in become the changes a reality.
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Abstract— Resilience is the ability of a complex system to 

persist in, adapt to, or transform from dramatically changing 

circumstances. Our objective is to characterize the resilience of 

a complex system in depth by looking at what fundamentally 

constitutes and leads to system changes and how the system 

can be resilient to these changes. Our characterization is by a 

two-fold framework, i.e., with a meta-theory that integrates 

long-standing foundational theories of systemic change and a 

two-part machine-intelligent computational modeling, 

specifically, using network analysis and machine learning 

models, to realize our meta-theory. By starting with a meta-

theory as background knowledge to guide our modeling, we 

avoid irrelevant, scattered and loosely knitted paradigms. 

Complementary, any truth presented by the inferred models 

that are not accommodated in the meta-theory may correct 

flaws in the meta-theory. To our knowledge, our framework 

that uses this linking of meta-theory and machine-intelligent 

modeling to characterize resilience is novel. The results we 

obtained from our simulations show that our framework is a 

systematic and pragmatic way of inferring predictive models of 

the contextual interaction behaviors of a resilient system. 

Keywords-dynamic system theories; resilience theories; 

system evolution theories; intelligent systems. 

I.  INTRODUCTION 

We have witnessed in the past 10 years unprecedented 
massive devastations in terms of human lives, livelihoods 
and infrastructures brought about by strong natural hazards, 
such as Hurricane Katrina in 2005 that is considered to be 
one of the deadliest hurricanes in U.S. history, the Haiti 
earthquake of 2010 with its catastrophic magnitude of 7.0Mw, 
the 9.0Mw undersea megathrust earthquake off the Pacific 
coast of Tōhoku Japan and the Fukushima nuclear power 
plant disaster that happened in its wake, and Haiyan in 2013 
that is one of the strongest trophical cyclones ever recorded. 
To say, however, that our reality is mostly a series of mild 
and insignificant events punctuated by only a handful of 
massive devastations is inaccurate. The reality is that the 
occurrences of car, train and airplane crashes, sinking ships, 
oil, chemical and radiation spills and leaks, terrorist attacks, 
and spread of viruses, among others, are more frequent than 
we think. These so-called normal accidents [42] dictate the 
quick, frequent and incremental critical adaptations of our 
systems [27]. Then we can add to these the catastrophic 
events that are difficult to model and predict given their ill-
defined and non-computable nature, or the so-called Black 

Swans and X-events (citations in [26][32]), which compel our 
systems to carry out dramatic and novel adaptations in order 
to survive and sustain their existence. 

In other words, accidents and disasters are actually 
common and inevitable [27][47], hence, our systems that 
keep us, our way of life, and our world existing and 
flourishing must be resilient, i.e., able to withstand even 
large perturbations and dramatically changing circumstances 
and preserve its core purpose and integrity [53], and achieve 
generalized recovery once failure due to perturbation is 
inevitable [32]. While resilience theory has been adopted in 
various fields including ecology, biology, economics, 
finance, engineering, social science, and of course, human 
development (noteworthy surveys can be found in [31][32]), 
we argue for deepening further the analysis of what makes a 
system resilient through a deeper understanding of what 
fundamentally (foundational) constitutes and leads to 
systemic changes and how the system can be resilient 
through undesirable changes. To be resilient also means to 
embrace change [31]. We position our argument with the 
long-standing theories of system complexity, chaos, self-
organization, and criticality, all of which are interesting 
emergent properties shared by complex systems and have 
been used to explain biological evolution [23][24], capacity 
for computation in physical systems [39][25][36], evolution 
of natural and socio-ecological systems [2][21][40][41], and 
the collapse of social systems [46][35][13][9]. We integrate 
essential concepts of these theories in varying grains of 
analyses and view this integration as a meta-theory. 

We also argue for the use of a two-part machine-
intelligent modeling, specifically, using network analysis and 
machine learning approaches, to automatically discover the 
hidden rules of contextual interaction behaviors of a complex 
system. By starting with a meta-theory as background 
knowledge to guide our modeling, we avoid scattered and 
loosely knitted paradigms. Complementary, any truth present 
in the inferred models that is not accommodated in the meta-
theory shall correct flaws in the meta-theory. Our meta-
theory and machine-intelligent models can evolve together 
with increasing predictive isomorphism [34] to accurately 
represent the phenomena present in, i.e., endogenous (e.g., 
emergent properties, complexity, chaos, adaptation, and 
transformation, among others) and with, i.e, exogenous (e.g., 
disturbances, stress, and shocks), a complex system. To our 
knowledge, this linking of a meta-theory and two-part 
intelligent modeling to automatically characterize the 
contextual interaction behaviors of a resilient system is novel. 
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Our paper is structured as follows. We elucidate in detail 
our meta-theory in Section II and discuss in length our 
machine-intelligent modeling approaches and simulation 
results in Section III. We make a final defense of our 
framework in Section IV and then conclude in Section V. 

II. OUR META-THEORY 

Figure 1 shows our meta-theory that cohesively puts 
together theories on complexity, chaos, self-organization, 
critical transition and resilience. The complex system 
evolution cycle in our meta-theory involves three regimes, 
namely, order, critical, and chaos. The second ordered 
regime, however, may be novel in the sense that it required 
the system to transform when adaptation back to the previous 
state was no longer attainable. The moving line indicates 
system “fitness”, i.e., the changing state of the system in 
terms of its capacity to satisfy constraints, its efficiency and 
effectiveness in performing tasks, its response rate (time to 
respond after experiencing the stimuli), returns on its 
invested resources or capital, and/or its level of control.  

It is through our meta-theory that we can view a complex 
system as open, i.e., always in the process of change and 
actively integrating from, and disseminating new information 
to, changing contexts, as well as open-ended, i.e., it has the 
potential to continuously evolve, and evolve ways of 
understanding and manipulating the contexts (endogenous 
and exogenous) that embed it [48]. Both characteristics are 
vital for the complex system to be resilient. 

Our succeeding elucidation of our meta-theory, and the 
references that accompany our elucidation, would attest to 
the fact that the individual components, i.e., theories, which 
comprise our meta-theory are neither from a vacuum nor just 
mere speculations as they are evident in physics, ecology, 
biology, and system dynamics. What we are presenting here, 
however, is a plausible integration of these theories. 

While complexity theory focuses on how systems 
consisting of many diverse elements give rise to well-
organized, predictable behavior, chaos theory concerns itself 
with how simple systems pave the way for complicated 
nonlinear unpredictable behavior. Self-organization holds 
that structures, functions, and associations emerge from the 
interactions between system components and their contexts. 

The critical regime, which we pay special attention to due to 
its importance, holds significant paradoxes – it may herald an 
unwanted collapse or become a harbinger of positive change 
[44], and while it may signal hidden fragilities [12], it is also 
theorized to facilitate complex computations, maximize 
information storage and flow, and be a natural target for 
selection because of its hidden characteristics to adapt 
[25][23][36]. While we adopt the terms order, critical, and 
chaos from dynamical systems theory [49], to persist, adapt, 
and transform is resilience thinking [14][8][10]. 

In the ordered regime, connections, interdependencies, 
and correlations begin to emerge. In this stage, the system 
will control and manage change. It will always attempt to re-
establish equilibrium in order to persist in its ordered state 
each time it is perturbed (indicated by the dents in fitness). 
When it encounters a perturbation, it should readily bounce 
back and recover. System adaptations, however, will only be 
small, moderate, segmented and gradual, which are sufficient 
to handle only the manageable perturbations. The system 
changing or becoming permanently damaged from shock is 
not a major concern in this phase. To resume normal 
operations immediately and distort less in the face of minor 
perturbations is an increasing trait. 

The ordered regime is a slow process characterized by 
increasing system efficiency and optimization of processes. 
What is also increasing, however, is the connectedness or 
tight coupling of the system components. Furthermore, the 
system’s self-regulation becomes more finely tuned to the set 
of perturbations and responses it became familiar with. 
These tight coupling and rigidity only make the impact of 
any perturbation, regardless of its magnitude, to also increase. 
All this build-up is like an accident in the wings waiting to 
happen. Eventually, the system shall converge to a state that 
makes itself less adaptive to perturbations and therefore 
brings itself to the critical regime, which is at times also 
called the “edge of chaos” [25][23][36]. 

Scheffer et al. [44] elucidate the behaviors displayed by 
the system in the critical regime. One is a critical slowing 
down, i.e., the rate at which a system recovers from small 
perturbations becomes slow. Flickering may also be 
observed wherein a highly stochastic system flips to an 
alternative basin of attraction when exposed to strong 
perturbations. Page [40] added diminishing returns, which is 
the decrease in some system performance measure such as 
efficiency, robustness, or accuracy. 

Comes a point when complexity can no longer be 
sustained and persistence and small adaptations are no longer 
possible, and so the system enters the chaotic regime. The 
building up of complexity becomes a constraint to adaptation 
and eventually leads to chaos. In the chaotic phase, the 
system will need larger adaptations, otherwise, it will need to 
transform to a new ordered regime to survive – one that will 
require dramatic change of structure and function. 

Systems that demonstrate a transformative capacity can 
generate novel ways of operating or novel systemic 
associations and can recover from extreme perturbations [31]. 
Such systems learn to embrace change [31], and instead of 
bouncing back to specification, which is proved vulnerable 
and led to chaos, they bounce forward to a new form [29]. 

Figure 1. We integrate in varying grains of analyses how the different 

theories are plausibly related – hence,  a meta-theory. 
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Figure 2. Our entire complex systems resilience modeling architecture, which includes our two-fold framework (enclosed in dotted lines). 

III. MACHINE-INTELLIGENT MODELING OF THE 

RESILIENCE OF A COMPLEX SYSTEM 

When we speak of complex system properties, we speak 
of system-wide behaviors emerging from the interaction and 
interdependencies of diverse system components. To be 
more concrete, our long-term objective is to model a socio-
ecological urban system (SEUS), as shown at the right side 
of Figure 2, where diverse components, which can be 
systems in themselves [5][50], are intricately connected and 
may at times display rather extreme interdependencies. This 
SEUS contains continuous flow of resources, information, 
energy, capital, commerce, and people. The sustainability of 
a component will critically depend on its place in the system 
and how it, and the entire SEUS, can withstand perturbations. 

The meta-theory shall be the by-product of integrated 
transdisciplinary perceptions of what characterizes systems 
resilience. We can develop social computing platforms for 
the collaboration and integration of expert and experiential 
knowledge (e.g., of aborigines and natives whose breadth 
and depth of experiential knowledge make their lack of 
formal education insignificant) [26]. We can also develop 
knowledge extraction and integration technologies that can 
infer relationships that exist among knowledge from largely 
varying domains and can synthesize individualized, micro-
level, and domain-dependent knowledge towards contextual 
systemic knowledge that can lead to actionable information 
for resilience. Such actionable information, for example, can 
be in the form of a repository of evidences of what works 
(predictive) and may work (innovative) in a situation (e.g., 
disaster prevention, mitigation and management). 

To gather large amount of data to model the SEUS, 
ubiquitous smart and interacting daily-living objects can 
offer a wide range of possibilities [6][43]. Urban services, 
such as vehicular traffic, banking, purchasing, personal 
security for citizens, social services, and tourism support, 
among others, have been recently enhanced by digital 
networks and mobile technology. Digital networks may also 
control sanitation and waste, water, traffic, communication, 
and energy. Tiny interacting embedded systems could also 
play a valuable role in protecting the environment from 

perturbations, e.g., sensors so minute, as the size of dust 
particles, but can detect the dispersion of oil spills or forest 
fires [6]. Furthermore, signals can come from volunteered 
data of people’s use of mobile devices, social media, web 
searches, and online transactions, among others, which 
reflect human cognitive, affective and social behavior 
patterns. Using distributed multisensing capabilities and 
information processing, it is possible for the machine 
intelligence in the SEUS to infer accurate and informative 
models for situation analysis, situation awareness, decision-
making and response, and component feedback in order for 
the SEUS to sense and shape the contexts that embed it. 

Heterogeneous data related to humans, environments, 
and technologies, and their interactions will often be reported 
or obtained from a multiplicity of sources, each varying in 
representation, granularity, objective, and scope. Data pre-
processing techniques can be employed to organize, align, 
and associate input data with context elements. With feature 
selction, it can also reveal which features can help improve 
concept recognition, generalization and analysis. Lastly, data 
fusion can address data and algorithmic complexities and the 
associated challenges that arise when independent data 
sources are combined to improve the quality of information.  

All the pertinent features, contexts and interactions 
inferred in the preprocessing stage will be used in our two-
part machine intelligent modeling. First, these information 
will be organized, represented and analyzed as a network. 
Paperin et al. [41] provide an excellent survey of previous 
works that demonstrated how complex systems are 
isomorphic to networks and how many complex properties 
emerge from network structure rather than from individual 
constituents. Second, using as inputs the network and 
resilience properties of the system, machine learning will be 
used to infer the relational rules of system contextual 
interaction behaviors that define its adaptive and 
transformative walks and therefore define its resilience. Our 
modeling will capture how the complex system’s ability to 
vary, adjust or modify the connectivity, dynamism, topology, 
and linkage of its components (endogenous features), and its 
capacity to withstand the disturbances (exogenous feature) 
that perturb it, will dictate its resilience. 
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A. Simulation of a Complex System  and its Properties 

Although our aim is to model a socio-ecological urban 
system and its intricate properties, our major concern at this 
time, however, is that we have yet to embark on this 
endeavor. However, as a more than plausible work-around to 
this lack of complex system to analyze the viability of our 
framework, we used random Boolean networks (RBNs) to 
simulate the behavior of a complex system. The question, 
however, is whether the use of a RBN in lieu of an actual 
complex system plausible in demonstrating our concepts?  

The literature is rich with RBNs being models of large 
scale complex systems [1][20]. RBNs are idealizations of 
complex systems where its systemic elements evolve [11]. 
They are general models that can be used to explore theories 
of evolution or even alter rugged adaptive landscapes [16]. 
Furthermore, although RBNs were originally introduced as 
simplified models of gene regulation networks [22][23][24], 
they gained multidisciplinary interests since they could 
contribute to the understanding of underlying mechanisms of 
complex systems, albeit their dynamic rules are simple [52], 
and because their generality surpassed the purpose for which 
they were originally designed [34][52][30][17]. 

A RBN consists of N Boolean nodes, each linked 
randomly by K connections. The state of a node at time t+1 
depends on the states of its K inputs at time t by means of a 
Boolean function. The randomly generated Boolean 
functions can be represented as lookup tables that represent 
all possible 2K combinations of input states. N represents the 
number of significant components comprising an adapting 
entity, such as gene, chromosome, trait, species, process, 
business unit, firm, traders, bankers, or workers – generally 
the number of agents attempting to achieve higher fitness 
[34]. The Boolean values may represent, for example, 
contrasting views, beliefs and opinions, or alternatives in 
decision-making (e.g., buying or selling a stock [24], 
cooperating with community or not).  We can view K 
conceptually as affecting the mutual influence among nodes 
in an information network [52] since a directed edge <x, y> 
means that agent y can obtain information from, and can be 
influenced by, agent x. In this way, K is proportional to the 
quantity of information available to the agent [52]. 

How complex can a RBN be? Given N and K, there can 

be (N!/(N-K)!)N possible connectivity arrangements, ( )N 

possible N Boolean function combinations, and (( N!)/(N-
K)!)N RBNs [19]! This is not counting the many possible 
updating schemes [16], and possibly extending to have nodes 
with multiple states [45]. With these huge number of 
possibilities, it is therefore possible to explore with RBNs the 
various properties of even large-scale complex systems and 
their many possible contexts [20]. 

Inherent to RBNs are certain parameters that we found 
having accounted for by our meta-theory. At the same time, 
these parameters can be the controlling variables that the 
system can modify or adjust to demonstrate its resilient 
capabilities. In a plausible sense, these parameters can be 
viewed as simulated (but possible) outputs of the pre-
processing stage of our architecture (in Figure 2) that led to 
the construct of the network. The parameters are as follows: 

 Connectivity (K). This refers to the maximum or average 
number of nodes in the input transition function of a 
network component. As we increase K, nodes in the 
network becomes  more connected or tightly coupled, and 
more inputs affect the transition of a node.  

 Dynamism (p). A Boolean function computes the next 
state of a node depending on the current state of its K 
inputs subject to a probability p of producing 1 in the last 
column of the lookup table. If p=1 or p=0, then there is 
no actual dynamics, hence low activity, in the network. 
However,  p close to 0.5 gives high adynamical ctivity 
since there is no bias as to how the outputs should be 
[17]. High dynamical activity means high variability. 

 Topology (or link distribution). A RBN may have a fixed 
topology, i.e., all transition functions of the network 
depend on exactly K inputs, or a homogeneous topology, 
i.e., there is an average K inputs per node. Another type 
of topology is scale-free, where the probability 
distribution of node degree obeys a power law. In an 
information network, a scale-free property means that 
there is a huge heterogeneity of information existing [52], 
hence, there is more variation in the network. Following 
[38], the number of inputs for the scale-free topology is 
drawn from a Zeta distibution where most nodes will 
have few inputs, while few nodes will have high number 
of inputs. The shape of the distribution can be adjusted 
using the parameter γ (set to 2.5) – when γ is small/large, 
the number of inputs potentially increases/decreases. 

 Linkage (or link regularity). The linkage of a RBN can be 
uniform or lattice. If the linkage is uniform, then the 
actual input nodes are drawn uniformly at random from 
the total input nodes. Following [38], if the linkage is 
lattice, only input nodes from the neighbourhood (i-
latticei*ki):(i+latticei*ki) are taken, where i is the position 
of the node in the RBN and latticei is its lattice dimension 
whereby nodes are dependent to those in the direct 
neighborhood. A wider lattice dimension can lead to a 
RBN with highly interdependent nodes. 

B. Simulation Models, Results, and Analyses 

We now discuss our various simulation models starting 
with the base case. Our base case is a “conventional” RBN 
wherein the topology is fixed and the nodes are updated at 
the same time by the individual transition functions assigned 
to each, i.e., synchronous update. With several conditions to 
check, we used for now a single value for N (i.e., 20). 

The simulations we conducted involved testing the 
RBN's robustness when faced with perturbations. We 
applied the program of Müssel et al. as outlined in their 
BoolNet vignette [38] as follows. A perturbation is achieved 
by randomly permutating the output values of the transition 
functions, which although preserved the numbers of 0s and 
1s, may have completely altered the transition functions. For 
each simulation a total of 1,000 perturbed copies of the 
network were created, and the occurences of the original 
attractors in the perturbed copies were counted. Attactors are 
the stable states to which transitions from all states in a RBN 
eventually lead. The robustness, R, value is then computed as 
the percentage of occurrences of the original attractors. 
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Figure 3. Base case: map of the different regimes based on the sensitivity 

of conventional RBNs to perturbations. 

It is very important to realize that robustness here is not 
resilience per se, since resilience refers to what enables a 
system (such as change in connectivity, dynamism,  topology, 
and linkage, among others) to preserve its core identity when 
faced with perturbations [53]. We used R to quantify the 
amount of RBN core identity that was preserved. Hence, R is 
an indicator or measure of systems resilience. 

Figure 3 shows our base case R-matrix in a dynamism-
connectivity space, where each component is a R value. We 
can observe that it is at K=1 that the RBNs were most robust. 
The RBNs losing robustness at K=2 is indicative of critical 
slowing down and the system may therefore be tipped more 
easily into an alternative state [44], i.e., from order to chaos, 
which therefore reflects criticality. Hence, the ordered phase 
is found when K<2, the chaotic phase occurs for K>2, while 
the critical regime lies at the phase transition, i.e., at K=2 
[16]. We can therefore observe from the base case the 
regimes present in our meta-theory (blue is order, purple is 
critical, and red is chaos). 

We now move on to the results of the various simulation 
models we ran, beginning with the one in Figure 4. Each 

rectangle in the 35 topology-linkage space is a R-matrix 

with p-K dimensions. For example, R23 corresponds to the 
robustness matrix of RBNs with homogeneous topology and 

lattice linkage of size 2.5. R11 is the same R-matrix in Figure 
3. We can see from the R-matrices the interesting properties 
that emerged. We can observe the critical regime broadening 

to K=3 (e.g., R12, R22, R23, etc.), or reoccurring at K>2 

(e.g., R13 and R15) in between chaotic regimes, in the fixed 
and homogeneous RBNs with wider lattice. These extensions 
and reoccurrences of the critical regime mean alternative 
opportunities for the system to take advantage of the benefits 
of the critical regime and the balance of stability and chaos 
[17]. The wider lattice led to more interdependencies among 
nearest neighbors, which formed small world networks that 
brought about such behaviors of the critical regime. This is 
consistent with the findings of Lizier et al. [28] that a small 
world topology leads to critical regime dynamics. 

Furthermore, the ordered regime expands with 
homogeneous RBNs. Since the number of input nodes is 
drawn independently at random, there is more variation in 
the way components influence each other. This also means 
that with less tighter connections among components (i.e., as 
the couplings in the network are loosened), the system 

becomes less vulnerable to perturbations. R21, for example, 
shows how the system could transform to the next ordered 
state from a critical phase instead of deteriorating to a 
chaotic regime. With the scale-free topology, however, we 
can see highly robust RBNs. Since few nodes have more 
connections, and most nodes have few connections, changes 
can propagate through the RBN only in a constrained fashion. 
We also have evidence wherein the over-all mean robustness 
began to continuously decrease towards zero for the fixed 
and homegeneous topology at K=2, which we interpret as a 
form of diminishing returns before transitioning to the 
chaotic regime. The over-all mean robustness values for the 
scale-free RBNs, however, remained satisfactory throughout. 
A complex system may therefore demonstrate resilience by 
broadening (extending) the critical regime, making the 
critical regime reoccur, or changing to a scale-free topology. 

Lastly, by applying again the methods of Müssel et al. 
[38], we tested for the sensitivity of the RBNs to greater 
perturbations. In each network transition, the transition 
function of one of the components is randomly selected, and 
then five bits of that function is flipped. Figure 5 shows the 
results we obtained. The first interesting phenomenon is the 

multiple occurrences of the ordered (e.g., in R21 and R24) 

and critical regimes (e.g., in R14, R23, R24, and R31), even 
after the chaotic regimes, which can point to resilience. The

 

 
Figure 4. Map of the different regimes based on the sensitivity of RBNs to perturbations when activity, connectivity, topology, and linkage values were 

varied. The R-value ranges for each regime are as follows – order: [43,100] (in blue), critical: [22, 43) (in purple), and chaos: [0, 22) (in red). 
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Figure 5. Map of the different regimes based on the sensitivity of RBNs to greater perturbations. 

 
Figure 6. We simulated what will happen with changing γ values. The tables show that with other γ comes more expansions of the critical regime. 

second is that we can obviously see how the behavior of the 
scale-free RBNs changed drastically, i.e., we could not find 
any ordered regime. This is consistent with the findings of 
Barabási and Bonabeau [3] that scale-free networks are very 
robust against random failures but vulnerable to elaborate 
attacks. In our case, flipping bits in each transition of the 
network was too much perturbation for the scale-free RBN. 
But this does not mean, however, that its resilience is entirely 
lost. When we varied the parameter γ of the Zeta distribution, 
another interesting phenomenon emerged as shown in Figure 
6 – we see more expansions and reoccurrences of the critical 
regime given other γ values. Again, to be capable of 
prolonging or increasing the number of critical regime 
occurrences is indicative of a system being resilient. 

C. Machine-Intelligent Modeling 

We can see from our simulation results that the various 
parameters we used can quantitatively explain our meta-
theory. It is clear that the combinations of their specific 
values can be used to predict system states and changes and 
steer the system to desirable regimes, i.e., resilient states. 
The question now is how to infer these parameter relations 
that can be used as rules of contextual interaction behaviors 
that define the complex system’s adaptive and transformative 
walks and therefore define its resilience. 

Our solution is to use machine learning (ML) to 
automatically discover the hidden relations from the data we 
obtained about the complex system. We represent system 

contextual interaction behaviors as sets of feature vector and 
label pairs. Each feature vector is represented as a tuple of 
attribute values, i.e., <topology, linkage, lattice, gamma, 
connectivity, activity, perturbation>, and labeled with the 
corresponding R value that is indicative of system regime. 

The ML algorithm should infer a model that is predictive 
– given the feature vector, what is the system regime (and its 
robustness)? Furthermore, the predictive model is one that 
can be used to help steer the system to a desirable regime – 
from the current feature vector that indicates the contextual 
situation of the system, which may be undesirable given R, 
which features can or should be modified to achieve a 
desirable regime. This capacity to modify the contexts and 
predict the resulting behavior can make the system resilient. 

Our dataset consisted of 7,120 feature vectors, which 
corresponds to the various simulation scenarios we ran using 
our different RBN models. It is important to note that even 
though our data can still be considered minimal (considering 
for example that we only used one value for N, limited value 
ranges for the parameters, and only synchronous updates), 
the advantage of using a data-centric approach is that as the 
data further increases, ML can be used to automatically 
handle growing intricacies and complexities, as well as 
automatically infer the new relations emerging from the data. 

To obtain the model with the best predictive capacity, we 
ran several well-known ML algorithms that are (a) function-
based: linear regression models (LRM), multi -layer 
perceptrons (MLP), radial basis function networks (RBFN),
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Figure 7. Prediction accuracy of the various models using %-split validation with increasing % values 

and support vector machines for regression (SMOR), (b) 
instance-based or lazy: K* and k-nearest neighbor (Ibk), and 
(c) tree-based: fast decision tree (REPTree) and MP5 model 
tree (MP5Tree), using the WEKA open-source software. Due 
to space constraints, it is best that we refer the reader to the 
documentation [51] of these algorithms. We used %-split 
validation where x% of the data was used for training and the 
rest for testing the accuracy of the model. We measured the 
performance of the regression analysis in terms of correlation 
coefficient and root mean squared error to show the strength 
of prediction or forecast of future outcomes through a model 
or an estimator on the basis of observed related information. 
The correlation coefficient is also indicative of how good the 
approximation function might be constructed from the target 
model. We constructed several models by increasing the size 
of the training set from 10% to 90% of the total data, with 
increments of 10% (horizontal axis of the graphs in Figure 7), 
which allowed us to see the performance of the inferred 
models with few or even large amount of data, and also gave 
us the feel of an incremental learning capacity 

Figure 7 shows the accuracy of prediction of the models. 
We can see that the models inferred by the decision tree-
based (REPTree and MP5Tree) and instance-based k-nearest 
neighbor (Ibk) algorithms outperformed the others. These 
models can accurately predict in more than satisfactory 
levels the contextual interaction behaviors of the system even 
with only 10% of the data. We note that our goal at this time 
is not to improve the algorithms or discover a new one, but 
to prove the viability of our framework. We anticipate, 

however, that as the complexity of the system and the data 
grows, our algorithms may also need to improve. 

The other advantage of the tree-based models is that the 
relation rules can be explicitly observed from the tree. Model 
trees are structured trees that depict graphical if-then-else 
rules of the hidden or implicit knowledge inferred from the 
dataset [4][18]. Model trees used for numeric prediction are 
similar to the conventional decision trees except that at the 
leaf is a linear regression model that predicts the numeric 
class value of the instances reaching it [18]. Figure 8 shows 
the upper portion (we could not show the entire tree of size 
807 due to space constraints) of the REPTree we obtained 
using 10%-split validation with the elliptical nodes 
representing the features (colored so as to distinguish each 
feature), the edges specifying the path of the if-then-else 
rules, and the square leaf nodes specifying the corresponding 
R-values depending on which paths along the tree were 
selected. We can see how the rules delineated in a fine-
grained manner the attribute values that eventually led to 
satisfactory predictions. We can also see how certain features 
are more significant to the classification task even early in 
the tree. The connectivity feature, for example, is prominent 
in both sides of the tree, and that the dynamism feature is not 
as significant in the upper levels of the tree as compared to 
the lattice feature. All these mean that by observing the tree, 
we can determine which features are significant not only to 
the classification task, but more importantly to a more 
relevant sense, which features are actually influential to the 
resilient (as well as vulnerable) walks of the system. 

 

 
Figure 8. REPTree generated using Weka with a 10%-split validation. The size of the tree is 807, but only parts of it can be shown due to space constraints. 

The nodes specify the features (colored so as to distinguish each) with the edges as attribute values, and the leaf nodes as R-values. 
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Figure 9. Illustration of how the strength of the predicitve models can be used to find the desirable regime states. The regime states (colored blocks) and their 

contextual features (in angle brackets) were taken from the robustness maps, i.e., R23, R13, and R33, in  Figure 4. 

Lastly, we refer to Figure 9 to illustrate how our strong 
predictive model can be used to help steer the system to a 
desirable regime. The regime states shown in the figure, 
which were taken from the regime maps in Figure 4 

(specifically, from R23, R13, and R33), are obviously only a 
tiny portion of the possible entire regime search space since 
each cell in every R-matrix in Figures 4 to 6 is a regime state. 
Let us say that the system landed in the chaotic regime SI, 
hence undesirable, as a result of the situational context 
(indicated by the feature vector shown below it) it found 
itself into. The predictive model can be used to predict the 
resulting regime when one or more of the SI contextual 
features are changed. Hence, from the current regime state SI, 
depending on which features are changed, the system may 
enter in one of the many possible SI+1 regime states. 
Although it seems elementary for the system to follow the 
prediction that suggests changing to scale-free topology with 
γ=2.5 in order to immediately reach a new ordered state, 
what should be considered is the high cost of changing to a 
topology that will necessitate breaking many of the current 
ties (e.g., geophysical, relational, monetary, etc.). Hence, it 
may be more advantageous for the long haul for the system 
to seek alternative paths with longer chaos, but less painful 
and costly. This capacity to modify contextual features and 
predict the resulting regime demonstrates systems resilience. 

The next challenges we need to consider in our future 
work towards a truly strong predictive capacity is greater. 
One formidable challenge in determining the optimal path to 
the desirable regime is the possibly thousands, millions or 
even astronomical number of potential paths, each with its 
own set of multiple candidate divergence. Without special 
algorithms to find the correct paths efficiently, the required 
computing time might be prohibitive. Equally challenging is 
the notion that the shortest path is not necessarily the optimal 
one. Again, the longer path may in fact possess the more 
bearable pain, trauma and adjustment compared to the 
immediate, but extreme and radical, change. Hence, what is 
significantly missing in our modeling is the quantifiable cost 
associated to each change. Although we can account for the 
actual cost accurately only in retrospect, the challenge is for 
us to find the function that can meaningfully approximate the 
cost of system adaptation and transformation. 

IV. IN DEFENSE OF OUR FRAMEWORK AND APPROACH 

With our world witnessing critical systemic changes [26], 
we are concerned with how our systems can be resilient, i.e., 
it is able to persist in, adapt to, or transform from 
dramatically changing circumstances. We believe that a 
deeper understanding of what fundamentally constitutes and 
leads to critical system changes sheds light on our 
understanding of the resilience of our systems. 

Our solution of mutual reinforcing between theoretic and 
data-centric models allows for less perfect theory and 
inferred models to begin with, but with both components 
learning mutually and incrementally towards improved 
accuracy. Through our meta-theory we are able to have a 
strong basis of what will constitute our machine intelligent 
modeling. What the meta-theory can take from the inferred 
models, however, is to improve its knowledge by 
incorporating the fine-grained features, e.g., changing lattice 
and γ values, as well as the magnitude of the perturbations, 
which can have specific influences towards specific regimes. 
The meta-theory has to incrementally improve its knowledge 
based on what is being discovered by the intelligent 
modeling component. Our theoretic and data-centric models 
will surely need to co-evolve as we collect more data with 
increased range of network parameter values, other ways of 
introducing perturbations, using different transition schemes 
[16], and with agents having multiple states [45], among 
others. Furthermore, as nonlinear and unpredictable system 
intricacies become more detailed and pronounced, our 
machine intelligent modeling should account for emerging 
algorithmic and data complexities. This mutual reinforcing 
of theory and intelligent models is not found even in well-
established frameworks, such as the Adaptive Cycle [21], 
Self-organized Criticality [2], and Dual-Phase Evolution [41].  

Our framework is data-centric as opposed to using formal 
verifications. We can argue that formal or mathematical 
verification does not always guarantee reality and is not 
absolutely reliable. It can even fall short given the 
computational intractability of complex systems. The 
intractability of a complex system state space leads to issues 
of big data, which is where machine learning inference 
becomes viable. Furthermore, formal models tend to abstract 
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much of the realistic nonlinear and stochastic intricacies of 
the system’s internal workings [37].  

Due to the absence of our intended real world complex 
system data, we simulated the viability of our framework 
using random Boolean networks (RBNs). If RBNs are in fact 
general models of complex systems, then our simulations 
would have sound basis – which is actually the case. RBNs 
are models of self-organization in which both structure and 
function emerge without explicit instructions [54]. Secondly, 
it is by the random nature of RBNs, albeit the transition 
functions are fixed, that systemic behaviors that emerge from 
known individual component behaviors cannot be 
determined a priori (e.g., exact number and characteristics of 
possible basins of attractions). All these and that a RBN’s 
“infusion of historical happenstance is to simulate reality” 
[11, p.88] may attest to the fact that our meta-theory being 
demonstrated by RBNs is not at all forced. 

Lastly, we also believe that our proposed framework’s 
contribution is to help solve the problem of persistently 
having linear, fragmented and incomplete knowledge in our 
theories and models. This insufficiency of knowledge is 
because our system and the contexts that engulf it are 
complex, indeed chaotic, and their behaviors are nonlinear, 
spanning multiple simultaneous temporal and spatial scales, 
and with large interrelations and interdependencies among 
variables. And even though we are fully cognizant of their 
non-computable aspects [7][15], we continue to wrap our 
minds around what is only computable [7]. All these lead to 
shallow and disconnected understanding of the evolving 
nature of our systems and the phenomena that consist and 
embed them. We address this problem by having knowledge 
integration and incremental learning in our framework, i.e., 
(i) the integration of transdisciplinary knowledge via our 
meta-theory, (ii) the integration into data-centric models of 
low-level signals or features of various phenomena that are 
endogenous (e.g., interdependencies, dynamism, topology, 
connectivity, etc.) and exogenous (e.g., perturbations) to the 
complex system, and (iii) the mutual reinforcing and 
incremental knowledge learning of the meta-theory 
(theoretic) and intelligent models (data-centric) that shall 
lead to increased predictive isomorphism [33][34]. 

V. CONCLUSION 

We argued for a framework that characterizes what 
fundamentally constitutes complex system change by 
cohesively integrating concepts in complexity, chaos, self-
organization and critical transition theories into one meta-
theory. The meta-theory states that what comprises system 
change are the changing contexts, the fitness of the system to 
continuously evolve, and the capacity of the system to evolve 
its understanding and manipulation of the context. 

We then argued for the use of networks and machine 
learners to quantitatively explain what leads to system 
change and how the system can adapt to and transform 
through change. Our network-centric analyses show that the 
ability by which the system can vary, adjust or modify its 
controlling variables, specifically those that pertain to the 
connectivity, dynamism, topology, and sphere of influence 
of its components (all endogenous), and its capacity to 

withstand the disturbances (exogenous) that perturb it, will 
dictate the rules of its adaptation and transformation. We 
obtained these rules as relations of system controlling 
variables by mining the data using ML algorithms instead of 
the conventional abstract mathematical formulations. 

The meta-theory and intelligent modeling link will need 
to evolve as we collect more data with increased range of 
system endogenous and exogenous parameter values and 
more ways of introducing perturbations. 
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Abstract—The evolution of new miniatured devices, increas-
ingly cheaper and more efficient, is enabling the use of Wireless
Sensor Networks (WSN) for different application scenarios, such
as the Internet of Things. However, even when nodes are deployed
with a high degree of redundancy, common in target tracking
applications, energy management is still a challenge for research.
In order to optimize energy consumption in this dense network
scenario, duty cycling mechanisms arise as an efficient solution
to improve and maximize the WSN lifetime. In this paper, a new
autonomic duty cycling mechanism called BioSched is proposed,
aiming at simplicity, robustness and scalability. The mechanism is
implemented over Biologically-inspired Optimization for Sensor
network Lifetime (BiO4SeL), an autonomic routing protocol
based on Ant Colony heuristics designed to optimize WSN
lifetime. Based on the routes found by the ants in BiO4SeL,
BioSched puts a subset of nodes with less residual energy to sleep
while ensuring good delivery rate. Results show that the proposed
duty scheduling enhances BiO4SeL in network energy saving
and lifetime, and also outruns a related duty cycling algorithm
called EC-CKN (Energy Consumed uniformly-Connected K-
Neighborhood).

Keywords—Duty Cycling, WSNs, Tracking.

I. INTRODUCTION

WSNs are networks typically made up of thousands of
sensor devices able to monitor several types of phenomena and
transmit relevant harvested information to one or more base
stations. There are numerous application fields to WSN, such
as healthcare, security, agriculture, military, smart homes, etc.
One of the classic applications of WSN is target tracking, in
which the main objective is to search and track a given target
within a given area of interest, possibly remote or hostile [1].
Wild life monitoring is an example of its possible scenarios. In
general, this application requires sensors closest to the target
to keep sending data to the sink, while other nodes sense for a
possible target movement, not necessarily sending data to the
sink.

For this specific application, the first challenge is to have an
efficient routing algorithm in order to enable data harvesting at
the sink node. This algorithm must be autonomic and robust,
since nodes can be deployed in a field where human interven-
tion is unviable. For the same reason, the routing algorithm
must be energy efficient, as nodes’ batteries replacement can
also be unviable. Intending to overcome these challenges,
Castro et al. [2] proposed BiO4SeL. BiO4SeL is an autonomic
protocol that performs route discovery and maintenance using
ants in order to optimize network lifetime. In BiO4SeL, the
ants work in a distributed and autonomic way in order to

find paths between source and destination. The best paths –
not necessarily the shorter ones – are traced through by the
ants depositing pheromone at each node in the path, just like
biological ants. The pheromone mechanism used by the ants
makes it easy to adapt to topology changes and eliminates the
need of localization and global information. BiO4SeL uses the
residual energy data on a given node in order to deposit and
to evaporate the pheromone. The less energy a hop has, the
faster its pheromone will dissipate. This will lead to a lower
probability of this node to be chosen as a packet relay. Using
this parameter along with the probabilistic factor involved on
the route decision, the protocol distributes energy consumption
among all nodes in the network while optimizing the network
lifetime through the decrease of energy variance between the
nodes.

BiO4SeL was designed considering a traffic behavior com-
patible with target tracking application, i.e., one node transmits
information to the sink at a given moment (typically the one
closest to the target). As shown in [2], BiO4SeL presents
good performance when compared to other related protocols:
Ad-Hoc On-Demand Distance Vector (AODV) [3], Ant-based
Routing Algorithm for Manets (ARAMA) [4], and Energy
Aware Routing for Low Energy Ad Hoc Sensor Networks
(EAR) [5], and meets its main objective of optimizing the
network’s lifetime, among others.

Another possible approach that can be associated with
BiO4SeL in order to improve network lifetime is to deploy
more nodes than necessary to cover the surveilled area (deploy
dense network), relying on a duty cycle for these nodes.
The work described in this paper takes advantage of the
pheromone-based routing scheme provided by BiO4SeL in
order to propose a new duty cycling scheme called BioSched.
It was designed with two main objectives: (1) to overcome the
energy consumption distribution problem of BiO4SeL, and (2)
to adapt BiO4SeL to optimize network lifetime when operating
in dense networks.

The rest of this paper is organized as follows. In Section II,
some related works are discussed. Section III presents an
overview of the BiO4SeL protocol. Section IV provides a
detailed description of the proposed scheduling mechanism.
Section V shows the experiments based on simulations and
their numerical results, and Section VI concludes this paper.
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II. RELATED WORKS

There are different approaches in literature aiming at opti-
mizing network lifetime, such as topology control [6] [7], data
aggregation/fusion [8] [9] and routing [10] [11]. In dense net-
works, node duty cycling is a solution that shows good results.
The main idea is to take advantage of the large (more than
necessary for full coverage) number of nodes deployed in the
environment and coordinate the node operation mode, making
them relay their duty cycle in order to save energy. However,
the decision about which nodes should change their operation
mode needs to take into account network connectivity and
coverage requirements [12]. Recently, some techniques have
been used to perform node activity scheduling. Some of them
deal with the network connectivity problem, others aim at the
coverage problem and only very few of them deal with both
requirements. Most works that try to ensure 100% coverage
and/or connectivity, required for target tracking applications,
employ complex methods or have strong assumptions such as
network global knowledge or localization awareness.

In [13], a solution based on a graph theory technique called
minimum dominating sets was employed to eliminate nodes
redundancy and leave in active operation mode a minimum
number of nodes needed to ensure network coverage. In
theory, these sophisticated methods achieves good results.
However, in real WSN, the cost to compute those solutions
can be unaffordable. Besides the complexity, the work that
uses that kind of technique is in most cases centralized and
based on location information. Others examples using complex
solutions can be seen in [14] [15].

In [16] [17] [18], some solutions based on routing are
presented. In general, the scheduling mechanism integrated
in the routing procedure are computationally simpler and do
not overload the network. However, it is hard to find works
that operate in a simple, autonomous and distributed way. For
example, in [17], the nodes have no autonomy to decide when
to change their operation mode, and the solution is centralized
in a coordinator node.

In [19], authors propose a distributed scheduling algorithm
in which nodes are supposed to collaborate to keep a minimum
amount of nodes active in order to maintain k-coverage, where
k is a parameter. However, the algorithm is based on relatively
heavy processing, and it could become an issue when scenario
is dynamic.

Another approach by Yuan et al. [20], named EC-CKN,
selects nodes to sleep based on remaining energy and con-
nectivity, which is a similar approach to ours. The duty
cycling is performed in fixed-sized rounds. In each round, the
nodes communicate with each others in order to decide which
ones will switch to sleep mode. Hence, the decision is not
taken by each node autonomously, which can compromise the
adaptability in dynamic scenarios.

In order to try to solve the aforementioned deficiencies, this
paper proposes a duty cycling mechanism called BioSched
based on the routing process provided by the BiO4SeL proto-
col. The mechanism proposed works in an autonomous and

distributed way, such as BiO4SeL, and gives autonomy to
nodes to decide when to change its operation mode using local
information only (already acquired by BiO4SeL from neighbor
nodes), thus providing a simpler solution. In order to evaluate
the relative performance of our approach, we compare it with
regular BiO4SeL and also with EC-CKN [20].

III. BIO4SEL PROTOCOL

BiO4SeL is a protocol that incorporates the autonomous and
distributed behavior of ants and employs a heuristic solution
based on the residual energy of nodes to control the pheromone
deposition along the paths. The protocol assumes that the
nodes do not have prior network knowledge, not even the
base station location. It uses ants to set up multiple paths
between source and base station, and implements an inverse
probabilistic routing table in each node in order to calculate
the next hop in the path on the basis of just the node residual
energy and the amount of pheromone cumulated in the hop.
More details on BiO4SeL can be found in [2].

BiO4SeL operation comprises three phases: Bootstrap, Ini-
tial Route Discovery and Data Forwarding. At the Bootstrap
phase, each node sends an iHello message by broadcast to
its neighbors, which is used to initialize the node route tables
with neighbors information, including energy.

With all nodes aware of their neighborhood, the protocol
initiate the Initial Route Discovery phase. At this phase, the
path discovery is done. At the end of this phase, there are
paths established between all nodes and the base station.

After that, the Data Forwarding phase takes place. In this
phase, data is forwarded from the source node to the base
station and announcement ants (hello) are broadcasted at
regular time interval in order to update the neighborhood with
the node status. When a node receives a hello ant from a
neighbor, the node updates the neighbor residual energy and
the expiry time to the neighbor is restarted. At the beginning
of the Data Forwarding phase, the best path is the shortest one.
However, over time, the procedure of pheromone deposition
and evaporation changes the priority to paths where the nodes
have more residual energy. In order to encourage exploration
of new paths, a probability (pE) is used and has its value
calculated on the basis of nodes’s residual energy.

However, this pheromone update process can concentrate
pheromones in a few nodes preventing the choice of different
routes. In order to avoid that and to encourage better dis-
tribution of energy consumption, BiO4SeL also implements
an evaporation procedure. Evaporation takes place when the
same hop is chosen several times. As the mentioned solution
to decrease the concentration of energy waste takes some
time to be effective, the BiO4SeL shows that energy waste
still concentrates in the nodes surrounding the shortest paths.
Aiming to solve this problem and to increase the network
lifetime, the BioSched v1 and v2 presented in the next section
show a method to save energy in the nodes most frequently
used and in the nodes that waste all their batteries by sending
signaling messages.
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IV. THE BIOSCHED ALGORITHM

Scheduling node activity results in unquestionable power
saving. However, choosing which nodes must be switched to
sleep mode may be a critical issue, since it can impact essential
requirements for network operation, such as connectivity and
coverage, which are crucial for target tracking applications.
Aiming to give strict coverage and connectivity guarantees,
some works in the literature present their solutions based on
restrictive assumptions, what makes their activity impracti-
cable in real life WSN. According to [21], all scheduling
mechanisms must provide three basic features: simplicity,
scalability and robustness. With these features, a solution can
save energy without overloading the network.

In order to fulfill the requirements mentioned above, this pa-
per presents BioSched. The main difference between BioSched
and the mechanisms found in the literature is main objectives.
BioSched is not interested in switching the maximum possible
number of nodes to sleep mode. Instead, it is designed to save
energy from the most requested nodes and switching them to
sleep mode. Thus, the neighboring nodes can be included in
routing and the energy consumption is balanced.

The BioSched proposal includes two versions: the BioSched
v1 and BioSched v2. The first one implements a heuristic
method that takes into account energy and the workload of
each node. In this case, the nodes with a lower battery and
higher workload tend to be put to sleep. The second one, in
addition to the nodes with high workload, also put to sleep
the nodes that have never been required to forward packets.
The main feature of BioSched is that the node itself decides
whether to be switched to sleep node or not, ensuring that the
mechanism is autonomous and simple.

A. BioSched v1

The BioSched v1 was fully integrated into BiO4SeL in
order to take advantage of the protocol and to avoid network
overload. In order to perform the scheduling activity, BioSched
defines three possible states of a node: sleeping, active and
thinking. When the nodes are in the active and thinking states,
they are able to perform sensoring and transmission functions.
In the sleeping state, nodes do not perform any networking
function. The state changes are controlled by their own nodes
based on their workload. Besides, all information used to make
decisions is based on the node local information gathered from
BiO4SeL messages.

At the beginning of network operation, all nodes are in
the active state. When BiO4SeL comes into its second phase,
where the routing process starts, the nodes begin to observe
their own workload and, based on that, they decide whether to
change their state or not. When in the active state, if a node
decides to change to another state, it only switches to thinking
state. Once the node is in the thinking state, it has two options:
go back to active state or go to sleeping state. This decision
is based on the node’s workload and on the estimation of how
this change can affect network connectivity. The state diagram
with the change conditions is shown in Figure 1.

Thinking

Condition

NOK

wl=15

(Biosched v1 e v2)

(Biosched v2)
wl=null

Active
Sleeptime

expires

Condition

OK

Sleeping

Fig. 1. BioSched state diagram.

The node workload (wl) is defined as frequency in that the
node is chosen to forward a data packet. Until the source starts
sending data to the destination, all nodes have their wl set to
0. When the nodes are chosen to transmit data packets, each
time it is chosen its wl is increased in one unit. The wl is the
variable observed by the node to trigger the node change of
state to thinking mode. The state change is triggered off when
the wl reaches the threshold defined as 15. The wl threshold
and all the other values set to the variables used in this work
are empirically defined by simulation experiments.

Once the node is in the thinking state, it has to decide
whether it goes to sleeping state or to active state. The decision
is made using only information received from neighbors
through the BiO4SeL messages. The node is able to go to
sleep when it obeys the set of conditions defined to estimate
if the node’s state change results in connectivity and coverage
problems or not. The following conditions have to be fulfilled
to allow nodes to switch to sleep mode: (1) At least ten
neighbors in active state (MinNb); (2) At least one among
these ten neighbor nodes fulfills the following conditions: (a)
Not being source, destination or previous node in the path;
(b) Being closer to base station than the previous node in the
path; (c) Being the neighbor of the previous node in the path.

The previous node in this context is the node that sent
the last data packet to the node that is in the thinking
state (nodethinking). When the nodethinking receives the data
packet directly from the source, the source is also the previous
node. After verifying the conditions, if the nodethinking
decides to go to sleeping state, the node has to calculate
how much time it will stay there. After calculating the sleep
time, the node’s workload (wl) is reset and a new count will
be started when the node comes back to active state. When
all these steps are followed, the node broadcasts an update
message to its neighbors and goes to sleeping state. At the
moment the node wakes up, it goes to the active state and
does not send any update message. The state of the nodes is
updated through the Hello message used by BiO4SeL to keep
neighbor tables updated. The node calculates the sleep time
according to the following equation:

T = (
avg en

energy
)× sp (1)

where T is the sleep time, avg en is the energy average of
all node neighbors, energy is the current node energy and sp is
a constant used as a factor to control the sleep time assigned
to the nodes. As the objective of BioSched is to increase the
network lifetime, the lower the node’s energy compared to its
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TABLE I
COVERAGE ENSURED WITH DIFFERENT NEIGHBOR QUANTITY [22].

# of neighbors % of coverage # of neighbors % of coverage
5 91.62% 9 98.85%
7 96.89% 11 99.57%

neighbors’ energy, the greater its sleep time. Therefore, the
sleep time is directly proportional to the ratio between the the
energy average of all node neighbors and the current node’s
energy.

The constant sp was set to 20s after several simulations
varying this value between 1s and 30s. The results showed
that when simulation set sp to 1s, the network get overhead
due to the large amount of update message. Thus, a too short
sp has as a main consequence packets loss and energy waste.
On the other hand, when the sp is set to 30s, the distribution
of energy waste between the nodes is compromised, which
may result in energy depletion of just one node, decreasing
significantly the network lifetime. This happens when a node
is in the thinking state, sometimes all node neighbors that
fulfill the requirements described above are sleeping. As its
neighbors may sleep for a long time, the node energy can run
out before it has the opportunity to change its state. The best
results were obtained setting sp to 20s. This simulation shows
that an average time is better because it is enough to save
node energy without concentrating energy consumption in the
active nodes.

In the case where the node is in the thinking state is not
able to go to the sleeping state, it just comes back to active
state while keeping its workload. From the first time on, every
time the node’s workload increases, it goes to thinking state
to try the chance of going to sleeping state.

BioSched v1 ensures network coverage according to data
found in [22], where an analytical model was defined and
employed to determine the redundant node amount according
to a percentage required by the application. Table I presented
in [22] defines that if a node has more than 4 neighbors, then
it has more than 90% of its range of transmission covered
by its neighbors. As the conditions in BioSched is limited to
10 (the value of MinNb) it guarantees 98.86% of coverage.
However, connectivity is not 100% guaranteed because there
is the possibility of losing the state update message. However,
results show that BioSched v1 can ensure a high delivery rate.

B. BioSched v2

In BioSched v2, as well as in BioSched v1, the nodes also
have the autonomy to decide when to change their states. In
this extension, the nodes that have a nill workload also have
the opportunity of changing their state. As in BioSched v1
only the overused nodes can go to a sleep state, most nodes in
the network remain active while wasting energy to send and
receive hello messages. BioSched v2 was proposed in order to
save energy, by also preserving the less used nodes in routing
process.

All states, constant and messages defined in BiO4SeL v2
are also valid in BiO4SeL v3. Indeed, BiO4SeL v3 uses the
message Hello in order to implement its extension. In this
case, each time before sending a Hello, a node changes to the
thinking state and checks if it has its contPktDados variable
equal zero and at least ten active neighbors. Then, if the two
conditions are met, instead of sending a Hello, the node sends
a UpdateStatus message and goes to sleeping state. Otherwise,
it sends a Hello and comes back to the active state. The
procedure followed to calculate the sleeptime and wake up
the nodes are the same used in BiO4SeL v2.

V. SIMULATIONS AND RESULTS

This section describes the experiments carried out using
Network Simulator NS-2. As the objective of this work is
to perform activity scheduling in dense WSN, the scenarios
simulated vary in the number of nodes and in network density.
The definition of density employed in this work was found
in [23] and claims that a network is dense when a node has
more than 10 neighbors. The density level varies from little
dense to very dense. As simulations are interested in analyzing
the mechanism according to network density, the scenario
size was fixed in 50mx50m. Table II shows the simulation
parameters and their values, where the density is given by the
mean amount of neighbors per node.

TABLE II
SIMULATED SCENARIOS

# of Nodes Density # of Nodes Density
100 20 300 60
200 40 400 80

Our solution was implemented using C++ and performed
using IEEE 802.15.4 as underlying PHY and MAC layers, with
most of the parameters set to default values. We used IEEE
802.15.4 because it is the standard protocol for simulation
of WSN in NS-2. The simulation considers a homogeneous
and static network with one source and one destination. The
positions of the source and destination have been previously
assigned. Assuming the scenario size of 50m2 fixed to sim-
ulation, the source was placed at position (5,25) and the
destination at (45,25). Related to the tests, for each number of
node shown in Table II, 30 different scenarios were generated.
For each scenario, the simulation was repeated 30 times,
changing the randomization seeds.

In [2], the total simulation time was set to 200 time units.
However, in order to observe energy consumption behavior
and the increase in the network lifetime, in this work, the
simulation time was increased to 500 time units. The rate of
data generation was kept unchanged from [2], sending one 76
KB packet each 0.4 time units. The results presented in this
section include a confidence interval considering α = 0.95 and
they aim to show the result of an autonomic energy manage-
ment performed by BioSched v1 and v2, comparing results
with original BiO4SeL and EC-CKN. These experiments are
shown in the next subsections.
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Fig. 2. Simulation results.

A. Network lifetime

This experiment evaluated network lifetime, defined as the
time in which the first node runs out its battery. Figure 2(a)
shows that BioSched v1 and v2 provide an improvement
in the network lifetime when compared to basic BiO4SeL
and EC-CKN. Furthermore, the experiment suggests that the
improvement in lifetime increases as the network density
increases.

B. Network mean battery level

This experiment evaluated energy consumption throughout
the simulation time with a scenario size of 400 nodes. As
shown in Figure 2(b), at the beginning, until 30s, the mean
energy consumption is the same for all protocols. That is
explained by the fact that BioSched v1 and v2 are implemented
over BiO4SeL, and EC-CKN also requires an initial stabilizing
period. Thus, as the main modifications in BiO4SeL to inte-
grate BioSched v1 and v2 were made in the Data Forwarding
phase, the protocols have had the same initial phase behavior.
As BioSched v2 puts a larger number of nodes to sleep, it
substantially increases its mean battery level when compared
to BioSched v1. EC-CKN produced the worst results, as
it requires regular negotiation based on signaling messages,

which consumes considerable energy. As in BioSched the node
is autonomous to take its own decision, the energy expended in
signaling is saved. Similar results ware observed with scenario
sizes 100, 200 and 300 nodes.

C. Network energy coefficient of variation

In this experiment, the Coefficient of Variation (CoV) was
used to evaluate how much, on average, node energy differs
from the mean network energy level. The aim of this experi-
ment was to show how energy load balancing is performed
by BioSched. A lower value for the CoV means that the
energy in the network is consumed more evenly among nodes.
Figure 2(c) shows the CoV for scenario size of 400 nodes.

This figure shows that BioSched v1 and v2 improved battery
consumption by balancing it among nodes, reducing the CoV.
The same behavior occurred with other scenario sizes. This
happened because even if BiO4SeL did not use all nodes
in routing, it still used up the battery sending and receiving
Hello messages, as the nodes do not sleep. Therefore, as the
battery average was smaller and the energy consumption was
more concentrated, the energy coefficient of variation tends
to increase. As EC-CKN does not have the same routing
balancing concern, the shortest path is used to route data
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packets and the energy consumption by this route is bigger,
what increases CoV.

An important fact is that even if BioSched v2 did not
perform the best battery consumption distribution, it presented
the smaller CoV. This was a consequence of putting most
nodes to sleep, thus, saving energy and keeping a higher
battery average.

D. Packet delivery ratio until lifetime

The objective of this experiment was to evaluate BioSched
v1 and v2 impact in the packet delivery ratio, i.e., the ratio
between the amount of packets received by the destination
and sent by the source, in the interval [0; 1], when compared
to basic BiO4SeL and EC-CKN.

Figure 2(d) shows that, in a very dense scenario, BiO4SeL
decreases a little of its delivery ratio. BioSched v1 and v2, in
their turn, increase their delivery ratio as the network density
rises. That happens because as network density increases,
the possibility of BioSched having connectivity problem de-
creases. As mentioned above, BioSched does not ensure 100%
network connectivity, but the results show that, in the very
dense network scenario, BioSched tends to work better than
BiO4SeL to guarantee a higher delivery ratio. EC-CKN, in
its turn, presents a very good delivery ratio before lifetime.
However, as its lifetime is the smallest among all protocols,
it evinces that the heavy use of the shortest path enhances
delivery rate, but this is not a longstanding situation.

VI. CONCLUSIONS AND FUTURE WORKS

This paper proposed an autonomic mechanism for BiO4SeL
protocol in order to enhance power optimization in dense WSN
by means of activity cycling. Aiming to achieve the objective
of energy saving, this work developed a simple, autonomous
and distributed proposal called BioSched. In this algorithm, the
decisions are based only on the node workload and on locally
stored neighbor information. The algorithm performs node
activity scheduling without generating overheads (other than
the overheads already produced by the bio-inspired routing
algorithm) in order to improve network lifetime. The tests
were based on a traffic scenario compatible with target tracking
application, where only one node produces data to be delivered
to the sink at a given time.

The first contribution of BioSched v1 and v2 is their
ability to perform node activity scheduling in a distributed
and autonomous way. This feature, combined with the routing
optimization provided by BiO4SeL, outperformed the basic
BiO4SeL and also a related work called EC-CKN. Other
characteristics of BioSched v1 and v2 are their simplicity,
robustness and scalability. As the proposed mechanisms were
fully integrated into BiO4SeL, they inherit its characteristics
of robustness and scalability. In addition, the simplicity of
the mechanisms consists in the way the nodes are chosen to
switch to sleep mode. The fact that the nodes do not require
information from all network nodes, and each node bases its
decision only on its own workload, characterizes the simplicity

of the proposed protocols. As a result of these two contribu-
tions, results obtained by simulations show that BioSched v1
and v2 can significantly increase the lifetime of the network
and improve the distribution of energy consumption when
compared to BiO4SeL and EC-CKN.

As future works, we intend to test these algorithms in more
heterogeneous scenarios, where power storage, processing and
transmission range are differently distributed among nodes in
the network. We will also consider evaluating the impact of the
introduction of some power harvesting nodes in the network.
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Abstract—Our research is concerned with the modeling and
design of semantically-enabled, efficient, safe and performant
cyber-physical transportation systems (CPTS). As a class of
cyber-physical systems (CPS), CPTS are characterized by a
tight integration of software and physical processes for smart-
ness, increased performance, safety and management of system
functionality. We adopt this perspective in our investigation of
solutions to the dilemma zone (DZ) problem, which currently
claims thousands of lives every year at traffic intersections. In
this paper, we define and introduce new “dilemma metrics” to
solve this problem. Coupled with an innovative tubular (3D)
characterization of the decision problem that arises at theonset
of the yellow light, these metrics enable simple and actionable
decision capabilities to deal with unsafe configurations ofthe
system. We also set a pathway toward integrating dilemma
metrics and dilemma tubes with an ontological framework –
the latter encodes the reasoning platform supporting the broad
implementation of the algorithmic solutions resolving unsafe
configurations of CPTS, such as the ones created by the DZ
problem.

Keywords-Dilemma Zone; Metrics; Cyber-Physical Transporta-
tion Systems; Artificial Intelligence; Safety.

I. I NTRODUCTION

During the past twenty years, transportation systems have
been transformed by remarkable advances in sensing, com-
puting, communications, and material technologies. The depth
and breadth of these advances can be found in superior levels
of automobile performance and new approaches to automo-
bile design that are becoming increasing reliant on sensing,
electronics, and computing. The trend toward “transportation
smartness” is so pervasive that by next year, as much of 40% of
an automobile’s value will be embedded software and control
related components [1][2]. And yet, despite an exponential
increase in the number of software lines of code (SLOC) to
achieve these benefits, accidents at traffic intersections claim
around 2,000 lives annually within the US alone [3]. A key
component of this safety problem is the dilemma zone (DZ),
which is an area at a traffic intersection where drivers are
indecisive on whether to stop or cross at the onset of a yellow
light.

II. PROJECTSCOPE ANDOBJECTIVES

Our research addresses challenges that are hindering the
system-level development of cyber-physical transportation sys-
tems (CPTS). Challenges that remain to be overcome include:

(1) the integration of cyber-physical systems (CPS) technolo-
gies into existing infrastructure, (2) the realization of “zero
fatality” transportation systems, and (3) the developmentof
formal models and credible, actionable performance and safety
metrics [5]. To this end, metrics for system safety are needed
to: (1) evaluate the operation and control of transportation sys-
tems in a consistently and systematic way (including situations
such as the dilemma zone), (2) identify, measure and predict
the effects of interconnectivity between systems components as
well as system performance, and (3) set standards and serve as
measure of effectiveness (MoEs) guiding model-based systems
engineering (MBSE) efforts.

We consider in this project the interplay among the key
players of transportation systems at traffic intersections, and
the consequences of their interactions on overall traffic system
level safety. This work-in-progress paper focuses on one aspect
of the problem – development of metrics to capture the
essence of these interactions, and support the characterization
of the problem and its representation using three-dimensional
dilemma tubes. Section III is a review of existing approaches
to the dilemma zone problem and their limitations with regard
to the current trend toward CPTS. Section IV introduces the
new dilemma zone metrics and their tubular representation.
Section V describes our plans for ongoing research.

III. D ILEMMA ZONE PROBLEM AND
CYBER-PHYSICALITY OF TRAFFIC SYSTEMS

Dilemma Zone: Definition and Existing Solution Ap-
proaches. Also called the twilight zone, Amber signal or
decision zone, the dilemma zone is the area at a traffic
intersection where drivers are indecisive on whether to stop
or cross at the onset of a yellow light. The behavior of users
in “twilight zones” is responsible for hundreds of lives lost
and billions worth in damages at stop light intersections inthe
United States [3]. Scholars distinguish two types of dilemma
zone that differ by the perspective adopted on the problem.
Type I DZ is viewed from the “physics of the vehicle” as in [6]
and [7] while Type II adopts the driver’s perspective as reported
in [8]. Both perspectives use the stop line as a reference
for their measurement as shown on Figure 1. However, the
boundaries of DZ of type II are sometimes measured with a
temporal tag (i.e., representing the duration to the stop line)
added to a probabilistic estimate [9]. In this work, the dilemma
zone will be considered in the sense defined by Type I.

Past research has focused on finding ways to protect
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Figure 1. Type I & Type II Dilemma Zones and Decision Trees.

from, or eliminate, DZs using mostly a pure traffic control
engineering view of the problem. These efforts have resulted in
signal timing adjustment solutions that ignore or can’t properly
account for the physics of vehicles or driver’s behaviors
[10][11][12]. In order to deal with uncertainties, other scholars
have used stochastic approaches such as fuzzy set [6] and
Markov chains [7]. For all of these traditional techniques,the
baseline of the solution can be either reduced (explicitly or
not) to a space or temporal-based dilemma zone, but not both.

Autonomous Cars and Intelligent Traffic Control Systems.
Recent work, such as that found in [13] and [14] illustrates the
switch of researcher’s interest toward investigating solutions
to the DZ problem that incorporate both the car physics
and light timing, while also providing a pathway forward
for vehicle-to-infrastructure (V2I) interactions and integration.
These solutions will soon become a reality, in part, because
of an increased use of artificial intelligence in automatingthe
command and operation of both cars and traffic signals. For
automobiles, many aspects of autonomy – from braking to
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cruise control and driving functions – are in advanced stages of
experimentation. Finding ways to put smartness into vehicles
has contributed to reduced fatalities on highways mostly in
the developed world. Looking ahead, even more automation is
coming with self-driving cars [15][16].

The addition of artificial intelligence to traffic signal con-
trols now makes sense due to an ability to determine the
position, speed and direction of vehicles, and adjust light
cycling times in a coordinated way to make the intersection
crossing more efficient. Researchers have been developing and
testing various technologies with mixed results [17][18][19].
As a case in point, a pilot study conducted by Carnegie
Mellon University, reports a 40% reduction of intersection
waiting times, an estimated 26% decrease in travel time, and
a projected 21% decrease ofCO2 emissions [19]. Tapping
into the full potential of these intelligence capabilitiesis hard
as: (1) most vehicles can’t currently communicate with traffic
light controllers, and (2) autonomous vehicles still struggle
in operating safely in adversary weather conditions (heavy
rain, snow covered roads, etc.) and changing environment
(temporary traffic signals, potholes, human behaviors, etc.).
We assume in this paper that these problems will be resolved
by ongoing research activites.

Toward Cyber-Physical Traffic Management Systems. Real-
time situational awareness (e.g., traffic, location, speed) and
decision, combined with vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) communications and control are valid
and effective pathways for a solution to both congestion and
safety at intersections. As such, we fully adopt a CPS view of
the traffic system with regard to the DZ problem.

The value of this perspective has already been demon-
strated by Petnga and Austin [20]. Autonomous vehicles (i.e.,
the physical system) interact with the light (i.e., the cyber
system) with the objective of maximizing traffic throughput,
while ensuring vehicle crossings are safe at the intersection.
Enhanced performance and safety at the intersection have
been proven possible, thanks to the critical role of temporal
semantics in improving system level decision making. Also,
when bi-directional connections between the vehicle and light
are possible, new relationships can be established to charac-
terize their tight coupling – this, in turn, enables the various
computers in the CPTS to exchange information, reason,
and make informed decisions. These capabilities are critical
for those cases where the vehicle physics is such that they
can neither stop nor proceed without entering and occupying
the intersection while the traffic light is red. Therefore, the
development of metrics for the DZ problem will greatly benefit
from (and enrich) this CPTS perspective.

IV. M ETRICS FORCHARACTERIZING THE DILEMMA ZONE
PROBLEM

Safety Requirements to Decision Trees and Dilemma Met-
rics. The core safety requirement of the system car-light that
should prevail all the time at intersection can be expressed
as follows. “No vehicle is allowed to cross the intersection
when the light is red”. This is a non-functional requirement,
a hard constraint whose violation is the driving force behind
accidents at intersections. As shown on Figure 1 a) and b),
the continuous dynamic of the vehicle and discrete behavior

of the light illustrate the very different nature of both entities.
This complicates the ability of the system to satisfy the safety
requirement at the onset or in the presence of the yellow light.

Understanding the mechanisms by which system-level
safety is achieved or violated is critical in addressing the
DZ challenge. Decision trees appear to be the most suitable
analysis tool to explore the different possible paths the system
could follow and identify safe and unsafe ones. The tree shown
on the left-hand side of Figure 1 c) shows the decision tree of
the autonomous car - in the physical space - when it knows
the traffic lights critical parameters at the time the decision
is made. Petnga and Austin [20][21] have shown that the
probability of the car making the right decision is higher when
it knows before hands the following: (1) DurationΘY of the
yellow light before it turns red; (2) Vehicle stopping distance
XS, and (3) Travel durationΘB or distance to light XB.
However, moving forward requires a deep understanding of
the interrelationships between cross-cutting system parameters
from the various domains (car, light, time, space) involvedat
meta level. Also, the ability of the system to efficiently reason
about unsafe situations and propose a satisfactory way out is
critical.

We argue that this complexity can be kept in check by
casting the problem in dimensionless terms and setting up a
transformation∆ = Π(Θ, X) of the initial decision tree from
the physical space to a dimensionless space. Expressing the
system decision tree in dimensionless space as a result of the
transformationΠ necessitates the definition of intermediary
variables and parameters. We begin by noting that the car will
not always catch the onset of the yellow light; thus, what is
really relevant for efficient decision making here is the time left
before the stop light turns red. Using the remaining duration of
the yellow lightrY L, its full durationdY L and the ones of the
green and red lights iedGL anddRL, we define the duration
of a stop light cycleC, reduced cycleCY L and cycle indexk.
The short (α1) and full (α2) yellow light duration as well as
the short (β1) and full (β2) stop light indexes are also defined.
The details are as follows.

C = dY L + dRL + dGL (1)
CY L = rY L + dRL + dGL (2)

k =
C

CY L

(3)

α1 =
rY L

CY L

(4)

α2 =
dY L

CY L

(5)

β1 =
rY L + dRL

CY L

(6)

β2 =
dY L + dRL

CY L

(7)

We add to the aforementioned physical variables the stop-
ping durationΘ

′

B of the car – should it decide to stop – and
define thecar stopping distance metric ∆S , the light-car
crossing time metric ∆LC and thelight-car stopping time
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Figure 2. Dilemma Tubes in the Dimensionless (∆) space.

Figure 3. Architecture of the traffic system as a CPS.
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metric ∆
′

LC as follows.

∆S =
XS

XB
(8)

∆LC =
ΘB

CY L

(9)

∆
′

LC =
Θ

′

B

CY L

(10)

All these metrics are dimensionless and serve as the key
decision points of the dimensionless decision tree shown on
the right-hand side of Figure 1 c). However, in order for us
to be able to navigate the decision tree, we need additional
information. We use the integer part function E to definen

andn
′

indexes in (11) and (12) as follows.

n = E

(

∆LC − 1

k

)

(11)

n
′

= E

(

∆
′

LC − 1

k

)

(12)

They help specify the counterparts ofα and β indexes
when∆LC > 1 or ∆

′

LC > 1 as follows.

α2,n = k ∗ α2 + k ∗ n+ 1 (13)
β2,n = k ∗ β2 + k ∗ n+ 1 (14)

α
′

2,n = k ∗ α2 + k ∗ n
′

+ 1 (15)

β
′

2,n = k ∗ β2 + k ∗ n
′

+ 1 (16)

Along with (4) through (7), the values ofα and β in
(13) through (16) are necessary and sufficient to constraint
the dimensionless metrics∆S , ∆LC and∆

′

LC and render a
complete view of all possible outcomes of the decision tree in
a dimensionless space∆. Now, we can see that there are four
possible configurations of the system for which it’s unsafe as
shown by the right-hand side of Figure 1 c).

From Dilemma Metrics to Dilemma Tubes. Each system un-
safe configuration identified above corresponds to a “dilemma
tube” in the∆ space as shown in Figure 2. For instance, (4),
(6) and (8) through (10) provide the foundational elements
for defining Tube I. However, in order to fully define the
boundaries of each of the four tubes (i.e., I, II, III and IV),
we add to the parameters introduced above, the maximum
value of ∆S ie ∆Smax which is the maximum value of all
the ∆S for the system. Physically, it is determined by the
physics of the family of vehicles crossing the intersectionand
the configuration of the traffic intersection as captured by (8).
If at any instant the system is projected to enter an unsafe
state, this situation will be materialized as a point coordinate
P∆(∆S , ∆LC , ∆

′

LC) inside a particular tube. The physical
interpretation of this phenomenon is that the autonomous car
does not have a good decision option, and will need external
help to safely cross the intersection. Scenarios that lead to
unsafe system configurations will follow Unsafe branches of
the decision tree on the right-and of Figure 1 c). While they
won’t necessary unfold in the order presented in the tree, the
result will invariably be the same, i.e., the system will be
projected to enter an unsafe state. In practice, the calculations
can be done concurrently and the location of the resulting point

coordinate relative to any of the four dilemma tubes easily
determined. However, a vehicle can only be in one of the four
dilemma tubes at a time - as they are mutually exclusive - or
in any location in the remaining part of the∆ space i.e., a
safe region.

Knowing in which tube the unsafe state has been material-
ized is critical in determining the appropriate course of action
to prevent the occurrence of an accident.

V. FUTURE WORK

The key driver of our research is the modeling and design
of semantically-enabled, efficient, safe and performant cyber-
physical transportation systems. We are systematically working
toward the platform infrastructure in Figure 3 (customized
for the traffic system). The main aspects of this effort are as
follows.

Topic 1. Architectural, ontological and reasoning infras-
tructures. The CPS perspective introduced above is translated
into an ontological architecture where the subdomains involved
in the transportation system are formally described at the
appropriate level of detail. Thus, cyber, physical and meta
domains (such as time and space) will be captured by de-
scription logic-enabled domain specific ontologies (DSO),each
with its own rules engine. Spatio-temporal reasoning supported
by appropriate implemented semantic extensions (such as
Jscience or Joda time) will enhance traffic agents decision
making capabilities. For the traffic system, the architectural
framework will support reasoning in the dimensionless space
and enable light reconfiguration, should a car be heading
into a dilemma tube. The dilemma metrics introduced in this
paper will be implemented in the Integrator rules engine.
This entity (physically a smart traffic controller) will be the
ultimate responsible of system level decisions. More details
on the underlying semantic platform infrastructure supporting
this architecture along with illustrative examples (ontologies,
rules, extensions. etc.) can be found in [22].

Topic 2. Scripting language support for systems inte-
gration. Bringing together the various pieces of the above-
mentioned architecture requires their bottom up integration
in an organized but systematic way. Beside the necessary
ontological integration of DSOs, we need a way to assemble
system models. Our plans are to solve this problem with Whis-
tle [23][24], a tiny scripting language where physical units
are deeply embedded within the basic data types, matrices,
branching and looping constructs, and method interfaces toex-
ternal object-oriented software packages. Whistle is designed
for rapid, high-level solutions to software problems, easeof
use, and flexibility in gluing application components together.
During the next iteration of development, Whistle will be
extended to support co-simulation, graph databases, reasoning
with ontologies and rules, and connections to external software
packages through JFMI, the Java functional-mockup interface.
Computational support will be added for input and output of
model data from/to files in various formats (XML, Open Street
Map (OSM), Java, etc.).

Topic 3. System modeling, simulation and performance
evaluation. CPTS ontological modeling with the platform
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architecture of Figure 3 will provide insight into the reason-
ing structure needed to improve decision making at traffic
intersections. It is especially important that computation and
implementation of Allen’s temporal logic and reconfiguration
of the light behaviors are handled properly. We also need
a component-based framework that is hooked to the onto-
logical platform. The platform will be used for time-history
simulations of traffic and light behaviors, and evaluation and
visualization of the dilemma metrics and 3D dilemma tubes.
Extensions of the platform to support the development and
experimentation of V2V and V2I systems will be investigated.

VI. CONCLUSION

The purpose of this paper has been to describe a new and
innovative tubular (3D) characterization of the dilemma zone
problem, which enables quick and simple visual representation
of the state of the traffic system. In traditional approachesto
the DZ problem, cars and stoplights are treated separately.Our
dilemma zone tubes result from a systems perspective where
the cars and stoplights are treated as a whole. The second
purpose of this paper has been to lay down the foundation for
integrating these metrics and the tubular representation with
an ontological framework for reasoning and decision making
support to resolve unsafe configurations of the system. The
next iteration of our work will include implementation and
scripting of CPTS simulation scenarios with Whistle.
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Abstract—A common localization method for mobile devices is
the fusion of absolute position measurements with relative motion
information from sensor units. For each location measurement
technique, specific context conditions determine the accuracy of
the obtained location estimates. This paper presents a hybrid
smartphone localization system fusing an absolute localization
method, e.g., Wi-Fi-based signal strength fingerprinting, in an
adaptive way with inertial pedestrian navigation, taking into
account that each of the involved methods might deliver good
results at one location but might also fail at another. Based on
an accuracy factor reflecting the current context conditions of
a location measurement the influence of each of the involved
positioning estimates is weighted accordingly. In a case study
using Wi-Fi fingerprinting, accuracy has been improved by 43%
in an indoor environment.

Keywords–Smartphone Positioning; Indoor Positioning; Dead
Reckoning; Wi-Fi Fingerprinting; Step Detection;

I. INTRODUCTION

Location awareness has become a key feature of many
mobile applications. A common problem in the context of
navigation and tracking applications is the accurate localiza-
tion of a mobile device within a well-known area compris-
ing several buildings and also open space, e.g., a company
premises, an airport, or a university campus. Such sites are
often heterogeneous in the sense that a single localization
method delivers good results in one sub-area but fails in
another. Solutions typically require hybrid methods comprising
a suitable combination of an absolute positioning method with
sensor-based relative positioning.

With respect to mobile devices like smartphones an absolute
positioning method estimates the device location in terms of
latitude and longitude. Relative positioning determines the dis-
tance and heading of the movement, when a device is moved
to a new position. Elevation might also be of interest. As far
as outdoor environments are concerned absolute positioning
is commonly based on global navigation satellite systems
(GNSS) [1], like the well-known Global Positioning System
(GPS) [2], the Russian GLObal NAvigation Satellite System
(GLONASS), the Chinese BeiDou, or the european Galileo
system. While deviation of second generation GNNS will be
in a magnitude of some centimeters in outdoor use [3], satellite
systems are not expected to provide sufficient accuracy inside
of buildings without being supported by expensive comple-
mentary ground component (aka ”pseudolite”) technology [4].

Thus, the quest for accurate and inexpensive indoor lo-
calization techniques has fostered intensive research over the

last decade and resulted in a number of different promising
approaches. While solutions based on cellular signals have
not successfully solved the problem of insufficient accuracy,
the use of IEEE 802.11 wireless networks, e.g., Wi-Fi, has
been widely adopted for real-time indoor localization purposes
[5–9]. The rapidly growing usage of Wi-Fi access points
as navigation beacons is, among other reasons, due to the
ubiquitous availability of Wi-Fi networks and to the fact that
a smartphone can easily measure Wi-Fi signal strength values.
”Received Signal Strength Indication” (RSSI) values of several
Wi-Fi access points are used to determine the current position
of a Wi-Fi receiver. The advent of cheap bluetooth low energy
(BLE) beacons [10], e.g., iBeacons [11], might foster their use
for the same purpose within the next few years.

Regardless of the beacon types and localization algorithms,
absolute indoor localization methods rely on a dense beacon
mesh to allow for accurate localization. In a heterogeneous
area, thus, a practically important issue is the device local-
ization at spots that lack a sufficiently good beacon signal
coverage.

A substantially different approach to localization is dead
reckoning, a well-established relative positioning method.
Starting from a known position, inertial and other sensors, e.g.,
accelerometers, gyroscopes, gravity sensors, or barometers, are
used to track relative position changes. For example, distance
estimation in pedestrian dead reckoning (PDR) systems [12] is
typically based on step detection with motion sensors and step
length estimation. This is combined with direction information
from an electronic compass. Moreover, a barometer could
help in determining the current floor in a building. Modern
smartphones are crammed with all kinds of sensors and, thus,
are well-suited for inertial navigation. Sensor-based localiza-
tion is, however, subject to unbound accumulating errors, and
therefore needs frequent recalibration.

A hybrid method integrates an absolute positioning method
with sensor-based navigation. For example, in a GPS-based au-
tomotive navigation system sensor-based speed and direction
measurements are used to track the current position whenever
GPS signals are degraded or unavailable, e.g., in a tunnel.
Similarly, a PDR system can be combined with GPS into a
hybrid solution for outdoor areas or, together with any absolute
indoor position method, e.g., Wi-Fi-based, for use within a
building.

An interesting aspect of hybrid systems is the distribution
of roles. The absolute positioning could be seen as a minor
subsystem of the sensor-based system supplying the start
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position and, occasionally, intermediate positions for recali-
bration. However, existing systems typically use the absolute
positioning method as a primary method, whereas sensor-
based location measurements are only used in case of degraded
beacon signals. The absolute base-method is used to compute
position estimates (”fixes”) at regular intervals. Each fix is
considered a new known start position for inertial navigation.
Whenever a fix is not available due to poor signal coverage,
the relative movement from the last fix location is used
to determine the current device location. A car navigation
system, e.g., will use inertial navigation in a tunnel. However,
after leaving the tunnel, it will return to the primary method
GPS. This commonly used combination pattern does not take
into account that, depending on the current beacon reception
conditions and despite the accumulating sensor measurement
errors, the dead-reckoned position will often be more accurate
than the base method fix.

This paper proposes a hybrid localization solution, called
”auto-adaptive dead reckoning”, incorporating a more sophis-
ticated way of combining absolute and relative positioning.
Considering that the accuracy of each of the involved methods
might fluctuate extremely between measurement locations, the
fusing algorithm evaluates context conditions, that are critical
for the accuracy, with every measurement. A measurement
value which is considered accurate has a stronger impact on
the result. The term ”adaptive” is used for a fusion algorithm
which associates a weighting factor with each fused method
in order to adapt the algorithm to site-specific measurement
conditions, e.g., Wi-Fi signal coverage within a building. Static
adaptation refers to a configuration time weighting, whereas
auto-adaptive (or dynamic) fusion refers to a dynamic weight-
ing for each individual measurement. This advanced fusing
technique has been implemented as a component of a mobile
application for the Android platform, called SmartLocator
[13].

This paper focuses on indoor localization by combining Wi-
Fi-based fingerprinting (see II-A) with PDR. Nevertheless, the
concept is also applicable to other absolute indoor and out-
door localization techniques, e.g., iBeacons or GPS. Actually,
the SmartLocator implementation also comprises localization
based on GPS and Near Field Communication (NFC) [14].

After presenting related work in the section II, the concepts
of auto-adaptive dead reckoning are described in section
III. Section IV discusses experimental results showing the
achieved accuracy improvements over non-hybrid as well as
hybrid methods with non-dynamic method fusion. Section
V reviews some benefits and shortcomings of the presented
approach and future research plans.

II. RELATED WORK

A large number of solutions to the problem of real-time
indoor localization have been proposed and several efficient
algorithms for absolute and relative positioning have been
published. Auto-adaptive dead reckoning, as presented in this
paper, is based upon Wi-Fi fingerprinting, NFC, and PDR.

A. Wi-Fi-based Fingerprinting

Using an existing Wi-Fi infrastructure for indoor local-
ization is an obvious and well-investigated approach. While
RSSI-based distance calculations have proven to be too inac-
curate to be used for trilateration-based indoor localization,
RSSI-fingerprinting methods are particularly useful in the
context of real-time smartphone positioning [5–9].

Fingerprinting is based on a probability distribution of sig-
nal strengths at a given location. A map of these distributions
is used to predict a location from RSSI samples. From each
visible access point the mobile device receives beacon signals.
The set of all pairs consisting of access point ID and RSSI
value can be seen as a fingerprint for the device’s current
location. In order to determine the device position, a database
is searched for similar fingerprints. The database itself is
created in an offline learning phase, which links fingerprints
to a number of known locations called calibration points.

A major advantage of Wi-Fi fingerprinting is that it does not
require specialized hardware [6][15][16]. Nevertheless, a non-
dynamical Wi-Fi infrastructure with good coverage is needed
to achieve reasonable positioning results.

However, the most important disadvantage is the elaborate
fingerprint database creation and maintenance. Since the ac-
curacy of estimated positions highly depends on the density
of the radio map [6], the construction of a high-density
map is inevitable for Wi-Fi-only positioning solutions. The
auto-adaptive algorithm, in contrast, allows for a significant
reduction of the number of calibration points without loosing
too much overall accuracy.

In order to avoid the map creation overhead completely,
zero-effort solutions based on crowdsourcing have been pro-
posed [17][18]. Although efficient map creation is outside the
scope of this paper, it should be noted that map creation and
map usage algorithms are typically loosely coupled. Thus, any
successful approach to automate map creation could possibly
be generalized for usage with existing fingerprinting systems.

B. Sensor-based Positioning

According to [19], PDR systems can be classified as Iner-
tial Navigation Systems (INSs) or Step-and-Heading Systems
(SHSs). While the INSs typically require specialized hardware,
the SHSs are well-suited for PDR with smartphones.

The SmartLocator solution presented in this paper imple-
ments an SHS, which builds upon efficient algorithms for step
detection and heading estimation. The heading is determined
by a sensor fusion method described in [20]. Step detection
exploits the smartphone’s accelerometer signals. Whenever a
peak with a certain amplitude at the z-axis is noticed, a step
can be assumed [21]. A modified Pan-Tompkins algorithm is
used for signal preparation. Pan-Tompkins, in the context of
step detection, has been used by Ying [22] before.

C. Method Fusion

An interesting approach combining Wi-Fi-based fingerprint-
ing with PDR was proposed in [23]. Their fusing algorithm
uses a limited history of location measurements for both
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methods to achieve accurate position estimations. Another
promising solution is described in [24] . The algorithm builds
on a statistical model for Wi-Fi-localization avoiding the
effort of fingerprinting map creation, deliberately taking into
account the resulting poor accuracy of the obtained position
information. Both fusing methods comprise the use of floor
plans and particle filters in order to obtain more accurate
position information [25].

Particle filtering, however, comes with some drawbacks,
particularly the algorithmic complexity which results in a high
processor load and impacts power consumption. Moreover,
suitable floor maps have to be supplied and maintained.

III. PROPOSED POSITIONING SYSTEM

This section describes auto-adaptive dead reckoning and
its implementation in the SmartLocator positioning system.
SmartLocator actually implements a multi-method approach
comprising indoor as well as outdoor positioning with seam-
less transitions. In order to exploit the capabilities of a modern
smartphone, the system supports various absolute positioning
techniques such as GPS, NFC, and Wi-Fi. Additional support
for Bluetooth Low Energy beacons is in preparation. The
absolute methods are used opportunistically, depending on
their availability.

Although a general discussion of the fusion of several
absolute methods is out of scope of this paper, it is worth
noting that positions determined with GPS, Wi-Fi, or BLE
are considered inaccurate, whereas NFC-based positioning is
treated as accurate. The smartphone nearly has to get in touch
with an NFC tag in order to read it. Hence, reading a tag with a
precisely known position also reveals the exact position of the
reading device. Whenever a precise location can be obtained,
it overrides all other measurements.

In addition to the absolute positioning capabilities, SmartLo-
cator incorporates a PDR subsystem with step detection and
heading estimation. The stride size is simply set to a user-
specific fixed value. However, using the absolute localization
methods, it could straightforwardly be augmented with auto-
matic stride size recalibration.

The emphasis of this paper is to present the way of fusing
PDR with an absolute positioning method. The term ”auto-
adaptive dead-reckoning” refers to this fusing approach. From
the perspective of PDR, absolute localization is needed to
obtain an initial position and for recalibration. In contrast
to a full recalibration, we propose a partial recalibration
determined by a dynamic weight, which reflects the accuracy
of the absolute location estimation. Although this section
concentrates on the fusion of PDR and Wi-Fi fingerprinting,
the approach is not confined to a specific absolute localization
method. It is rather a particular strength of the approach to be
method-independent.

Figure 1 illustrates how absolute location sources are com-
bined with relative positioning information.

The following subsections describe the Wi-Fi fingerprinting
approach (III-A), the step detection algorithm (III-B) and the
auto-adaptive fusion (III-C).

Wi-Fi
Source

New 
Position

NFC
Location

Step
Detection

Stride
Detection

Last
Position

GPS
Location

Relative
Position

1 Dynamic
Weighting

Dynamic
Weighting

Compass

* * *

Figure 1. SmartLocator Positioning Concept

A. Fingerprinting

The fingerprint-based position is computed with help of the
naı̈ve Bayes classifier [6][15][16], which is more accurate than
algorithms comparing distances between RSSIs [26–29]. This
advantage has been confirmed during the evaluation of this
positioning system.

The naı̈ve Bayes classifier is based on the Bayes theorem,
which defines the probability P of the class C under the
assumption that x is given as follows:

P (C|x) =
P (C)P (x|C)

P (x)
(1)

In case of fingerprinting, P (C|x) describes the probability
that fingerprint x belongs to the class C, which represents a
position. x is a vector of RSSI values.

It is assumed that all values of the input vector x are
independent of each other. For this reason, the conditional
probability P (x|C) is the product of the probability of each
element in x given class C, P (xi|C).

P (x|C) =
∏
i

P (xi|C) (2)

A common approach to compute the likelihood P (x|C),
which depends on the training data, is the following [26][15,
p. 36]:

P (xi|C) =
1

n

n∑
j=1

KGauss(xi, yj) (3)

KGauss =
1√
2πσ

exp

(
− (x− y)2

2σ2

)
(4)

K denotes the kernel function. x is the observed fingerprint
and y are all fingerprints, recorded for location C. n is the
number of recorded fingerprints for location C.

The actual position is interpolated from the three best fitting
fingerprints.

CNN =

3∏
i=1

Ci ∗ P (Ci|x)

3∑
i=1

P (Ci|x)

(5)
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B. Step Detection

The step detection algorithm recognizes pedestrian move-
ments based on a simple peak detection algorithm described
by Link et al. [21]. To improve the amount of detected steps
and decrease the appearance of false positive detections, the
signal is prepared by applying a slightly modified version of
the Pan-Tompkins method.

y(n) =
{

1
4 [2x(n) + x(n− 1)− x(n− 3)− 2x(n− 4)] if y(n) > 0

0 otherwise
(6)

y(n) = (1 + y(n))2 − 1 (7)

A derivative operator uses low-pass filtered accelerometer
values in order to suppress low-frequency components and
enlarge the high frequency components from the high slopes
(6). Negative values are discarded, as they are not needed for
the peak detection. Figure 2 shows the incoming acceleration
signal before (a) and after (b) this preparation.

0.5 1 1.5 2 2.5 3 3.5 4

8
10
12

time [s]

m
/s

2

(a) Raw Acceleration at Z-Axis

0.5 1 1.5 2 2.5 3 3.5 4
0
2
4
6

time [s]

m
/s

2

(b) Squared Derivative Signal

Figure 2. Acceleration Measurements Before and After Preparation

The step detection algorithm examines the signal for peaks
by comparing the last three values, represented by the red
squares in figure 3. A step is assumed whenever the signal
changes by a certain threshold. After a step has been detected,
the algorithm pauses for 300ms to prevent a step from being
detected twice.

1 2 3 4
0

2

4

6

> threshold pause detectionpause detection

time [s]

Figure 3. Step Detection Example. Red Squares Represent Analyzed Values

C. Auto-Adaptive Dead Reckoning

The major innovation of SmartLocator’s hybrid localization
is the accuracy-dependent fusion of absolute and relative

positions. Traditional dead reckoning systems overwrite past
position determinations whenever a new absolute position is
available. This is not reasonable whenever absolute positions’
accuracy is bad or varying. Therefore, every absolute position
is reckoned with past position estimations. The weighting of
the new absolute position depends on an estimation of its
accuracy. As a consequence, accurate absolute positions have a
greater influence on the final position than less reliable position
estimates.

E.g., Wi-Fi positions determined in an area with poor Wi-Fi
coverage just have little influence on the final position estima-
tion and the position determined by detecting the pedestrian’s
steps and heading is weighted strongly. On the other hand,
Wi-Fi positions which are determined in an area with lots of
access points and good signal quality are used to correct the
drift which may occur due to inaccuracies in step detection
and heading estimation.

Let Loc(i, t) be a measurement obtained by localization
method M(i) at time t, e.g., an absolute Wi-Fi or GPS
position. The contribution of Loc(i, t) to the resulting lo-
cation information depends on the method-specific accuracy
factor. The accuracy factor Q(Loc(i, t)) is obtained by context
evaluation and reflects the measurement’s context-dependent
reliability.

In addition, a time-dependent factor αt is added to the
accuracy factor. In this way, positions have a stronger influence
if the last position determination was long ago. The linear αt

used in SmartLocator is represented by figure 4.

α = max(Q(Loc(i, t)) + αt, 1) (8)
Loc(t) = Loc(i, t) ∗ α+ Loc(t− 1) ∗ (1− α) (9)

1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

∆t(s)

α
t

Figure 4. Time-Dependent Factor

1) Accuracy Factors: The accuracy factor Q(Loc(i, t))
depends on the method i used for positioning. This section
describes various methods to compute the accuracy factor for
Wi-Fi fingerprinting, GPS and NFC.

Wi-Fi: Evaluations revealed an average error of 2.94 meters
for pure Wi-Fi positioning. However, the error varied from
0.07 to 7.99 meters. Figure 5 shows the analysis of the
gathered test data, revealing a relation between the average
error and the amount of access points, which have been
available for position determination. Even in case of good Wi-
Fi coverage, error varies from 0.3 to 7.3 meters. The accuracy
factor Q(Loc(wifi, t)), illustrated in figure 6, takes this relation
into account to reduce the influence of unreliable position
measurements.
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Figure 5. Accuracy Factor for Wi-Fi positioning
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Figure 6. Wi-Fi Accuracy Factor Depending on Amount of Access Points

GPS: The GPS position is determined via the smart phone’s
operating systems’ API. Each GPS position includes an accu-
racy property, which represents an estimated average error in
meters. The accuracy-factor, shown in figure 7, is based on
this accuracy property.
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Figure 7. Accuracy Factor for GPS positioning

NFC: Near Field Communication (NFC) is used for po-
sitioning by placing passive NFC tags at points of interest.
In order to scan an NFC tag, the smart phone needs to
get in touch with it. Therefore, the location of the smart
phone can be expected to be the location of the NFC tag.
As a consequence, the accuracy factor Q(Loc(nfc, t)) always
returns the maximum value of 1, which means that an NFC
position overwrites prior location determinations completely.

IV. EVALUATION

SmartLocator has been tested under realistic circumstances
in a university campus. Using eight Wi-Fi access points for
positioning, fingerprints at 67 different locations have been
recorded. The fingerprint locations are distributed equally with
a distance of two meters. Hence, an area of about 280 m2

is covered. Four orientations have been measured for any
location. Three fingerprints for each orientation, resulting in
an overall amount of 804 fingerprints.

A track of 70 meters has been walked in various speeds,
with different devices and in different directions to get a repre-
sentative evaluation. 14 reference positions have been marked

2 Access Points

3 Access Points

4 Access Points>
Reference Points

Figure 8. Wi-Fi Positioning Test Area with Fingerprints

at the track. Those known reference positions are compared
to the estimated positions, to determine the accuracy of the
different approaches. Figure 8 shows the test environment,
including the test track, which is illustrated by a grey line.

Figure 9 shows a visualization of one test run. The test
started in the bottom right corner and followed the light
green path. The blue line represents the actual positioning
result. Figure 9b shows the results gathered with traditional
dead reckoning, which means that absolute positioning results
overwrite prior positioning estimations. Figure 9c presents a
static weighting of 0.5, i.e., new absolute positions are just
reckoned up by half. Figure 9d visualizes the positioning
results achieved with a dynamic, auto-adaptive combination.

(a) Wi-Fi only

(b) Traditional Dead Reckoning

(c) Static Weighting of (α = 0.5)

(d) Auto-Adaptive Weighting

Figure 9. Comparison of Different Weightings

Remarkably, all figures reveal a clearly visible deviation
from the real path at the same location (in front of the
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restrooms, left of the middle). This results from a coincidence
of two local environment conditions. The first factor is the
poor Wi-Fi-coverage in this area. Furthermore, a heavy metal
fire door impacts the magnetometer of the electronic compass.
Obviously, if neither of the involved measurement methods
obtains an accurate location, the method fusion cannot com-
pensate the resulting drift completely.

The evaluation revealed that the traditional dead reckoning
(Trad. D.R.) approach performed even a little bit worse than
the pure Wi-Fi positioning. A static combination of relative
and absolute positions was able to slightly improve the posi-
tioning accuracy, especially in the foyer at the left side of the
floor plan. Auto-adaptive combination of Wi-Fi and relative
positioning is able to reduce the average positioning error
significantly. The average error has been improved from 2.94m
(Wi-Fi only) to 1.67 meters, the upper quartile from 3.54m to
2.29m.

Wi-Fi only Trad. D.R. α = 0.5 auto-adaptive
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Figure 10. Comparison of Wi-Fi-only Positioning, Classic Dead Reckoning,
Static and Dynamic Weighting

V. CONCLUSION

The positioning system described in this paper reveals a
significant increase of localization accuracy through auto-
adaptive combination of absolute and relative positions. Even
though the accuracy estimations for Wi-Fi positioning are
rather rudimentary, the average error has been reduced by
1.27 meters to 1.67 meters. Comparing the average absolute
deviation with the results of other solutions, e.g. [23], the auto-
adaptive dead reckoning approach seems to be quite promis-
ing, although additional evaluations with different environment
conditions are necessary to gain more confidence in the
statistical evaluation. More sophisticated accuracy estimation
methods [30] and the additional use of floor map information
[24] could probably improve this result further.

The evaluation shows that areas with bad Wi-Fi coverage
and large rooms benefit the most. As a result, this positioning
system can be used in areas which do not meet the require-
ments for Wi-Fi-only positioning approaches.

An unsolved problem is the determination of an initial
position at starting locations with poor Wi-Fi coverage. Con-
sidering the enormous effort needed to construct a fingerprint-
ing database, it obviously makes sense to also consider the
selective deployment of NFC tags in such areas. These tags
are cheap, permit exact localization, and will be supported
by the vast majority of future smartphones. Moreover, the
implementation of NFC-based localization has shown to be
rather uncomplicated.

It is an important characteristic of the auto-adaptive fusion
method that it is independent from the evaluated positioning
methods. It could be applied to any other technique as long as
a weighting factor can be determined. It can be assumed that
GPS-based outdoor positioning and BLE-based indoor tech-
niques benefit similarly. However, the quantitative evaluation
is still in progress.

We consider some performance aspects at last. The low-
complexity fusion method and the avoidance of elaborate prob-
abilistic algorithms for particle filtering result in a good real-
time behavior. Several test runs with different smartphones
have shown that even on low-end hardware the SmartLocator
runs without any visible performance problems. However,
a more detailed analysis of algorithmic performance factors
would be interesting, since time-consuming computations have
negative effects on response times and power consumption.
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