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ICSNC 2020

Forward

The Fifteenth International Conference on Systems and Networks Communications (ICSNC 2020), held
on October 18 - 22, 2020, continued a series of events covering a broad spectrum of systems and
networks related topics.

As a multi-track event, ICSNC 2020 served as a forum for researchers from the academia and the
industry, professionals, standard developers, policy makers and practitioners to exchange ideas. The
conference covered fundamentals on wireless, high-speed, mobile and Ad hoc networks, security, policy
based systems and education systems. Topics targeted design, implementation, testing, use cases, tools,
and lessons learnt for such networks and systems

The conference had the following tracks:

• TRENDS: Advanced features
• WINET: Wireless networks
• HSNET: High speed networks
• SENET: Sensor networks
• MHNET: Mobile and Ad hoc networks
• AP2PS: Advances in P2P Systems
• MESH: Advances in Mesh Networks
• VENET: Vehicular networks
• RFID: Radio-frequency identification systems
• SESYS: Security systems
• MCSYS: Multimedia communications systems
• POSYS: Policy-based systems
• PESYS: Pervasive education system

We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the standard forums
or in industry consortiums, survey papers addressing the key problems and solutions on any of the
above topics, short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the ICSNC 2020 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to the ICSNC 2020. We truly
believe that thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ICSNC 2020 organizing
committee for their help in handling the logistics and for their work that is making this professional
meeting a success. We gratefully appreciate to the technical program committee co-chairs that
contributed to identify the appropriate groups to submit contributions.
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We hope the ICSNC 2020 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in networking and systems
communications research.

ICSNC 2020 Publicity Chair

Lorena Parra, Universitat Politecnica de Valencia, Spain
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Media Content Delivery Protocols Performance and Reliability Evaluation in 

Cellular Mobile Networks  

 

Kirill Krinkin, Igor Dronnikov 

Saint Petersburg Electrotechnical University "LETI" 

Saint-Petersburg, Russia 

email: kirill@krinkin.com, dronnikovigor@gmail.com 

 
Abstract—Currently, tens of millions of devices around the 

world communicate with each other via cellular networks. In 

this paper, we study the stability of network content delivery 

protocols to the effects of network interference. To conduct the 

research, a tool was developed that allows testing of protocols, 

such as TCP, UDP and QUIC. The analysis and comparison of 

the obtained test results was carried out. In the conclusion, the 

best protocols for the content delivery were shown. 

Keywords—Network content delivery protocols; network 

performance;  network reliability; interference; TCP; UDP; 

QUIC; rtt; packet loss; bandwidth.  

I.  INTRODUCTION 

It is difficult to imagine the modern world without means 
of communication. Every day, tens of millions of devices 
around the world communicate via computer networks. 
However, as the number of devices increases, so does the 
number of terms of use for these devices. So, some users of 
modern means of communication have a good stable 
connection, while other users may have problems 
connecting. An unstable network connection usually occurs 
when using wireless networks inside reinforced concrete 
buildings, or outside of large cities where the network 
infrastructure is not very well developed. As a result, device 
users may receive certain content with delays, or only 
partially - due to a connection failure. 

At the same time, each network is organized according to 
the appropriate standards. All devices communicate 
according to the generally accepted Open Systems 
Interconnection model (OSI) standard, usually using the 
most popular transport protocols Transmission Control 
Protocol (TCP) or User Datagram Protocol (UDP). This is 
why any company that generates a large amount of traffic 
sooner or later thinks about what protocol it should use in its 
work, so that customers who would like to receive the 
content of this company, get it quickly and in full, regardless 
of the quality of connection on the client's device. Thus, the 
relevance of the problem lies in the complexity of choosing 
the appropriate protocol, since each protocol has its own set 
of features, in particular, different resistance to network 
interference. In accordance with this, it is necessary to study 
the stability of TCP and UDP protocols to the effects of 
network interference, as well as to compare them with the 
new protocol from Google - Quick UDP Internet 
Connections (QUIC) [1]. 

Most people [2] access social networks from mobile 
devices via cellular networks. The most common access 
pattern is the request media (image and video thumbnails) 
for the content feed. It motivated us to study the performance 
and reliability of the content delivery protocols via cellular 
networks (2G, 3G, 4G, Long-Term Evolution (LTE) etc). 

In Section 2, a study of the current state of the problem 
was conducted, and works on this topic were studied. Section 
3 describes network simulation using the developed tools 
and we provide a description of the protocols under test, 
including a brief description of how they work. In Section 4, 
we provide a description of the test cases during the 
experiment. Also, we give an analysis of the results obtained 
during the experiment. 

II. RELATED WORKS 

Since the problem described in the previous section has 
been relevant for a long period of time, there are a number of 
works describing the pros and cons of the TCP and UDP 
protocols, as well as their comparison. For example, AL-
Dhief et al. [3] studied the performance of TCP and UDP 
protocols in order to identify the best protocol. In this work, 
attention is paid to such network parameters as delay, 
network throughput, delivery ratio of packets and packet loss 
ratios. The authors of this work tested the protocols on two 
scenarios and found that TCP is more efficient and reliable 
than UDP. The advantages of this work include detailed 
theoretical calculations, a description of the testing method 
and a test bench. This paper also describes the calculation of 
metrics and provides the resulting graphs. The disadvantages 
of this work include a small number of test scenarios - only 
changes in the speed parameters and data sizes were 
considered. In addition, parameters such as delay and packet 
loss are considered only as the results of the action of the two 
parameters being changed, and not as the cause. 

Another paper, Coonjah et al. [4]  examine the 
performance of TCP and UDP protocols inside TCP and 
UDP tunnels. The authors conclude that TCP in the UDP 
tunnel provides better latency. Also, in this work, a series of 
tests were performed, UDP traffic was sent inside the UDP 
tunnel and the TCP tunnel sequentially. The same tests were 
performed using TCP traffic. The advantages of the work 
include a detailed theoretical description of the protocols, as 
well as the test stand. This paper contains a detailed 
description of test scenarios and resulting graphs. 
Disadvantages include insufficient coverage of the impact on 
performance of other parameters, such as latency, packet 

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-828-0

ICSNC 2020 : The Fifteenth International Conference on Systems and Networks Communications

                             9 / 63



loss, and network speed, as well as the possible presence of 
network interference in the test stand using physical 
switching between devices. 

The next paper, M. P. Sarma [5] considers the issue of 
performance evaluation based on modeling of transport layer 
protocols TCP and UDP using two popular queue 
management methods: Random Early Detection (RED) and 
Tail Drop. Performance is evaluated in terms of throughput, 
queue latency, packet drop rate, and bandwidth usage. In the 
conclusions, the author points out that the simulation results 
show that RED is superior to Tail Drop in terms of queue 
latency and packet drop rate. However, the performance of 
queue management algorithms also depends on the protocols 
they are applied to, TCP or UDP. The type of network 
topology, whether it is a shared UDP and TCP topology, or 
just one type of client topology also affects the performance 
of buffer management. For some applications, UDP using 
the RED queue will provide better performance, and for 
reliable packet delivery, TCP using the RED queue will be 
better than other protocols and queues in a high-speed Local 
Area Network (LAN). The positive aspects of this work 
include a detailed description of the work of queues and the 
test stand, as well as a detailed review of the results and the 
variability of test scenarios. The disadvantages of this work 
include that parameters such as delay and packet loss are 
considered only as side effects. 

Another paper, S. A. Nor et al. [6] analyze the transport 
layer protocols that are used for video streaming.  
Furthermore, through simulation results, performed in 
Network Simulator – 3 (NS-3), the strength and weaknesses 
of TCP, Scalable TCP (SCTP), Datagram Congestion 
Control Protocol (DCCP) and UDP are presented that may 
give the idea of selecting the best protocols for the LTE 
environment. Also, this performance evaluation can provide 
a base to determine which protocol can be better for which 
metrics among the four, i.e., end to end delay, throughput, 
packet loss, and average jitter. The advantages of the work 
include good theoretical description of measurements and 
graphs for results. In addition, it would be interesting to see 
comparison with 2G, 3G, Wi-Fi, though it is not mentioned 
in paper state. 

As seen in this section, despite the fact that the question 
of comparing the performance and resistance of TCP and 
UDP protocols to interference has been open for a long time, 
the results of the work still vary for different situations. 
Therefore, the task of studying the stability of protocols to 
the effects of cellular mobile networks interference is 
relevant. 

III. EVALUATION APPROACH 

The NetPacket Simulator tool [7] was developed to 
solve the problem of investigating the stability of protocols 
to network interference. This tool can be used to describe 
various network connection configurations and emulate 
possible network interference. For example, this tool can be 
used to see how the following parameters affect data 
transmission: 

• RTT - round-trip time, the time it takes for the data 
packet to reach the recipient and the confirmation of 
receipt to reach the sender. 

• Bandwidth - maximum data transfer speed over the 
network. 

• Packet Loss - packet loss occurs when one or more 
data packets passing through the computer network 
do not reach their destination. Packet loss is caused 
by errors in data transmission, usually over wireless 
networks, or network congestion. Packet loss is 
measured as the percentage of lost packets relative to 
sent packets. 

• Upload/Download rate - download speed is the speed 
at which data is transferred from the Internet to the 
user's computer. The upload speed is the speed of 
data transfer from the user's computer to the Internet. 
Internet companies often provide an asymmetric 
communication channel by default - loading is faster 
than return. The reason for this is that most people 
need to download information more. This allows the 
user to quickly download movies, music, and a large 
number of documents. 

• Multiple clients - running multiple clients on the 
same network. 

The developed tool works on the basis of virtual network 
drivers TUN/TAP. TUN/TAP is used to provide packet 
reception and transmission for user space programs. TUN 
(stands for network TUNnel) is a network layer device and 
TAP (stands for network TAP) is a link layer device. Both 
of them are virtual network kernel devices — this allows 
one to organize a virtual network within a single physical 
device, which eliminates the occurrence of uncontrolled 
network interference, if the network is organized between 
several physical devices. 

Before conducting the experiment, it should be noted that 
the TCP data transfer protocol has a built-in implementation 
of data receipt verification and in case of loss of any packets, 
it will independently re-forward the lost data and guarantee 
their delivery. Therefore, a TCP connection can be organized 
directly "out of the box" - one just needs to describe the 
connection setup on the client and server and be sure of 
100% data delivery. 

In the case of the UDP data transfer protocol, the 
situation is different. Although a UDP connection can be set 
up right out of the box, UDP does not implement data receipt 
checks and does not guarantee that the client will receive 
them. Thus, if one needs to make sure that the data reached 
the client in its entirety or some part was lost, one must 
implement data integrity checks, re-forwarding, and other 
mechanisms oneself. 

One of the add-ons for the UDP protocol with its own 
implementation of all mechanisms is QUIC. As shown in 
Figure 1, QUIC is located under HyperText Transfer 
Protocol 3 (HTTP/3). It partially replaces the HyperText 
Transfer Protocol Secure (HTTPS) and TCP layers, using 
UDP for packet generation. QUIC only supports secure data 
transfer, since Transport Layer Security (TLS) is fully 
embedded in QUIC. 
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Figure 1. TCP and QUIC protocol stack 

 
Since the purpose of our research is to compare the TCP, 

UDP and QUIC protocols, it is necessary to implement a 
full-fledged comparison for the UDP protocol, as well as 
mechanisms for establishing a connection, making up for 
losses, and confirming data receipt. This is because, for any 
potential use of the UDP protocol, it will be necessary to 
implement these mechanisms if the ultimate goal is 
guaranteed delivery of content to the client. Thus, our 
implementation of the self-made UDP (smUDP) protocol 
that will participate in testing will have the following 
mechanisms implemented: Error Correction, Pacing, Flow 
Control, and Congestion Control. 

IV. EVALUATION 

To study the stability of protocols to network 
interference, the following experimental scenarios were 
identified. Among network interference cases we selected: 
RTT, Bandwidth, Packet Loss, Upload/Download rate, and 
Congestion Control window size. These scenarios reflect the 
most popular network connections. The information for the 
scenarios was collected by studying the statistics of usage by 
real social network users [8]: 

A. Wi-Fi 

• RTT - 110 ms 

• Packet Loss - 0.5% 

• Bandwidth - 2.2 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 50, 100, 250, 500, 1000 Kbytes 

B. LTE 

• RTT - 250 ms 

• Packet Loss - 0.7% 

• Bandwidth - 2.0 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 50, 100, 250, 500, 1000 Kbytes 

C. 3G 

• RTT - 550 ms 

• Packet Loss - 0.5% 

• Bandwidth - 1.0 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 50, 100, 250, 500, 1000 Kbytes 

D. 2G 

• RTT - 900 ms 

• Packet Loss - 2.5% 

• Bandwidth - 0.2 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 50, 100, 250, 500, 1000 Kbytes 

E. RTT influence 

• RTT - 10, 50, 100, 250, 500, 750, 1000 ms 

• Packet Loss - 0.5% 

• Bandwidth - 2.2 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 250 Kbytes 

F. Packet Loss influence 

• RTT - 100 ms 

• Packet Loss - 0.5, 1.0, 1.5, 2.0, 2.5% 

• Bandwidth - 2.2 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 250 Kbytes 

G. Bandwidth influence 

• RTT - 100 ms 

• Packet Loss - 0.5% 

• Bandwidth - 0.2, 0.6, 1.0, 1.4, 1.8, 2.2 Mbit/s 

• Upload/Download rate - 0.7 

• Congestion Control window - 1 mbyte 

• File Size - 4096 Kbytes 
 
Based on these scenarios, network connection 

configurations were described and the average time required 
for query execution to get the required amount of data was 
measured. The average time per request was calculated based 
on data on the execution time of five repeated simulations. 

After the experiments had been performed, the results 

were summarized in the following Tables I - VII: 

TABLE I. WI-FI 

File Size, kbytes smUDP, ms QUIC, ms TCP, ms 

5 137 373 206 

100 163 492 538 

250 234 597 1 442 

500 278 741 2 436 

1000 563 1 386 4 784 

TABLE II. LTE 

File Size, kbytes smUDP, ms QUIC, ms TCP, ms 

5 304 594 447 

100 408 966 1 310 

250 516 1 370 3 395 

500 530 2 063 7 182 

1000 1 052 3 231 11 682 
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TABLE III. 3G 

File Size, kbytes smUDP, ms QUIC, ms TCP, ms 

5 663 1 136 956 

100 777 2 044 1 767 

250 1 115 2 437 4 086 

500 1 129 3 580 5 852 

1000 2 248 5 383 12 439 

TABLE IV. 2G 

File Size, kbytes smUDP, ms QUIC, ms TCP, ms 

5 1 083 2 196 1 130 

100 1 809 4 121 6 229 

250 2 575 5 900 14 637 

500 4 575 10 549 27 493 

1000 8 403 17 379 59 152 

TABLE V. RTT INFLUENCE 

RTT, ms smUDP, ms QUIC, ms TCP, ms 

10 38 91 214 

50 114 300 721 

100 233 546 1 355 

250 516 1 297 3 082 

500 1 018 2 212 3 916 

750 1 518 3 316 4 220 

1000 1 816 4 505 5 411 

TABLE VI. PACKET LOSS INFLUENCE 

PL, % smUDP, ms QUIC, ms TCP, ms 

0.5 198 688 1 334 

1 218 728 1 701 

1.5 237 756 2 144 

2 220 852 2 721 

2.5 237 929 3 145 

TABLE VII. BANDWIDTH INFLUENCE 

Bandwidth, Mbit/s smUDP, ms QUIC, ms TCP, ms 

0.2 29 556 29 707 29 567 

0.6 9 847 10 135 17 792 

1 5 843 9 450 17 754 

1.4 4 131 9 544 17 730 

1.8 3 183 9 430 17 971 

2.2 2 588 9 516 17 758 

 
The obtained data on the stability of each data transfer 
protocol to network interference are shown in Figures 2 – 5, 
7 – 9.  
 

 
Figure 2. Wi-Fi 

 
In Figures 2 through 5, we can see that the TCP protocol 

has worse behavior than other protocols. While for QUIC 
and smUDP, the increase in request time increases linearly 
with the increase in the size of the requested file, for TCP, 
there is an exponential increase. 

TCP is designed in such a way that TCP generally uses a 
TCP 3-way handshake [9]: the sender sends a SYN packet, 
waits for a SYN-ACK packet from the recipient, then sends 
an ACK packet. 

 

 
Figure 3. LTE 

 
Figure 4. 3G 
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Figure 5. 2G 

 
Additional second and third passes are spent on creating 

a TCP connection, while UDP and protocols based on it do 
not spend time on this and can send data in the first packet 
(see Figure 6). However, after the connection is established, 
the recipient continues to send a confirmation of receipt of 
each packet (ACK) to ensure reliable delivery. 
 

 
Figure 6. zeroRTT vs TCP 

 

If a packet or ACK is lost, the sender makes a 

retransmission after a timeout (retransmission timeout - 

RTO). The RTO is calculated dynamically based on various 

factors, such as the expected RTT delay between the sender 

and receiver. At the same time, the RTT change is not 

expected to significantly affect the delivery speed - the 

growth is similar to that of UDP-based protocols, as shown 

in Figure 7. 

 

 
Figure 7. RTT impact comparison 

However, due to the fact that some packets with ACK or the 

data itself may be lost due to network connection instability 

in TCP, the query execution time is greatly increased. This 

disadvantage can be clearly observed in Figure 8. In contrast 

to UDP-based protocols, with an increase in the percentage 

of lost packets, TCP also increases the time of data delivery. 

QUIC and smUDP demonstrate stable delivery speed, 

despite the presence of problems in the connection. This 

development is due to the fact that QUIC calls two Tail Loss 

Probes (TLP) before the RTO works – even when the losses 

are very noticeable. This is different from TCP 

implementations. TLP mainly forwards the last packet (or a 

new one, if there is one) to start fast replenishment. This is 

also due to the fact that TCP was originally developed as a 

protocol for wired network connections - which is more 

stable than wireless networks [10]. Wireless networks are 

designed differently. To deal with fluctuations in bandwidth 

and loss, wireless networks usually use large buffers for 

traffic spikes. TCP very often treats the queue as a loss due 

to the increased response timeout, which is why TCP is 

forced to retransmit packets, which leads to a full buffer and 

a longer query execution time. 
 

 
Figure 8. Packet Loss impact comparison 

 
When studying the stability of protocols to change 

bandwidth, we can note that, in general, this parameter does 
not significantly affect the transfer speed. This is due to the 
fact that the TCP and QUIC protocols contain an 
implementation of Congestion Control that limits the channel 
load, as shown in Figure 9. This saves the network from 
being overloaded. This is because, if the network is 
overloaded, it is quite likely that data is sent, some packets 
do not reach the destination, then more data is sent, and all 
this data is lost again. Congestion Control is responsible for 
limiting the output of data in certain portions. 
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Figure 9. Bandwidth impact comparison 

V. CONCLUSION 

Based on the research in this paper, we can conclude that 

the TCP data transfer protocol is poorly optimized for 

wireless networks, which are currently very widely used and 

are rapidly spreading around the world, even in the most 

remote corners of it. Poor performance is associated with 

unstable wireless network connections. As a result, the data 

reaches the end customer over a longer period of time. 

However, the protocol provides guaranteed data delivery to 

the client. 

At the same time, UDP-based protocols demonstrate 

good performance in fast data delivery to the client due to 

the fact that new solutions are implemented in new protocols 

separately by each protocol developer, and to use the 

protocol, it is enough to update the versions on the server and 

client. However, as for data integrity, this task falls on the 

shoulders of the one who will use this protocol for their own 

purposes. 

It is also worth noting that there are already ready-made 

implementations of UDP-based protocols that are rapidly 

gaining popularity, such as QUIC. It is worth noting that 

QUIC is already used on 4.3% of all websites [11]. 

Thus, if the content on a service or resource is mostly 

consumed via wireless mobile networks, it is recommended 

to use a UDP-based protocol with its own implementation of 

the necessary mechanisms. However, if not enough resources 

are available to implement one’s own protocol, one can use 

ready-made solutions. TCP can be used as a backup 

connection. 
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Abstract— This paper presents a miniaturized Radio-
Frequency (RF) and microwave energy harvesting system
adapted to GSM-900 Network (Global System for Mobile
Communication). Most researchers have worked in this
domain by trying to harvest an enough DC output voltage to
feed different electronic devices to ensure their energy
autonomy. The matter with these systems lies in the antenna
size. The proposed system is realized on Teflon hybrid
technology. The size of the proposed multiband antenna is of
20x30x0.67 mm3, and that of the rectifier matched to the
antenna is of 10x15x0.67 mm3. The measurement shows that
the antenna is able to cover GSM900 (935 – 960) MHz, (1470 –
1550) MHz, GSM1900 (1935 – 1989) MHz and (3 – 3.2) GHz,
bands. The output Direct Current (DC) harvested voltage
measured is of 0.3 V for 2 kΩ resistance load. This result is 
sufficient for feeding low power consumption Wireless Sensor
Networks (WSNs). In this paper, the selected temperature
sensor operates for 0.2 V and 23 nW power supply. The
equivalent resistor of this sensor is 2 kΩ. The DC output 
voltage can reach 0.8 V for open load.

Keywords--RF Energy harvesting; Multi-bandes antenna;
Miniaturized antenna; Impedance matching; Rectifier.

I. INTRODUCTION

The RF and micro-wave energy harvesting devices
consist of 3 primary blocks, antenna, impedance matching
and rectifier (see Figure 1). The antenna is a primordial
device on these systems, which is a responsible of all
electromagnetic waves catching from the environment with
adapting frequencies and power levels. Antennas which
allow to capture many waves at many frequency bandwidths
improve widely the RF and microwave energy harvesting

system performances. The proposed antenna is smallest
(20x30x0.67 mm3) compared to the GSM antennas (GSM-
900, GSM-1800/1900) commonly used with keeping a high
efficiency levels [7]. This answers to recommended
miniaturization required for the harvesting systems [4][5].
The rectifier is matched to the antenna by using an
impedance matching network, which is realized with
Surface Mounted Devices (SMD) electronic elements
(inductors and capacitors). The rectifier is based on
Schottky diode (MBRS360T3G) and capacitor voltage
doubler [5][8]. The dimension of the proposed RF and
microwave energy harvesting circuit is of 10x15x0.67 mm3.
This miniaturized system could be used to power many
applications (sensors, smart watches, etc.).

II. ANTENNA SIMULATION CHARACTERISTICS

A. Antenna structure

Figure 2, depicts the proposed antenna structure.

Figure 1. General RF energy harvesting system blocks [1].
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The reported antenna in [10] is modified to cover
multiband frequency by adding many meanders, which mean
many bands. Each meander can be modeled electrically by
inductors [3]. Table I presents the antenna dimensions in
mm.

TABLE I. ANTENNA DIMENSIONS

L1 L2 W1 W2 W3 We Wi d

6 14 17 9 4 2 1.5 2

B. Antenna Response And Radiation Diagram

Figures 3 and 4 present respectively the return loss of
this antenna and the radiation diagram getting by exploring
the Computer Simulation Technology (CST) software.

Figure 3. Simulated S11 antenna response.

we clearly see that this antenna is operational within the

frequency bandwidths, (945 – 960) MHz with S11≤ -25

dB, (1780 – 1850) MHz with S11≤ -30dB, (1930 –

1980) MHz with S11≤ -25dB, (2450 – 2500) MHz with

S11≤ -25dB and (2610 – 2680) MHz with S11≤ -20dB,

Figure 4. Radiation diagram at 948 MHz, 1.8 GHz, 1.96 GHz.

the radiation diagram of this antenna is omnidirectional, that
is flawlessly tailored to the mobile communication
GSM900, GSM1800 and GSM1900 (PCS network), the
gain is around 1.43dB, 1.38 in linear scale.

C. Antenna Stability

The stability of this antenna is handled very cautiously by
adjusting with precision its dimensions [9]-[11]. Figure 5
shows the smith-chart, in which the stability of this antenna
appears when the graph stays inside the principal smith
chart circle, as we can see, this antenna is within the
stability restriction, because the S11 curve contacts the unit
circle but it doesn’t exceed it, in invers case we talk about
the antenna instability. This analysis is imperative for such
an antenna. Otherwise, the measured response might be
definitely different from the simulations. The performance
could then decrease drastically.

Figure 5. Smith chart representation.

Figure 2. The proposed antenna structure .
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D. Cosimulation Results

By using Advanced Design Systems (ADS) software (see
Figure 6), the co-simulation response is depicted in the
Figure 7.

Figure 6. presented antenna model on ADS.

Figure 7. Proposed antenna co-simulation response.

In Figure 7, it is clear that the co-simulation response is
in good agreement with that of the electromagnetic
simulation obtained using CST software (see Figure 3).

E. Antenna Electrical Equivalent Circuit

As we noted in Section II-A, this antenna is formed
from many LC resonators, theoretically [3], the meandered
antennas models can be translated electrically to a
superposition of many LC resonators as presented in the
Figure 8. These resonator successions allow to have a multi-
bands antenna, in level of sum resonators. The
electromagnetic coupling phenomena are possible, due to
the same resonance frequency of sum resonators.

Figure 8. Equivalent electrical element.

We simulate the response of this antenna equivalent
circuit on ADS. The proposed model is depicted in Figure 9,
and its response in Figure 10.

Figure 9. Equivalent electrical circuit on ADS software.

Figure 10. Antenna electrical equivalent circuit response.
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We can clearly see in Figure 10, the electrical equivalent

circuit response is too adapted to the simulation and co-

simulation one, such as, for GSM900 band (950-960) MHz

the S11≤ -15 dB, GSM1900 (PSC) the S11≤ -15 dB,

UMTS2100 S11≤-15 dB, Wi-Fi 2.45 GHz S11≤-20 dB,

LTE 2.6 GHz S11≤-15 dB.

III. REALIZED ANTENNA AND MEASUREMENT

A. Realized Antenna Model

The proposed antenna structure represented in Figure 11,

is printed on Teflon substrate (ϵr=2.1) with a dimension of 

20 x 30 x 0.67 .

Figure 11. Realized antenna model.

B. Measured Response

Figure 12 shows the S11 parameter measured on vector
network analyzer.

Figure 12. Measured antenna response.

In Figure 12, we see that this antenna is perfectly matched
to GSM-900 and GSM-1900 bands. At the frequency 948
MHz the S11 is less than -20 dB and equal to -19 dB for 1.96
GHz frequency, there are two other resonance frequencies,
at 1.5 GHz and 3 GHz with an S11 less than -18 dB.

IV. RECTIFIER AND IMPEDANCE MATCHING CIRCUITS

C. Proposed Rectifier

The rectification circuit has the function of transforming

an alternating signal into another continuous. The proposed

circuit is designed based on Schottky diodes

(MBRS360T3G), and two capacitors connected in parallel

which allows to double the output DC voltage. Figure 13

shows the proposed rectification circuit.

Figure 13. The proposed rectifier.

An impedance matching circuit is required to match this

circuit to the antenna. The first step is to calculate the

equivalent impedance of the rectifier, by using ADS software

and streaming Smith chart. Figure 14 depicts the value of

this impedance. At this level, we know both impedance va-

Figure 14. Smith Chart Presentation (Zeq = 5+j5).
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lues, 50 Ohm for the antenna and 5+j5 Ohm for the rectifier.

Now, we can design the impedance matching circuit between

both sides (antenna and rectifier).

D. Proposed Impedance Matching

Figure 15 shows the proposed model designed on ADS

software.

Figure 15. Proposed impedance matching circuit.

For adapting this circuit to GSM-900, we use Smith chart

on ADS software, which is presented in Figure 16.

Figure 16. Impedance matching circuit S11.

We can clearly see that the proposed circuit is too

adapted to GSM-900 at 945 MHz, the value of each elements

is tuned by ADS, we can also calculate them by using the

resonance formula.

E. Simulated Output DC Voltage

Figure 17 presents simulated output voltage for -40 dBm
input power.

Figure 17. DC output voltage for -40 dBm input power

From this result, the harvested DC voltage is 0.8 V,

simulated on ADS without termination load. This system is

designed to feed low power consumption Wireless Sensor

Networks (WSNs). The temperature sensor of [2] is

operational for 0.2V and its equivalent resistance is 2 kΩ. 

Figures 18 and 19 show the proposed system with sensor

load termination and its simulated DC output voltage,

respectively.

Figure 18. The proposed RF energy harvesting system with 2 kΩ 
load.

Figure 19. DC output voltage for -40 dBm input power and 2kΩ 
load.
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The output DC voltage is 0.3V, which is enough for feeding

the selected temperature sensor of [2].

V. SYSTEM REALISATION AND MEASUREMENT

A. Model Realization

Figure 20 presents the realized RF energy harvesting

circuit (impedance matching + rectifier circuits).

Figure 20. Proposed RF energy harvesting circuit (Impedance
matching + Rectifier circuits).

B. S11 circuit Measurement

Figure 21 depicts the measured return loss.

Figure 21. RF energy harvesting circuit return loss measurement.

As shown in Figure 21, the return loss is centered at 958
MHz, therefore, this circuit is adapted to GSM-900 downlink
band.

C. Measured DC output voltage

Figure 22 shows the realized system (Antenna + RF

energy circuit).

Figure 22. Realized proposed system.

The DC output voltage measurement has been achieved

by using a Multimeter and an Oscilloscope. Figures 23 and

24 show the obtained results.

Figure 23. Measured output DC voltage using multimeter.

Figure 24. Measured output DC voltage using Oscilloscope with
500 mV per Division.

We can see that the measured output DC voltage is too

near from that of the simulation one with 0.8 V, which
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confirms that the simulation and measurement are in good

agreement. This proposed system can perfectly feed the low

power consumption temperature sensor in [2], which

requires 0.2 V for working.

VI. CONCLUSION

In this work, we proved that is possible to feed low power

consumption electronic devices (sensors, Radio-cognitive

devices, smart watches, etc.) using RF and microwave

energy harvesting systems, by exploring all mobile

communication and wireless networks. A circuit adapted to

GSM 900 network is proposed for feeding a low power

consumption temperature sensor reported in [2], and by

exploring more mobile communication networks more we

increase the DC output voltage. The realized antenna and

RF and microwave energy harvesting circuit (impedance

matching + rectifier) are miniature with a dimension of

20x30x0.67 mm3 and 10x15x0.67 mm3, respectively. The

harvested DC voltage from GSM-900 is 0.8 V for open load

termination and 0.3 V for 2 kΩ resistance load, which is the 

sensor equivalent resistance.
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Abstract—The traditional static and dedicated allocation of a 

portion of the spectrum specified for a country suffers from 

low spectrum availability and utilization for a Mobile Network 

Operator (MNO). To overcome these constraints, in this paper, 

we present an idea of a new technique for the spectrum 

allocation called Countrywide Full Spectrum Allocation 

(CFSA) that considers a dynamic allocation of the countrywide 

full millimeter-wave spectrum to each MNO to operate its in-

building small cells subject to the co-channel interference 

management for a certain renewed-term. We present CFSA 

comprehensively, highlighting its rationale, significance, major 

concern, possible solution, and performance evaluation with 

respect to the traditional static spectrum allocation technique.  

Keywords-millimeter-wave; small cell; mobile network 

operator; spectrum allocation; spectrum utilization; countrywide. 

I. INTRODUCTION  

A. Background  

The radio spectrum in mobile communication systems is 

one of the most critical requirements. Over time, though the 

demand of mobile users in terms of data rate and volume 

increases due to the increased use of rich multimedia 

services, the available spectrum to serve user demands 

allocated to a Mobile Network Operator (MNO) has not 

been increased proportionately (Saha [1]). As this trend 

continues to grow, the gap between the required spectrum to 

serve user demands and the spectrum available for an MNO 

continues to increase accordingly. Another major reason for 

the scarcity of spectrum goes to how the spectrum specified 

for a country is allocated to its MNOs. More specifically, 

traditionally, a portion of the countrywide spectrum is 

allocated to each MNO exclusively in an equal amount (in 

most cases) and a static manner for the long term.  

However, the number of users of one MNO differs from 

another and so does their required spectrum. This causes an 

MNO with more users to experience insufficiency of the 

spectrum, whereas the other, with fewer users, to waste part 

of its allocated spectrum. Moreover, irrespective of the 

number of users of each MNO, the user traffic demand of 

one MNO varies much from another in time and space. But, 

due to the static and dedicated use of spectrum by each 

MNO over a large coverage, a significant amount of its 

allocated spectrum may be either unused or underutilized 

(Hasan et al. [2]). Hence, such a static and dedicated 

allocation of a portion of the full spectrum specified for a 

country to each MNO is no longer considered sufficient to 

address its ever-increasing user demands (Saha [3]), as well 

as efficient to utilize the allocated spectrum, particularly in 

urban multistory buildings as most data is generated in such 

indoor environments.  

B. Related Work  

Numerous approaches, namely spectrum aggregation, 

trading, sharing, and reusing have been proposed in the 

existing literature to increase the amount, as well as the 

utilization of the spectrum. For example, Yuan et al. [4] 

have analyzed the key challenges of realizing carrier 

aggregation techniques, whereas Park et al. [5] have 

evaluated the performances of carrier aggregation schemes 

in Long-term Evolution-Advanced systems. Further, Xing et 

al. [6] have considered spectrum trading in the context of 

multiple sellers and multiple buyers, whereas Niyato et al. 

[7] have proposed a scheme for selling the spectra of 

multiple primary users to multiple secondary users.  

For spectrum sharing, Saha [8] has proposed a technique 

to share both licensed and unlicensed spectra with small 

cells, whereas Attiah et al. [9] have studied spectrum sharing 

approaches in millimeter-wave systems. Likewise, Joshi et 

al. [10] have proposed an analytical model to reuse the 

microwave spectrum, whereas Saha [11] has proposed an 

analytical model to reuse the 28 GHz millimeter-wave 

spectrum in a building of Small Cell Base Stations (SBSs). 

However, the above approaches can be avoided if the 

countrywide full-spectrum is made available to each MNO, 

as opposed to just a portion of it in the traditional static 

spectrum allocation technique, to ensure large spectrum 

availability, as well as efficient utilization of the allocated 

spectrum, to serve a large volume of indoor data at high 

rates for the existing and upcoming mobile networks.  

C. Organization  

To address the above-mentioned issues, we propose a 

technique for allocating the countrywide full millimeter-

wave spectrum in Section II. In Section III, major concerns 

(e.g., co-channel interference) and possible solutions of the 

proposed technique are discussed. We evaluate the 

performance of the proposed technique in Section IV and 

conclude the paper in Section V. 
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II. PROPOSED TECHNIQUE 

The microwave spectrum, particularly below 3 GHz is 

almost occupied, and the millimeter-wave spectrum has 

been considered as a potential candidate for the Fifth-

Generation (5G) and beyond mobile systems. Hence, to 

overcome these aforementioned constraints associated with 

the traditional static and dedicated spectrum allocation 

technique, in this paper, we present a new idea for the 

millimeter-wave spectrum allocation called countrywide full 

spectrum allocation (CFSA) stated as follows.  

Each MNO of a country is allocated dynamically to the 

full millimeter-wave spectrum specified for the country to 

operate its in-building small cells subject to managing Co-

Channel Interference (CCI) for a certain renewed-term tr. 

The spectrum licensing fee for each MNO is updated in 

accordance with the number of its subscribers for each 

term. Hence, the proposed CFSA technique ensures the 

availability of a large amount of spectrum by allocating the 

countrywide full (instead of a portion) millimeter-wave 

spectrum, as well as an efficient spectrum utilization by 

allowing dynamic and flexible (instead of static and 

dedicated) access to each MNO. Moreover, as opposed to 

being bound to pay for the unused spectrum with few users, 

an MNO can pay only for the amount of spectrum that it 

uses to serve user demands at tr, resulting in reducing the 

cost per unit capacity (i.e., bps).   

Besides, to consider the dynamic number of users of 

MNOs, each SBS of all MNOs in an apartment of a building 

can keep sensing to detect the status of the shared full 

countrywide spectrum usage. Based on the CCI avoidance 

in time-domain, frequency-domain, or power-domain, each 

SBS updates the amount of time, spectrum, or transmission 

power, respectively. In this regard, depending on the 

maximum allowable control signaling overhead generated 

due to the coordination, SBSs either per apartment, per floor, 

or per building basis can form a cluster to coordinate with 

each other to update the CCI status locally in a distributed 

manner. Moreover, to detect the usage of the shared full 

spectrum, both reactive and proactive spectrum sensing 

approaches can be applied. In the reactive approach, an 

MNO performs the spectrum sensing mechanism to detect 

the usage on the shared spectrum, whereas in the reactive 

approach, based on the knowledge of the traffic model of 

User Equipments (UEs) of other MNOs O\o, the arrival of 

UEs can be predicted to update beforehand the usage of the 

shared countrywide full spectrum by an SBS of MNO o, 

where O denotes a set of MNOs in a country such 

that oO . 

III.       MAJOR CONCERN AND POSSIBLE SOLUTION  

A major concern of the proposed technique is that CCI 

may be generated when in-building small cells of more than 

one MNO attempt to access the same spectrum 

simultaneously. However, such CCI can be managed either 

in time, frequency, and power domains. In time-domain and 

frequency-domain, CCI can be avoided (Fig.1(b)) by 

allocating small cells of different MNOs in a different time 

interval (e.g., a transmission time interval of 1 ms) and 

frequency range (e.g., a resource block of 180 kHz) of the 

spectrum, respectively, using techniques such as time-

domain and frequency-domain Enhanced Intercell 

Interference Coordination (eICIC) (Lopez-Perez et al. [12]; 

Saha and Aswakul [13]).  

Recall that each MNO pays the spectrum licensing fee 

based on its number of subscribers for term tr. So, the 

optimal value of time and frequency for an SBS of an MNO 

o to serve its user traffic can be derived as the ratio of the 

number of subscribers oN  of an MNO o to the sum of the 

total number of subscribers of MNOs O\o (including those 

of MNO o) given that UEs corresponding to MNOs O\o are 

present within the coverage of SBS of MNO o and each 

MNO has exactly one SBS in each apartment that can serve 

only one UE at a time (Fig.1(b)). For example, in time-

domain eICIC, the optimal value of time in terms of the 

number of Transmission Time Intervals (TTIs) for an MNO 

o  at any Almost Blank Subframe (ABS) Pattern Period 

(APP) of duration AT in TTIs is given by, 

   A

1

1
o

O

o o o o

o

T N N N T



   
    

   
                             (1) 

where  1 2 3 4, , ,o N N N N  .  1  is defined such that  

 1 1  if oN exists in the set o ; otherwise,  1 0  . 

Similarly, following (1), we can find the amount of 

spectrum for MNO o in a TTI in frequency-domain eICIC.  

M
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Figure 1. (a) A floor of a multistory building for 3D clustering of SBSs, (b) 

Illustration of the proposed CFSA technique.
oT , 

oM  , and
oP  denote, res- 

pectively, operating time, spectrum, and power in time-domain, frequency-

domain, and power-domain corresponding to MNOs ={1,2,3,4}oO . 

      Further, in power-domain (Fig.1(b)), using cognitive 

radio access, such as interweave and underlay spectrum 

15Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-828-0

ICSNC 2020 : The Fifteenth International Conference on Systems and Networks Communications

                            23 / 63



access techniques, the transmission power of an SBS can be 

controlled to manage CCI. More specifically, using the 

interweave spectrum access, an SBS of an MNO o can be 

allowed to serve its user traffic at the maximum power as 

long as no UE of other MNOs O\o exists in the same 

apartment. If otherwise, the SBS of MNO o stops serving its 

users immediately by switching its transmission power off. 

Likewise, using the underlay spectrum access, an SBS of an 

MNO o can transmit simultaneously on the countrywide full 

spectrum by reducing its transmission power to a predefined 

CCI threshold level if a UE of other MNOs O\o exists in the 

same apartment as that of an SBS of MNO o. Hence, based 

on the presence of a UE of other MNOs O\o, using a hybrid 

interweave-underlay spectrum access, CCI can be managed. 

Let maxP and redP denote, respectively, the maximum 

transmission power and the reduced transmission power of 

an SBS of any MNO o when operating under the interweave 

and underlay access techniques such that max redP P . Then, 

the transmission power of an SBS of MNO o is given by  

max

red

, for interweave (if no UE of MNOs \ exists)

, for underlay (if a UE of MNOs \ exists)
o

P o 
P

P o 

 
  
 

O

O
    (2)       

      Note that, by exploiting the spatial domain, the 

countrywide full spectrum can be reused to in-building 

SBSs of an MNO o to increase the achievable capacity and 

spectrum utilization even further. For example, following 

Saha [14], by forming a 3-Dimensional (3D) cluster of SBSs 

in a building of an MNO o subject to satisfying a minimum 

CCI threshold both in the intra-floor, as well as inter-floor, 

levels, the same spectrum can be reused for each 3D cluster, 

as shown in Fig.1(a). Further, due to the high external wall 

penetration loss of a building for millimeter-wave signals, 

the countrywide full spectrum can be reused to SBSs of 

MNO o in adjacent buildings resulting in improving system-

level capacity and spectrum utilization further. The detailed 

modeling of the 3D clustering of SBSs can be found in Saha 

[14].     

IV.       PERFORMANCE EVALUATION  

We consider a simple example to evaluate the 

outperformance of CFSA, as follows. Assume that four 

MNOs are operating in a country such that 

= {1,2,3,4}oO with a subscriber base of 40%, 30%, 20%, 

and 10%, respectively, of the total number of subscribers 

countrywide at tr. Let M=200 MHz denote the countrywide 

full millimeter-wave spectrum, which is allocated to each 

MNO based on its aforementioned subscriber base. 

Considering applying the frequency-domain CCI avoidance, 

the spectra allocated to MNOs 1, 2, 3, and 4 are given by 80 

MHz, 60 MHz, 40 MHz, and 20 MHz, respectively. Assume 

that the millimeter-wave link quality of each UE is given by 

3 bps/Hz.  

Note that the number of Resource Blocks (RBs) 

corresponding to 80 MHz for MNO 1 is given by 400 where 

an RB is equal to 180 kHz. Consider that the total 

observation time Tm=8 TTIs where each TTI equals to 1 ms. 

Also, Shannon’s capacity formula is given by 

 1 2log 1 SINRo W   where W denotes bandwidth,  

SINR  defines Signal-to-Interference-Plus-Noise Ratio, and 

 2log 1 SINR denotes link quality.  

Now, using Shannon’s capacity formula, the capacity and 

Spectral Efficiency (SE) of MNO 1 when UEs of all MNOs 

O\o=1 are present with a small cell in each apartment of 

MNO 1 in a building are given by 1.728 Gbps (i.e., 

 400RBs 0.18MHz/RB 3bps/Hz 8ms   ) and 3 bps/Hz 

(i.e.,   1.728Gbps 400RBs 0.18MHz/RB 8ms  ), resp-

ectively. Following the same procedure, the capacity and SE 

of MNO 1 are given by 4.32 Gbps and 7.5 bps/Hz, 

respectively, when no UE of MNOs O\o=1 is present with a 

small cell in each apartment of MNO 1 (Fig.1(b)). However, 

when applying the Traditional Static Spectrum Allocation 

(TSSA) technique, by assuming that each MNO is allocated 

to an equal amount of 50 MHz spectrum, using the same 

procedure as above, the capacity and SE are given by 1.08 

Gbps and 3 bps/Hz, respectively. These show an 

outperformance in capacity and SE of 60% and 0% for the 

maximum CCI, and 300% and 150% for no CCI of CFSA 

over TSSA. Hence, CFSA improves the capacity ranging 

from 60% to 300%, as well as the SE ranging from 0% to 

150%, over TSSA.  

Now, assume that due to a high floor penetration loss, a 

3D cluster comprises 9 SBSs per floor each having 18 

apartments of a 10-story building. If we consider reusing the 

countrywide full spectrum to each 3D cluster of SBSs of 

MNO 1, it can be reused 20 times to SBSs in the building. 

Since the capacity is directly proportional to the spectrum 

reuse factor, and the allocated spectrum to MNO 1 of 80 

MHz does not change, the above capacity and SE improve 

by 20 times, irrespective of the level of CCI.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we have presented an idea of allocating a 

countrywide full millimeter-wave spectrum to each MNO to 

increase the spectrum availability and utilization. We have 

broadly detailed the proposed technique and shown its 

outperformance in terms of capacity and spectral efficiency 

over the traditional static spectrum allocation technique. The 

proposed idea needs extensive study for its concrete 

realization. In this regard, a good starting point is to justify 

the possible solutions discussed in this paper to address the 

major concern of the proposed idea. More specifically, it is 

necessary to elaborate and develop techniques to manage 

co-channel interference in time, frequency, and power 

domains when allocating the full millimeter-wave spectrum 

to each MNO in a country, which we consider carrying out 

as part of our future work.  
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Abstract—We present an efficient and self-stabilizing protocol for
computing the Voronoi region of a sensor node in a large wireless
sensor network deployed in the two dimensional plane. This
protocol surpasses the preceding ones in that it is fully distributed,
is self-stabilizing, and in particular, it moves away from the unit-
disk transmission model. That is, the topology induced by the
wireless communication links is assumed to be arbitrary. This
naturally incorporates the practical case of obstacles interfering
in the communication of some pairs of sensor nodes that are close
to each other. Due to being self-stabilizing, the protocol converges
to a normal operating state regardless of the initial value of
its variables. Because faults can be modeled as having variable
values that do not properly reflect the state of the network, the
protocol is resilient against all types of transient faults, provided
the network does not become partitioned.

Keywords–Stabilizing systems; Voronoi diagram; Delaunay tri-
angulation; Sensor networks.

I. INTRODUCTION

Wireless sensor networks are characterized by having a
limited number of resources. In particular, they operate on
battery power, and have reduced processing and transmission
capabilities. In order to preserve these critical resources, it
is of paramount importance that every task performed by the
sensors consumes the least amount of memory and energy [1].

Routing between nodes is a fundamental aspect of com-
puter networks. Due to the limited resources in a wireless
sensor network, it is desirable to use a routing protocol where
the routing state stored at each node is independent of the
network size; this is particularly important in a large-scale
sensor network. One such approach is greedy routing [2]–[5].
Greedy routing is also known as geographic routing because,
for a packet with destination d, a node u selects as the next
hop to d a neighbor that minimizes the physical distance from
u to d.

In general, greedy routing on an arbitrary graph may
become trapped at a local minimum and not reach the desti-
nation. However, on a Delaunay triangulation, greedy routing
is guaranteed to reach the destination. Hence, in the particular
context of network routing, Delaunay triangulations, and their
dual, the Voronoi diagram, are well suited for greedy routing
[6].

In this paper, we develop a distributed protocol where each
node can compute its Voronoi region, and thus, is able to
support greedy routing. Given that the objective is to support
greedy routing, the protocol does not require an additional
routing mechanism that can be used to aid in communication
between nodes. The only assumption is that each node is

initially only aware of those nodes with whom it can commu-
nicate in a single transmission hop. This is an extension to our
earlier work [7]. In [7], we assumed the unit-disk transmission
model. That is, there is a transmission radius r such that, if
any pair of nodes are within a distance of r of each other,
then they can communicate directly. In this paper, we relax
this model, and assume that the network topology induced by
the transmission links is arbitrary. This naturally incorporates
the practical case of obstacles interfering in the communication
of some pairs of sensor nodes that are close to each other.

In addition to being distributed, our solution is stabilizing
[8]–[11], i.e., starting from any state, a subsequent state is
reached and maintained where the sensors become aware of
their Voronoi region. A system that is stabilizing is resilient
against transient faults, because the variables of the system
can be corrupted in any way (that is, the system can be
moved into an arbitrary configuration by a fault), and the
system will naturally recover and progress towards a normal
operating state. Thus, stabilizing systems are resilient against
node failures, node additions, undetected corrupted messages,
and improper initialization states.

Distributed protocols exist in the literature that allow each
node to obtain its Voronoi region. However, they do not exhibit
all our desired features. Algorithms, such as those in [12],
are fully distributed, but they are not fault tolerant, and they
assume an underlying routing protocol exists. Works designed
for wireless greedy routing make no such assumption [13] [14],
but they have limited fault-tolerance, and, in particular, are not
stabilizing. Solutions that are distributed and stabilizing exist
[15], but they also assume an underlying routing protocol, and
are thus not suitable for greedy routing.

The paper is organized as follows. Section II presents
a review of Voronoi diagrams, Delanuay triangulations, and
also our network model. In Section III, we present the local
information that each node maintains about its Voronoi region,
and how this information can be used to forward messages
between distant Voronoi neighbors. In Section IV, we describe
the adaptations that have to be made in order to deal with
our general communication model. Section V presents the
different types of messages used in the protocol and how they
are used to route between nodes. Our protocol notation is
presented in Section VI. The techniques that make the protocol
stabilizing are reviewed in Section VII, and the specification
of the protocol itself is given in Section VIII. We argue the
correctness of the protocol in Section IX. Concluding remarks
and possible future work are given in Section X.
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II. VORONOI DIAGRAMS AND NETWORK MODEL

In this section, we review Voronoi diagrams and Delaunay
triangulations. In addition, we present our network model and
its relationship to Delaunay triangulations. This is similar to
the review we presented in [7].

A. Voronoi Diagrams and Delaunay Triangulations

As shown in Figure 1(i), consider two points, a and x, in
the two-dimensional Euclidean plane. The line segment from
a to x is shown with dots, and the solid line corresponds to
the perpendicular bisector of this line segment. Observe that
any point below the bisector is closer to a than to x. Similarly,
any point above the bisector will be closer to x than to a.

A Voronoi Diagram (VD) consists of a set of genera-
tor points P = p1, p2, . . . , pn and a set of regions R =
R1, R2, . . . , Rn. Each Ri consists of all points on the plane
that are closer to pi than to any other generator point in P . In
Figure 1(i), P = {a, x}, Ra are all points below the bisector,
and Rx are points above the bisector.

Figure 1(ii) shows the region Ra after a few more gen-
erator points are added. Region Ra becomes the convex hull
obtained from the intersection of all the bisectors with all other
generator points. Finally, Figure 1(iii) shows the regions of all
five generator points.

An equivalent structure to the VD is the Delaunay Triangu-
lation (DT), shown in Figure 1(iv). Here, there is an edge be-
tween a pair of generator points pi and pj iff Ri and Rj share
a face. E.g., point x has three edges: (x, y), (x, a), (x,w),
because Rx shares a face with each of the regions Ra, Ry , and
Rw. Thus, both the VD and the DT have the same information,
but presented in different form.

B. Network Model and Connectivity

We consider a two-dimensional Euclidean space in which
a total of n sensor nodes have been placed. In [7], sensors are
assumed to have the same transmission radius, and hence, if the
distance between any pair of sensors is less than this radius,
then the pair is able to directly exchange data messages. In
this paper, we relax this assumption. We assume that obstacles
could exist between nodes, and thus, nodes may not be able to
communicate directly even though they are within transmission
range. We thus assume a very general and arbitrary topology,
in which the fact that a pair of nodes u and v can communicate
directly is independent of whether u can communicate directly
with another node w. This will have significant impacts on the
algorithm, as discussed in later sections.

Nodes u and v are joined by a physical link, 〈u, v〉, if they
can directly exchange messages. The set of nodes with whom
u has a physical link is denoted by Lphy(u). We assume that
the sensor network is connected. I.e., for every pair of nodes
u and v, there is a path of nodes w1, w2, . . . , wk, such that
w1 = u, wk = v, and for each i, 1 ≤ i < k, wi+1 ∈ Lphy(wi).

As discussed earlier, sensor nodes correspond to point gen-
erators, and each sensor node has the objective of identifying
each of its neighbors in the DT (equivalently, the VD). I.e.,
each sensor node must learn the location of all other sensor
nodes with whom it shares a DT edge. Throughout the paper,
we use DT and VD interchangeably.

Let V(u) be the set of neighbors of u in the DT. These are
referred to as the Voronoi neighbors of u. For each v in V(u),
we refer to pair (u, v) as a Voronoi edge.

In Figure 1(iv), V(x) = {a,w, y}. Some of the nodes
in V(u) will be able to exchange messages directly with
u, i.e., they are also contained in Lphy(u). The nodes in
V(u) ∩ Lphy(u) are said to be the physical Voronoi neighbors
of u.

Note that it is possible for w ∈ Lphy(u) but w /∈ V(u).
This is because other nodes can be in between u and w, and
thus, the Voronoi region of u does not overlap that of w. I.e.,
the fact that nodes can communicate directly does not imply
that they are Voronoi neighbors, and vice versa.

Without obstacles in the network, such as the model we
used in [7], between every pair of nodes there must exist a
path such that each hop along the path consists of physical
Voronoi neighbors. This allowed each node u to learn about
its Voronoi neighbors by only exchanging messages with their
physical Voronoi neighbors, i.e., nodes in V(u)∩ Lphy(u). As
we will show below, this is no longer the case if obstacles are
present in the network.

III. REGION CONSTRUCTION

We next describe the details of the information that a node
maintains about its region, and how it provides assistance in
building the regions of its neighbors.

A. Region Anatomy
Figure 2 depicts the region of u, consisting of eight Voronoi

neighbors. Of these, neighbors i, m, and o are physical, i.e.,
they are contained in Lphy(u). The set of physical Voronoi
neighbors of a node u will be denoted by core(u). The figure
consists of only the region of u; the whole network is not
shown.

Node u is aware of its core neighbors because it can
communicate directly with them. On the other hand, consider
node n. It must be that either o, m, or perhaps both, are able
to communicate with n (recall that the network is connected),
and inform u about n. Node u will remember which node
informed it of the Voronoi edge (u, v). We will refer to this
node as the origin of the edge.

In addition, each node keeps track of the number of
transmission hops necessary to cross the link; this is known
as the label of the link. E.g., if the origin of (u, n) is m, then
label(u, n) = label(m,n) + 1. Both o and m report to u the
expected number of hops to cross edge (u, v) through them.
Node u chooses as origin the neighbor providing the least
number of hops (a final tie-breaker is made using the node
identifier). In the figure, o is the origin of (u, n), as indicated
by the small arrow.

Consider now core nodes i and m, and the nodes in
between them, j, k, and l. Node i is the origin of edge
(u, j), and j is the origin of (u, k). We denote by segment the
sequence of nodes starting at a core node where each node is
the origin of the previous edge. The clockwise segment starting
at i is (i, j, k). The counter-clockwise segment starting at m
is (m, l), while the counter-clockwise segment starting at i is
simply i itself.

Consider next nodes k and l. They are not aware of each
other, and thus they do not report each other to u. In this case,
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u must introduce them to each other, and u becomes the origin
of edge (k, l). Similarly, it introduces i and p to each other,
and becomes the origin of edge (i, p).

We next describe the notion of a segment more formally
[7]. For terseness, we use the terms right and left instead of
clockwise and counter-clockwise, respectively. Additionally,
we use dir to represent either right or left, and ¬dir to represent
the opposite direction of dir.

Let v be any Voronoi neighbor of u. Let next(u, v, dir) be
the next node along direction dir on region R(u). For example,
in Figure 2, next(u, i, right) = j, and next(u,m, left) = l. Also,
for any pair of neighbors v and w of u, let bet(u, v, w, dir)
denote the sequence of nodes found in R(u) along direction
dir starting from v and ending in w.

Let segment(u, v, dir) be the longest sequence of nodes,
w0, w1, . . . , wj , along the periphery of R(u), starting from
core node v, v ∈ core(u), such that:

• w0 = v,
• for each i, 0 ≤ i < j, wi+1 = next(u,wi, dir), and
• for each i, 0 ≤ i < j, origin(u,wi+1) = wi.

In addition, node wj is denoted by last(u, v, dir).

B. Forwarding of Control Messages
In [7], we adopted the following general strategy. There is

a single type of control message, namely edge, whose purpose
is to inform a node that it has a Voronoi neighbor. Consider
node u: it has to inform k and l of each other. To send an
edge message to k, the destination field in the message is set
to k, the direction is set to right, and the message is given to
i. The message will then traverse the entire segment (reaching
i, j, and k).

The reason the whole segment is traversed is the way
in which nodes forward messages that are not addressed to
them: the message is forwarded to the adjacent core node. For
example, assume node u receives an edge message from m and
the destination is not u. If the direction is right, it forwards
the message to i, and if the direction is left, it forwards the
message to o.

As another example, assume node l wants to send an edge
message to k to inform it of a potential neighbor. Because u
is the origin of (k, l), the message will arrive to u (via m).
Node u is oblivious to the source, and it simply forwards it to
the adjacent core node, i.e., i, and the message traverses the
segment and arrives at k. Even further, the message may not
even originate at l, it may simply need to traverse edge (l, k),
and the source is not in the region of u. Nonetheless, since
the message is received from m, it is forwarded to i, and the
message arrives at k, as desired.

C. Obstacle Pitfalls
As discussed in Section II-B, we assume that, due to

obstacles, the physical links form an arbitrary graph. Consider
Figure 3(a), where the physical links are shown as dashed lines.
Without obstacles, there would be a physical link between
every pair of nodes. However, due to obstacles, the physical
links 〈t, v〉, 〈t, w〉, and 〈v, w〉 are not present.

In Figure 3(b), the Voronoi edges computed are shown as
solid lines. Node u is aware of its neighbors v and w, and
thus it considers them part of its region, and sends an edge
message to each of them, which makes them aware of each
other. However, since t is not in the region of u, u ignores
t. Thus, node t is not aware of v and w, and it thus cannot
compute its own region. We address a mechanism to correct
this below.

IV. EXTENDED LINKS

In order to fix the problem described above, node t must
be made aware that, if it were not for the obstacles, it would
actually have a physical link with v and w. We can accomplish
this by node u extending the link 〈u, t〉 to v and w. That is,
to make v and w aware that they should have a link with t.

To become aware of this need, node u notices that its
physical link 〈u, t〉 intersects its Voronoi edge (v, w). Thus, u
notifies both v and t that they have an extended link between
them. This link is shown as a gray dotted line in Figure 3 (c).
Thus, v and t consider this link as an ordinary physical link,
and add it to their set L of links. The extended link 〈t, v〉 is
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treated in the algorithm like any other link, e.g., it could be
part of the core of t and the core of v. The difference only
lies in that for t to send a message to v (and viceversa) the
message has to be sent through u.

Once v and t are aware of each other, they add link 〈t, v〉
to their region. Node v then becomes the origin of edge (t, w),
and it sends an edge message to both t and w making them
aware of edge (t, w). The final results is shown in Figure 3(d).

Note that u does not need to extend the link 〈u, t〉 to w.
Although possible, it is not necessary, since v will become the
origin of the edge and join t with w. Thus, u will extend the
link towards the neighbor that is closest of the two.

The extension of a link can become more complex, re-
quiring the same link to be extended multiple times. This is
illustrated in Figure 4. Part (a) of the figure indicates the
physical links as dashed lines, and the solid lines correspond to
the desired Voronoi edges. Without extending physical links,
the Voronoi edges found are in part (b) of the figure. Part
(c) shows the extension of edge 〈p, t〉 into edge 〈q, t〉. Node
t disregards this edge since it is not part of its region (the
Voronoi face with q is blocked by the faces of nodes s and
u). Node q, however, will try to join t and r. This may be
accepted by r, but t will reject it since edge (t, r) is not part
of its region. The nodes will not learn the correct edges shown
in part (a).

Note, however, that the extended link 〈q, t〉 crosses the
Voronoi edge (s, u) of the region of t. Thus, t could extend
it even further, by notifying s that it should have an extended
link 〈s, q〉, as shown in part (d). Node s thus adds this link
to its region, and joins q and u. This makes node q desist in
attempting to join t with r, and instead joins u and r, yielding
the correct result.

V. MESSAGE TYPES AND ROUTING

We discussed above the need for extended links. In this
section, we discuss the method for creating them and for
sending messages across them. Our objective is to modify the
method we presented in [7] the least possible, and still account
for extended links. For example, consider again Figure 2, and
assume node u receives a message from core node m, which
is not destined for u. Thus, u forwards it to i. This should
remain in effect even if the link 〈i, u〉 is an extended link, as
opposed to a physical link. Thus, note that the core of a node
may now consist of a mixture of physical links plus extended
links.

Before discussing creating an extended link, we recall
that in [7] we had only one message type, edge, to inform
two nodes that there should be joined by a Voronoi edge.
For example, in Figure 2, node u would send the following
message to node k via link 〈i, u〉.

(ttl, edge, dir, dst, src, nbr, lbl)

where dir = right, dst = k, src = u, nbr = l, and
lbl = label(u, k) + label(u, l). Also, the time to live, ttl, is
the number of physical links traversed by the message. It is
initially equal to one, and is incremented by one per physical
link traversed. The message is discarded if it reaches an upper
bound discussed in Section VII-A.

A. Creating an Extended Link
Consider now creating an extending a link, such as Figure

3(c), where node u wants to extend its physical link 〈u, t〉 to
create the link 〈v, t〉. To do so, it sends a link message to both
v and t, as follows:

(ttl, link, dir, dst, src, nbr, lbl).

For v, dst = v, src = u, nbr = t, and lbl = label(u, v) +
label(u, t). Similarly for t, we have dst = t and nbr = v.

In general, one of the endpoints (i.e., v) is a Voronoi
neighbor, and the other (i.e., t) is a physical link. To send the
message to the Voronoi neighbor, we simply send it as before,
by sending it to the core neighbor of the segment containing the
destination, and the message will traverse the whole segment
until it is removed at the destination. In the case of v, v itself
is the core node, and the message arrives in just one hop. For
t, it is a physical link, so the message is sent directly.

A more interesting scenario occurs Figure 4(d), where node
t is extending its link, 〈t, q〉 to create the link 〈s, q〉. In this
case, neighbor s is a Voronoi neighbor, as expected, but node
q is not a physical link, it is an extended link. Thus, the link
message has to be routed in a manner that is different from
routing around a segment of the region of node t. This is
because extended links bypass Voronoi edges, in particular,
link 〈t, q〉 crosses over Voronoi edges (s, u), (q, u), and (q, r).
We discuss this next.

B. Transferring Messages Across an Extended Link
As mentioned at the beginning of the section, we need a

general mechanism by which any message can be tunneled
across an extended link. To send an arbitrary message over
the extended link 〈t, q〉, node t must remember the source of
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Figure 4. Link extended multiple times.

the link, in this case node p, and send the message to it. Node
p cannot handle this message in the normal way, since the
message is not being routed along Voronoi edges. We thus
need a new message type to indicate to p that the message
is being thrown across network, and that p should then find a
way to forward it to the other end point q.

We introduce two additional message types, throw and
catch, to tunnel the message across the extended link. For the
specific case above, t sends the following message to p:

(ttl, throw, dir, dst, src, nbr, (msg)),

where dst = p (p should process and not just forward this
message), src = t, and nbr = q. Node p then retrieves the
encapsulated message msg, notices that it should be sent to q,
and sends the following message to q:

(ttl, catch, dir, dst, src, (msg))

where dst = q, and src = t, which allows q to learn that msg
originated at t.

Note that, given that q is a Voronoi neighbor of p, p will
use normal Voronoi routing to route the catch message. I.e.,
it will find the core node of the segment containing q, and
forward the catch message to this node.

C. Generalized Send Operation
Sending a message across a link can become more com-

plex, and it requires an iterative approach as follows. Consider
Figure 4(d) again, and assume node q needs to route a message
msg to node s along the extended link. To do so, it has to
encapsulate msg in a throw message and send it to the source
of the link, i.e., t. To send the message to t it has to encapsulate
it in another throw message and send it to the source of that
link, i.e., p. In the figure, p is a physical neighbor, so the
message could be sent directly. However, it is easy to extend
the network so that p is a Voronoi neighbor of q, but not a
physical neighbor. This would then require q to find the core
node of the segment of p, and then send the message to this
core neighbor, etc..

VI. PROTOCOL NOTATION

Before presenting the protocol in detail, we overview our
notation. The notation used originates from [10] [11], and is
typical for specifying stabilizing systems. The behavior of each

node is specified by a set of inputs, a set of variables, a set of
parameters, and a set of actions.

The inputs declared in a node can be read, but not written,
by the actions of that node. The variables declared in a node
can be read and written by the actions of that node. For
simplicity, a shared memory model is used, i.e., each node u
is able to read the variables of nodes in Lphys(u). To maintain
a low atomicity, and thus a possible transition to a message-
passing model, each action is able to read the variables of a
single neighbor.

Every action in a node u is of the form:

<guard> → <statement>.

The <guard> is a boolean expression over the inputs, vari-
ables, and parameters of the node, and also over the variables
declared in a single node in Lphy(u). The <statement> is a
sequence of assignment, conditional, and iteration statements
that change some of the variables of the node.

The parameters declared in a node are used to write a set of
actions as one action, with one action for each possible value
of the parameters. For example, if the following parameter
definition is given,

par g : 1 .. 2

then the following action

x = g → x := x+ g

is a shorthand notation for the following two actions.

x = 1 → x := x+ 1

x = 2 → x := x+ 2

An execution step consists in evaluating the guards of
all the actions of all nodes, choosing an action whose guard
evaluates to true, and executing the statement of this action.
An execution consists of a sequence of execution steps, which
either never ends, or ends in a state where the guards of all
the actions evaluate to false. All executions are assumed to be
weakly fair, that is, an action whose guard is continuously true
must be eventually executed.

In order to simplify the presentation and proofs, we assume
a shared memory model with low atomicity. In particular, a
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node is able to read the variables of its neighbors. However,
in any action, it is only allowed to read the variables of a single
neighbor. This will allow for an easy transformation into the
message passing model.

To distinguish between variables of different nodes, the
variable name is prefixed with the node name. For example,
variable u.v corresponds to variable v in node u. If no prefix
is given, then the variable corresponds to the node whose code
is being presented.

The main inputs and variables of each node are as follows.
Each node has a unique identifier from the set ID. Each node
u receives as input the set Lphys consisting of the identifiers
of all neighbors with whom it shares a physical link.

In order to represent the exchange of messages, each node
has the following array.

send : array[Lphy] of set of (ID,message) (*)

Element send[v] contains the set of messages that node u
wishes v to read. The purpose of the identifier attached to
the message will be made clear in the next section. Each node
u also has a variable, rcvd, as follows.

rcvd : set of message

To read the messages of a neighbor v, node u copies v.send[u]
into u.rcvd (discarding the identifiers coupled with each
message).

VII. STABILIZATION

We next describe the changes that are necessary to
strengthen our protocol and achieve stabilization. We begin
with a formal definition of stabilization.

A predicate P of a network is a boolean expression over
the variables in all nodes of the network. A network is called
P -stabilizing iff every computation has a suffix where P is
true at every state of the suffix [9] [11].

Stabilization is a strong form of fault-tolerance. Normal
behavior of the system is defined by predicate P . If a fault
causes the system to a reach an abnormal state, i.e., a state
where P is false, then the system will converge to a normal
state where P is true, and remain in the set of normal states
as long as the execution remains fault-free.

In a stabilizing system, we assume each node can be in
an arbitrary initial state, where its variables can have corrupt
and misleading information. To ensure stabilization, the system
must eliminate information which is not consistent with the
current network state. Below, we describe how to eliminate
non-existent nodes, stale edges, and stale messages.

A. Eliminating Ghost Nodes
Due to faults, information about nodes that have died may

still exist in the data structures of a node, or perhaps a fault
introduced information about non-existent nodes. We discuss
below how this extraneous information is eliminated, provided
nodes are aware of the number of nodes, N , that are in the
system.

Obtaining N can be easily achieved by running a self-
stabilizing leader election protocol, such as the one in [16],
which builds a spanning tree in the network without knowledge
of the network size. A simple diffusing computation allows

the root to compute the number of nodes in the network, and
report this value to all other nodes. This can be accomplished
by periodically exchanging a constant-sized packet over each
physical link.

Armed with the knowledge of N , no node will forward a
message whose ttl is greater than N . Thus, any message in
the network with a non-existing source will be removed from
the network within N execution rounds.

Consider again Figure 2. Assume u receives an edge
message from j joining k and u. If node j does not exist,
as mentioned above, due to the ttl, messages from j will
disappear and never be reintroduced. On the other hand, if
j does exist, does k exist? Note that k may not be a physical
neighbor of j, and hence, does not have immediate access to
it. Nonetheless, the label assigned to (k, u) by j will be less
than the label of (j, k), and as we approach closer to node
k (by following the origin node of edge (j, k), which is not
drawn in the figure), the labels continue to decrease. Since the
smallest possible label is one, which is the case of a physical
link, node k must exist.

B. Eliminating Stale Edges, Links, and Messages
Voronoi edges and extended links are created at a node after

receiving a message of the appropriate type. If these messages
cease to exist, then the corresponding edge/link is stale, and
should be removed. Thus, we maintain the following array:

inc : array[Lext

⋃
Vjoin] element of Lphy

Entry u.inc[v] stores the incoming physical link over which
the message that created the edge/link (u, v) was received.
Whenever u copies into u.rcvd the messages from v.send[u],
all edges and links in inc[v] are marked as stale. If an edge or
link is not refreshed by any of the messages in u.rcvd, then
it is discarded.

Similarly, as mentioned in Section III-B, node u forwards
messages that are not destined for it, and places them in the
appropriate entry in array send. Note that, as indicated in (*),
each message is associated with an ID. This is the ID of the
physical link over which the message was received. Thus, to
prevent stale messages, whenever node u copies into u.rcvd
the messages from v.send[u], it removes all messages in array
send whose ID is v.

VIII. PROTOCOL SPECIFICATION

We next present the specification of our protocol for an
arbitrary node u. As discussed before, its inputs consists of
the total number of nodes in the system, N , and the set of
physical links, Lphy . It also contains several parameters to
expand an action into multiple actions.

In terms of variables, Lext contains the set of extended
links. At all times, Lext ∩ Lphy = ∅. For conciseness, we
define L = Lext

⋃
Lphy . In addition, V contains the Voronoi

neighbors found thus far.
We reuse the definitions related to a region R(u), such as

segment, last, and next, but instead based on the neighbors V
found so far by node u, rather than the actual region R(u)
defined by the network topology.

Also, since node u is understood, we omit it from some
definitions. E.g., core is the set of core nodes of u, which we
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define as core = V ∩ L, and (last(v, dir) is the last node of
the segment of u starting at core node v in the direction dir.
Finally, we define Vjoin = V − core.

The node contains three arrays not yet discussed. The first
is origin, in which the origin of each link in Lext and each
edge Vjoin is stored. As discussed in Section VII, stale edges
are marked in array stale. Finally, array label stores the label
of each edge in V that is not a direct edge. By definition,
label[v] = 1 for all v, v ∈ Lphy .

The complete specification is below, followed by a descrip-
tion of each action.

node u
inp

N : integer {number of nodes}
Lphys : set of ID {physical links}

param
t, t′, i : ID {any node}
dir : element of left . . right {direction}

var
Lext : set of ID {extended links}
V : set of ID {Voronoi neighbors}
inc : array [Lext ∪ Vjoin] element of Lphy

{incoming physical link announcing the link/edge}
origin : array [Lext ∪ Vjoin] element of V

{Voronoi neighbor announcing the link/edge}
stale : array [Lext ∪ Vjoin] of boolean

{stale links/edges}
label : array [Lext ∪ Vjoin] of 2 . . N

{hops needed to traverse edge/link}
rcvd : set of message
send : array [Lphy] of set of

(element of Lphy ∪ u, message)
begin

{extend a link}
t ∈ L ∧ t /∈ V ∧ outside(t, V ) →

(q, r) := closest(t, V );
dir := direction(core(q), q);
msg := (1, link, dir, q, u, t,

max(label[q], label[r]) + label[t]);
sendmsg(u, core(q),msg)

{join an edge}
t ∈ core ∧ t′ = next-core(t, dir) →

x := last(t, dir);
y := last(t′,¬dir);
msg := (1, edge, dir, x, u, label[x] + label[y]);
sendmsg(u, t,msg);
msg := (1, edge,¬dir, y, u, label[x] + label[y]);
sendmsg(u, t′,msg)

{receive a message}
i ∈ Lphy →

rcvd := i.send[u];
clear(send, i);
for each v ∈ (Lext ∪ Vjoin) do

if inc[v] = i then
stale[v] := true;

for each msg ∈ rcvd do
process-msg(msg);

for each v ∈ (Lext ∪ Vjoin) do
if stale[v] then

V := V − {v};
Lext := Lext − {v};

clean(V );
end

In the first action, a link to a node t is extended via a
Voronoi neighbor q. Node t should be outside of the region
defined by V . If so, the Voronoi edge in V , namely (q, r),
crossed by t, such that t is closer to q than r, is found, and a
link message is sent to the core node of the segment containing
q. Note that the label in the message is max(label[q], label[r])+
label[t] rather than simply label[q] + label[t]. The reason for
this will be made clear in Section IX.

In the second action, the nodes at the end of two segments
are joined together by sending an edge message to them. The
core nodes are t and t′, without any core nodes between
them. An edge message is sent to the two endpoints of the
corresponding segments to indicate to them that they are
potential neighbors. Function next-core is defined as follows:

next-core(v, dir) = w ⇔
〈∀x : (x ∈ bet(v, w, dir) ∧ x /∈ {v, w})⇒ x /∈ core〉

Also, the sendmsg routine, as described in Section V-C, is
as follows.

sendmsg(in, out,msg)
h := msg.ttl + 1;
if h > N then return;
if out ∈ Lphys then

send[out] := send[out] ∪ (in,msg)
if out ∈ Lext then

or := origin[out];
out′ := core(or);
dir := direction(out′, or);
msg′ := (h, throw, dir, or, u, out′,msg);
send(in, out′,msg′)

In the third action, a message is received from a physical
link, by copying the appropriate contents of the send array
of physical neighbor i. Then, the send array is cleared of
all earlier messages that were received from neighbor i, and
every edge and link whose message that created them was
received along link i are marked stale. If these edges and
links are refreshed by messages from i, then their staleness is
removed at the end of the action. In addition, routine clean(V )
removes from V edges that are inconsistent with each other.
It’s objective is to remove all nodes in V that violate the
following clean consistency requirement between successive
nodes of a segment:

〈∀x, dir, v, w,
(x ∈ core ∧ w ∈ segment(x, dir) ∧ v ∈ segment(x, dir)∧
v 6= w ∧ w = next(v, dir))
⇒
(label[w] > label[v] ∧ origin[w] = v)
〉

That is, every neighbor should have as origin the previous
neighbor on its segment, and furthermore, its label should
be also greater than that of the previous neighbor. Routine
clean(V ) is as follows.
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clean(V )
V := convex-hull(V ∪ Lphy);
clean := core;
for each i ∈ Lphy do
label[i] := 1;

for each i ∈ core do
for dir ∈ {left, right}
v := i;
while (next(v, dir) 6= nil,∧

origin(next(v, dir)) = v ∧
label(v) < label(next(v, dir))) do
clean := clean ∪ {v};

V := clean

Each received message is processed according to its mes-
sage type. The code for routine process-msg is as follows.

process-msg(msg)
if msg.dst 6= u ∧ i ∈ V ∧msg.ttl < N then

dir := msg.dir;
sendmsg(i, next-core(i, dir)), dir);

if msg.dst = u ∧msg.ttl < N
if msg.type = edge then

process-edge-msg;
if msg.type = link then

process-link-msg;
if msg.type = throw then

process-throw-msg;
if msg.type = catch then

process-catch-msg

We next discuss the processing of each message type. The
processing of an edge message is as follows.

process-edge-msg
nbr := msg.nbr;
src := msg.src;
l := msg.lbl;
if src ∈ V ∧ nbr /∈ Lphy ∧

nbr ∈ convex-hull(V ∪ {nbr})∧
(nbr /∈ V ∨ l < label[nbr]∨
(l = label[nbr] ∧ src < origin[nbr])) then

V := V ∪ nbr;
origin[nbr] := src;
inc[nbr] := i;
label[nbr] := l;
stale[nbr] := false

An edge is added to V under certain conditions. First, the
origin of the edge, i.e., the source of the message, must already
be in V . Next, it should not be a physical neighbor because
these neighbors are always present and considered for V . Also,
the node will only be added to V if it takes part in the convex-
hull, i.e., the region, of the node. Finally, either the node is
a new addition to V , or it provides a better label than before
(ties broken in favor of smaller origin ID).

The processing of a link message is as follows.

process-link-msg
ngh := msg.ngh;
src := msg.src;

or := origin[ngh];
if src ∈ V ∧

(ngh /∈ Lext ∨ label[src] < label[or]∨
(label[or] = label[src] ∧ src < or)

then
Lext = Lext ∪ {ngh};
origin[ngh] := src;
inc[ngh] := i;
stale[ngh] := false

In order to add a node as an extended link, the origin of
the link (i.e., the source of the message), must already be a
Voronoi neighbor. Also, either it is a new extended link, or
the origin of the link has a better label than the origin of the
current extended link. If so, the node is added to the extended
link set and the book-keeping arrays are updated accordingly.

The processing of a throw message is as follows.

process-throw-msg
m′.type := catch;
m′.ttl := msg.ttl;
m′.msg := decap(msg);
dst := msg.ngh;
src := msg.src;
if dst ∈ Vjoin ∧ src ∈ Lext then

msg.dir := direction(core(dst), dst);
sendmsg(i, core(dst),m′)

if dst ∈ Lext ∧ src ∈ Vjoin then
dir := nil;
sendmsg(i, dst,m′)

The original message is retrieved from decapsulation of
the catch message. If the destination of the message, i.e., the
origin of the extended link, is a Voronoi neighbor, then the
core node associated with this Voronoi neighbor is found, and
the message is sent to it. On the other hand, if the destination
of the message is the endpoint of an extended link, then the
message is sent directly over the link.

The processing of a catch message is as follows. The
original message is simply retrieved from the catch message,
and then processed like a normal message.

process-catch-msg
msg′ := decap(msg);
msg′.ttl := msg.ttl;
process-msg(msg′)

IX. CORRECTNESS

We show that regardless of the initial state of the system,
R(u) = V will hold permanently for every u.

We define an execution round to be a subsequence of
an execution in which every action of every node has either
been executed or its guard is not enabled. A round captures
the notion of taking enough execution steps guaranteeing that
every node makes progress.

Note that after executing the third action to receive mes-
sages, the clean requirement on V is satisfied due to the
clean(V ) routine. We thus assume that this always holds in
between action executions.
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A. Eliminating Non-Existing Nodes
If there is a message msg in a send queue that is paired

with a neighbor v in Lphys, then, the next time node u reads
messages from v, msg is removed from the send queue. I.e.,
after each execution round, all messages disappear unless being
received again from the corresponding neighbor.

Consider first all messages whose src value is a non-
existent node. No new messages with a non-existing node as a
src field can be created, because the value of src is set to the
node creating the message, i.e., a valid live node. Any of these
messages with ttl = N − x will disappear within x execution
rounds, because in a round all existing messages are deleted,
and the forwarded messages have their ttl increased by one,
and are discarded when it reaches N .

We next argue that all messages with a non-existent ngh
disappear. We do so in conjunction with showing that these
nodes disappear from Vjoin ∪Lext. We do a combined induc-
tion over the label values and the ttl.

Consider first messages with lbl = 1. No new message can
be created with this label since new messages have a label
equal to the sum of two other labels, all of which are at least
1 (i.e., Lphy neighbors). Thus, by induction on the ttl, these
messages will disappear. Note that label[v] is defined to be
at least 2, and thus any non-existent neighbor in Vjoin ∪ Lext

must have a label of at least 2.
Consider next that all messages with a non-existent ngh

have a label of at least x, permanently, and all nodes in Vjoin∪
Lext have a label at least x, permanently. Similarly, any new
message with label x is obtained by adding the labels of two
nodes. Since non-existing nodes have a label of at least x, no
such message can be created. Hence, by a simple induction on
the ttl, all messages with non-existent ngh and a label of x
will disappear permanently. Also, in the next execution round,
edges and links in Vjoin ∪ Lext with a non-existent ngh and
a label of x will be marked as stale and not be refreshed, and
thus removed. Hence, all messages with a non-existent ngh
will have a label of at least x+ 1, permanently, and all nodes
in Vjoin ∪ Lext will have a label at least x+ 1, permanently.
The desired result follows by induction.

B. Constructing R(u)

Due to lack of space, we present an overview of the proof.
We begin by observing that if a node v is in R(u), and if it
is also in V , then v ∈ convex-hull(V ). That is, no existing
node can block v. Since non-existing nodes have been shown
to disappear, v cannot be blocked by any other node. Thus,
the only reason v could be removed from V is if v does not
satisfy the clean condition that is required of V . We will show
by induction that this is not the case.

Also, similar to the first argument in Section IX-A, an
induction argument can show that if a message is not recreated
at its source node, then, due to the ttl, all copies of the message
will be removed from the network. This observation will be
used throughout.

We define the notion of the DTlabel of an edge (u, v) in
the DT of the network in a similar way as was done in [7].
Our induction will be over the DTlabel. The DTlabel of edge
(u, v) is the smallest positive integer such that:

(i) If (u, v) is a direct physical link between u and v, then
DTlabel(u, v) = 1.

(ii) If (u, v) is not a physical or an extended link, then note
that (u, v) can be involved it at most two triangles in
the DT. Let those triangles be (x, u, v) and (y, u, v), i.e.,
either x or y is the origin of edge (u, v) (x = y in
the case of only one triangle). Then, DTlabel(u, v) =
min(label(x, u) + label(x, v), label(y, u) + label(y, v)).

(iii) If (u, v) is an extended link formed by extending an-
other link (p, v) that crosses an edge (u,w) in R(p),
then DTlabel(u, v) = max(label(p, u), label(p, w)) +
label(p, v).

The reason for (iii) above being max(label(p, u), label(p, w))
rather than simply label(p, u) is that our induction will be
based on DTlabel, and both edges/links (p, u) and (p, w) must
exist and be stable before the link (u, v) can be created (or
considered stable).

We require one additional finding. By following the routing
along Voronoi edges as described in Section III-B, if u sends
a message to a neighbor v, v ∈ V , then the message will only
traverse along edges that have a DTlabel value smaller than
that of (u, v), as shown earlier in [7].

We need to show by induction that, for all h, 1 ≤ h ≤ N ,

(i) For every message of type edge or link with label h,
the message will arrive at its destination and always be
available at the destination.

(ii) For every message of type catch or throw that encapsu-
lates a message with label h or less, the message will
arrive at its destination.

(iii) For every node u and every v, v ∈ u.V , if u.label[v] ≤ h,
then DTlabel(u, v) = u.label[v], and v ∈ R(u).

(iv) For every node u and every v, v ∈ R(u), if
DTlabel(u, v) ≤ h, then u.label[v] = DTlabel(u, v),
and v ∈ V .

(v) For each extended link (u, v), if DTlabel(u, v) ≤ h,
then v ∈ u.Lext, u.label[v] = DTlabel(u, v), and
u.origin[v] = origin(u, v).

(vi) For every node u and every node v, v ∈ u.Lext, if
u.label[v] ≤ h, then DTlabel(u, v) = u.label[v] and
u.origin[v] = origin(u, v).

Consider first h = 1. Extended links and non-direct
Voronoi edges have a DTlabel greater than one. Only direct
physical links can have a label of one, which is hard-coded in
the protocol. Also, routine clean(V ) ensures that the physical
links in R(u) are included in V . The origin value of a physical
link is nil since it does not depend on other links. Furthermore,
any message created has as label the sum of two other labels,
and thus, its label is at least two. Any existing messages that
have a label of one will not be recreated by their sources, and
thus, by the ttl, they will be permanently removed.

Assume the induction hypothesis is correct for all labels
at most h. We now consider labels at most h + 1. Consider
first a message with label h+ 1 whose (src, dst, nbr) do not
correspond to a triangle in the DT. In order for a message of
label h+1 to be recreated, both edges (src, dst) and (src, nbr)
must have a label at node src of at most h. But, by the
induction hypothesis, these would correspond to real edges in
the DT, and hence, this message cannot be recreated. By the
ttl, the message will disappear permanently from the network.

Consider now a Voronoi edge (u, v) in the DT with
DTlabel(u, v) = h + 1 and origin x. This implies

26Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-828-0

ICSNC 2020 : The Fifteenth International Conference on Systems and Networks Communications

                            34 / 63



DTlabel(x, u) ≤ h and DTlabel(x, v) ≤ h. By the induction
hypothesis, u and v are in x.V with the correct label and origin,
and also in R(x). Thus, no node can be in between u and v
in x.V , and in consequence, x will send an edge message of
label h + 1 to both u and v. From the induction hypothesis,
these messages will be delivered to u and v. Since edge (u, v)
belongs to both R(u) and R(v), no node can block the edge
from being added to u.V and v.V , as desired.

The argument that extended links will be created from link
messages follows a similar argument. Likewise, if a throw or
catch message contains a message with label h+1, it implies
that both the link and the edge that join the extended link
have labels at most h, and thus, the contained message will be
delivered correctly.

X. CONCLUSION AND FUTURE WORK

We presented an efficient and self-stabilizing protocol for
computing the Voronoi region of a sensor node in a large
wireless sensor network. In particular, it departs from the unit-
circle communication model. Because faults can be modeled
as making arbitrary changes to the network state, any self-
stabilizing protocol is resilient against all type of transient
faults, provided the network does not become partitioned.
There is no assumption of having an underlying routing proto-
col to aid in routing control messages. Thus, the protocol can
successfully communicate with any Voronoi neighbor without
any additional aid, and can be used as the foundation for a
geographic routing protocol.

If nodes are distributed in the plane according to a Poisson
process with constant intensity, then each node in the DT of
these nodes has on average six neighbors [17]. In general, a
node u receives messages from a source s to destination d if
s and d are Voronoi neighbors and their Voronoi path crosses
u. Given the small number of surrounding neighbors, if the
deployment area is regular, as opposed to a long linear shape,
then we expect the number of such pairs to be small, even
of constant size. Thus, the overhead in most networks will
be small, even smaller than O(N). In our future work, we
will perform simulations over randomly generated networks
to measure the worst and average node overhead over various
topologies and node densities.
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Abstract— In this paper, we present three spectrum allocation 

techniques, namely Static and Equal Spectrum Allocation 

(SESA), Flexible and Unequal Spectrum Allocation (FUSA), 

and Countrywide Full Spectrum Allocation (CFSA), and 

evaluate their performances for the 28 GHz millimeter-wave 

spectrum using in-building small cells. We discuss each 

technique broadly by identifying major concerns, presenting 

possible solutions, as well as evaluating performances relative 

to each other in terms of Spectral Efficiency (SE), Energy 

Efficiency (EE), and Cost Efficiency (CE). It is found that 

FUSA improves SE by 22.8%, EE by 18.56%, and CE by 

18.56%, whereas CFSA improves SE by 164.27%, EE by 

74.77%, and CE by 59.64% in comparison with that of SESA. 

As CFSA outperforms SESA and FUSA, CFSA can be 

considered as a potential spectrum allocation technique for the 

existing and next-generation mobile networks to allow a large 

spectrum availability, as well as efficient spectrum utilization, 

for an operator to serve high indoor data rates and capacity 

demands.  

Keywords-28 GHz; spectrum allocation; millimeter-wave; 

small cell;  spectrum utilization; technique. 

I. INTRODUCTION  

Spectrum allocation techniques have a significant impact 
on the efficient utilization of the radio spectrum in mobile 
communication systems [1]. Traditionally, each Mobile 
Network Operator (MNO) in a country is allocated statically 
and exclusively to an equal amount of the licensed spectrum 
(termed as Static and Equal Spectrum Allocation (SESA)) 
for a long term, irrespective of the demand of its users. 
Since the demand for user traffic of different MNOs in a 
country varies with time and locations, the requirements of 
the spectra of MNOs also vary accordingly. Due to this 
phenomenon, a great portion of the allocated spectrum to an 
MNO may be either unused or underutilized [2]-[3], while 
another MNO at the same time and location may suffer from 
an insufficient amount of spectrum. This, in turn, results in 
low spectrum utilization and Quality-of-Service (QoS), 
which raises concerns over how to allocate the spectrum 
among MNOs such that the required user demand can be 
served while ensuring an efficient countrywide spectrum 
utilization. 

One way to address this concern is to allocate spectrum 
to each MNO based on the actual requirement to serve its 
user traffic [4]. In this regard, a simple, yet effective, 
measure to define the actual requirement for an MNO is to 
allocate spectrum flexibly in accordance with its number of 

subscribers. Since the number of subscribers of an MNO is 
usually different from that of other MNOs, such a flexible 
and on-demand spectrum allocation technique allocates an 
unequal amount of spectrum to MNOs (termed as Flexible 
and Unequal Spectrum Allocation (FUSA)), unlike SESA. 
Also, to address frequent variations in the statistics of 
subscribers of MNOs, in FUSA, the allocation of spectrum 
to each MNO needs to be updated in the short term, unlike 
SESA. 

Another key technique to address an efficient spectrum 
utilization and the required QoS is to allow access to the 
countrywide full spectrum to each MNO subject to 
managing Co-Channel Interference (CCI) from one MNO to 
another (termed as Countrywide Full Spectrum Allocation 
(CFSA)). In this regard, since different MNOs have a 
different number of subscribers, an MNO can pay the 
spectrum licensing fee for a short term based on its number 
of subscribers with respect to the total number of 
subscribers countrywide to ensure fairness. Note that CFSA 
takes advantage of allocating a large amount of spectrum to 
each MNO to address the required QoS, as well as the 
dynamic allocation of the spectrum to each MNO 
corresponding to serving its user demand to address an 
efficient countrywide spectrum utilization. Figure 1 shows 
an illustration of allocating the countrywide spectrum to 
MNOs using SUSA, FUSA, and CFSA techniques. 

Since existing and next-generation mobile networks will 
be spectrum hungry to serve a high data rate and a large 
volume of traffic, particularly in urban multistory buildings, 
ensuring high spectrum bandwidth is one of the major 
concerns to MNOs. To address the high bandwidth 
availability for an MNO indoors, the Millimeter-Wave 
(mmWave) spectrum is considered as an effective solution. 
In this regard, the 28 GHz band has been considered as a 
potential mmWave band due to its favorable indoor 
characteristics to address a high data rate and capacity 
demand within a short distance. Hence, in this paper, we 
intend to evaluate the SESA, FUSA, and CFSA techniques 
indoors for 28 GHz spectrum in terms of Spectral Efficiency 
(SE), Energy Efficiency (EE), and Cost Efficiency (CE).  

II. MATHEMATICAL ANALYSIS       

Let O denote the maximum number of MNOs in a 

country such that  1,2,...,o OO = . Let 
CM  and 

CN denote the countrywide 28 GHz mmWave spectrum and 

the total number of users of all MNOs in a country,
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Figure 1. An illustration of SESA, FUSA, and CFSA techniques at any term tr. 

respectively. 
CM  is expressed in terms of the number of 

Resource Blocks (RBs) where an RB is equal to 180 kHz 

such that 
r, C1

O

o to
M M


 , as well as 

r, C

O

o to
N N , at 

any license renewed term rt . Now, based on the 

aforementioned criterion for each technique, the amount of 

allocated spectrum to an MNO o in SESA at any term rt  

can be given by 
r, :o tM M o O , where M is the same for 

all MNOs. Likewise, the amount of allocated spectrum to an 

MNO o in FUSA at term rt can be given by 

 
r r, , C C :o t o tM N M N o  O , as shown in Figure 1.  

However, in CFSA, the amount of spectrum allowed to 

be accessed by each MNO at term rt is given by 

r, C :o tM M t o   Oo tT r

nA

, where o tT r

nA

,  denotes a set of 

Transmission Time Intervals (TTIs) t during which an MNO 
o  can get access to 

CM in an observation period T with the 

maximum time of Q (in time step each lasting 1 ms) such 
that tT . Since each MNO is allocated to the same 

spectrum, CCI can occur in CFSA. We consider the time-
domain CCI management as an example. Hence, to avoid 
CCI in time-domain, we consider time orthogonality in 
allocating the full spectrum to small cell User Equipments 
(UEs) of all MNOs such that in any TTI t Small cell UEs 
(SUs) of only one MNO in a building can be scheduled 
using techniques, such as the Almost Blank Subframe 
(ABS) based Enhanced Intercell Interference Coordination 
(eICIC) [5]-[6].  

Assume that the number of TTIs per ABS Pattern Period 

(APP) APPt  allocated to any UE of an MNO o is the number 

of non-ABSs allocated to the corresponding MNO o over 

APPt  in any building, which is defined as follows. The 

number of non-ABSs per APP allocated to any UE of an 
MNO o in a building is defined in accordance with the ratio 

of the number of subscribers 
r,o tN of the MNO o at any 

renewed term rt to the sum of the number of subscribers of 

MNOs O\o (plus 
r,o tN of MNO o) so that at least an SU 

corresponding to the MNO O\o is present within the same 

building in any TTI t of the previous APP  APP 1t  . 

Let o tT r

A

,  and o tT r

nA

, denote, respectively, a set of all ABSs 

and a set of all non-ABSs at term rt for an MNO oO  at 

all APPs in T, such that 
r

A

,o tT  o tT r

A

, , 
r

nA

,o tT  o tT r

nA

, , and 

 o t o tT T T
r r

A nA

, , .  Hence, the number of non-ABSs (i.e., 

operating time) 
r

nA

,o tT  of small cells of MNO o at term rt to 

use the full countrywide  spectrum using CFSA for O=4 at 

any APPt  [7] is given by  

  
r r r r

nA

, , , , APP

1

1
o

O

o t o t o t o t

o

T N N N T



   
   

   
                   (1) 

where  
r r r r1, 2, 3, 4,, ,o t t t tN N N N  .  1  is defined such that  

 1 1  if 
r,o tN exists in the set o ; otherwise,  1 0  . 

APPT denotes the duration of an APP in TTIs.    

III. PROBLEM FORMULATION   

Let SF denote the maximum number of small cells in a 

building such that  F,...,2,1 Ss . Let SM denote the 

number of macrocells, and let SP denote the number of 

picocells per macrocell of each MNO.   Let MP , PP , and 

SP denote, respectively, the transmission power of a 

macrocell, a picocell, and a small cell of an MNO o. Using 
Shannon’s capacity formula, a link throughput at RB=i in 

TTI=t for an MNO o at term rt  in bps per Hz is given by [8] 

 
  

r

r
, ,

r r r

r

, ,

dB 10

, , , , 2 , ,

, ,

0, 10dB

log 1 10 , 10dB 22dB

4.4, 22dB

t
t i o

t

t i o

t t t

t i o t i o t i o

t

t i o

β


   
 
           

  
        

(2) 

                                         
where β denotes the implementation loss factor. 

Let 
MBS,oM denote the spectrum in RBs of a macrocell 

for an MNO o. Then, the total capacity of all macrocell UEs 

for an MNO o at rt can be expressed as 

 MBS,r r r

MBS, , , , ,1 1

oQ Mt t t

o t i o t i ot i 
                                    (3) 

29Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-828-0

ICSNC 2020 : The Fifteenth International Conference on Systems and Networks Communications

                            37 / 63



where and   are responses over 
MBS,oM  RBs of all macro 

UEs in tT for an MNO o at rt .  

If all Small cell Base Stations (SBSs) in a multistory 
building serve simultaneously in t, the aggregate capacity 

served by all SBSs in a  building of an MNO o at term rt  is 

given by   

 F , rr r r

F , , , , ,1 1

o tS Mt t t

S o t i o t i os i
t

 
                                        (4)     

Let us define Cost Efficiency (CE) as the cost required 
per unit achievable average capacity (i.e., per bps). Let 

C denote the cost of 
CM such that an MNO o pays 

r,o t  for 

its licensed spectrum 
r,o tM at rt .  The system-level average 

aggregate capacity, SE, EE, and CE for all MNOs 

O countrywide at rt  for all techniques are given, 

respectively, by    

 r r r

F

sys,

cap, MBS, ,1

Ot t t

O o S oo
                                                 (5)  

Since r r

F , MBS,

t t

S o o   , r r

F

sys,

cap, ,1

Ot t

O S oo
                                        

  r r

r

sys, sys,

SE, cap, MBS, ,1

Ot t

O O o o to
M M Q


                            (6)  

    r rsys, sys,

EE, F S P P M M cap,

t t
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IV. PERFORMANCE EVALUATION 

A. Performance Result 

Table I shows selected assumptions and parameters used 
for the performance evaluation. Detailed assumptions and 
parameters can be found in [7]. Figure 2 shows the 
outperformance of FUSA and CFSA techniques with 
respect to the traditional SESA in terms of countrywide SE, 
EE, and CE. It can be seen that FUSA improves SE by 
22.8%, EE by 18.56%, and CE by 18.56%, whereas CFSA 
improves SE by 164.27%, EE by 74.77%, and CE by 
59.64% in comparison with that of SESA. Hence, due to 
allowing dynamic access to the countrywide full mmWave 
spectrum to each MNO to utilize the full spectrum 

efficiently, CFSA provides the best SE, EE, and CE 
performances of all techniques. 

TABLE I.  DEFAULT PARAMETERS AND ASSUMPTIONS 

Parameters and assumptions Value 

Countrywide 28 GHz spectrum, 
MNOs, and subscribers 

200 MHz; 4; NC 

Number of subscribers for            

MNOs 1, 2, 3, and 4 

20%, 30%, 20% and                      

10% of NC 

E-UTRA simulation case1 3GPP case 3 

Small cell model2 A building with square-grid apartments  

Number of small cells 48  

Observation time 8 ms 

Taken 1from [9] and 2from [10]. 
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Figure 2. Performances of FUSA and CFSA with respect to SESA.   

B. Issues with CFSA Implementation 

Though CFSA provides the best performances of all 
techniques, a number of issues regarding, for example, its 
implementation, need to be addressed, as indicated below.  

1) CCI management system: A key issue with CFSA is 
the co-channel interference generated when UEs of more 
than one MNO intend to access the countrywide spectrum. 
Though CCI can be managed, it requires additional 
management mechanisms either in time, frequency, or 
power domain, which, in turn, cause additional complexity 
and cost. For example, depending on the spectrum sensing 
techniques, such as either proactive or reactive, as well as 
management approaches, e.g. either centralized or 
distributed, the control signaling overhead may vary.  More 
specifically, in the centralized management, though the 
global optimization of network performance can be 
obtained, it suffers from a large control signaling overhead 
in the network. In contrast, in the distributed management, 
the control signaling overhead is reduced by allowing the 
local network performance optimization.     

2) Countrywide spectrum manager: Since all MNOs 
access the same countrywide spectrum, a common spectrum 
manager may be necessary to communicate and coordinate a 
timely and fair allocation of the spectrum to each MNO. In 
this regard, the deployment of the spectrum manager, the 
degree of information to be shared by each MNO with the 
spectrum manager, and tight coordination to allocate the 
spectrum among MNOs timely and fairly are a few 
challenges that need to be addressed for the spectrum 
manager.    

3) Spectrum licensing fees: Distributing the licensing 
fee among MNOs in a country and the duration of the 
spectrum license renewed term tr need a common mutual 
understanding among MNOs in a country, which sometimes 
may not be possible due to the competitive nature of MNOs 
in the market. In such a case, the central administration by 
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the spectrum regulatory bodies may be required to sort out 
the issues among MNOs countrywide [11].   

V. CONCLUSION  

In this paper, we have presented three spectrum 
allocation techniques, namely SESA, FUSA, and CFSA, 
and shown that CFSA outperforms SESA and FUSA 
techniques in SE, EE, and CE such that CFSA can be 
considered as a potential spectrum allocation technique for 
Fifth Generation (5G)/Sixth Generation (6G) mobile 
networks.      
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Abstract—In this paper, we propose a Countrywide 

Millimeter-Wave (mmWave) Spectrum Allocation and Reuse 

(CoMSAR) technique to allocate and reuse spatially the 

countrywide massive 28 GHz mmWave spectrum to each Mobile 

Network Operator (MNO) to operate its small cells per floor in a 

multistory building. A frequency-domain interference 

management scheme is developed, and the optimal amount of 

spectrum for each MNO is deduced to avoid Co-Channel 

Interference (CCI) at the presence of User Equipments (UEs) of 

multiple MNOs on each floor. We derive average capacity, 

Spectral Efficiency (SE), Energy Efficiency (EE), and Cost 

Efficiency (CE) for CoMSAR. Extensive numerical and simulation 

results and analyses are carried out for an example scenario of a 

country consisting of four MNOs, i.e., MNO 1, MNO 2, MNO 3, 

and MNO 4 with a subscriber base of, respectively, 40%, 30%, 

20%, and 10% of the total countrywide subscribers. It is shown 

for MNO 1 that the proposed technique can improve average 

capacity, SE, EE, and CE by 300%, 165%, 75%, and 60%, 

respectively, with no CCI, whereas 60%, 6%, 37%, and 0.4%, 

respectively, with the maximum CCI. Further, we show that 

CoMSAR can satisfy the SE and EE requirements for sixth-

generation (6G) mobile systems by reusing the countrywide 28 

GHz mmWave spectrum to small cells of MNO 1 of about 60% 

less number of floors with no CCI, whereas 3.3% less number of 

floors with the maximum CCI, in a building.  

Keywords—6G; 28 GHz; countrywide; millimeter-wave; mobile 

network; spectrum allocation; spectrum exploitation; technique.  

I. INTRODUCTION 

      The high capacity and data rates requirements for the 

existing mobile networks impose a demand for the massive 

radio spectrum availability on a Mobile Network Operator 

(MNO). Though these requirements have been increased over 

time, the availability of the spectrum for an MNO has not 

increased correspondingly, resulting in the scarcity of the radio 

spectrum. In this regard, spectrum allocation and spectrum 

exploitation can play a vital role in addressing the spectrum 

scarcity for an MNO in a country. By carefully allocating the 

spectrum specified for a country among its MNOs, the available 

amount of spectrum for an MNO can be extended considerably. 

Furthermore, by exploiting the available spectrum for an MNO 

in space, for example, the utilization of the spectrum can be 

increased. Accordingly, the spatial reuse of the spectrum to 

small cells, particularly in a 3-Dimensional (3D) space, e.g. a 

multistory building, is considered as an effective approach to 

increase the utilization of the available spectrum.  

      Numerous research works have already addressed the issues 

of spectrum allocation [1]-[3], as well as spectrum exploitation 

[4]-[6]. For example, Yan et al. [1] have proposed methods for 

the dynamic spectrum allocation in cognitive radio systems. 

Kim et al. [2] have introduced the functionalities required for 

entities related to the spectrum allocation to propose a spectrum 

allocation algorithm in multiple network operators’ scenario. 

Moreover, Kim et al. [3] have introduced and formulated the 

problem of the optimum spectrum allocation in cognitive 

radios. Besides, regarding the spectrum exploitation by means 

of reusing the available spectrum, Saha and Aswakul [4] have 

proposed an analytical model to reuse the spectrum in a 3D 

building of small cells. Likewise, Saquib et al. [5] have 

investigated a number of Fractional Frequency Reuse (FFR) 

schemes. Moreover, Saha [6] has proposed a technique to reuse 

the same spectrum by small cells deployed in a building by 

forming 3D clusters of small cells. 

      However, unlike the traditional static licensed spectrum 

allocation that considers allocating a certain portion of the 

countrywide spectrum to an MNO, the whole countrywide 

Millimeter-Wave (mmWave) spectrum can be allocated to each 

MNO to increase its spectrum. Besides, due to the high floor 

penetration loss, the same countrywide mmWave spectrum for 

each MNO can be exploited spatially in the inter-floor level to 

reuse it more than once by small cells within a building. Hence, 

a technique that can employ both the spectrum allocation and 

spectrum exploitation means to the mmWave spectrum using 

in-building small cells to allocate the countrywide mmWave 

spectrum to each MNO, which is exploited further to be 

spatially reused by small cells in a building is considered 

promising to achieve high Spectral Efficiency (SE) and Energy 

Efficiency (EE) requirements for the next generation mobile 

networks.  

      Numerous studies have already attempted to achieve the 

expected SE and EE requirements for the Sixth-Generation 

(6G) mobile networks by employing the mmWave spectrum 

allocation and exploitation. For example, by exploiting the 

power-domain, Saha [7] has proposed a hybrid interweave–

underlay spectrum access and reuse technique to address the 

dynamic spectrum access and reuse of the countrywide 28 GHz 

mmWave spectrum to in-building small cells of each MNO in 

a country to achieve the required SE and EE of 6G. Unlike the 

countrywide mmWave spectrum, by exploiting the secondary 

spectrum trading, Saha [8] has proposed a dynamic exclusive-

use spectrum access method to share partly and exclusively the 

licensed mmWave spectrum of one MNO to another in a 

country to address the SE and EE requirements for 6G. Further, 

Saha [9] has presented a technique for the 3D spatial reuse of 
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28 and 60 GHz mmWave spectra allocated to an MNO to its in-

building small cells to achieve the expected SE and EE 

requirements for 6G networks. 

      Unlike these existing literature works, in this paper, by 

exploiting the frequency-domain, we propose A Countrywide 

MmWave Spectrum Allocation and Reuse (CoMSAR) 

technique that considers allocating and then reusing the massive 

28 GHz mmWave spectrum specified countrywide to each 

MNO of a country to operate its small cells deployed on each 

floor in a multistory building to achieve the expected SE and 

EE requirements for 6G mobile networks. In addressing the 

proposed technique, we first present the system architecture and 

the proposed technique, as well as develop a frequency-domain 

Co-Channel Interference (CCI) avoidance scheme, in Section 

II. In Section III, we derive average capacity, SE, EE, and CE 

metrics for the proposed technique. In Section IV, extensive 

numerical and simulation results and analyses for an example 

scenario of a country consisting of four MNOs is carried out 

under two extreme CCI scenarios, including no CCI and the 

maximum CCI, for an MNO to show that the proposed 

technique can achieve the SE and EE requirements for 6G 

mobile systems. We conclude the paper in Section V. A list of 

acronyms/abbreviations is shown in Table I and a list of 

selected notations is given in Table II.  

II. SYSTEM ARCHITECTURE AND PROPOSED TECHNIQUE 

A. System Architecture 

Figure 1 shows the system architecture consisting of four 

MNOs, defined as MNO 1, MNO 2, MNO 3, and MNO 4, 

operating in a country. We assume that all MNOs have similar 

system architectural features including three types of Base 

Stations (BSs), namely macrocell BSs (MBSs), Picocell BSs 

(PBSs), and Small Cell BSs (SBSs). Hence, for simplicity in 

evaluating the performances, the detailed architecture of only 

one MNO, i.e., MNO 1, is shown in Figures 1(a) and 1(b). SBSs 

are deployed only within 3-dimensional multistory buildings 

each serving one User Equipment (UE) at a time (Figure 1(d)). 

Both SBSs and PBSs are located within the coverage of an 

MBS. All macrocell UEs per MBS are served either by the 

MBS itself or any PBSs. Due to the favorable characteristics, 

MBSs and PBSs operate at a low-frequency band, i.e., 2 GHz, 

whereas all in-building SBSs operate at the 28 GHz mmWave 

band (Figure 1(a)). 

We consider that each MNO is given access to the 

countrywide 28 GHz mmWave spectrum to extend its spectrum 

at all times by enforcing the frequency-domain CCI 

management, as shown in Figure 1(d). Given that CCI for an 

MNO o increases with an increase in the number of UEs of 

other MNOs O\o (Figure 1(c) for MNO 1), Figure 1(d) shows 

two extreme CCI scenarios for small cells of MNO 1 on a floor 

based on the presence of UEs of other MNOs O\o within the 

same floor of a building. For simplicity, CCI scenarios are 

shown for a single small cell in an apartment on a floor. 

Besides, the penetration loss of a typical reinforced concrete 

floor in the 28 GHz mmWave spectrum is about 55 dB for the 

first floor [10]-[12]. Hence, by exploiting the high floor 

penetration loss of 28 GHz mmWave spectrum, on top of the 

spectrum extension by allocating the countrywide massive 28 

GHz spectrum to each MNO, we consider the spectrum 

exploitation by reusing the same countrywide spectrum to SBSs 

of each MNO on each floor of a building to increase spectral 

utilization (Figures 1(b) and 1(d)). We propose a technique for 

the spectrum allocation and the spectrum exploitation of the 

countrywide 28 GHz spectrum to each MNO in what follows.  

B. Proposed Technique   

We propose a countrywide mmWave spectrum allocation 

and reuse (CoMSAR) technique to extend the available 

spectrum for an MNO and to increase its utilization as follows. 

Each MNO of a country is assigned with the massive 28 GHz 

mmWave spectrum specified countrywide, which is reused 

further, to operate its small cells deployed on each floor in a 

building at the cost of paying the spectrum licensing fee subject 

to avoiding CCI. The amount of the spectrum licensing fee for 

an MNO is updated corresponding to the change in its number 

of subscribers at each license renew term rnwt .  

      In this regard, for the 28 GHz mmWave spectrum 

allocation, each MNO is allocated to the countrywide 28 GHz 

mmWave spectrum by the National Regulatory Agency (NRA) 

or any third-party for a term rnwt . For the 28 GHz mmWave 

spectrum reuse, each MNO can exploit the high floor 

penetration loss of a multistory building at mmWave such that 

the allocated countrywide full 28 GHz mmWave spectrum can 

be reused to its SBSs deployed on each floor (Figure 1(b)) due 

to the insignificant or no CCI generated between SBSs on 

adjacent floors. This results in reusing the allocated 

countrywide spectrum to an MNO more than once to its SBSs 

within a multistory building and, hence, in improving the 

countrywide 28 GHz mmWave spectrum utilization.   

      Each MNO pays the licensing fee to the NRA, which is 

defined by the administration based on the ratio of its actual 

number of subscribers to the sum of the total number of 

subscribers of all MNOs countrywide at rnwt . Hence, the 

proposed technique can help overcome the lack of a sufficient 

amount of spectrum of an MNO to serve the necessary demand 

of its users, as well as address the issue of the under-utilized or 

unused spectrum of other MNOs, which in turn improve the 

overall countrywide spectrum utilization. Moreover, an MNO 

pays the licensing fee only for the amount of spectrum that it 

uses at any term rnwt (i.e., in accordance with its number of 

users). 

C. Interference Management  

Since all MNOs consider operating in-building small cells 

at the same countrywide 28 GHz mmWave spectrum, CCI 

occurs when small cell UEs of more than one MNO on the same 

floor in a building are scheduled to the same frequency 

simultaneously. Such CCI can be avoided by allocating UEs 

orthogonally in the frequency-domain [13]. More specifically, 

UEs of MNOs located on the same floor in a building are 

allocated orthogonally to different parts of the countrywide 28 

GHz mmWave spectrum, as shown in Figure 2. Hence, UEs of 

not more than one MNO can be allocated to the same frequency 

in any Transmission Time Interval (TTI). The existence of an 
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TABLE I. LIST OF ACRONYMS/ABBREVIATIONS 

Acronym/ Abbreviation  Definition  

3D 3-Dimensional 

6G Sixth-Generation 

BS Base Station 

CCI Co-Channel Interference  

CE Cost Efficiency 

CoMSAR Countrywide Millimeter-wave Spectrum Allocation and Reuse 

EE Energy Efficiency 

FFR Fractional Frequency Reuse 

ISD Inter-Site Distance 

LoS Line-of-Sight  

mmWave Millimeter-Wave  

MNO  Mobile Network Operator 

Non-LOS NLOS 

NRA National Regulatory Agency 

PBS Picocell Base Station 

RB Resource Block 

SBS Small Cell Base Station 

SE Spectral Efficiency 

SLSA Static Licensed Spectrum Allocation 

TTI Transmission Time Interval 

UE User Equipment 

TABLE II. LIST OF SELECTED NOTATIONS 

Notation   Description  

t Index of a TTI 

T Simulation run time with the maximum time of Q 
O Number of MNOs of a country 

o Index of an MNO 

M Amount of mmWave spectrum per MNO in SLSA  

l  Index of a building  

L Number of buildings per macrocell  

i Index of an RB 

MCP ,
PCP , and 

SCP  The transmission power of a macrocell, a picocell, and a small cell, 
respectively, of an MNO o 

FL  Number of floors in a building  

fl  Index of a floor in a building  

C,maxM  Countrywide mmWave spectrum in RBs 

rnwt  Licensed renew term  

F,oS  Number of SBSs in any building l for an MNO o 

C  Cost of the countrywide 28 GHz mmWave spectrum 
C,maxM  

o  Spectrum licensing fee paid by an MNO o 

rnw,o tN  Number of subscribers of an MNO o at term 
rnwt  

rnwC, max,tN  Number of subscribers of a country at term 
rnwt  

rnw,

,

,
fl

t

l

o tM


 The optimal amount of licensed spectrum in RBs for an MNO o  on any 

floor
fl  in a building l in TTI t at term 

rnwt  

 rnw

, ,

t

t i o   A link throughput at RB=i in TTI=t for an MNO o at 
rnwt in bps per Hz 

 rnw

, ,

t

t i o   A link SINR at RB=i in TTI=t for an MNO o at 
rnwt in dB 

MBS,oM  Spectrum in RBs of a macrocell for an MNO o 

 rnwsys,

FD,cap,

t

O  ,  rnwsys,

FD,SE,

t

O  ,  rnwsys,

FD,EE,

t

O  , and rnwsys,

FD,CE,

t

O  System-level average capacity, SE, EE, and CE, respectively, for all 

MNOs O  countrywide at 
rnwt  for l=L when employing the proposed 

technique  

 rnwsys,

SLSA,cap,

t

O  ,  rnwsys,

SLSA,SE,

t

O  ,  rnwsys,

SLSA,EE,

t

O  , and rnwsys,

SLSA,CE,

t

O  System-level average capacity, SE, EE, and CE, respectively, for all 

MNOs O  countrywide at 
rnwt  for l=L when employing SLSA 

rnwsys,

cap, ,IF

t

O , rnwsys,

SE, ,IF

t

O , rnwsys,

EE, ,IF

t

O , and rnwsys,

CE, ,IF

t

O  Improvement factors in average capacity, SE, EE, and CE, respectively, 
due to applying the proposed technique 
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Figure 1. A system architecture consisting of four MNOs countrywide. 
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Figure 2. The frequency-domain CCI avoidance technique for UEs of MNO 1 on any floor fl  in a building l.                                                                                                 

T1, T2, and T3 define arbitrary and equal observation time intervals within QT . 

interfering UE can be detected either by the small cell or the 

small cell UE itself using any conventional spectrum sensing 

techniques. 

D. Optimal Amount of Spectrum per MNO      

      Let O denote the maximum number of MNOs of a country 

such that  1,2,...,o O O . Let  , F,0,1,2,...,x o os S x,oS

denote the number of small cells of an MNO o deployed on a 

number of floors   FL1,2,...,fl   FLω in any building 

 1,2,3,...,l L L . Let  , F,0,1,2,3,...,x o ou U x,oU denote 

the number of UEs of an MNO o corresponding to ,x os  x,oS in 

any l L . Denote C,maxM as the countrywide total amount of 

mmWave spectrum defined in terms of the number of Resource 

Blocks (RBs) where a RB is equal to 180 kHz.   

      Let 
rnw,o tN  denote the total number of subscribers of an 

MNO o  such that 
rnw rnw, C, max,

O

o t to
N N where 

rnwC, max,tN  

denotes the maximum number of subscribers of a country at 

term rnwt . Assume that each small cell ,x os of an MNO o can 

serve the maximum of one UE ,x ou at a time. Also, UEs of not 
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more than one MNO o on the same floor fl  can be served at 

the same RBs in any TTI in a building l. The amount of 

spectrum allocated to UEs ,x ou  of an MNO o on a floor fl  in 

a building l at term rnwt in TTI t is defined as follows.  

      The amount of spectrum allocated to UEs ,x ou  of an MNO 

o on any floor fl  in a building l at term rnwt is defined in 

accordance with the ratio of the number of subscribers 
rnw

,

,
fll

o tN


of 

the MNO o to the sum of the total number of subscribers 
rnw

,

,
fll

t tN


of all MNOs O=4 corresponding to the same floor fl  in the 

building l in any TTI t at term rnwt . Note that the radio spectrum 

is not free of cost. Hence, licensing more spectrum causes an 

increase in the cost of an MNO. Moreover, as the total amount 

of the spectrum specified for a country is fixed, licensing more 

spectrum by one MNO causes the scarcity of the required 

spectrum by another MNO in a country, resulting in degrading 

the quality-of-service (QoS). This problem can be addressed if 

each MNO takes the license of the amount of the spectrum as 

low as possible corresponding to its actual number of 

subscribers so that the issue of the under-utilized or unused 

spectrum by one MNO, as well as the lack of a sufficient 

amount of spectrum for another MNO to serve its necessary 

user demand can be addressed. Since each MNO favors to 

minimizing the cost of licensing spectrum while ensuring to 

serve its user demands adequately to retain QoS, we consider a 

minimization problem for allocating the countrywide mmWave 

spectrum to each MNO to increase the overall countrywide 

mmWave spectrum utilization. Hence, the optimal amount of 

licensed spectrum 
rnw,

,

,
fl

t

l

o tM


 in RBs for an MNO oO  on any 

floor fl  in a building l in TTI t at a renewal term rnwt  can be 

found by solving the following problem. 

rnw,

rnw rnw rnw,

rnw rnw rnw

,

,

, , ,

, , , C, max

, ,

rnw , , C, max,

min

subject to (a)

(b)

fl

t

fl fl fl

t

fl fl

l

o t
o

l l l

o t t t o t

O l l

fl o t o t to

M

N N M M

o t l N N N





  

 



    

O

  (1)                                                   

      The solution to the above optimization problem can be 

expressed as follows and is given in Proof 1.  

  
rnw, rnw rnw rnw

, , , ,

, , , , C,max

1

1fl fl fl fl

t o

O
l l l l

o t o t o t o t

o

M N N N M
   





   
    

   
     (2)     

Proof 1: The solution to the optimization problem in (1) can be 

found as follows. In general, the number of subscribers of all 

MNOs is not the same at any rnwt . Hence, assume that 

rnw rnw rnw1, 2, ,...t t O tN N N    at rnwt such that the constraint 1(b) 

is satisfied. Since a UE of any MNO O\o in any TTI may not 

exist on any floor fl  in a building l of small cells of an MNO 

o, 
rnw

,

,
fll

t tN


can be expressed for O=4 as   

  
rnw rnw rnw

, , ,

, , ,

1

1fl fl fl

o

O
l l l

t t o t o t

o

N N N
  





                                            (3) 

 where  
rnw rnw rnw rnw

, , , ,

1, 2, 3, 4,, , ,fl fl fl fll l l l

o t t t tN N N N
   

  .  1  defines that  

 1 1  if 
rnw

,

,
fll

o tN


exists in the set o ; otherwise,  1 0  . 

      Since the number of RBs is strictly an integer, using (3), and 

the constraint 1(a), the optimal value of 
rnw,

,

,
fl

t

l

o tM


 is given by  

 
rnw, rnw rnw

, , ,

, , , C, max
fl fl fl

t

l l l

o t o t t tM N N M
      

  
rnw, rnw rnw rnw

, , , ,

, , , , C,max

1

1fl fl fl fl

t o

O
l l l l

o t o t o t o t

o

M N N N M
   





   
    

   
       ■ 

       Note that if a UE of any MNO O\o in any TTI t on any floor

fl  in a building l does not exist, then 
rnw rnw

, ,

, ,
fl fll l

t t o tN N
 

 in (3), 

which results in 
rnw,

,

, C,max
fl

t

l

o tM M
   . This implies that the whole 

countrywide 28 GHz mmWave spectrum can be allocated in all 

TTIs t to  UEs ,x ou  x,oU of small cells ,x os  x,oS of an MNO o 

on any floor fl  in a building l. The same process described 

above is applicable for all MNOs oO at each renewal term 

rnwt to update 
rnw,

,

,
fl

t

l

o tM
 

 in any TTI t to avoid CCI. Hence, using 

(2), the countrywide 28 GHz spectrum can be reused to small 

cells of each MNO o on any floor fl  in a building l at the cost 

of paying the licensing fee based on 
rnw

,

,
fll

o tN


of the corresponding 

MNO o at rnwt with respect to that of other MNOs O\o to 

improve countrywide 28 GHz mmWave spectrum utilization. 

Further,  the higher the number of subscribers 
rnw

,

,
fll

o tN


of an 

MNO o on any floor fl  in a building l in any TTI t at term rnwt

, the greater the amount of mmWave spectrum 
rnw,

,

,
fl

t

l

o tM


allocated 

to MNO o corresponding to the same floor in the building l in 

TTI t at term rnwt .                                                                                

III. MATHEMATICAL ANALYSIS 

Let SM,o denote the number of macrocells, and SP,o denotes 

the number of picocells per macrocell of an MNO o.  Also, let 

T denote the simulation run time with the maximum time of Q 

(in time step each lasting 1 ms) such that T= {1, 2, 3,…,Q}. Let

MCP , PCP , and SCP denote, respectively, the transmission 

power of a macrocell, a picocell, and a small cell of an MNO o. 

Using Shannon’s capacity formula, a link throughput at RB=i 

in TTI=t for an MNO o at rnwt in bps per Hz is given by [14][15] 

 
  

rnw

rnw
, ,

rnw rnw rnw

rnw

, ,

dB 10

, , , , 2 , ,

, ,

0, 10dB

log 1 10 , 10dB 22dB

4.4, 22dB

t
t i o

t

t i o

t t t

t i o t i o t i o

t

t i o

β


   
 
           

  
      

(4) 

                                         

where β denotes the implementation loss factor. 
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Let MBS,oM denote the spectrum in RBs of a macrocell for 

an MNO o. Then, the total capacity of all macrocell UEs for an 

MNO o at rnwt can be expressed as 

 MBS,rnw rnw rnw

MBS, , , , ,1 1

oQ Mt t t

o t i o t i ot i 
                                                (5) 

where and   are responses over MBS,oM  RBs of all macro 

UEs in tT for an MNO o at rnwt . If all SBSs ,fl os on any floor

fl  in a building l of an MNO o serves simultaneously in all 

TTI tT , then, the aggregate capacity served by an SBS, all 

SBSs per floor fl , as well as all SBSs in a building l, of an 

MNO o at a renewal term rnwt  are given respectively by   

 
,

,rnw rnw rnwrnw,

,

,

FD, , , , , , ,1

l fl

o tfl t

x o

Mt t t

o l s t i o t i oi
t

 





   
T

                                        (6)  

,rnw rnw

, ,,

, ,

FD, , , FD, , ,1

ofl flfl

o x ofl x o

St t

o l s o l ss





 


                                                   (7) 

FL rnwrnw FL

, ,

,,

FD, , , FD, , ,1

fl

o ofl flfl

tt

o l s o l s 

 

 
                                                  (8) 

      Due to a short distance between a small cell UE and its SBS 

and a low transmission power of an SBS, we assume similar 

indoor signal propagation characteristics for all L buildings per 

macrocell for an MNO o at rnwt . Then, by linear approximation, 

the system-level average aggregate capacity, SE, and EE for all 

MNOs O  countrywide at rnwt  for l=L can be given by    

    rnw rnw rnw FL

,

sys, ,

FD,cap, MBS, FD, , ,1 ofl

Ot t t

O o o l so
L L






                              (9)  

Since  rnw FL rnw

,

,

FD, , , MBS,ofl

t t

o l s oL



   , roughly, (9) can be given by   

   rnw rnw FL

,

sys, ,

FD,cap, FD, , ,1 ofl

Ot t

O o l so
L L






                                           (10) 

      rnw rnwsys, sys,

FD,SE, FD,cap, C,max MBS,1

Ot t

O O oo
L L M M Q


       (11)  

 

 

   
  

rnw

rnw

sys,

FD,EE,

F, SC sys,

FD,cap,1

P, PC M, MC

t

O

oO t

Oo

o o

L

L S P
L Q

S P S P


 

   
   

       


 (12)    

where FL

F, ,1 flfl
o oS s



 
 denotes the total number of SBSs in 

any building l for an MNO o.   

      However, in a traditional Static Licensed Spectrum 

Allocation (SLSA) technique, a fair allocation of the licensed 

mmWave spectrum to each MNO in a country is assumed, i.e., 

each MNO is given license exclusively for an equal amount of 

the mmWave spectrum of M RBs such that for O=4, 

C,max 4M M .  Now, using (8)-(12), the system-level average 

capacity, SE, and EE for all MNOs O countrywide at rnwt  for 

l=L can be given by       

 

 

rnw

FL , rnw rnwrnw

, ,,

sys,

SLSA,cap,

, ,

MBS, , , , , , ,1 1 1 1

o fl flfl

x o x ofl x o

t

O

O S M t tt

o s t i o s t i oo s i
t

L

L
  

    


 

  
      

  
   

T

                

(13) 

 

 

rnw

FL , rnw rnw

, ,,

sys,

SLSA,cap,

, ,

, , , , , ,1 1 1 1

o fl flfl

x o x ofl x o

t

O

O S M t t

s t i o s t i oo s i
t

L

L
  

    


 

 
   

 
   

T

           (14) 

 

    

rnw

rnw

sys,

SLSA,SE,

sys,

SLSA,cap, C,max MBS,1

t

O

Ot

O oo

L

L M M Q




   
                     (15)  

 

 

   
  

rnw

rnw

sys,

SLSA,EE,

F, SC sys,

SLSA,cap,1

P, PC M, MC

t

O

oO t

Oo

o o

L

L S P
L Q

S P S P


 

    
   

      


 (16)   

       Now, let C denote the cost of the countrywide 28 GHz 

mmWave spectrum C,maxM . Recall that an MNO o pays the 

spectrum licensing fee based on its number of subscribers 

rnw,o tN at rnwt with respect to that of all MNOs
rnwC, max,tN . 

Assume that an MNO o pays the spectrum licensing fee of o

corresponding to 
rnw,o tN at rnwt  such that o can be given by   

 
rnw rnw, C, max, Co o t tN N                                                  (17) 

      Now, define Cost Efficiency (CE) as the cost required per 

unit achievable average capacity (i.e., per bps) such that the CE 

at term rnwt can be expressed as follows for both techniques.  

 rnw rnwsys, sys,

FD,CE, C FD,cap,

t t

O O L                                                         (18) 

 rnw rnwsys, sys,

SLSA,CE, C SLSA,cap,

t t

O O L                                                   (19)                                     

    Hence, the factor representing an improvement in average 

capacity, SE, EE, and CE due to applying the proposed 

technique can be expressed respectively as follows. 

   rnw rnw rnwsys, sys, sys,

cap, ,IF FD,cap, SLSA,cap,

t t t

O O OL L                                          (20) 

   rnw rnw rnwsys, sys, sys,

SE, ,IF FD,SE, SLSA,SE,

t t t

O O OL L                                            (21) 

   rnw rnw rnwsys, sys, sys,

EE, ,IF FD,EE, SLSA,EE,

t t t

O O OL L                                            (22) 

rnw rnw rnwsys, sys, sys,

CE, ,IF FD,CE, SLSA,CE,

t t t

O O O                                                        (23) 

IV. PERFORMANCE EVALUATION 

A. Performance Result and Analysis       

      Table III shows the default simulation parameters and 

assumptions used for evaluating the performances of the 

proposed technique. We generate performance results by 
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simulating all assumptions and parameters given in Table III by 

a simulator that is built by using the default instruction sets of 

the computational tool MATLAB R2012b version running on a 

personal computer. Further, the algorithm used to generate the 

performance results is given in Algorithm 1. The performance 

of the proposed technique is evaluated with regard to the 

traditional SLSA technique. We assume that MNO 1, MNO 2, 

MNO 3, and MNO 4 have the number of subscribers of 40%, 

30%, 20%, and 10%, respectively, of the total number of  

TABLE III. DEFAULT PARAMETERS AND ASSUMPTIONS 

Parameters and Assumptions Value 

28 GHz spectrum countrywide 200 MHz 

Number of MNOs and subscribers 4 and 
C,maxN  

Number of subscribers for MNOs 
1, 2, 3, and 4, respectively 

40%, 30%, 20%,                                           

and 10% of
C,maxN  

For each MNO 

E-UTRA simulation case1,6 3GPP case 3 

Cellular layout2,6, Inter-Site 
Distance (ISD)1,2,6 , transmit 

direction 

Hexagonal grid, dense urban, 3 sectors 
per macrocell site, 1732 m, downlink 

Carrier 

frequency2,5,6 

2 GHz Non-line-of-Sight (NLOS)                                              

for macrocells and picocells,                                                          
28 GHz Line-of-Sight (LOS) for all small cells 

Number of cells 1 macrocell, 2 picocells, 280 small cells per building 

Total BS transmit                       

power1 (dBm) 

46 for macrocell1,4, 37 for picocells1,            

19 for small cells1,3,4 

Co-channel small-

scale fading model1,3,5 

Frequency selective Rayleigh for                                     

2 GHz, none for 28 GHz  

 

 

Path 

loss 

 

MBS 

and a 
UE1 

Outdoor                  

macrocell UE 

PL(dB)=15.3 + 37.6 log10R,                           

R is in m 

Indoor                

macrocell UE 

PL(dB)=15.3 + 37.6 log10R + Low,                       

R is in m 

PBS and  

a UE1 

PL(dB)=140.7+36.7 log10R,                                            

R is in km 

SBS and  

a UE1,2,5 
   10dB 61.38 17.97logPL d  ,                           

d is in m 

Lognormal shadowing                

standard deviation (dB) 

8 for MBS2 , 10 for PBS1,                             

and 9.9 for SBS2,5 

Antenna configuration Single-input single-output for all BSs and UEs 

Antenna pattern  
(horizontal) 

Directional (1200) for MBS1,                 
omnidirectional for PBS1 and SBS1 

Antenna gain plus                       

connector loss (dBi) 

14 for MBS2, 5 for PBS1,                               

5 for SBS1,3 

UE antenna gain2,3 0 dBi (for 2 GHz),                                                                    
5 dBi (for 28 GHz, Biconical horn) 

UE noise figure2,3                               

and UE speed1
 

9 dB (for 2 GHz) and                                              

10 dB (for 28 GHz), 3 km/hr 

Picocell coverage, number of macrocell UEs,                      
and macrocell UEs offloaded to all picocells1 

40 m (radius),      
30, 2/15 

Indoor macrocell UEs1                                           35% 

3D multistory building and SBS models                         

(square-grid apartments): number of buildings,                
number of floors per building, number of apartments 

per floor, number of SBSs per apartment,                          

number of SBSs per building, area of an                           
apartment, materials used 

L, 35, 8,                         

1, 280, 
10×10 m2, 

reinforced 

concrete  

Scheduler and traffic model2 Proportional Fair and full buffer 

Type of SBSs Closed Subscriber Group                                                

femtocell BSs 

Channel State Information Ideal 

TTI1 and scheduler time constant (tc) 1 ms and 100 ms 

Total simulation run time 8 ms 

taken 1from [16], 2from [17], 3from [18], 4from [19], from 5[20], from 6[21]. 

Algorithm 1. Proposed CoMSAR technique 

01: Input: O=4, Q, rnwt , 
rnwC, max,tN M, 

rnw,o tN , C,maxM  

02:             , F,0,1,2,...,x o os S x,oS , MCP , PCP , SCP      

03:    For  1,2,3,...,L   

04:         For t={1, 2, 3,…,Q} 

05:              For   1,2,...,o O O  

06:                   Find 
rnw,

,

,
fl

t

l

o tM
   using (2)  

07:                   Estimate Capacity,  rnwsys,

FD,cap,

t

O L using (9) 

08:                                       and  rnwsys,

SLSA,cap,

t

O L using (14) 

09:                   Estimate SE  rnwsys,

FD,SE,

t

O L  using (11)  

10:                                 and  rnwsys,

SLSA,SE,

t

O L using (15)    

11:                   Estimate EE  rnwsys,

FD,EE,

t

O L  using (12)   

12:                                and  rnwsys,

SLSA,EE,

t

O L  using (16)   

13:                   Estimate CE rnwsys,

FD,CE,

t

O  using (18)   

14:                                 and rnwsys,

SLSA,CE,

t

O using (19)  

15:               End  
16:         End    
17:    End    
18:    Find Improvement factors using (20)-(23): 

19:                  rnwsys,

cap, ,IF

t

O , rnwsys,

SE, ,IF

t

O , rnwsys,

EE, ,IF

t

O , rnwsys,

CE, ,IF

t

O  

20: Output: Display for MNO o=1 the followings: 

21:                 rnwsys,

cap, ,IF

t

O rnwsys,

SE, ,IF

t

O rnwsys,

EE, ,IF

t

O , rnwsys,

CE, ,IF

t

O  

22: Plot: For no and maximum CCI for MNO o=1: 

23:     rnwsys,

FD,SE,

t

O L ,  rnwsys,

SLSA,SE,

t

O L ,  rnwsys,

FD,EE,

t

O L ,  rnwsys,

SLSA,EE,

t

O L  

subscribers countrywide 
rnwC, max,tN  at any term rnwt  (Table III). 

Using (20)-(23), the performance of the proposed technique is 

evaluated for MNO 1 under two extreme scenarios, including 

when no CCI occurs due to the absence of UEs of all other 

MNOs O\o=1, and when the maximum CCI occurs due to the 

presence of at least a UE of each MNO of O\o=1 on a floor in 

a building. With no CCI, the whole countrywide mmWave 

spectrum, whereas with the maximum CCI, only 40% of the 

countrywide spectrum, can be allocated to SBSs of MNO 1 in 

all TTIs. Since the achievable capacity depends directly on the 

amount of spectrum, the maximum average capacity, SE, EE, 

and CE for MNO 1 can be achieved with no CCI, as shown in 

Figure 3(a), in contrast to that with the maximum CCI, shown 

in Figure 3(b).  Specifically, with regard to the traditional 

SLSA, the proposed technique improves the average capacity, 

SE, EE, and CE by 300%, 165%, 75%, and 60%, respectively 

with no CCI, whereas only 60%, 6%, 37%, and 0.4%, 

respectively with the maximum CCI.  

      Moreover, Figure 3 shows that the proposed technique with 

no CCI provides 2.5 times higher average capacity, SE, EE, and 

CE performances than that with the maximum CCI.  Hence, 

CCI plays a vital role in the overall performances of an MNO   
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Figure 3. Performance improvement of the proposed CoMSAR technique for MNO 1 in terms of average capacity, SE, EE, and CE                                                              
(a) with no CCI and (b) with the maximum CCI for UEs of MNO 1 on a single floor in a building. 

 

Figure 4. (a) SE and (b) EE performances of CoMSAR with respect to SLSA for a multistory building with
FL 35  .  

when allocated to the countrywide spectrum. Now, using (10) -

(12) for the proposed technique and (14) -(16) for the traditional 

SLSA technique, Figures 4(a) and 4(b) show the effect of 

reusing the same countrywide spectrum to each floor of SBSs 

of MNO 1 in a multistory building. As can be seen from Figure 

4, with an increase in the number of floors, SE increases 

linearly, whereas EE increases negative exponentially, 

irrespective of the degree of CCI. Further, since SE is affected 

additionally by the optimal amount of countrywide spectrum, 

the proposed technique with the maximum CCI provides 

insignificant SE while noticeable EE improvement over the 

traditional SLSA technique because of its higher average 

capacity performance, as shown in Figure 3(b). 

B. Performance Comparison   

      Future 6G mobile systems are expected to require 10 times 

average SE (i.e., 270-370 bps/Hz), as well as 10 times average 

EE (i.e., 0.3×10-6 Joules/bit) [22] [23], of 5G mobile systems 

[24] [25]. Now, using Figure 4, it can be seen that the proposed 

CoMSAR can satisfy both the SE of 370 bps/Hz and EE of 0.3 

µJ/bit for 6G mobile systems by reusing the countrywide 28 

GHz mmWave spectrum to small cells of MNO 1 of about 60% 

less number of floors (i.e., FL =12) with no CCI, whereas 3.3% 

less number of floors (i.e., FL =29) with the maximum CCI, 

than that required by the traditional SLSA technique (i.e., FL

=30) in a multistory building.  

C. Offered Benefits and Implementation Complexity 

The proposed technique benefits from the following. It 

ensures the availability of a large amount of spectrum by 

allocating the countrywide full (instead of a portion) mmWave 

spectrum to each MNO. Further, it provides an efficient 

spectrum utilization by allowing each MNO dynamic and 

flexible (instead of static and dedicated) access to the 

countrywide spectrum. Furthermore, it allows an MNO to pay 

only for the amount of spectrum that it uses to serve its user 

demands (i.e., in proportionate with the number of its users) at 
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any term trnw, resulting in reducing the cost per unit capacity 

(i.e., bps).   

However, the implementation of the proposed technique 

warrants from the following issues, including updating the 

dynamic usage of the countrywide spectrum on each floor by 

UEs of different MNOs and enforcing CCI management. In this 

regard, SBSs of each MNO per floor can keep sensing using 

either a reactive or proactive approach to detect the status of the 

shared full countrywide spectrum usage and coordinate with 

SBSs of other MNOs on the same floor to update the CCI status 

and amount of the shared spectrum usage for each MNO. 

However, such coordination among SBSs of different MNOs 

generates a huge amount of control signaling overheads 

depending on the size of the group of the coordinated SBSs. 

The larger the size of the group of the coordinated SBSs, the 

greater the amount of generated control signaling overheads, as 

well as delay in updating the CCI status.  

In general, coordination among SBSs can be done centrally 

or in a distributed manner. Central coordination of SBSs per 

building, for example, can contribute to achieving a global 

optimization in updating the CCI status and the corresponding 

spectrum allocation to each MNO. This, however, comes at the 

cost of generating high control signaling overheads. On the 

other hand, by limiting the size of a coordinated group of SBSs, 

control signaling overheads due to the coordination can be kept 

limited. This, however, comes at the cost of allowing a local 

optimization in updating the CCI status and the corresponding 

allocated spectrum to each MNO. Hence, a tradeoff between the 

optimal performance in the CCI and scheduled spectrum status 

updates per MNO and the generated control signaling overhead 

due to the coordination needs to be achieved, which asks for 

further studies. We consider this issue as part of our future 

research studies. 

V. CONCLUSION 

In this paper, we have proposed a countrywide millimeter-

wave (mmWave) spectrum allocation and reuse (CoMSAR) 

technique that considers assigning each MNO with the massive 

28 GHz mmWave spectrum countrywide at the cost of paying 

the spectrum licensing fee subject to avoiding co-channel 

interference (CCI). The assigned spectrum to each MNO is 

reused further to operate its small cells deployed on each floor 

in a multistory building. The amount of the spectrum licensing 

fee for an MNO is updated in accordance with its number of 

subscribers at each license renew term. Moreover, CCI has been 

avoided by developing a frequency-domain CCI avoidance 

scheme that allocates UEs of different MNOs on any floor of a 

building orthogonally to the countrywide 28 GHz mmWave 

spectrum. We have derived average capacity, Spectral 

Efficiency (SE), Energy Efficiency (EE), and Cost Efficiency 

(CE) metrics for the proposed technique. Extensive numerical 

and simulation results and analyses have been carried out for an 

example scenario of a country consisting of four MNOs, i.e., 

MNO 1, MNO 2, MNO 3, and MNO 4 with the number of 

subscribers of 40%, 30%, 20%, and 10% of the total number of 

subscribers of all MNOs, respectively.  

It has been shown for MNO 1 that, for a single building of 

small cells, the proposed technique can improve the average 

capacity, SE, EE, and CE performances by 300%, 165%, 75%, 

and 60%, respectively with no CCI, whereas 60%, 6%, 37%, 

and 0.4%, respectively with the maximum CCI, as compared to 

that of the traditional Static Licensed Spectrum Allocation 

(SLSA) technique. Finally, we have shown that the proposed 

CoMSAR technique can satisfy the SE and EE requirements for 

6G mobile systems by reusing the countrywide 28 GHz 

mmWave spectrum to small cells of MNO 1 of about 60% less 

number of floors with no CCI, whereas 3.3% less number of 

floors with the maximum CCI, than that required by the 

traditional SLSA technique in a multistory building.  

So far, in this paper, we have restricted investigating the 

proposed countrywide mmWave spectrum allocation and reuse 

technique to indoor SBSs deployed in multistory buildings. 

However, the propagation characteristics of mmWave signals 

in outdoor environments differ greatly from that in indoor one, 

particularly, rain and atmospheric absorption effect, cell 

coverage, shadowing effect from large buildings, outage 

probability, user density, and speed, and mobility and handover 

management. All these aspects have a significant impact on the 

allocation and reuse of the mmWave spectrum outdoors. Hence, 

how to allocate the countrywide mmWave spectrum to each 

MNO without causing CCI to each other and reuse the same 

mmWave spectrum for an MNO spatially need considerable 

research works. We aim to address these issues, i.e., mmWave 

spectrum allocation and reuse, in outdoor environments in our 

future research studies. 
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Abstract—In this paper, we propose a hybrid interweave-
underlay spectrum access technique to share the licensed 28 GHz 
millimeter-wave spectrum of one Mobile Network Operator 
(MNO), termed as primary MNO, with small cells in a building of 
another MNO, termed as secondary MNO, in a country. The 
proposed technique explores the traditional interweave spectrum 
access technique by operating a small cell at the maximum 
transmission power if no user equipment of a primary MNO exists 
and the traditional underlay spectrum access technique by 
operating a small cell at a reduced transmission power if a user 
equipment of a primary MNO exists within the coverage of any in-
building small cell of a secondary MNO. We derive average 
capacity, spectral efficiency, and energy efficiency and carry out 
extensive numerical and simulation results and analyses for a 
secondary MNO of a country consisting of four MNOs. It is shown 
that the proposed technique can improve the spectral efficiency by 
about 2.82 times, and the energy efficiency by about 73% of the 
secondary MNO as compared to that of the traditional static 
licensed spectrum allocation technique that allocates each MNO 
an equal amount of the 28 GHz millimeter-wave spectrum. 
Moreover, we show that the proposed technique can satisfy the 
expected spectral efficiency and energy efficiency requirements 
for Sixth-Generation (6G) mobile systems by reusing the 
millimeter-wave spectrum of the secondary MNO to its small cells 
of roughly 31%, 36%, and 72% less number of buildings than that 
required by the traditional interweave, underlay, and static 
licensed spectrum allocation techniques, respectively.  

Keywords—6G; 28 GHz; cognitive radio; CRN; millimeter-
wave; interweave; underlay; hybrid; mobile system; spectrum access.  

I. INTRODUCTION 

Nowadays, radio spectrum scarcity has become a major 
issue in mobile communications due to a non-dynamic or static 
allocation of spectrum to Mobile Network Operators (MNOs) 
to serve an ever-increasing user demand for high data rates and 
capacity. Such static allocations of spectrum cause a great 
portion of the spectrum to be left unused in time, frequency, and 
space, resulting in poor spectrum utilization. According to the 
Federal Communications Commission (FCC), the spectrum 
utilization below 3 GHz changes considerably with an 
occupancy of around 15% to 85% [1]. Recently, Cognitive 
Radio (CR) has been considered as a key enabling technology 
to address this spectrum scarcity issue [2]. In CR, spectrum 
access is a major function [3], which prevents collisions 
between primary User Equipments (UEs) and Secondary UEs 
(SUs) in accessing any spectrum. In this regard, interweave and 
underlay are two major spectrum access categories in CR.  

In interweave access, SUs can opportunistically access only 
the spectrum not used by Primary UEs (PUs). Though 
interweave access needs additional spectrum sensing by SUs to 

find an idle spectrum of PUs, SUs are allowed to transmit at the 
maximum power. In contrast, in underlay access, SUs can 
simultaneously access the spectrum of PUs subject to satisfying 
the interference threshold set by PUs. Though underlay access 
suffers from the reduced transmission power of SUs to limit Co-
Channel Interference (CCI) to PUs, no spectrum sensing is 
needed by SUs. Hence, though both interweave and underlay 
have pros and cons as aforementioned, the combination of these 
two spectrum accesses can maximize the Spectral Efficiency 
(SE) and Energy Efficiency (EE) [4]. More specifically, SUs 
can explore the interweave access when the spectrum of PUs is 
idle and the underlay access when the spectrum of PUs is busy. 
This allows SUs to operate at the maximum power during an 
idle period in contrast to operating at reduced power when 
employing only the underlay access all the time. 

A number of research works have addressed the hybrid or 
joint interweave-underlay spectrum access. For example, Khan 
et al. [5] have proposed a hybrid underlay-interweave mode 
enabled Cognitive Radio Network (CRN) scheme. Likewise, in 
[6], Zoe et al. have proposed a hybrid interweave-underlay 
spectrum access scheme using spectrum sensing in the 5 GHz 
license-exempt spectrum. Besides, for the performance 
analysis, Mehmeti et al. [2] have provided expressions that 
allow the performance comparison of the interweave and 
underlay modes under a unified network setup. Also, in [7], 
Jazaie et al. have presented the downlink capacity region of a 
secondary network in a multiuser spectrum sharing system for 
a hybrid underlay-interweave paradigm. However, a consensus 
about the more suitable spectrum access out of the interweave 
and underlay for SUs is not too obvious [2].  

Besides, most data are originated in indoors, particularly in 
dense urban areas where the existence of a large number of 
multistory buildings installed with small cells is an obvious 
scenario [8]. Hence, addressing high capacity and data rates in 
such buildings is crucial. In this regard, due to the favorable 
propagation characteristics of high-frequency millimeter-wave 
(mmWave) signals, such as low interference effects and the 
existence of Line-of-Sight (LOS) components, operating small 
cells at the mmWave spectrum in such buildings can be a 
promising candidate to provide high data rates and capacity. In 
line with this, a hybrid interweave-underlay spectrum access 
technique for sharing the licensed mmWave spectrum of one 
MNO with in-building small cells of another to increase its 
available spectrum within multistory buildings can play a vital 
role in serving high capacity and data rates indoors, which, 
however, has not been addressed in the existing literature.  
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Figure 1. A system architecture consisting of four MNOs in a country. 

SCP denotes the transmission power of an in-building small cell base station of MNO 1.

To address the issues outlined above, in this paper, we 
propose a hybrid interweave-underlay spectrum access 
technique to share the licensed 28 GHz mmWave spectrum of 
one MNO, referred to as primary MNO (p-MNO), with small 
cells in a building of another MNO, referred to as secondary 
MNO (s-MNO), in a country. The proposed technique explores 
both the traditional interweave and underlay spectrum access 
techniques. The following are performed section-wise to 
address the proposed technique. In Section II, the proposed 
technique along with the system architecture are presented. In 
Section III, we perform relevant mathematical analysis to 
derive average capacity, SE, and EE performance metrics for s-
MNOs by employing the proposed technique. Section IV 
provides default simulation parameters and assumptions, as 
well as extensive numerical and simulation results and analyses 
for an s-MNO of a country consisting of four MNOs to 
demonstrate that the proposed technique can satisfy both the SE 
and EE requirements for Sixth-Generation (6G) mobile 
systems. We conclude the paper in Section V.  

II. SYSTEM ARCHITECTURE AND PROPOSED TECHNIQUE 

A. System Architecture 

We consider that four MNOs (i.e., MNO 1, MNO 2, MNO 
3, and MNO 4) are operating in a country. Assume that each 
MNO has a similar system architecture consisting of three types 
of Base Stations (BSs), namely Macrocell BSs (MBSs), 
Picocell BSs (PBSs), and Small Cell BSs (SBSs). For 
simplicity, we show the detailed architecture of only one MNO 

(i.e., MNO 1) in Figure 1(a). All SBSs are deployed only within 
3-Dimensional (3D) multistory buildings each serving one UE 
at a time. Both in-building SBSs and PBSs are located within 
the coverage of an MBS. Each macrocell UE of an MBS is 
served either by the MBS itself or by any PBSs within its 
coverage. SBSs within each building are considered to be 
operating at the 28 GHz mmWave spectrum, whereas MBSs 
and PBSs are operating at the 2 GHz spectrum (Figure 1(a)).  

We assume that each MNO is given a license for an equal 
amount of 28 GHz mmWave spectrum, and the spectrum of one 
MNO can be shared with in-building SBSs of another MNO 
following a hybrid interweave-underlay spectrum access 
technique presented in the following section. Figures 1(b)-1(d) 
show an example for sharing the spectra of MNO 2, MNO 3, 
and MNO 4 as p-MNOs with an in-building SBS of MNO 1 as 
an s-MNO using the proposed technique by considering that the 
maximum of two UEs (one from MNO 1 and the other from 
any p-MNO) can exist simultaneously within the coverage of 
the SBS.   

B. Proposed Technique    

We propose a hybrid interweave-underlay spectrum access 
technique for the dynamic spectrum access of the licensed 28-
GHz mmWave spectrum of one MNO to another in a country, 
stated as follows.  

“The licensed 28-GHz mmWave spectrum of one MNO 
(i.e., p-MNO) can be allowed to share with small cells in a 
building of another MNO (i.e., s-MNO) subject to operating 
each small cell of the s-MNO at the maximum transmission 
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power if no UE of the p-MNO is present, but at a reduced 
transmission power if a UE of the p-MNO is present. The 
reduced transmission power is varied in accordance with the 
predefined interference threshold set by the p-MNO.”  

As indicated above, the proposed technique takes advantage 
of exploring both the interweave as well as underlay spectrum 
access techniques. Using the interweave access, small cells of 
an s-MNO in a building can access opportunistically the whole 
licensed 28-GHz spectrum of every single p-MNO in a country 
in time, frequency, and space by operating them at the 
maximum transmission power as long as no UE of the 
respective p-MNO is present at the same time. But, if a UE of 
any p-MNO is present, following the underlay access, each 
small cell of the s-MNO immediately reduces its transmission 
power corresponding to the predefined interference threshold 
set by the p-MNO to limit CCI to the UE of the p-MNO. In this 
regard, the small cells of the s-MNO keep sensing to detect the 
presence of UEs for each p-MNO to update the corresponding 
spectrum access mode of operation to either the interweave 
access or the underlay access such that the CCI constraint to 
UEs of the respective p-MNO can be guaranteed. More 
specifically, each small cell of an s-MNO needs to switch only 
between two states of its transmission power, either the 
maximum or the reduced one. For switching, both reactive and 
proactive spectrum sensing approaches can be applied to detect 
the usage of the shared spectrum of any p-MNO. In the reactive 
approach, an s-MNO performs spectrum sensing mechanisms 
to detect the usage on the shared spectrum, whereas in the 
reactive approach, based on the knowledge of the traffic model 
of the UEs of a p-MNO, the arrival of UEs can be predicted [9] 
to reduce the transmission power beforehand.       

III. MATHEMATICAL ANALYSIS 

Assume that O denotes the maximum number of MNOs of 

a country such that  1,2,...,o O O . Let 
C,maxM denote the 

countrywide 28 GHz mmWave spectrum defined in terms of 
the number of Resource Blocks  (RBs), where an RB is equal 

to 180 kHz. Let oM denote the amount of 28 GHz spectrum of 

an MNO such that 
C,max1

O

oo
M M


 . Assume that L denotes 

the number of buildings per macrocell such that  1,2,...,l L

. Let SF denote the number of small cells per 3D building such 

that  F,...,2,1 Ss , where SF is assumed the same for all 

buildings. Let SM denote the number of macrocells and let SP 
denote the number of picocells per macrocell of each MNO. 
Also, let T denote the simulation run time with the maximum 
time of Q (in time step each lasting 1 ms) such that T= {1, 2, 
3,…,Q}. 

Denote MCP and PCP , respectively, as the transmission 

power of a macrocell and a picocell. Let SC,lic,oP denote the 

transmission power of an SBS when operating at the licensed 

spectrum of its MNO o, whereas 
SC,int,oP and SC,und,oP denote, 

respectively, the transmission power of an SBS of MNO o when 
operating at the shared spectrum of other MNOs O\o under the 
interweave and underlay spectrum access techniques. Let 

SC,max,oP and SC,red,oP denote, respectively, the maximum 

transmission power and the reduced transmission power of an 

SBS of MNO o when operating under the interweave and 
underlay spectrum access techniques such that 

SC,max, SC,red,o oP P . Let 
thr,undI denote the predefined value of 

the maximum CCI that can be caused by an SBS to a UE of a 
p-MNO when operating under the underlay spectrum access 
technique. If  denotes the interference channel gain, then the 
transmission power of an SBS of MNO o when operating under 

the underlay access can be adapted with
thr,undI  as follows [10].  

 
   

SC,red, SC,red, thr,und

SC,und,

thr,und SC,red, thr,und

,

,

o o

o

o

P P I
P

I P I

   
  

    

                                (1) 

The received Signal-to-Interference-Plus-Noise Ratio 
(SINR) at RB=i in Transmission Time Interval (TTI)=t at a UE 
of an MNO o can be expressed as 

 s

, , , , , , , , , ,ρ ( ) .t i o t i o t i o t i o t i oP N I H 
                                    

(2) 

where
, ,t i oP is the transmission power, 

s

, ,t i oN is the noise power, 

, ,t i oI is the total interference signal power, and , ,t i oH is the link 

loss for a link between a UE and a BS of an MNO o at RB=i in 

TTI=t.
 , ,t i oH can be expressed in dB as  

 , , t r F , , , , , ,dB ( ) ( ) ( )t i o t i o t i o t i oH G G L PL LS SS     
          

(3) 

where )( rt GG  and FL  are, respectively, the total antenna 

gain and connector loss.
, ,t i oLS ,

, ,t i oSS , and 
, ,t i oPL , 

respectively, denote large scale shadowing effect, small scale 
Rayleigh or Rician fading, and distance-dependent path loss 
between a BS and a UE of an MNO o at RB=i in TTI=t. 

Using Shannon’s capacity formula, a link throughput at 
RB=i in TTI=t for an MNO o in bps per Hz is given by [11] 
[12] 

     , ,

, ,

dB 10

, , , , 2 , ,

, ,

0, 10dB

log 1 10 , 10dB 22dB

4.4, 22dB

t i o

t i o

t i o t i o t i o

t i o

β


   
  

        
 

     

(4) 

                                         

where β denotes the implementation loss factor. 

Let 
MBS,oM denote the 2 GHz spectrum in RBs of a 

macrocell for an MNO o. Then, the total capacity of all 
macrocell UEs for an MNO o can be expressed as 

 MBS,

MBS, , , , ,1 1

oQ M

o t i o t i ot i 
                                                (5) 

where and   are responses over 
MBS,oM  RBs of all macro 

UEs in tT for an MNO o. 

       

Assume that each MNO o has an SBS in each apartment, 
and each SBS can serve the maximum of one UE at a time. 
Assume that there are 4 MNOs in a country such that 

 1,2,3,4o O . So, a maximum of four different UEs each 

from one MNO may exist at once in an apartment. Each UE has 
two states for existence (i.e., a UE of an MNO may either exist 
or not) in an apartment. Let the binary digits 1 and 0 denote, 
respectively, the existence and nonexistence of a UE of an 
MNO o in an apartment such that four UEs can coexist in an 
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apartment in a maximum of 42  possible ways, as shown in 
Table I.  

Assume that the existence of four UEs in an apartment for 
each possible way shown in Table I is equally likely. Hence, 
given the existence (i.e., the binary state 1) of a UE of an MNO 

o (i.e., an s-MNO) over the observation time of QT , UEs 

of other MNOs O\o (i.e., p-MNOs)  can coexist with the UE of 
MNO o in a maximum of eight possible ways, as shown in 

Table I, each occurs with a probability of 1 8  and, hence, 

persisting for 8Q  during the observation time Q in an 

apartment.  

For example, for a UE 1u of MNO 1 as an s-MNO, all the 

possible combinations in which 1u  can coexist with other UEs 

2u , 3u , and 4u  of MNO 2, MNO 3, and MNO 4 as p-MNOs, 

respectively, are the following  1u ,  1 2,u u , 1 3,u u , 1 4,u u

,  1 2 3, ,u u u , 1 2 4, ,u u u ,  1 3 4, ,u u u , and 1 2 3 4, , ,u u u u , where 

each occurs with a probability of 1 8  in an apartment. Assume 

that each MNO is allocated to an equal amount of spectrum of 
M RBs. Then, the above possible combinations for the 

coexistence of 1u  with other UEs (i.e., 2u , 3u , and 4u ) in an 

apartment correspond to the amount of shared spectrum for 1u

of 3M, 2M, 2M, 2M, M, M, M, and 0, respectively, for the 
interweave access, and of 0, M, M, M, 2M, 2M, 2M, and 3M  for 
the underlay access, as shown in Table I. These correspond to 

the total spectrum for 1u of 4M, 3M, 3M, 3M, 2M, 2M, 2M, and 

M, respectively, for the interweave access, and of M, 2M, 2M, 
2M, 3M, 3M, 3M, and 4M  for the underlay access.  

Now, if all SBSs in each building serve simultaneously in t
T, using Table I, the aggregate capacity served by an SBS of 
an MNO o (i.e., an s-MNO) can be found as follows. Let 

SC,int,RBP and 
SC,und,RBP  denote, respectively, the transmission 

power per RB of an SBS of an MNO o when operating under 
the interweave and underlay spectrum access techniques. 

Assume that 
, , ,intt i o  and

, , ,undt i o denote, respectively, the 

received SINR at RB=i in TTI=t at a UE of an MNO o when 

operating at the power of 
, , SC,int,RBt i oP P under the interweave 

access and 
, , SC,und,RBt i oP P  under the underlay access. Let 

, , ,intt i o  and
, , ,undt i o denote, respectively, the link throughput 

corresponding to 
, , ,intt i o  and

, , ,undt i o . Using (2) and (4), the 

capacity served by an SBS of an MNO o using the interweave 
access at the shared spectrum of MNOs O\o in tT is given by 

 
  

 
  

 
 

8

, , ,int , , ,int1 1

8 2

, ,int , , ,int , , ,int1 1

8 3

, , ,int , , ,int1 1

3

3

Q M

t i o t i ot i

Q M

s o t i o t i ot i

Q M

t i o t i ot i

 

 

 

  
 
 

     
 
   
 

 

 

 

                          (6)  

Also, the capacity served by an SBS of an MNO o using the 
underlay access at the shared spectrum in tT is given by 

 
  

 
  

 
 

8

, , ,und , , ,und1 1

8 2

, ,und , , ,und , , ,und1 1

8 3

, , ,und , , ,und1 1

3

3

Q M

t i o t i ot i

Q M

s o t i o t i ot i

Q M

t i o t i ot i

 

 

 

  
 
 

     
 
   
 

 

 

 

                   (7) 

Now, the capacity served by an SBS of an MNO o at the 
licensed spectrum of M of MNO o itself in tT is given by 

 , ,lic , , ,lic , , ,lic1 1

Q M

s o t i o t i ot i 
                                      (8) 

TABLE I. CO-EXISTENCE AND SHARED SPECTRUM FOR UE 1u

OF MNO 1 USING THE PROPOSED TECHNIQUE. 

1u  2u  3u  4u  
Shared spectrum for 1u  

Licensed 

spectrum for 1u  

Interweave  Underlay  
Both interweave 

and underlay  

0 0 0 0  

 

Not applicable due to 

the nonexistence of 1u  

0 0 0 1 

0 0 1 0 

0 0 1 1 

0 1 0 0 

0 1 0 1 

0 1 1 0 

0 1 1 1 

1 0 0 0 3M 0 M 

1 0 0 1 2M M M 

1 0 1 0 2M M M 

1 0 1 1 M 2M M 

1 1 0 0 2M M M 

1 1 0 1 M 2M M 

1 1 1 0 M 2M M 

1 1 1 1 0 3M M 

Based on the above, the overall aggregate capacity served 
by an SBS of an MNO o using the proposed technique at the 
licensed spectrum of M of MNO o itself, as well as the shared 
spectrum of MNOs O\o, in tT is given by 

 , ,prop , ,lic , ,int , ,unds o s o s o s o                                       (9) 

Now, the aggregate capacity served by all SBSs of an MNO 
o in a building using the proposed technique in tT is given by 

F

F , ,prop , ,prop1

S

S o s os
                                                                       (10)       

However, due to the short distance between a small cell UE 
and its SBS and a low transmission power of an SBS, we 
assume similar indoor signal propagation characteristics for all 
L buildings per macrocell for an MNO o. Then, by linear 
approximation, the system-level average capacity, SE, and EE 
for an MNO o are given for L>1, respectively as follows.  

   
F

sys

cap, ,prop MBS, , ,propo o S oL L                                              (11)  

      sys sys

SE, ,prop cap, ,prop MBS,o o oL L M M Q                        (12) 
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 
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   
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  

   
        

 
  

            (13) 

Also, in the traditional Static Licensed Spectrum Allocation 
(SLSA) technique, each MNO is licensed exclusively for an 
equal amount of the 28 GHz mmWave spectrum of M RBs. 
Then, for SLSA, the system-level average capacity, SE, and EE 
for an MNO o for L>1 are given, respectively by  

   
F

sys

cap, ,SLSA MBS, , ,SLSAo o S oL L                                        (14) 

where  F

F , ,SLSA , , , , , ,1 1

S M

S o s t i o s t i os i
t

 


    
T

                         (15) 

      sys sys

SE, ,SLSA cap, ,SLSA MBS,o o oL L M M Q                       (16) 

 

 

   
  

sys

EE,

F SC sys

cap, ,SLSA

P PC M MC

o

o

L

L S P
L Q

S P S P

 

 
    

                        (17) 

From here, the improvement factors for capacity, SE, and 
EE performances due to applying the proposed technique for an 
MNO o (i.e., an s-MNO) with respect to that due to applying 
the SLSA technique can be expressed, respectively as follows.  

     sys sys sys

cap, ,IF cap, ,prop cap, ,SLSAo o oL L L                                    (18) 

     sys sys sys

SE, ,IF SE, ,prop SE, ,SLSAo o oL L L                                    (19) 

     sys sys sys

EE, ,IF EE, ,prop EE, ,SLSAo o oL L L                                   (20) 

IV. PERFORMANCE RESULT AND ANALYSIS 

Table II shows the default simulation parameters and 
assumptions used for evaluating the performance of the 
proposed technique for MNO 1, as an s-MNO. For the underlay 
access, we assume that the transmission power of an SBS is 
upper limited by 20% of its maximum power. To allow 
flexibility in switching between the interweave and underlay 
accesses, for each SBS, a separate transceiver is assumed to 
operate at the shared spectrum of M RBs of each p-MNO.  

Figure 2 shows improvement factors in terms of SE and EE 
performances for MNO 1 due to applying the proposed hybrid 
interweave-underlay technique, as well as the traditional 
interweave and underlay techniques. It can be found that the 
proposed hybrid technique improves both the SE and EE 
metrics of MNO 1 considerably as compared to that of the 
traditional interweave and underlay techniques when applied 
separately. This is because, using Table I, the maximum amount 
of the shared spectrum obtained by employing the proposed 
technique is 3 times (interweave and underlay techniques each 
contributing 1.5 times) the spectrum of MNO 1 of M RBs for 
any observation time Q. This causes the proposed technique to 
increase the licensed spectrum of M RBs to 4M RBs for MNO 

1 in time Q. Since the capacity, and hence SE, is directly 
proportional, whereas the EE is inversely proportional, to the 
spectrum, the proposed technique improves SE by about 2.82 
times, whereas EE by about 73%, of MNO 1, as shown in 
Figure 2. 

Figures 3(a) and 3(b) show, respectively, the SE and EE 
responses for MNO 1 by reusing the mmWave spectrum of 
MNO 1 to its small cells in each building due to applying the 
proposed technique, as well as the traditional interweave, 
underlay, and SLSA techniques for a number of buildings of 
small cells. It can be found that, with an increase in l, SE 
increases linearly, whereas EE improves negative exponentially 
for all techniques, and the proposed technique outperforms all 
techniques in terms of SE and EE.  

TABLE II. DEFAULT PARAMETERS AND ASSUMPTIONS 

Parameters and Assumptions Value 

Countrywide 28 GHz spectrum and  number of MNOs 200 MHz and 4 

28 GHz  and 2 GHz spectra per MNO 50 MHz and 10 MHz 

For each MNO 

E-UTRA simulation case1,6 3GPP case 3 

Cellular layout2, Inter-Site Distance 

(ISD)1,2,6 , transmission direction 

Hexagonal grid, dense urban, 3 sectors 

per macrocell site, 1732 m, downlink 

Carrier 

frequency2,5,6 

2 GHz non-LOS (NLOS) for macrocells and picocells,                                       

28 GHz LOS for all small cells 

Number of cells 1 macrocell, 2 picocells, 8 small cells per building 

Total BS transmission                       

power1 (dBm) 

46 for macrocell1,4, 37 for picocells1,             

19 (interweave) for small cells1,3,4, and     

12.01 (underlay) for small cells 

Co-channel small-

scale fading model1,3,5 

Frequency selective Rayleigh for                                     

2 GHz NLOS, none for 28 GHz LOS 

 

 

Path 

loss 

 

MBS 

and a 

UE1 

Outdoor                  

macrocell UE 

PL(dB)=15.3 + 37.6 log10R,                       

R is in m 

Indoor                 

macrocell UE 

PL(dB)=15.3 + 37.6 log10R + Low,             

R is in m and Low=20 dB 

PBS and a UE1 
PL(dB)=140.7+36.7 log10R,                                            

R is in km 

SBS and a UE1,2,5 PL(dB)=61.38+17.97 log10R, R is in m                                                                       

Lognormal shadowing                

standard deviation (dB) 

8 for MBS2 , 10 for PBS1,                             

and 9.9 for SBS2,5 

Antenna configuration Single-input single-output for all BSs and UEs 

Antenna pattern  

(horizontal) 

Directional (1200) for MBS1,                 

omnidirectional for PBS1 and SBS1 

Antenna gain plus                       

connector loss (dBi) 

14 for MBS2, 5 for PBS1,                              

5 for SBS1,3 

UE antenna gain2,3;  

Indoor macrocell UE1 

0 dBi (for 2 GHz), 5 dBi (for 28 GHz,             

Biconical horn); 35% 

UE noise figure2,3                               

and UE speed1
 

9 dB (for 2 GHz) and                                              

10 dB (for 28 GHz), 3 km/hr 

Picocell coverage, the total number of macrocell               

UEs,  and macrocell UEs offloaded to all picocells1 

40 m (radius),      

30, 2/15 

3D multistory building and SBS models (square-grid 

apartments): number of buildings, number of floors per 

building, number of apartments per floor, number of                      

SBSs per apartment, area of an apartment 

L, 2,               

4,1,             

10×10 m2 

Scheduler and traffic model2 Proportional Fair and full buffer 

Type of SBSs Closed Subscriber Group femtocell BSs 

TTI1 and scheduler time constant6 (tc)
 1 ms and 100 ms 

Total simulation run time 8 ms 

taken 1from [13], 2from [14], 3from [15], 4from [16], from 5[17], from 6[18]. 
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Figure 2. SE and EE improvement factors for an s-MNO (i.e., MNO 1) due to applying different techniques for a single building of SBSs. 

 
Moreover, according to [19] [20], it is expected that the 6G 

mobile systems will require 10 times average SE (i.e., 270-370 
bps/Hz), as well as 10 times average EE (i.e., 0.3µJ/bit), of 5G 
mobile systems [21]-[23]. Using Figure 3, the values of l that 
satisfy both SE and EE requirements for 6G mobile systems are 
9, 13, 14, and 32, respectively, for the proposed hybrid, 
interweave, underlay, and SLSA techniques.  

 

Figure 3. (a) SE and (b) EE performances for MNO 1 due to applying 

different techniques for multiple buildings of SBSs. 

According to the evidence above, the proposed hybrid 
interweave-underlay technique can satisfy both SE and EE 
requirements for 6G mobile systems by reusing the whole 

mmWave spectrum of MNO 1 to its small cells of roughly 31%, 
36%, and 72% less number of buildings than that required by 
the traditional interweave, underlay, and SLSA techniques, 
respectively. 

V. CONCLUSION 

In this paper, we have proposed a hybrid interweave-
underlay spectrum access technique to share the licensed 28 
GHz millimeter-wave (mmWave) spectrum of one MNO with 
small cells in a building of another MNO in a country. We have 
derived average capacity, Spectral Efficiency (SE), and Energy 
Efficiency (EE) performance metrics for the proposed 
technique and carried out extensive numerical and simulation 
results and analyses for MNO 1 of a country consisting of four 
MNOs. It has been shown that the proposed technique can 
improve the SE by about 2.82 times and the EE by about 73% 
of MNO 1 as compared to that of the traditional Static Licensed 
Spectrum Allocation (SLSA) technique. Further, we have 
shown that the proposed technique can satisfy both SE and EE 
requirements for 6G mobile systems by reusing the mmWave 
spectrum of MNO 1 to its small cells of roughly 31%, 36%, and 
72% less number of buildings than that required by the 
traditional interweave, underlay, and SLSA techniques, 
respectively. 

The proposed technique can be investigated further for a 
complete analysis to address numerous crucial issues, including 
millimeter-wave bands other than 28 GHz, such as 26 GHz, 38 
GHz, and 60 GHz, non-LOS path loss models, directional 
millimeter-wave antennas, spectrum sensing mechanisms and 
control signaling overhead, implementation complexity 
analysis, burst traffic characteristics, random deployments of 
indoor UEs, as well as serving more than one UE 
simultaneously by a single small cell in a building. 
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Abstract—Communication in the millimeter-wave (mmWave)
band has recently been proposed to enable giga-bit-per-second
data rates for next generation wireless systems. Physical layer
security techniques have emerged as a simple and yet effective
way to safeguard these systems against eavesdropping attacks.
These techniques make use of the large antenna arrays available
in mmWave systems to provide an array gain at the target re-
ceiver and degrade the signal quality at the eavesdropper. Despite
their effectiveness, the majority of these techniques are based on
line-of-sight communication links between the transmitter and the
receiver, and may fail in the presence of blockages or non-line-
of-sight links. This paper builds upon previous work and extends
physical layer security to the non-line-of-sight communication
case and randomly located eavesdroppers. Specifically, the large
dimensional antenna arrays in mmWave systems and the intrinsic
characteristics of wireless channel are exploited to induce noise-
like signals that jam eavesdroppers with sensitive receivers.
Numerical results show that the proposed techniques provide
higher secrecy rate when compared to conventional array and
physical layer techniques based on line-of-sight links.

Keywords–Millimeter-Wave; Physical layer security; Beamform-
ing.

I. INTRODUCTION

The abundance of bandwidth in the millimeter-wave
(mmWave) band enables high-speed, low latency, commu-
nication to support next generation systems [1]-[3]. These
systems rely on directional communication with large antenna
arrays to achieve sufficient link budget [4][5]. Securing these
systems against eavesdropping and privacy attacks is one major
challenge [6]-[8].

Security in wireless communications can be mainly
grouped into cryptographic and Physical Layer Security (PLS)
strategies, where the previous incorporates key-based ap-
proaches normally applied at higher system layers. The limited
transmit RF-chains, higher path-loss, and directional commu-
nication requirement of mmWave systems, however, makes
the implementation of classical cryptographic techniques in-
efficient for these systems [4][8][9]. For this reason, physical
layer security has emerged as a simple but yet effective way to
secure these systems and complement key-based cryptographic
techniques [6][8][10]. Further, the implementation of PLS
in mmWave is considered a productive strategy as it can
result in higher communication speed, narrow communication
beam and shorter transmission separation [11]. Physical layer
security techniques utilize the large antenna arrays to enhance

the communication signal (via beamforming) at the target
receiver and degrade the signal quality at the eavesdropper.
Directional beamforming, however, relies on Line-of-Sight
(LoS) communication, and assumes the eavesdropper is not
along the direction of communication. In practice, the passive
eavesdropper could be located in the direction of communi-
cation, and, in the case of Non-Light-of-Sight (NLoS) com-
munication, scatters can enable the eavesdropper to intercept
the communication signal via multipath, hence rendering PHY
layer security techniques ineffective. Therefore, it is critical to
develop PHY layer security techniques that preserve privacy
in both the LoS and NLoS cases.

Several strategies have been adopted in the literature to
enhance the secrecy of mmWave wireless systems. Switched
array based schemes [8] [12]-[14] employ random antenna sub-
sets to induce artificial noise that jams potential eavesdroppers
in non-receiver directions. In addition to this, the work in [8]
proposed the use of prior information obtained from sensors
to opportunistically inject noise in potential eavesdropper
locations. In [15] and [16], low-complexity PLS techniques
based on analog cooperative beamforming are proposed. These
techniques enhanced the secrecy rate as distributed antenna
nodes result in narrower beamwidth and increased artificial
noise. The work in [17] built upon the techniques in [15] and
[16] and proposed a beamforming solution with null steering.
This solution is shown to improve the secrecy performance
when the eavesdropper is in close proximity to the target
receiver. Despite their capability in enhancing the transmission
secrecy, those techniques require a LoS link to the target
receiver and fail if the eavesdropper and the target receiver
paths overlap. For instance, path overlap can occur if the
eavesdropper is located along the transmission direction of the
receiver or it is in close proximity to the receiver. Scatters
close to the transmitter can cause blockages and lead to NLoS
links. Overlapped common channel paths (as a result of NLoS
links) between the receiver and the eavesdropper increase the
risk of information leakage to the eavesdropper. To safeguard
mmWave systems with possible overlapped common channel
paths with the eavesdropper, the work in [18]-[21] considered
the problem of aligned transmitter, eavesdropper, and target
receiver in the mainlobe path, i.e., mainlobe security. In [18], a
dual beam transmission technique that ensures the mainlobe is
coherent only at the target receiver’s location is proposed. The
work in [19] proposed a dynamic rotated angular beamforming
technique which uses a set of frequency offset modulator to
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generate angle and range based transmission. The work in [21]
utilized channel knowledge of eavesdroppers to enhance the
secrecy rate of the target receiver. It should be noted that
eavesdroppers in general are passive and their presence is
unknown. The work in [20] proposed the use of maximum
ratio combining and artificial noise injection in the null space
of the receiver’s channel to safeguard transmission. Maximum
ratio combining, however, only increases the Signal-to-Noise
Ratio (SNR) at the target receiver, but does not safeguard the
communication link against an eavesdropper with a sensitive
receiver. Moreover, noise injection requires complex antenna
architectures which might be impractical to implement in
mmWave systems.

In this paper, we address the problem of overlapped com-
munication channel paths between the receiver and an arbitrary
eavesdropper and propose two transmission techniques that
enhance the security of mmWave systems with NLoS channels.
Unlike [18]-[21], the proposed techniques do not necessarily
require a LoS channel path between the transmitter and the
receiver, and can be applied using a simple analog antenna
architecture with a single RF chain at the transmitter. The first
technique enhances secrecy by employing a path hopping tech-
nique, while the second technique uses random antenna subsets
to beamform along multiple transmission paths. The proposed
techniques facilitate secure transmission to the receiver without
the need for complex antenna architectures and reduce the
likelihood of information leakage to potential eavesdropper
with common receiver communication paths.

The rest of the paper is structured as follows. In Section
II, we introduce the system model. In Section III, we describe
the proposed PLS techniques and analyze their performance
in Section IV. We present some numerical results in Section
V and conclude the work in Section VI.

II. SYSTEM MODEL

We consider a mmWave system where the transmitter
communicates with a receiver via NLoS communications paths
L > 1 in the presence of an eavesdropper. The transmitter
consists of one RF chain and N antennas and the receiver
is equipped with NR antennas. To transmit the kth infor-
mation symbol s(k), where E[|s(k)|2] = 1, to the receiver,
the transmitter multiplies s(k) by unit norm transmit vector
f = [f1, f2, f3, . . . fN ] ∈ CN , where fn denotes the complex
weight (or phase-shift) associated with the nth transmitting
antenna. At the receiver, the received signals on all receive
antennas are combined using a combining vector w ∈ CNR .
Assuming a narrowband block fading channel, the received
signal at the receiver is given by

y(k) = w∗Hfs(k) + z(k), (1)

where H represents the mmWave channel matrix between the
transmitter and the receiver, and z(k) ∼ CN (0, σ2) is the
additive noise at the receiver. Adopting a geometric channel
model with L scatters, where each scatter is assumed to
contribute to a single channel path between the transmitter
and the receiver, the channel H is given by [4]

H =

√
NNR

L

L∑
l=1

αlaR(φl)a
∗
T(θl) (2)

where φl is Angle-of-Arrival (AoA) at the receiver associated
with the lth Angle-of-Departure (AoD) θl from the transmitter,
αl is the complex gain of the lth path and aR(φl) and aT(θl)
represent the receiver’s and transmitter’s array response defined
in [4]. For ease of exposition, we assume a uniform linear array
at the transmitter and a single antenna at the receiver. Hence,
the the channel in (2) becomes

h =

√
N

L

L∑
l=1

αlaT(θl), (3)

where aT(θl) = 1√
N

[e−j(
N−1

2 )2π dλ cos(θl), ..., ej(
N−1

2 )2π dλ cos(θl)]
and the signal in (1) simplifies to

y(k) = h∗fs(k) + z(k). (4)

III. MILLIMETER WAVE SECURE TRANSMISSION

In this section, we introduce simple transmission tech-
niques suitable for mmWave systems with analog antenna
architecture (single RF chain). Nonetheless, the proposed
techniques can also be applied in systems with advanced
antenna architectures. The key idea is to exploit the intrinsic
randomness of the wireless channel to distort transmission to
eavesdroppers, with possible overlapping channels with the
receiver, without the need for a fully digital array or prior
channel information of eavesdroppers. With the assumption of
local scatters at both the transmitter and receiver, the receiver’s
channel becomes unique at the transmitter, i.e.,, function of
its location and scatters. This property has been exploited in
finger-printing and localization techniques, see example [22]-
[24] and references therein, to uniquely identify the location
of the receiver. In this paper, with the assumption of full
channel knowledge at the both the transmitter and the receiver,
we exploit this property to jam an eavesdropper with an
overlapping communication channel, i.e.,, eavesdropper shares
a communication path with the target receiver. Instead of
transmitting data symbols using the strongest channel path,
the proposed transmission techniques select a random set of
paths to transmit each data symbol (or data packet) to the target
receiver. With the assumption that the receiver knows a-priori
the selected transmission paths (this could be preprogrammed
in the system) the receiver receives coherent signal, whereas,
the eavesdropper receives a noise-like signal. This noise-like
signal, which we term artificial noise, is a result of the
randomized beam pattern observed at the eavesdropper. In the
following sections, we further elaborate on those transmission
techniques.

A. Enhancing secrecy with random path selection

In this technique, the transmitter transmits each data sym-
bol along a random path (or AoD). Specifically, let θl ∈ Φ be
the lth AoD towards the target receiver and the set Φ represents
all possible AoDs towards the target receiver. The transmitter’s
inter-antenna phase shifts are set as [13]

Υn(k) =

(
N − 1

2
− n

)
2π
d

λ
cos(θl) (5)

where θl represents the lth selected AoD for the kth data
symbol. Based on this, the nth entry of the beamforming vector
f(k) (i.e., nth antenna weight) becomes fn(k) = 1√

N
ejΥn(k).
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Using (4), the received signal at the receiver along AoD θl
becomes
yR(k, θl) = h∗f(k)s(k) + zR(k)

=

√
N

L
αla
∗
T(θl)f(k)s(k) + zR(k) =

1√
LN

αls(k)×(N−1∑
n=0

e−j(
N−1

2 −n) 2πd
λ cos θlej(

N−1
2 −n) 2πd

λ cos θl

)
+ zR(k),

= s(k)︸︷︷︸
information

symbol

αl

√
N

L︸ ︷︷ ︸
effective channel
and array gain

+ zR(k)︸ ︷︷ ︸
additive

noise

.

(6)

where αl is the lth path gain gain at the receiver, and zR(k) ∼
CN (0, σ2

R) is the additive noise at the receiver.

Similarly, the received signal at an eavesdropper along an
AoD θE is given by

yE(k, θE) = h∗f(k)s(k) + zE(k)

=

√
N

L
αla
∗
T(θE)f(k)s(k) + zE(k) =

1√
LN

αEs(k)×(N−1∑
n=0

e−j(
N−1

2 −n) 2πd
λ cos θEej(

N−1
2 −n) 2πd

λ cos θl

)
+zE(k)

= s(k)︸︷︷︸
information

symbol

αE︸︷︷︸
channel

gain

√
1/LNB(θl)︸ ︷︷ ︸

artifical
noise

+ zE(k)︸ ︷︷ ︸
additive

noise

,

(7)

where θl ∈ Φ, zE(k) ∼ CN (0, σ2
E) is the additive noise at the

eavesdropper and the random variable B(θl) (due to random
selection of θl) is

B(θl) =

N−1∑
n=0

e−j(
N−1

2 −n) 2πd
λ cos θEej(

N−1
2 −n) 2πd

λ cos θl(8)

=

N−1∑
n=0

e−j(
N−1

2 −n) 2πd
λ (cos(θE)−cos(θl)) (9)

= N
sin(N(πdλ (cos(θE)− cos(θl))))

sin((πdλ (cos(θE)− cos(θl))))
. (10)

Observe when the eavesdropper is located along one of the
AoDs in the set Φ, i.e., θE = θl, then B(θl) becomes
deterministic with the value of N . Note this event occurs with
probability 1

L , where L is the number of paths. Hence, it is
important to have large number of paths L for this technique
to be efficient.

B. Enhancing secrecy with joint path and antenna selection

The secrecy performance of the random path selection
technique deteriorates with limited number of scatters, i.e., low
number of transmit path L. To improve the secrecy in a low
scattering environment, we propose a joint antenna selection
and path selection technique. The idea is to associate a set
of M antennas for the strongest transmission path and the
remaining N−M antennas for another randomly selected path.
For each transmit symbol (or packet), different sets of antennas
are associated with the strongest path and a random secondary
transmit path. Selecting the strongest path maximizes the
receive SNR at the receiver. This dual antenna and path

selection technique results in controlled interference in both
the main and secondary transmission paths. The interference
results from the contribution of the side-lobes of each transmit
beam in all paths. The random antenna selection ensures that
the side-lobe levels are perturbed for each transmit symbol. As
the target receiver is aware of its channel, the transmit path
identity, and the set of selected antennas for each path (can
be preprogrammed a priori), it is able to decode the received
symbol. As the eavesdropper does not have knowledge of these
parameters, it can not precancel the interference due to the
perturbed side-lobes. This reduces its rate and enhances the
overall secrecy rate.

Let IM (k) be a random subset of M antennas used to
transmit the kth symbol along the strongest path (AoD θS),
and IL(k) be subset that contains the indices of the remaining
antennas used to transmit the kth symbol along a secondary
path (AoD θi). The nth antenna phase shift is set as

Υn(k) =

{ (
N−1

2 − n
)

2π dλ cos(θS), n ∈ IM (k)(
N−1

2 − n
)

2π dλ cos(θi), n ∈ IL(k)
(11)

and the received signal at the target receiver becomes

yR(k, θS, θi) = h∗f(k)s(k) + zR(k) =
1√
LN

s(k)×( ∑
n∈IM (k)

αSe
−j(N−1

2 −n) 2πd
λ cos θSej(

N−1
2 −n) 2πd

λ cos θS

+
∑

n∈IL(k)

αSe
−j(N−1

2 −n) 2πd
λ cos θSej(

N−1
2 −n) 2πd

λ cos θi

+
∑

n∈IL(k)

αie
−j(N−1

2 −n) 2πd
λ cos θiej(

N−1
2 −n) 2πd

λ cos θi

+
∑

n∈IM (k)

αie
−j(N−1

2 −n) 2πd
λ cos θiej(

N−1
2 −n) 2πd

λ cos θS

)
+zR(k)

= s(k)︸︷︷︸
information

symbol

1√
LN

(
αSM + αi(N −M) + βR

)
︸ ︷︷ ︸

effective beamforming and
channel gain

+ zR(k)︸ ︷︷ ︸
additive

noise

,

(12)

where βR is given by

βR =
∑

n∈IL(k)

αSe
j(N−1

2 −n) 2πd
λ (cos θi−cos θS) +

∑
n∈IM (k)

αie
j(N−1

2 −n) 2πd
λ (cos θS−cos θi). (13)

Note βR can be precalculated at the receiver since it has prior
knowledge of the channel and the transmit antenna set along
each path.

The eavesdropper can intercept the transmitted signal via
the transmitter’s side lobe or main lobe (this occurs when the
eavesdropper is located along the the transmitter’s main lobe).
We will investigate these two scenarios separately. Assuming
the eavesdropper can only intercept communication via the
side lobe, the received signal at the eavesdropper along its
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AoD θE 6∈ Φ is given by

yE(k, θS, θi, θE) = h∗f(k)s(k) + zE(k) =
1√
LN

s(k)αE×( ∑
n∈IM (k)

e−j(
N−1

2 −n) 2πd
λ cos θEej(

N−1
2 −n) 2πd

λ cos θS+

∑
n∈IL(k)

e−j(
N−1

2 −n) 2πd
λ cos θEej(

N−1
2 −n) 2πd

λ cos θi

)
+ zE(k)

= s(k)︸︷︷︸
information

symbol

αEβE︸ ︷︷ ︸
effective artificial

noise

+ z(k)︸︷︷︸
additive

noise

, (14)

where the noise term βE is given by

βE =
1√
LN

∑
n∈IL(k)

ej(
N−1

2 −n) 2πd
λ (cos θS−cos θE) +

∑
n∈IM (k)

ej(
N−1

2 −n) 2πd
λ (cos θi−cos θE). (15)

From (15) we observe that the noise term βE is random
since the eavesdropper is unaware of the transmit angles θi and
θs and the associated transmit antenna sets IL(k) and IM (k).
This induces artificial noise that jams the eavesdropper. We
also observe from (14) that high channel gain αE increases
the artificial noise at the eavesdropper, hence, no significant
rate gain is expected with high channel gain.

Considering the second scenario, where we assume the
eavesdropper can only intercept the communication link via
the main lobe, the received signal at the eavesdropper along
an AoD θE = θS becomes

yE(k, θS, θi, θE) = h∗f(k)s(k) + zE(k) =
1√
LN

s(k)αE×( ∑
n∈IM (k)

e−j(
N−1

2 −n) 2πd
λ cos θEej(

N−1
2 −n) 2πd

λ cos θS+

∑
n∈IL(k)

e−j(
N−1

2 −n) 2πd
λ cos θEej(

N−1
2 −n) 2πd

λ cos θi

)
+ zE(k)

= s(k)︸︷︷︸
information

symbol

αEβ̂E√
LN︸ ︷︷ ︸

effective artificial
noise

+ zE(k)︸ ︷︷ ︸
additive

noise

, (16)

where the noise term β̂E is given by

β̂E =

{
M +

∑
n∈IL(k) e

−j(N−1
2 −n)γ(θi,θE), if θE = θS

N −M +
∑
n∈IM (k) e

−j(N−1
2 −n)γ(θS,θE), if θE = θi

(17)
and γ(θx, θE) = 2πd

λ (cos θx − cos θE). From (17) we observe
that the noise term β̂E consists of a constant term and a random
term (function of transmit antenna sets and AoD). Hence, to
maintain the randomness of the term β̂E both transmit subsets
should be sufficiently large. This maximizes the randomness
of β̂E and, as a result, the artificial noise at the eavesdropper.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the pro-
posed transmission techniques in terms of the achievable
secrecy rate R (bits/s/Hz). It is assumed that all communication
takes place during a fixed coherence interval in which the
channel is assumed to known to both the transmitter and
target receiver. Furthermore, for ease of exposition, we take
a pessimistic approach and assumed that the eavesdropper is
aligned with one of the transmitter’s L paths.

The secrecy rate R is defined as

R = [log2(1 + SNRR)− log2(1 + SNRE)]+, (18)

where SNRR is the SNR at the target receiver, SNRE is the
SNR at the eavesdropper, and a+ denotes max{0, a}. In the
following, we derive the average SNR expressions for the
proposed transmission techniques.

A. Random path selection

From (6), the SNR at the receiver can be expressed as

SNRR =
(E[αi

√
N/L])2

σ2
R

=
Nᾱ2

Lσ2
R

=
NρR

L
, (19)

where ᾱ is the average channel gain of all transmit paths, and
ρR = (E[αi])

2

σ2
R

. From (19) we observe that the SNR at the
target receiver deteriorates with increasing number of paths.
This results as the total transmit power is spread among all
L paths and weaker links will be utilized for transmission.
However, as we will show in the derivation of the SNRE (see
(20)), increasing the number of paths increases the artificial
noise at the eavesdropper. Hence there is an optimal number
of paths L that enhances the secrecy rate.

Similar to (19), the SNR at an eavesdropper can be
expressed as (see (7))

SNRE =
1

L

(
α2

EN

Lσ2
E

)
+

(
1− 1

L

)(
α2

E(E[B(θl)])
2/LN

α2
Evar[B(θl)]/LN + σ2

E

)
=

ρEN

L2
+

(
1− 1

L

)(
ρE(E[B(θl)])

2

ρEvar[B(θl)] + LN

)
(20)

where ρE =
α2

E
σ2

E
, var[αEB(θl)/

√
LN ] = α2

E/LNvar[B(θl)]

represents the artificial noise variance, θl ∈ Φ, and

E[B(θl)] =
N

L

L∑
l=1

sin(N(πdλ (cos(θE)− cos(θl))))

sin((πdλ (cos(θE)− cos(θl))))
, (21)

and

var[B(θl)] = E[B(θl)
2]− (E[B(θl)])

2. (22)

The first term of (20) captures the eavesdropper SNR when it
is aligned with one of the transmitter’s AoD, i.e., θE = θl. This
occurs with probability 1/L as it is assumed that θE overlaps
with one of the receiver’s AoDs, and there are a total of L
AoDs. The second term of (20) captures the eavesdropper SNR
when it is not aligned with the transmitter’s AoD, i.e., θE 6= θl.
This occurs with probability 1 − 1/L. It is not difficult to
observe from (20) that the eavesdropper’s SNR deteriorates
with increasing number of transmission paths.
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(b) L = 12 paths
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Figure 1. Secrecy rate versus the eavesdropper’s angle of departure θE for
different number of transmission paths; N = 32 transmit antennas, ρR = 10
dB, and ρE = 15 dB.

B. Joint path and antenna selection

Using (12), the SNR at the target receiver can be expressed
as

SNRR =
(E[αsM + αi(N −M) + βR])2

LNσ2
R

(23)

=
α2

sM
2

LNσ2
R

+
(¯̄α(N −M)2

LNσ2
R

+
(E[βR])2

LNσ2
R
, (24)

where ¯̄α is the average channel gain of all transmit paths,
excluding the strongest path.

Similarly, using (14) and (16), the SNR at the eavesdropper
can be expressed as

SNRE=
2

L

(
α2

E(E[β̂E])2

LNσ2
E

)
+

(
1− 2

L

)(
α2

E(E[βE])2

α2
Evar[βE] + LNσ2

E

)
=

2ρE(E[β̂E])2

L2N
+

(
1− 2

L

)(
ρE(E[βE])2

ρEvar[βE] + LN

)
, (25)

where the expectation is over all transmit antennas and AoDs.
The first term of (25) captures the eavesdropper SNR when it
is aligned with one of the transmitter AoDs, i.e., θE = θs or
θE = θi, and θi, θs ∈ Φ. This occurs with probability 2/L. The
second term of (25) captures the eavesdropper SNR when it is
not aligned with the transmitter’s AoD, i.e., θE 6= θi, θs. This
occurs with probability 1− 2/L. It is not difficult to see that
(E[β̂E])2 < N2 in (25), and hence the first SNR term is lower
than the first SNR term in (20).
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(a) N = 16 antennas

Figure 2. Secrecy rate versus the eavesdropper’s angle of departure θE;
L = 12 transmit path, ρR = 10 dB, and ρE = 15 dB.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we conduct numerical simulations to eval-
uate the efficacy of the proposed techniques. We consider a
setup where a transmitter is communicating with a receiver
in the presence of an eavesdropper. Both the transmitter and
receiver are unaware of the eavesdropper’s location. In this
setup, the transmitter is equipped with a uniform linear array,
with half wavelength separation, and the transmitter, receiver
and eavesdropper have perfect knowledge of their channels.
To benchmark the performance of the proposed techniques,
we compare the secrecy rate achieved by the proposed tech-
niques with the secrecy rate achieved when using conventional
transmit antenna array, i.e., no action is taken at the transmitter,
and the switched array technique proposed in [13] since it can
be applied on analog antenna architectures. For all setups, we
assume that the strongest transmit path to the target receiver
is along a fixed AoD θR = 40 degrees, i.e., θR = 40 ∈ Φ,
and the remaining entries of Φ are randomly selected from
the set [1, 180] degrees. The channel gains are assumed to be
normally distributed with zero mean and unit variance. Both
the conventional array and switch antenna techniques always
transmit along AoD θR = 40 degrees. When simulating the
joint angle and antenna selection techniques, we assume that
the secondary link is selected from the set of LS = 5 strongest
paths and M = N/2.

To examine the performance of the proposed techniques,
we plot the achievable secrecy rate when using the proposed
techniques versus the eavesdropper AoD θE in Figure 1. For
all cases, we observe that the secrecy rate is higher when the
eavesdropper AoD θE does not overlap with the transmission
AoD θR = 40 degrees. However, when θE = 40 degrees, i.e.,
the eavesdropper is located along one of the transmission path
to the target receiver, we observe that all techniques suffer
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a performance hit, with the conventional technique and the
switched array technique achieving zero secrecy rate for all
values of L. The proposed path selection technique is shown to
achieve higher secrecy rate for higher number of paths while
the proposed path and antenna selection technique achieves
the best performance for all cases. The reason for this is
that for low number of paths, the probability of intercepting
a direct link when using the path selection technique is
higher. This reduces the secrecy rate. The proposed path and
antenna selection technique achieves the best performance as
it randomizes both the transmit angle and antennas associated
with each angle, thereby resulting in higher artificial noise at
the eavesdropper.

In Figure 2, we examine the effect of the number of
transmit antennas on the secrecy rate. For all techniques, we
observe that increasing the number of antennas increases the
secrecy rate and the proposed techniques achieve non-zero
secrecy rates at θE = 40 degrees. This is achieved as higher
number of antennas result in narrower beams and increased
number of sidelobes. The increased number of sidelobe levels
increases the variance of the artificial noise. The path selection
technique is shown to achieve lower secrecy rate when the
eavesdropper is not located along the main transmission path
θE 6= 40 degrees. This rate loss is experienced as the path
selection technique does not always use the best transmission
path, but rather, it transmits along a set of paths, which contain
weaker paths, to enhance the secrecy rate of the system.

To investigate the effect of the eavesdropper channel
strength on the secrecy rate, we plot the secrecy rate versus
the eavesdropper’s average channel gain to noise ratio ρE
when the eavesdropper is located along the transmitter’s AoD
θE = θR = 40 degrees in Figure 3, and when the eavesdropper
is located along the transmitters sidelobe, i.e., θE 6= θR in
Figure 4. When the eavesdropper’s communication link is
weak, Figure 3 shows that all techniques achieve high secrecy
rate. However, when the eavesdropper channel is stronger, the
performance of both the switched-array and conventional array
techniques plummet to zero, while the performance of the path
selection technique deteriorates at a slower rate and the joint
path and antenna selection technique deteriorates at a much
slower rate as it achieves a higher artificial noise. When the
eavesdropper is not located along the transmitter’s AoD, Figure
4 shows that all techniques, except the conventional array
technique, achieve high secrecy rate. The proposed joint path
and antenna selection technique achieves the highest secrecy
rate as it randomizes both the transmit AoD and transmit
antenna sets, followed by the switched-array technique, and
the proposed path selection technique. The path selection
technique achieves a lower secrecy rate as it uses all paths
(with potentially weaker paths) for communications, while the
path and antenna selection technique always uses the strongest
path and an auxiliary path for transmission. This results in a
higher secrecy rate.

VI. CONCLUSION

This paper addressed the problem of PLS in the presence of
an eavesdropper with overlapped channel paths with the target
receiver. Two transmission techniques suitable for mmWave
systems with analog antenna architectures are proposed. Both
techniques use random transmission paths, instead of a single
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Figure 3. Secrecy rate versus ρE; N = 32 transmit antennas, ρR = 10 dB,
and L = 12 paths. Eavesdropper is located along AoD θE = 40 degrees.
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Figure 4. Secrecy rate versus ρE; N = 32 transmit antennas, ρR = 10 dB,
and L = 12 paths. Eavesdropper is located along AoD θE = 55 degrees.

or all paths, for data transmission. This results in noise-like
signals at an arbitrary eavesdropper and improves the secrecy
of the communication system. Numerical results show that
in the presence of scatters, the proposed techniques achieve
significantly higher secrecy rate when compared to conven-
tional and switched array techniques. Note that the proposed
techniques require the number of paths L > 1. For single
path, i.e., LoS link, passive relays can be used to increase
the number of transmission paths and induce randomness
in the communication channel. Future work would focus on
implementing a hardware prototype to investigate the efficacy
of the proposed techniques.
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