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Foreword

The Eighth International Conference on Wireless and Mobile Communications [ICWMC
2012], held between June 24-29, 2012 - Venice, Italy, followed on the previous events on
advanced wireless technologies, wireless networking, and wireless applications.

ICWMC 2012 addressed wireless related topics concerning integration of latest
technological advances to realize mobile and ubiquitous service environments for advanced
applications and services in wireless networks. Mobility and wireless, special services and
lessons learnt from particular deployment complemented the traditional wireless topics.

We take here the opportunity to warmly thank all the members of the ICWMC 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
ICWMC 2012. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICWMC 2012 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that ICWMC 2012 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the area
of wireless and mobile communications.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Venice, Italy.
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Yan Zhang, IMEC- NL, The Netherlands
Christopher Nguyen, Intel Corp., USA
Georg Neugebauer, RWTH Aachen University, Germany
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Abstract i- In this paper we propose and evaluate multicell 

coordinated beamforming schemes for the downlink of MISO-

OFDM systems. The precoders are designed in two phases: first 

the precoder vectors are computed in a distributed manner at 

each BS considering two criteria, namely distributed zero-forcing 

and virtual signal-to-interference noise ratio. Then the system is 

optimized through distributed power allocation under per-BS 

power constraint. The proposed power allocation scheme is 

designed based on minimization of the average bit error rate over 

all the available subcarriers. Both the precoder vectors and the 

power allocation are computed by assuming that the BSs have 

only knowledge of local channel state information and do not 

share the data symbols. The performance of the proposed 

schemes are evaluated, considering typical pedestrian scenarios 

based on LTE specifications. The results have shown that the 

proposed distributed power allocation scheme outperform the 

equal power allocation approach.  

Keywords-component; distributed precoding, distributed 

power allocation, multicell systems, OFDM and LTE. 

I. INTRODUCTION 

Multicell cooperation is one of the fastest growing areas 

of research, and it is a promising solution for cellular 

wireless systems to mitigate intercell interference, 

improving system fairness and increasing capacity in the 

years to come. This technology is already under study in 

LTE-Advanced under the coordinated multipoint (CoMP) 

concept.  

There are several CoMP approaches depending on the 

amount of information shared by the transmitters through 

the backhaul network and where the processing takes place, 

i.e., centralized if the processing takes place at the central 

unit (CU) or distributed if it takes at the different 

transmitters. Coordinated centralized beamforming 

approaches, where transmitters exchange both data and 

channel state information (CSI) for joint signal processing 

at the CU, promise larger spectral efficiency gains than 

distributed interference coordination techniques, but 

typically at the price of larger backhaul requirements and 

more severe synchronization requirements. Two centralized 

multicell precoding schemes based on the waterfilling 

technique have been proposed in [1]. It was shown that 

these techniques achieve a performance, in terms of 

weighted sum rate, very close to the optimal. In [2] a 

clustered BS coordination is enabled through a multicell 

block diagonalization (BD) strategy to mitigate the effects 

of interference in multicell MIMO systems. A new BD 

cooperative multicell scheme has been proposed in [3], to 

maximize the weighted sum-rate achievable for all the user 

terminals (UTs).  

Distributed precoding approaches, where the precoder 

vectors are computed at each BS in a distributed fashion, 

have been proposed in [4]. It is assumed that each base 

station has only the knowledge of local CSI and based on 

that a parameterization of the beamforming vectors used to 

achieve the outer boundary of the achievable rate region 

was derived. In [5], distributed precoding schemes based on 

zero-forcing criterion with several centralized power 

allocation based on minimization of the average BER and 

sum of inverse of signal-to-noise ratio (SNIR) have been 

derived. 

In the previous approaches, it was assumed that the 

transmitters (or BSs) share the entire data of all UTs. 

However, there are distributed beamforming approaches 

where the transmitters do not share the data, which fall into 

the interference channel (IC) framework. The local CSI, i.e. 

the CSI between a given BS and all UTs, is used by 

transmitters to design individual precoders to transmit 

exclusively to the users within their own cell [6], [7]. This 

approach, known as inter-cell interference nulling (ICIN), in 

which each BS transmits in the null-space of the 

interference it is causing to neighboring cells, has been 

discussed in the 3GPP long term evolution advanced (LTE-

A) literature. The authors of [8] proposed a non-iterative 

distributed solution to design precoding matrices for multi-

cell systems, which maximizes the sum-rates for only a two-

cell system at high SNR. In [9], a coordinated beamforming 

approach based on the virtual SINR framework, for a 

special case of two transmitters, has been proposed. 

The aim of this work is to propose and evaluate 

coordinated beamforming for the downlink of multicell 

MISO-OFDM systems. It is assumed that the BSs have only 

knowledge of local CSI and do not share the data symbols. 

The precoder is designed in two phases: first the precoder 

vectors are computed based on distributed zero-forcing 

(DZF), and distributed virtual signal-to-interference noise 

ratio (DVSINR). Then the system is further optimized by 

proposing a novel distributed power allocation algorithm, 

based on minimization of the average bit error rate (BER) 

over the available subcarriers. With the proposed strategy 

both the precoder vectors and the power allocation are 

computed at each BS in a distributed manner. The 

considered criterion for power allocation essentially lead to 

a redistribution of powers among subcarriers, and therefore 
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provide data symbols fairness, which in practical cellular 

systems may be for the operators a goal as important as 

throughput maximization.  

The remainder of the paper is organized as follows: 

section II presents the multicell MISO-OFDM system 

model. Section III briefly describes the considered 

distributed precoder vectors. In Section IV the novel 

distributed power allocation scheme is derived. Section V 

presents the main simulation results. The conclusions will 

be drawn in section VI. 

II. SYSTEM MODEL 

Throughout this paper, we will use the following 

notations. Lowercase letters, boldface lowercase letters and 

boldface uppercase letters are used for scalars, vectors and 

matrices, respectively. ( ). H
 represents the conjugate 

transpose operators, E[.]
 

represents the expectation 

operator, NI  is the identity matrix of size N N× , ( ).,.CN  

denotes a circular symmetric complex Gaussian vector and 
2
nχ  denotes the chi-square random variable with n degrees 

of freedom.  

We consider the MISO interference channel where B
 

BSs, each equipped with 
bt

N  antennas, transmit to B  

single antenna UTs, as shown in Fig. 1. Also, we assume an 

OFDM based system with cN  available subcarriers. Under 

the assumption of linear precoding, the signal transmitted 

by the BS b on subcarrier l  is given by, 

 , , , ,b l b l b l b lp s=x w  (1) 

where ,b lp  represents the transmitted power allocated to 

sub-carrier l  at BS b , 
1

, C tb
N

b l

×∈w  is the precoder at BS 

b  on sub-carrier l  with unit norms, i.e., 

, 1,  1,..., , 1,...,b l cb B l N= = =w . The data symbol ,b ls , 

with 
2

,E 1 b ls  =  
, is intended for UT b . The average 

power transmitted by the BS b  is then given by, 

 
2

,
1

E
cN

b b l
l

p
=

  =   ∑x  (2) 

where bx  is the signal transmitted over the cN  subcarriers.  

The received signal at the UT b  on sub-carrier l ,
1 1

, Cb ly ×∈ , can be expressed by,  

 , , , , , ,
1

B
H

b l j j b l j l j l b l
j

y p s n
=

= +∑ h w  (3)  

 
Fig. 1: System Model considered.  

 

where ( ), , ,~ 0,
tb

j b l j b Nρh ICN  of size 1
bt

N × , represents 

the channel between user b  and BS j  on subcarrier l  and 

,j bρ  is the long-term channel power gain between BS j , 

and UT b and ( )2
, ~ 0,b ln σCN  is the noise.  

From (1) and (3) the received signal at UT b  on sub-

carrier l  can be decomposed in, 

�, , , , , , , , , , , ,
1

 S

  

B
H H

b l b l b b l b l b l j l j b l j l j l b l
j

Noisej bDesired ignal

Multiuser Multicell Interference

y p s p s n
=
≠

= + +∑h w h w
���������

�����������

 (4) 

and from (4) the instantaneous SINR of user b  on sub-

carrier l  can be written as, 

 

2
( )

, , , ,

, 2
( ) 2

, , , ,
1

SINR

typeH
b l b b l b l

b l B
typeH

j l j b l j l
j
j b

p

p
=
≠

=
+∑ σ

h w

h w

 

(5) 

where type = {DZF,DVSINR}. Assuming M-ary QAM 

constellations, the instantaneous probability of error for user 

b  and data symbol transmitted on subcarrier l  is given by 
[10], 

 ( ), , ,e b l b lP Q SINRψ β=  (6) 

where ( ) ( )2 /2
( ) 1/ 2

t

x

Q x e dtπ
∞ −

= ∫ , ( )3 / 1Mβ = −  and 

( )( )24 / log 1 1/M Mψ = − . 

 

BS2

...

BS1

...

BSB

...

BSb

Distributed Processing at each BS 

(precoders vector and power allocation)

UT1

tbN

UT2

UTb

UTj

tbN

tbN

tbN

, ,b b lh

Desired user 

for Bs b
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III. DISTRIBUTED PRECODER VECTORS 

In this section we describe the distributed precoding 

vectors, namely DZF and DVSINR. To design the 

distributed precoder vector we assume that the BSs have 

only knowledge of local CSI and its own data symbols, i.e., 

BS b  knows the instantaneous channel vectors , , , ,b j l j l∀h , 

and only the data symbols , , 1, ,b l cs l N= …  reducing the 

feedback load over the backhaul network as compared with 

the data and/or CSI sharing beamforming approaches.  

A. Distributed Zero Forcing (DZF) 

Zero forcing is considered a classic beamforming 

strategy which removes the co-terminal interference. We 

derive a distributed ZF transmission scheme with the phase 

of the received signal at each UT aligned. In this case, 
( )
,
DZF

b lw  in (5) is a unit-norm zero forcing vector orthogonal 

to 1B−  channel vectors{ }, ,
H
b j l

j b≠
h . By using such 

precoding vectors, the multicell interference is canceled and 

the data symbol at each BS on each subcarrier is only 

transmitted to its intended UT. The SVD of { }, ,
H
b j l

j b≠
h  can 

be portioned as follows, 

 { }, , , , , ,  H
b j l b l b l b l b l

j b≠
 = Ω  h U W Wɺɺɺ  (7) 

where 
( )1

, C t tb b
N N B

b l

× − +
∈W  holds the ( )1bt

N B− +  

singular vectors in the null space of { }, ,
H
b j l

j b≠
h .The 

columns of ,b lW  are candidates for b’s precoding vector 

since they will produce zero interference at the other UTs. It 

can be shown that an optimal linear combination of these 

vectors can be given by [5], 

 
( ), ,

, ,

,
( )

,,

,

b b l

b b l

H
H

b l
DZF

b lb l H
b l

=
h W

w W
h W

 (8) 

Also, it can be shown that ( ), ,

( ) 2
, 2 1

~
b b l tb

DZFH
b l N K− +

χh w . 

B. Distributed Virtual SINR (DVSINR) 

Intuitively, the maximal ratio combining (MRT) is the 

asymptotically optimal strategy at low SNR, while ZF has 

good performance at high SNR or as the number of 

antennas increase. As discussed in [4][9], the optimal 

strategy lies in between these two precoders and cannot be 

determined without global CSI. However, inspired by the 

uplink-downlink duality for broadcast channels, the authors 

of [4] have derived a novel distributed virtual SINR 

precoder. The precoder vectors are achieved by maximizing 

the SINR-like expression in (9) where the signal power that 

BS b generates at UT b  is balanced against the noise and 

interference power generated at all other UTs. It was named 

DVSINR as it originates from the dual virtual uplink and 

does not directly represent the SINR of any of the links in 

the downlink.  

 
2

2

, ,( )
, 2

1
, ,

arg max

b

H
b b lDVSINR

b l
H
b j l

j b tP

σ=

≠

=

+∑

h w
w

h ww

 (9) 

where 
bt

P  is the per-BS power constraint. The solution to 

(9) is not unique, since the virtual SINR is unaffected by the 

phase shifts inw . One possible solution can be written as 

[4],  

 
, ,

,

, ,

-1
,( )

-1
,

b b l

b l

b b l

b lDVSINR

b l

=
C h

w
C h

 (10) 

where  

 
2

-1
, , , , ,tb

b

H
b l N b j l b j l

j btP

σ

≠
= + ∑C I h h  (11) 

IV. POWER ALLOCATION STRATEGY 

In this section we design a novel distributed power 

allocation algorithm, based on minimization of the average 

BER over the available subcarriers. The criteria used to 

design distributed power allocation essentially lead to a 

redistribution of powers among subcarriers. To derive the 

power allocation for both precoders, we assume that the 

interference is negligible at both low and high SNR, even 

for the VSINR precoder. 

The above precoders were specifically designed to make 

the equivalent channels, given by ( )
, ,, , ,

eq typeH
b b lb b l b lh = h w , 

positive and real valued. Under free interference assumption 

the SINR defined in (5) reduces to, 

 

2

, , ,

, 2
SNR

eq
b l b b l

b l

p h

σ
=  (12) 

The above expression can be used to derive distributed 

power allocation because it only contains the local channel 

gains at BS b. Based on (6) and (12) we define the average 

BER as, 

 ( ), ,
1

SNR
cN

av b b l
lc

P Q
N

ψ
β

=
= ∑  (13) 

The power allocation problem at each BS b, with per-BS 

power constraint, can be formulated as, 
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{ }
( )

,

, ,
0 1 1

s.t. min SNR  ,
c c

b
b l

N N

b l b l t
p l lc

Q p P b
N≥ = =

  
≤ ∀  

 
∑ ∑

ψ
β

 

(14) 

The Lagrangian associated with this problem is given 

by, 

( ) ( ), , ,
1 1

, SNR
c c

b

N N

b l b l b l t
l lc

L p Q p P
N = =

 
= + − 

 
∑ ∑

ψ
µ β µ

 

(15) 

where 0≥µ  is the Lagrange multiplier [11]. Since the 

objective function is convex in ,b lp , and the constraint 

functions are linear, this is a convex optimization problem. 

Thus, it is necessary and sufficient to solve the Karush–

Kuhn–Tucker (KKT) conditions, given by,   

2

, ,
,

1

2
, ,

, ,

,
1

1
0

2 2

0

eq
b b l

b l

c

b

h
peq

b b l

b l c b l

N

b l t
l

h
e

L

p N p

L
p P

β
σ

ψβ
σ µ

π

µ

 
 −   
 

=




 ∂ − = + =∂
∂ = − =
∂

∑

 (16) 

It can be shown that the powers ,b lp  as function of the 

Lagrange multiplier µ are given by, 

 

( )
( )42 2

2
, ,

, 02 4 2 2

, ,
8

eq
b b l

b l
eq

c
b b l

h
p W

Nh

ψ βσ

πσ µβ

 
 

=  
 
 

 (17) 

where 0W  stands for Lambert’s W function of index 0 [12]. 

This function 0 ( )W x  is an increasing function with 

0 ( ) 0,  0W x x= =  and 0 ( ) 0,  0W x x> > . Therefore, 
2µ  can 

be easily determined iteratively to satisfy ,
1

c

b

N

b l t
l

p P
=

=∑ , by 

using the bisection method. This scheme is referred as DZF 

virtual minimum BER power allocation (DZF MBER PA) 

or VSINR minimum BER power allocation (VSINR MBER 

PA) when DZF or VSINR precoders are considered, 

respectively.  

V. NUMERICAL RESULTS 

In this section, the performance of the coordinated 

beamforming approaches with the proposed distributed 

power allocation scheme will be illustrated numerically. 

The scenario consists of 4 uniformly distributed single 

antenna UTs in a square with BSs in each of the corners. 

The power decay is proportional to 
41/ r , where r  is the 

distance from a transmitter. We define the SNR at the cell 

edge as
2SNR P /

bt c cN= ρ σ , where the cρ  represents the 

long term channel power in the center of the square. This 

represents a scenario where terminals are moving around in 

the area covered by 4 base stations.  

The main parameters used in the simulations are based 

on LTE standard [14]: FFT size of 1024; number of 

available subcarriers set to 128; sampling frequency set to 

15.36 MHz; useful symbol duration is 66.6 µs, cyclic prefix 

duration is 5.21 µs; overall OFDM symbol duration is 71.86 

µs; sub-carrier separation is 15 kHz, and modulation is 

QPSK. We used the ITU pedestrian channel model B, with 

the modified taps delays according to the sampling 

frequency defined by LTE standard. 

We compare the performance results of the proposed 

distributed power allocation schemes, DZF MBER PA and 

DVSINR MBER PA. Also, these schemes are compared 

with equal power allocation approach, i.e., the power 

available at each BS is equally divided by the subcarriers, 

, / , ( , )
bb l t cp P N b l= ∀ , referred as DZF EPA and DVSINR 

EPA for DZF and VSINR, respectively. The results are 

presented in terms of the average BER as a function of Cell-

edge SNR defined above. 

From Fig. 2, we can see that the performance of the 

proposed distributed power allocation scheme, for the two 

precoders, outperforms their equal power i.e. the DZF EPA 

and DVSINR EPA approaches. This is because they 

redistribute the powers across the different subchannels 

more efficiently. As can be seen in this figure, the gains of 

the proposed power allocation schemes, DZF MBER PA 

and DVSINR MBER PA) against the equal power 

approaches are approximately, 8 and 6 dB (at target BER of 

10
-3
), respectively. Also, we can observe that the 

performance of the DZF MBER PA tends to the DVSINR 

MBER one as the SNR increases.  

Fig. 3 shows the performance results when one more 

antenna is added to each BS. In this scenario the DoF of the 

equivalent channels variables, given by ( )2 1tb
N K− + , 

increases from 2 (scenario one) to 4. It can be observed that  

 
Fig. 2: Performance evaluation of the distributed precoding 

schemes for 4
bt

N = . 
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Fig. 3: Performance evaluation of the distributed precoding 

schemes for 5
bt

N = . 

increasing the DoF, the DZF tends to the DVSINR. This 

behaviour is similar to the single cell systems where the 

precoders based on ZF criterion tends to the ones based on 

MMSE as the number of transmit antennas (or DoF) 

increases or at high SNR. From the results we can see that 

the gains obtained with power allocation schemes are lower, 

as compared with equal power approaches, than in the 

previous scenario. 

VI. CONCLUSIONS 

We proposed a novel distributed power allocation 

scheme for distributed precoding schemes, namely DZF and 

DVSINR, and for the downlink MISO-OFDM based 

systems. Both the precoders and power allocation were 

computed at each base station just by assuming the 

knowledge of local CSI without data sharing. 

The results have shown that the proposed distributed 

power allocation schemes outperform the equal power ones. 

Also, the performance of the DZF based approaches tend to 

the DVSINR ones when the number of DoF increases or at 

high SNR.  

It is clear from the presented results that the proposed 

distributed precoding schemes present significant interest 

for next generation wireless networks for which cooperation 

between BSs is anticipated. 
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Abstract—In this paper, the blind subspace channel estimation 
using the block matrix scheme is proposed for multiple-input 
multiple-output (MIMO) orthogonal frequency division 
multiplexing (OFDM) systems. Based on the Toeplitz structure, 
the block matrix scheme collects a group of the received 
OFDM symbols into a vector, and then partitions it into a set 
of equivalent signals. The number of equivalent signals is 
about N times of OFDM symbols, where N is the size FFT 
operation. The proposed blind subspace channel estimation 
can converge within a small amount of OFDM symbols. 
Besides, the semi-blind channel estimation is also examined by 
combining few pilot sequences with the subspace method. 
Simulation results show that the proposed blind and semi-
blind algorithms outperform the compared methods. 

Keywords-MIMO-OFDM; blind subspace channel estimation; 
Toeplitz; AIC; MDL. 

I.  INTRODUCTION  

Wideband wireless communication systems have been 
extensively studied in recent years for the demands of high 
data rate and high quality transmission. Orthogonal 
frequency division multiplexing (OFDM) and multiple-input 
multiple-output (MIMO) are two key techniques to fulfill 
those demands appeared in the long-term evolution (LTE) 
and the future fourth-generation (4G) communication 
systems [1]-[3]. Channel estimations are necessary for 
coherent detection in MIMO-OFDM systems. There are in 
general three categories in channel estimations which are 
training-based, blind and semi-blind methods, respectively. 
The training-based method requires extra bandwidth to 
accommodate the periodic known symbols and thus reduces 
the spectral efficiency [4][5]. The blind method saves the 
spectral efficiency by utilizing the statistics of received 
signals. But, this method requires a large amount of received 
signals to obtain accurate statistics [6][7]. Semi-blind 
methods, on the other hand, combine the blind method with 
few training symbols to solve the ambiguity problem 
occurred in blind methods [8][9]. 

In this paper, we discuss the blind and semi-blind 
subspace channel estimation for MIMO OFDM systems with 
much fewer received symbols. Blind subspace channel 
estimation has been widely examined for various precoding 
OFDM systems. For example, Ali et al. studied the subspace 
channel estimation for cyclic-prefix (CP)-OFDM, zero-
padding (ZP)-OFDM and CP-free OFDM systems, 

 
Fig.1. MIMO CP-OFDM block transmission systems. The system has Mt 
transmit and Mr receive antennas. 

 
respectively [10]. Li and Roy proposed subspace channel 
estimation based on exploiting the presence of virtual 
carriers for single-input single-output OFDM systems [11]. 
Zeng and Ng investigated in [12] the subspace channel 
estimation for multi-user and multi-antenna ZP-OFDM 
systems. Shin et al. extended the work in [11] to MIMO-
OFDM systems [13]. The subspace channel estimation often 
converges in a large amount of received OFDM symbols. To 
enhance the convergence of the subspace channel estimation, 
Yu [14] presented the block matrix scheme (BMS) to SIMO 
CP-free OFDM systems. This approach can obtain a group 
of equivalent signals which is about N times of OFDM 
symbols where N is the size of FFT operation. By exploiting 
the idea from [14], a new block matrix scheme is applied to 
MIMO CP-OFDM systems, in which the number of 
equivalent samples is increased and the channel estimation 
error is lowered. 

Notation: Vectors and matrices are denoted by boldface 
lower and upper case letters, respectively; superscripts of ()T 
and ()H denote the transpose and conjugate transpose, 
respectively; I denotes an identity matrix; 0 denotes a zero 
vector or matrix with all zero entries; E[] denotes the 
statistical expectation;   denotes the matrix or vector 

Frobenius norm. 
The rest of this paper is organized as follows. In Section 

II, we introduce the signal model of the MIMO CP-OFDM 
systems. The subspace channel estimation is briefly 
described in Section III. In Section IV, the blind and semi-
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blind subspace channel estimations are presented with the 
assistance of block matrix scheme. The computer simulations 
are performed in Section V. Finally, conclusion and future 
work are given in Section VI. 

II. SYSTEM MODEL 

Fig. 1 shows the quasi-synchronous MIMO CP-OFDM 
system with Mt transmit antennas and Mr receive antennas. 

Let    ( ) ,0 , , , 1
T

q q qn b n b n N   b   be the n-th block 

frequency domain symbol for the q-th transmit antenna. 
Transmitted symbol bq(n,k) is assumed to be independent 
and identically distributed (i.i.d.) complex random variable 
with zero-mean and variance 2

s . After multicarrier 
modulation implemented by IDFT, the time domain signal 
vector is given by 

   ( ) ( ) ,0 , , , 1
TH

q N q q qn n s n s n N    s W b   where WN 

is the N-point DFT matrix with the (n,m)-th element 
(1/ ) exp( 2 ( 1)( 1) / ).N j n m N    Appending CP 

components at the front of ( )q ns
 
yields 

( ) ( ,0), , ( , 1)
T

q q qn x n x n Q   x  , where Q=N+Lc and Lc 

is the length of CP. Denote by 

    1

0 0
( , )

Q

n j
m n j m nQ j 

 
   x x the transmitted 

vector among all transmit antennas where 

1( , ) ( , ), , ( , )
t

T

Mn j x n j x n j   x  . The discrete-time 

received signal at the p-th receive antenna is given by 

       
1 0

tM L

p pq q p
q l

r m h l x m l v m
 

                  (1) 

where  pqh l , l=0,…,L represents the composite channel 

impulse response between the q-th transmit antenna and the 
p-th receive antenna with maximum channel order L, and 

( )pv m  is the additive white Gaussian noise (AWGN) with 

zero-mean and variance 2
n . Noise is assumed to be spatially 

and temporally white, and be uncorrelated with transmitted 
symbols. In order to avoid the inter-symbol interference (ISI), 

we assume that CL L . Let      1 , ,
T

Mrm r m r m   r   

and stack r(m), m=nQ+Lc,…, nQ+Q-1 as rn. Then we have 

( ), , ( 1)
TT T

n c N n nnQ L nQ Q       r r r H x v
   

 (2) 

where vn is the noise vector and 
( ) 1( , ), , ( , 1) t

T N L MT T
n cn L L n Q       x x x   

( ) (0)

( ) (0)
N

L

L

 
   
  

h h 0

H

0 h h

  
     

  

           

(3) 

 

     
     

     

11 12 1

21 22 2

1 2

t

t

r r r t

M

M

M M M M

h l h l h l

h l h l h l
l

h l h l h l

 
 
 
 
 
  

h




   


                   

Note that HN is a NMr(N+L)Mt block Toeplitz matrix. 
To consider a tall and skinny matrix for HN, we assume that 
Mr>Mt. If it is not the case, the fractionally spaced receiver 
could be used here. In (2), we assume the channel order is 
known a priori derived from Akaike information theoretic 
criterion (AIC) or minimum description length (MDL) [15]. 
Based on the signal model in (2), we discuss the subspace 
channel estimation in the next section. 

III. SUBSPACE CHANNEL ESTIMATION 

With the signal model in (2), various subspace channel 
estimation techniques have been presented based on 
different assumptions. We briefly describe the channel 
estimation in [12] for the purpose of comparison. Let WN 

=[w(0) … w(N-1)] and define WCP and WCP,Mt respectively 
by 

  ( )

( )
,

( ), , ( 1)  

t t

N N L
CP N

NM N L M
CP Mt CP Mt

N L N  

 

   

  

W w w W

W W I

 


 

The signal vector xn can be rewritten as 

,
H

n CP Mt nx W b
                                 

 (4) 

where 

 

1

1
1

( ,0), , ( , 1)

( , ) ( , ), , ( , )

t

t

T NMT T
n

T M
Mt

n n N

n j b n j b n j





    

 

b b b

b

 

   

Substituting (4) into (2), yn can be expressed by 
 

,
H

n N CP Mt n n W n n   r H W b v H b v
                

 (5) 

where ,
H

W N CP MtH H W . In the subspace channel estimation, 
the channel is identifiable if the matrix HW is of full column 
rank. A necessary and sufficient condition for this full 
column rank requirement is given in [12], which is stated as 
follows. 

Theorem 1 [12]: In the case of Mr >Mt, the matrix HW is 
of full column rank if and only if rank(H(z))=Mt at 

2 /j k Nz e  , k=0,…,N-1, where 
0

( ) ( )
L n

n
z n z


 H h .  

From Theorem 2, we can calculate the signal and noise 
subspaces from rn in (5) if the assumptions of Mr >Mt and 
rank(H(ej2πk/N))=Mt are satisfied. To find the noise subspace, 
the correlation matrix of rn is first computed by  

2 2 2[ ] [ ]H H H H
r n n W n n W n s W W nE E       R r r H b b H I H H I

 
(6) 

Performing the eigenvalue-eigenvector decomposition 
(EVD) onto Rr yields the eigenvectors U. The eigenvectors 
can be divided into two sets U=[Us Un] according to their 
eigenvalue spread, where ( )r tNM N L M

s
 U  is the signal 

subspace spanning the same subspace as HW, and 
( ( ) )r r tNM NM N L M

n
  U  is the noise subspace which is 
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orthogonal to the signal subspace. Let Un=[u1,…,uNMr-(N+L)Mt] 
and uk be partitioned into a block vector 

[ (1) ( )]H H H
k k k Nu u u  where uk(j) is a Mr1 vector. Then 

from the subspace orthogonal principle, we have [12] 
*  or  H H

k W CP k u H 0 W V h 0
                  

 (7) 

where (0), , ( )
TT T L   h h h  and kV  is a  1 rL M Q   

matrix 
(1) ( )

(1) ( )

(1) ( )

k k

k k
k

k k

N

N

N

 
 
 
 
 
 

0 0 u u

u u 0
V

0

u u 0 0

 
  

    
 

 

It is shown in [12] that the equations in (7) can 
determine the channel matrix h up to an ambiguity matrix. 
In practical, the correlation matrix in (6) is computed from 
the sample correlation matrix of rn. If there are K OFDM 
symbols available, the sample correlation matrix is given by 

1

ˆ (1/ )
K

H
r n n

n

K


 R r r
                     

 (8) 

From (8), the eigenvectors ˆ ku  and matrix ˆ
kV  can be 

obtained. With the constraint that h has a full column rank, 
the channel matrix can be estimated by the least square 
minimization technique 

ĥ
( ) 2

*

1

ˆarg min
r t

H

NM N L M
H

CP k F
k

 

 

 
h h I

W V h
              

(9) 

IV. BLIND CHANNEL ESTIMATION BY BLOCK MATRIX 

SCHEME 

The estimation performance in (9) is heavily depended 
on the biasness of the sample correlation matrix. Let 

ˆ ˆ
r r r  R R R

 
be the bias sample correlation matrix. It is 

shown in [16] that the norm of the bias matrix is proportional 
to the dimension of rn, and inversely proportional to K. 
Therefore, the subspace channel estimation generally 
requires a large amount of received blocks to achieve a small 
perturbation of sample correlation matrix and a low channel 
estimation error. The block matrix scheme is proposed in this 
section to improve the subspace channel estimation. With the 
assistance of block Toeplitz structure in the received signal, 
the block matrix scheme segments the stacked OFDM 
symbols into a group of equivalent sub-vectors. The number 
of equivalent sub-vectors is about Q times of OFDM 
symbols. Therefore, the biasness of the sample correlation 
matrix is reduced considerably. 

A. Block Matrix Scheme 

We first observe that the channel matrix in (2) has a 
block Toeplitz form. The block matrix scheme is proposed 
here to increase the number of equivalent samples and then 
to enhance the performance of channel estimation. By 
collecting K consecutive received OFDM symbols, the 
signal vector is given by 

  (0), (1), , ( 1)
TT T T

K QK K KKQ     r r r r H x v        (10) 

where 0 1 1[ ( 1, ), ( 1, 1), , , , ]T T T T T T
K KQ L Q     x x x x x x    

is a (QKMt+LMt)×1 vector with 1 x 0  and HQK is a 

QKMr×(QK+L)Mt block Toeplitz matrix which has a similar 
form to (3). Because of the block Toeplitz structure in HQK, 
we can select a proper parameter G such that HQK is 
expressed by  

      

      

G

QK

G

 
 

  
 
  

H 0

H

0 H

                 (11) 

where HG is also a block Toeplitz matrix with dimensions 
GMr×(G+L)Mt. Using (10) and (11), a sub-vector ,K gr  of 

GMr×1 is defined by , ( ), , ( 1)
TT T

K g g g G    r r r  , 

which is obtained as 

, , , ,   0, ,K g G K g K g g KQ G   r H x v              (12) 

where  , ( ), , ( 1)
T

K g g L g G   x x x   and ,K gv  contains 

the noise components.  
From the sub-vectors in (12), the subspace channel 

estimation can be performed if the channel matrix HG has a 
full column rank. A tall and skinny matrix is only a 
necessary but not a sufficient condition for the block 
Toeplitz matrix to be of full column rank. That is  
GMr>(G+L)Mt can not guarantee that HG has a full column 
rank. More precisely, a necessary and sufficient condition 
for this requirement has been presented in [17]. 

Theorem 2 [17]: Assume that h(0), h(L) and H(z) have 
a full column rank for all z. The block Toeplitz matrix HG 
has a full column rank if and only if G is no less than the 
degree of orthogonal complement polynomial matrix of 
H(z).  

If the assumptions in Theorem 2 are satisfied such that 
HG has a full column rank, the subspace channel estimation 
is developed as follows. We first show that the symbols in 

,K gx  are uncorrelated. Since ( ) ( )H
q N qn ns W b , we find that 

( )q ns  is also an i.i.d. random vector because of 
2[ ( ) ( )] [ ( ) ( )]H H H

q q N q q N sE n n E n n  s s W b b W I . Denote by 

, ,[ ]H
G K g K gER r r   the correlation matrix of ,K gr . If we 

properly choose the parameter G such that the symbols in 

,K gx  are uncorrelated, the noise subspace can be computed 

from the EVD of , ,[ ]H
G K g K gER r r    

2 2 2H H H
G s G G n s s s n n n      R H H I E E E E           (13) 

where sΣ  is a diagonal matrix consisting of (G+L)Mt 

eigenvalues larger than 2
n , Es is the signal subspace which 

equals the range space of HG, and En is the noise subspace. 
Using the orthogonal property between signal subspace and 
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noise subspace, we have H
n G E H 0 . Let qi be the i-th 

column of En and partition qi into a G×1 block vector 

(0), (1), , ( 1)
TT T T

i i i i G   q q q q                   (14) 

where ( ) ,  0, , 1.rM
i j C j G  q   Exploiting the block 

Toeplitz structure of HG, H
n G E H 0  is rewritten by 

0,   1, , ( )H
i r ti GM G L M   Q h                  (15) 

where  ( 1) ( )rL M G L
i C   Q  

   

   

1 0

1 0

i i

i

i i

G

G

 
   
  

q q 0

Q

0 q q

  
     

  
 (16) 

A theorem is given in [17] that (15) can determine the 
channel matrix h up to an ambiguity matrix. 

Theorem 3 [17]: Let h  be a matrix that has the same 
size as that of h, GH  be constructed from h  in the same 

form as HG is constructed from h. Assume that h(0), h(L) 
and H(z) have a full column rank for all z, and G is no less 
than the degree of orthogonal complement polynomial 
matrix of H(z). Then h  is equal to hΩ where Ω is an Mt 

Mt invertible matrix if and only if h  has a full column 
rank and span ( )GH  is equal to span(HG).  

In a finite sample scenario, we use the sample 

correlation matrix ˆ
GR  instead of the ensemble average 

correlation matrix RG to compute the noise subspace. Due to 
the biasness of the sample correlation matrix, the 
homogeneous equations in (15) will not be satisfied. The 
constrained least square optimization criterion is adopted to 
find the channel matrix  

  1
|| || 1

ˆ ˆ ˆ[ ] arg min
i

H H
Mt i i

 
h

h h h h QQ h           (17) 

where 1 ( )r tGM G L M    Q Q Q . The estimates of h in (17) 

are the eigenvectors associated with the Mt smallest 

eigenvalues of the matrix QQH. From Theorem 3, ĥ  differs 
from h by an ambiguity matrix Ω. In the blind channel 
estimation, the assistance of pilot sequences is a practical 
way to solve the ambiguity and alleviate the phase rotation 
in the symbol detection.  

 

B. Semi-blind Approach 

The semi-blind estimation technique estimates the 
channels by combining the blind method with the pilot 
information [18]. From (2), rn can be rewritten as  

n cir n n r H s v  

where Hcir is a NMr×NMt block circular matrix, and 
( )H

n N Mt n s W I b . Performing DFT operation onto rn 

yields ( ) [ ( ,0) ( , 1)]T T T
n nDFT n n N  y r y y  where  

( , ) ( ) ( , ) ( , )n k k n k n k y H b η
 
                   (18) 

, 2 /

0
( ) ( )

L j lk N

l
k l e 


 H h  is a Mr×Mt matrix and η(n,k) is 

the noise. Assume that there are A OFDM symbols and each 
one contains B pilots at k1, k2, … ,kB subcarriers. Define Y(n) 
and B(n) and η(n) respectively by  

 
 
 

1 2

1 2

1 2

( ) ( , ), ( , ), , ( , )

( ) ( , ), ( , ), , ( , )

( ) ( , ), ( , ), , ( , )

T

B

T

B

T

B

n n k n k n k

n n k n k n k

n n k n k n k







Y y y y

B b b b

η η η η






 
           (19) 

Then from (18) and (19), Y(n) is given by 

0

( ) ( ) ( ) ( ) ( ) ( )
L

l T

l

n n l n n n


   Y Φ B h η D h η
 
       (20) 

where 12 / 2 /( , , )Bj k N j k Ndiag e e  Φ  , 

[ (0), , ( )]TLh h h  , 1( ) [ ( ), ( ), , ( )]Ln n n nD B Φ B Φ B . 

Stacking Y(n) for n=n1, n2,…, nA produces 

1 1 1( ) ( ) ( )

( ) ( ) ( )A A A

n n n

n n n

     
              
     
     

Y D η

Y h Dh η

Y D η

   
 
       (21) 

To solve the ambiguity problem in the subspace channel 
estimation, we integrate linear equations in (15) and (21) 
together. Denote by vec(.) the vectorization of a matrix by 
stacking its columns in order. Let ( ),v vecy Y

 
( ),v vech h 

 
( ),v vech h  and ( )v vecη η . Then (15) and 

(21) become 
0,H

Mt v

v Mr v v



 

Q h

y D h η                              (22) 

where Mt Mt Q I Q  and Mr Mr D I D . We further 

observe that vh  and hv have the same components with 

different arrangement. After carefully simplification, we 
obtain v v vh P h  where Pv is a MrMt(L+1)× MrMt(L+1) 

permutation matrix.  
( 1) ( 1) ,

1, ( 1) ( 1)
( , )

0 , 1 , 1

0, otherwise

t t

r r
v

t r

x r M L lM t

y t M L lM r
x y

l L t M r M

    
         


P
  

       (23) 

Thus the semi-blind approach can find the estimates of h by 
the following minimization criterion,  

22ˆ arg min  
v

H
v v Mr v v Mt v  

h
h y D P h Q h          (24) 

where   is a weighting constant. The solution of the 
problem in (24) is given by 

1ˆ ( )H H H H H
v v Mr Mr v Mt Mt v Mr v  h P D D P Q Q P D y          (25) 

C. Discussions 

The parameter G needs to be selected properly such that 
HG is of full column rank. Two possible considerations are 
examined as follows. Firstly, the symbols in ,K gx  are 
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required to be uncorrelated explained in Sec IV.A. Since 
x(n,i)= x(n,i+N) for i=0,…,Lc, those identical components 
will not appear in ,K gx  at the same time if G+L≤N. Secondly, 

from Theorem 2, the necessary and sufficient condition for 
HG has a full column rank is that G is no less than the degree 
of orthogonal complement polynomial matrix of H(z). We 
can show that a more practical selection to ensure that G is 
sufficiently large to satisfy this requirement is G≥MrL. 
Therefore, the selectable range of G is given by MrL≤G≤N-L. 

Besides, comparing with ˆ
rR  in (8), the sample 

correlation matrix for the proposed method is calculated by 

, ,
0

1ˆ
1

KQ G
H

G K g K g
gKQ G






  R r r 

                     
 (26) 

Therefore, ˆ
GR  is averaged by (KQ-G+1) equivalent signals 

with dimension of GMr×1, while ˆ
rR  is averaged by K 

OFDM symbols with dimension of NMr×1. According to 
the analysis in [16], the biasness of the sample correlation 
matrix for the proposed method is reduced considerably.  

V. COMPUTER SIMULATIONS 

Computer simulations are given here to verify the 
performances of the proposed channel estimations (CE). 
The number of subcarriers is set N=64 and number of 
CP=16. The 16QAM modulation scheme is applied. The 
input signal-to-noise ratio (SNR) is defined as the bit SNR 
at single receive antenna. The independent Rayleigh channel 
with exponentially decaying power delay profile of channel 
order L=5 is used in simulations. In the semi-blind approach, 
we use A=2, B=8 and 100  . The normalized root mean-
squared error (NRMSE) between the estimated and true 
channels is given by 

2

2
1

ˆ|| ( ) ( ) ||1

( 1) || ( ) ||

mN
F

pm r t F

p p
NRMSE

N M M L p




  h h

h
          (34) 

where the subscript p refers to the p-th simulation run and 
Nm denotes the number of Monte Carlo runs. 

We first examine in Fig. 2 the influences of block matrix 
size G varied from 12 to 80 for the BMS-based channel 
estimators. The selectable range of G suggested in Sec IV is 
10≤G≤59. It is observed from Fig. 2 that the selection of G 
is very robust for the proposed BMS-based methods even G 
is larger than 59. When G≥60, there are a portion of 
equivalent signals suffer from the correlated transmitted 
signals due to CP components. However, the amount of the 
correlated signals is small such that it has insignificantly 
influence on the channel estimation. Besides, the blind 
method uses pilot sequences to correct the ambiguity matrix 
while the semi-blind method integrates the subspace 
information with pilot sequences in calculation of channel 
estimation. Therefore, the semi-blind method outperforms 
the blind one. 

The RNMSE versus the input SNR for the compared 
channel estimation methods is plotted in Fig. 3. With the 
selection of G=64, the proposed methods produce almost 
Q=80 times of equivalent signals while the method in [14] 
has only 17 times of equivalent signals. Therefore, the 
proposed methods outperform the other two channel 
estimation methods. Furthermore, combining with 16 pilot 
signals for each transmit antenna, the semi-blind method 
obtains the lowest MSE values. Fig. 4 shows the RNMSE 
versus the number of OFDM symbols. As the number of 
OFDM symbols increases, the proposed BMS-based 
methods decrease the RNMSE on a steeper slope than the 
methods in [12] and [14]. Especially the semi-blind method 
converges to the lowest MSE after about K>50.  

With the estimated channels in Figs. 3 and 4, we 
examine the BER performances of the minimum mean-
square error (MMSE) equalizers. For the sake of 
comparison, the BER with real channel coefficients is also 
plotted. The BERs versus the input SNR are discussed in 
Fig. 5. Since the proposed BMS-based methods produce a 
lower estimation error than the compared methods, the 
equalizers with the former methods outperform those with 
the latter ones. The semi-blind method almost achieves the 
same BER performance as the equalizer with real channels. 
Finally, the BERs versus the number of OFDM symbols are 
examined in Fig. 6. The proposed BMS-based methods 
converge faster than the other two methods. Interestingly, 
the semi-blind method reaches the error floor of the BER at 
about K=50 in which the lowest MSE is also met.  

VI. CONCLUSION AND FUTURE WORK 

We proposed in this paper the blind and semi-blind 
subspace channel estimation for MIMO CP-OFDM systems. 
Inspired by the block Toeplitz structure, the block matrix 
scheme is first presented to increase the number of 
equivalent signals. The block matrix scheme decreases the 
biasness of the correlation matrix, noise subspace and then 
the channel estimation. The identifiability of the proposed 
channel estimation is further studied, where the estimated 
channels differ from the true channels by an invertible matrix. 
With the assistance of few pilot sequences, the semi-blind 
method combining the subspace method with pilot 
information is provided at the end. Computer simulations 
verify the superiority of the proposed blind and semi-blind 
CE over the compared ones.   

We will extend the work in this paper to the OFDM 
systems with the virtual carriers (VCs). The VCs are often 
properly distributed on the dedicated band with zero values 
in OFDM systems for shaping the transmission spectrum and 
alleviating the adjacent channel interference (ACI). With the 
existence of VCs, the property that the symbols in ,K gx  are 

uncorrelated is not hold. Additional work will be required to 
make the block matrix scheme applicable to OFDM systems 
with VCs. 
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Abstract—In this paper, the blind frequency offset estimation
schemes robust to the non-Gaussian noise for orthogonal fre-
quency division multiplexing (OFDM) systems are addressed.
Based on the cyclic prefix structure and a maximum-likelihood
(ML) estimation, the estimation schemes in non-Gaussian noise
are proposed. Simulation results show that the proposed blind
estimation schemes offer a robustness and a substantial per-
formance improvement over the conventional blind estimation
scheme in non-gaussian noise environments.

Keywords-blind estimation; frequency offset; maximum-
likelihood; non-Gaussian noise; OFDM.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has
been adopted as a physical layer implementation in a wide
variety of wireless systems such as long term evolution
(LTE), wireless local area network (WLAN), and worldwide
interoperability for microwave access (WiMAX) due to its
immunity to multipath fading and high spectral efficiency
[1]-[3]. However, OFDM is very sensitive to the frequency
offset (FO) caused by Doppler shift or oscillator instabilities
[1], [4]. In this paper, we focus on FO estimation based on
the blind approach, which does not require an additional
training symbol [4].

Assuming that the ambient noise is a Gaussian process, in
[5], an optimal FO estimation scheme was proposed using
the cyclic prefix (CP) of OFDM symbols without requiring
the training symbol. However, it has been observed that the
ambient noise often exhibits non-Gaussian nature in wireless
channels, mostly due to the impulsive nature originated from
various sources such as car ignitions, narrowband interfer-
ences, moving obstacles, and reflections from sea waves [6],
[7]. The conventional estimation scheme developed assum-
ing the Gaussian noise could suffer from severe performance
degradation under the non-Gaussian noise environments.

In this paper, we propose robust blind FO estimation
schemes in non-Gaussian noise environments. Using the
CP structure of OFDM, we first derive a blind maximum-
likelihood (ML) FO estimation scheme in non-gaussian
noise modeled as a complex isotropic Cauchy noise, and
then, propose a simpler blind estimation scheme reducing

the size of the candidate set. From simulation results, the
proposed schemes are confirmed to offer a substantial per-
formance improvement over conventional blind estimation
scheme in non-Gaussian noise environments.

The rest of this paper is organized as follows. Section
II introduces the signal and noise model. In Section III,
the novel blind FO estimation schemes are proposed, and
then, in Section IV the simulation results are demonstrated.
Section V concludes this paper.

II. SIGNAL MODEL

The kth received OFDM sample r(k) can be expressed
as

r(k) = x(k)ej2πkε/N + n(k) (1)

for k = −G, · · · ,−1, 0, 1, · · · , N − 1, where x(k) is the
kth sample of the transmitted OFDM symbol generated by
the inverse fast Fourier transform (IFFT) of size N , G is
the size of the CP, ε is the FO normalized to the subcarrier
spacing 1/N , and n(k) is the kth sample of additive noise.

In this paper, we adopt the complex isotropic symmetric α
stable (CISαS) model for the noise samples {n(k)}N−1

k=0 and
assume that they are independent and identically distributed;
this model has been widely employed due to its strong
agreement with experimental data [8], [9]. For example, the
interference due to the multiple access is often modeled
as the SαS noise [10], [11] as well as the ambient noise
in the shallow water channel of underwater communication
systems [12]. The probability density function (pdf) of n(k)
is then given by [8]

fn(ρ) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
e−γ(u2+v2)

α
2 −jℜ{ρ(u−jv)}dudv,

(2)
where ℜ{·} denotes the real part, the dispersion γ > 0
is related to the spread of the pdf, and the characteristic
exponent α ∈ (0, 2] is related to the heaviness of the tails of
the pdf: A smaller value of α indicates a higher degree of
impulsiveness, whereas a value closer to 2 indicates a more
Gaussian behavior.
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A closed-form expression of (2) does not exist except for
the special cases of α = 1 (complex isotropic Cauchy) and
α = 2 (complex isotropic Gaussian). For complex isotropic
Cauchy and Gaussian cases, (2) can be re-written in the
closed form as

fn(ρ) =

 γ
2π

(
|ρ|2 + γ2

)− 3
2 , when α = 1

1
4πγ exp

(
− |ρ|2

4γ

)
, when α = 2.

(3)

In this paper, we concentrate on the case of α = 1, since it
is known that the receiver which performs well in Cauchy
noise also works well in other cases of SαS noise [11]. We
shall see in Section IV that the estimation schemes obtained
for α = 1 are not only more robust to the variation of α,
but they also provide a better performance for most values
of α, than the conventional estimation scheme.

III. PROPOSED SCHEMES

A. Maximum-likelihood Blind Estimation Scheme

In estimating the FO, we consider a property of the
CP structure of OFDM, i.e., x(k) = x(k + N) for k =
−G,−G+ 1 · · · ,−1 as in [5]. Then, from (1), we have

r(k +N)− r(k)ej2πε = n(k +N)− n(k)ej2πε (4)

for k = −G,−G + 1 · · · ,−1. Observing that n(k +N) −
n(k)ej2πε obeys the complex isotropic Cauchy distribution
with dispersion 2γ (since the distribution of −n(k)ej2πε is
the same as that of n(k)), we obtain the pdf

fr(r|ε) =
−1∏

k=−G

γ

π
(
|r(k +N)− r(k)ej2πε|2 + 4γ2

) 3
2

(5)
of r = {r(k+N)− r(k)ej2πε}−1

k=−G conditioned on ε. The
ML estimation is then to choose ε̂ such that

ε̂ = argmax
ε̃

[log fr(r|ε̃)]

= argmin
ε̃

Λ(ε̃), (6)

where ε̃ denotes the candidate value of
ε and the log-likelihood function Λ(ε̃) =∑−1

k=−G log
{∣∣r(k +N)− r(k)ej2πε̃

∣∣2 + 4γ2
}

is a
periodic function of ε̃ with period 1: The minima of Λ(ε̃)
occur at a distance of 1 from each other, causing an
ambiguity in estimation. Assuming that ε is distributed
equally over positive and negative sides around zero, the
valid estimation range of the ML estimation scheme can be
set to −0.5 < ε ≤ 0.5, as in [5]. The estimation scheme
(6) will be called the Cauchy ML blind estimation (CMBE)
scheme.

B. Low-complexity Blind Estimation Scheme

The CMBE scheme is based on the exhaustive search
over the whole estimation range (|ε| < 0.5), which requires
high computational complexity. Thus, we propose a low-
complexity FO estimation scheme with the reduced set of
the candidate values.

In order to obtain the reduced set of the candidate values,
we exploit the fact that ε = 1

2π∠{x∗(k)x(k + N)} =
1
2π∠{r∗(k)r(k +N)} for k = −G,−G + 1 · · · ,−1 in the
absence of noise. Based on this property, we obtain the set
of the candidate values

ε̄(k) =
1

2π
∠{r∗(k)r(k+N)}, for k = −G,−G+1 · · · ,−1.

(7)
Exploiting the set of the candidate values in (7), the FO
estimate ε̂L can be obtained as follows

ε̂L = argmin
ε̄(k)

Λ
(
ε̄(k)

)
, for k = −G,−G+1 · · · ,−1. (8)

In the following, (8) is denoted as the low-complexity
CMBE (L-CMBE) scheme. Using only N/2 candidate val-
ues, the L-CMBE scheme can offer an almost same per-
formance as the CMBE scheme with the exhaustive search,
which is verified by simulation results in Section IV.

IV. SIMULATION RESULTS

In this section, the proposed CMBE and L-CMBE
schemes are compared with the Gaussian ML blind estima-
tion (GMBE) scheme in [5] in terms of the mean squared
error (MSE). We assume the following parameters: The IFFT
size N = 64, FO ε = 0.25, the search spacing of 0.001
for the CMBE scheme, and a multipath Rayleigh fading
channel with length L = 8 and an exponential power delay
profile of E[|h(l)|2] = exp(−l/L)/{

∑L−1
l=0 exp(−l/L)} for

l = 0, 1, · · · , 7, where h(l) is the lth channel coefficient
of a multipath channel and E[·] denotes the statistical ex-
pectation. Since CISαS noise with α < 2 has an infinite
variance, the standard signal-to-noise ratio (SNR) becomes
meaningless for such a noise. Thus, we employ the geomet-
ric SNR (GSNR) defined as E[|x(k)|2]/(4C−1+2/αγ2/α),
where C = exp{limm→∞(

∑m
i=1

1
i − lnm)} ≃ 1.78 is the

exponential of the Euler constant [13]. The GSNR indicates
the relative strength between the information-bearing signal
and the CISαS noise with α < 2. Clearly, the GSNR
becomes the standard SNR when α = 2. Since γ can be
easily and exactly estimated using only the sample mean and
variance of the received samples [14], it may be regarded as
a known value: Thus, γ is set to 1 without loss of generality.

Figs. 1-3 show the MSE performances of the CMBE, L-
CMBE, and GMBE schemes as a function of α when the
GSNR is 5, 10, and 15 dB, respectively. From the figures,
we can clearly observe that the proposed schemes not only
outperform the conventional scheme for most values of α,
except for those close to 2, but also provide a robustness
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Figure 1. The MSE performances of the CMBE, L-CMBE, and GMBE
schemes as a function of α when the GSNR is 5 dB.
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Figure 2. The MSE performances of the CMBE, L-CMBE, and GMBE
schemes as a function of α when the GSNR is 10 dB.

to the variation of the value of α. Another important obser-
vation is that the estimation performance of the L-CMBE
scheme is almost same as that of the CMBE scheme. From
this observation, it is confirmed that the candidate values for
the L-CMBE scheme is reasonable.

Fig. 4 shows the MSE performances of the proposed and
conventional schemes as a function of GSNR when α = 1.
From the figure, we can clearly observe that the proposed
schemes outperform the conventional scheme regardless of
value of GSNR. Moreover, the MSE performance of L-
CMBE is very similar to that of the CMBE, the optimal
FO estimation scheme when α = 1, but also provide a
robustness to the variation of the value of α.
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Figure 3. The MSE performances of the CMBE, L-CMBE, and GMBE
schemes as a function of α when the GSNR is 15 dB.
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Figure 4. The MSE performances of the CMBE, L-CMBE, and GMBE
schemes as a function of GSNR when α = 1.

V. CONCLUSION

In this paper, we have proposed blind FO estimation
schemes in non-Gaussian noise environments. Based on
the CP structure of OFDM, we first have derived a ML
FO estimation scheme in non-gaussian noise modeled as a
complex isotropic Cauchy noise, and then, derived a simpler
blind estimation scheme with a lower complexity. From
simulation results, it has been confirmed that the proposed
schemes offer a robustness and a substantial performance
improvement over the conventional estimation scheme in
non-gaussian noise environments.
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Abstract—In this paper, we propose a novel carrier fre-
quency offset (CFO) estimation scheme for orthogonal fre-
quency division multiplexing (OFDM) systems in non-Gaussian
noise environments. The proposed scheme has much wider
estimation range compared with that of the conventional
scheme, improving the overall CFO estimation performance.
Numerical results demonstrate that the proposed scheme has
better estimation performance than the conventional scheme.

Keywords-estimation; carrier frequency offset; orthogonal
frequency division multiplexing (OFDM); non-Gaussian; peri-
odogram.

I. INTRODUCTION

Tho orthogonal frequency division multiplexing (OFDM)
signal has been widely used for wireless communication
systems including wireless local area network (WLAN),
wireless metropolitan area network (WMAN), and digital
video broadcasting (DVB) systems [1]. However, the OFDM
system is very sensitive to the carrier frequency offset (CFO)
caused by Doppler shift or oscillator instabilities. Thus,
the CFO estimation is one of the most important issues in
OFDM systems.

Several schemes [2]-[4] have been proposed to estimate
the CFO of OFDM signals. Schmidl and Cox proposed
a CFO estimation scheme using a training symbol with
two identical halves [2], whose estimation range is equal
to the sub-carrier spacing. In [3], a new CFO estimation
scheme that utilizes a training symbol with more than
two identical parts was proposed, increasing the estimation
range twice that of the scheme in [2]. With the maximum-
likelihood (ML) criterion, in [4], an optimal scheme for CFO
estimation was derived using the same training symbol as in
[3]. Recently, in [5], a periodogram-based CFO estimation
scheme was proposed, whose estimation range is as large
as the bandwidth of the OFDM signal while maintaining
the same level of the estimation performance as those of
the schemes based on training symbols with identical parts.
However, the conventional schemes are developed under
the assumption of the Gaussian distributed noise. Since
it has been observed that the noise often exhibits non-
Gaussian nature in wireless channels [6], the conventional
estimators could suffer from performance degradation in the
non-Gaussian noise environments.

In this paper, we propose a novel periodogram-based CFO
estimation scheme for OFDM systems in non-Gaussian noise
environments. We first investigate the influence of the non-
Gaussian noise on the integer part of CFO estimation scheme
in [5], and then, propose a novel fractional frequency offset
(FFO) estimation scheme with wider estimation range. The
numerical results show that the proposed FFO estimation
scheme has better estimation performance than the FFO
estimation scheme in [5] under the influence of the non-
Gaussian noise.

II. SIGNAL MODEL

After the inverse fast Fourier transform (IFFT) operation,
at the transmitter, the nth complex-valued OFDM sample
x(n) can be expressed as

x(n) =
1√
N

N−1∑
k=0

Xke
j2πkn/N , n = 0, 1, · · · , N−1, (1)

where N is the size of the IFFT and Xk is a phase
shift keying (PSK) or a quadrature amplitude modulation
(QAM) symbol in the kth sub-carrier. The data part of the
OFDM symbol has a duration of T seconds, and the cyclic
prefix (CP), whose length is generally designed to be longer
than the channel impulse response, is inserted to avoid the
intersymbol interference (ISI).

The nth received OFDM sample r(n) is obtained by
sampling the received OFDM signal every Ts = T/N
seconds and can be expressed as

r(n) = s(n)ej2π(εI+εF )n/N + w(n), (2)

where s(n) =
∑L−1

k=0 hkx(n − k) is the signal component
with the kth channel filter tap coefficient hk and the chan-
nel memory size L, εI and εF represent the integer FO
(IFO) and FFO normalized to the sub-carrier spacing 1/T ,
respectively, and w(n) is the non-Gaussian noise sample. In
this paper, we assume the static channel during one OFDM
symbol duration and perfect timing synchronization.
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Figure 1. ε̂F as a function of ε− ε̂I in [5].
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Figure 2. IFO metric {I(f) + I(f + 1)} normalized to N2∥h0∥2 as a
function of the frequency f ∈ [−N/2, N/2) for εF = 0.3 when εI = 1,
N = 8, and the noise is absent.

III. PROPOSED SCHEME

A. Influence of the non-Gaussian noise on the IFO estima-
tion

In [5], the estimates ε̂I and ε̂F of the IFO and FFO are
obtained as

ε̂I = argmax
fk

{
I(fk) + I(fk + 1)

}
(3)

and

ε̂F =

√
I(ε̂I + 1)√

I(ε̂I) +
√
I(ε̂I + 1)

, (4)

respectively, where ‘arg’ is the argument operation and
I(fk) is the signal periodogram defined as

I(fk) =

∣∣∣∣∣
N−1∑
n=0

r(n)e(n)e−j2πfkn/N

∣∣∣∣∣
2

, (5)

where fk ∈ {−N
2 ,−

N
2 + 1, · · · , N

2 − 1} is the kth IFO
candidate, | · | is the absolute operation, and e(n) is the
envelope equalized processing factor, which removes the
influence of the data modulation, defined by x(n)∗

∥x(n)∥2 with
the complex conjugation ‘∗’ and Euclidean norm ∥ · ∥.

In the absence of the noise, ε̂F is given by Z(ε̂I)
Z(ε̂I)+Z(ε̂I+1) ,

where Z(α) = | sin(π(ε−α)/N)|, and is drawn as a function
of ε− ε̂I as shown in Fig. 1, where ε = εI + εF . It is seen
from the figure that the FFO can be correctly estimated only
when 0 ≤ ε− ε̂I < 1 (i.e., ε̂I ∈ (ε− 1, ε]) which is referred
to as the correct estimation range.

Fig. 2 shows the IFO metric {I(f) + I(f + 1)} nor-
malized to N2∥h0∥2 as a function of the frequency f ∈
[−N/2, N/2) for εF = 0.3 when εI = 1, N = 8, and
the noise is absent, where ‘◦’ represents the IFO metric
value corresponding to each fk and the shaded region
represents the correct estimation range. In this paper, the
correct estimation probability of the IFO is defined as the
probability that the maximum IFO metric corresponds to fk
stays within the correct estimation range.

From the figure, we can see that the IFO metric value
(outside the correct estimation range) nearest to the correct
estimation range is as large as that in the correct estimation
range. Thus, under the influence of non-Gaussian noise
with impulsive nature, the IFO estimation scheme (3) often
outputs an incorrect estimate.

B. Proposed FFO Estimation Scheme

First, we define a new function similar to the periodogram,
which can be expressed as

Ip(fk) =
N−1∑
n=0

r(n)e(n)e−j2πfkn/N . (6)

In the absence of the noise and interferences, Ip(fk) can be
re-written as

Ip(fk) =
N−1∑
n=0

h0e
j2π(ε−fk)n/N . (7)

Next, using the ratio Ip(ε̂I) to Ip(ε̂I +1), we can remove
the channel component h0 as follows

Ip(ε̂I)

Ip(ε̂I + 1)
=

h0 · 1−ej2π(ε−ε̂I )

1−ej2π(ε−ε̂I )/N

h0 · 1−ej2π(ε−ε̂I )e−j2π

1−ej2π(ε−ε̂I )/Ne−j2π/N

=
1− ej2π(ε−ε̂I)/Ne−j2π/N

1− ej2π(ε−ε̂I)/N
. (8)

From (8), the estimate of the FFO ε̂F (u ε − ε̂I ) can be
obtained as

ε̂F =
N

2π
∠
(

1−M(ε̂I)

ej2π/N −M(ε̂I)

)
, (9)

where M(ε̂I) = Ip(ε̂I)/Ip(ε̂I + 1) and ∠(y) denotes an
angle of y. From (9), we can see that the estimation range
of the proposed scheme is −N

2 ≤ ε̂F < N
2 . Thus, the

proposed scheme (9) can estimate the FFO in both correct
IFO estimate and incorrect IFO estimate cases.

IV. NUMERICAL RESULTS

In this section, we compare the performance of the pro-
posed and conventional [5] FFO estimation schemes in terms
of the correct estimation probability. In the simulation, we
assume the following parameters: quadrature PSK (QPSK)
data modulation, the FFT size of N = 64, a CP with a length
of 8 samples, and the maximum Doppler shift of 125 Hz
(corresponding to a mobile speed of 54 km/h with a carrier

18Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                           31 / 453



-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

50

60

70

80

90

100

C
o
rr

ec
t 

es
ti

m
at

io
n
 p

ro
b
ab

il
it

y
 o

f 
th

e 
F

F
O

ˆ
I

Conventional

Proposed

Figure 3. Correct estimation probabilities of the FFO as a function of
ε− ε̂I for the proposed and conventional schemes in the Rayleigh fading
channel model when G-SNR is 5 dB.
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Figure 4. Correct estimation probabilities of the FFO as a function of
ε− ε̂I for the proposed and conventional schemes in the Rayleigh fading
channel model when G-SNR is 25 dB.

frequency of 2.5 GHz). The non-Gaussian noise is modeled
as Cauchy noise [7]. Since the variance is not defined
in Cauchy noise, the standard signal-to-noise ratio (SNR)
becomes meaningless. Thus, we employ the geometric SNR
(G-SNR), which provides a mathematically and conceptually
valid characterization of the relative strength between the
signal and noise [8], is defined as

G-SNR =
σ2
s

2Cγ2
, (10)

where σ2
s , E{|s(n)|2} with the expectation operator

E{·}, C = exp{limb→∞(
∑b

a=1
1
a − ln b)} u 1.78 is the

exponential of the Euler constant, and γ is the dispersion
parameter, which is set to be 1 in this paper. We consider

four-path Rayleigh fading channel model with path delays of
0, 2, 4, and 6 samples and exponential power delay profile
of E{A2

l } = exp(−0.768l) for l = 0, 1, 2, and 3 (i.e., the
power ratio of the first and last paths is set to 10 dB).

Figs. 3 and 4 show the correct estimation probabilities
of the FFO as a function of ε − ε̂I for the proposed and
conventional schemes. In the figures, we can see that the
proposed scheme has wider estimation range than the con-
ventional scheme. Thus, the proposed scheme can estimate
the FFO when ε − ε̂I < 0 and ε − ε̂I > 1 (outside of
the correct estimation range of the IFO). However, we can
observe that the estimation range of the proposed scheme
is narrower than that in the ideal case of −N

2 ≤ ε̂F < N
2

in the absence of noise. This can be explained as follows.
The proposed scheme is based on Ip(ε̂I) and Ip(ε̂I + 1).
As shown in Fig. 2, when the chosen ε̂I is far from the
correct estimation range of the IFO, Ip(ε̂I) and Ip(ε̂I + 1)
have small values, and thus, they would suffer from more
severe influence of the non-Gaussian noise. Thus, the correct
estimation probability of the proposed scheme becomes
smaller as |ε − ε̂I | increases and the estimation range of
the proposed scheme is narrower than that in the ideal case.
However, as mentioned in Section III-A and shown in Fig.
2, in the most cases, the proposed scheme can improve the
overall CFO estimation performance.

In passing, we would like to stress that the proposed
scheme is applicable to any kind of OFDM system employ-
ing training symbol. However, in the applications adopting
the training symbol solely dedicated to the frequency offset
estimation (e.g., IEEE 802.11 [9], long term evolution (LTE)
[10]), the performance of the proposed scheme may not be
better than the schemes dedicated to the application only.

V. CONCLUSION

In this paper, we have proposed a novel CFO estimation
scheme for OFDM systems in the non-Gaussian noise envi-
ronments. We have first investigated the influence of the non-
Gaussian noise on the IFO estimation, and then, proposed
a novel FFO estimation scheme with wider FFO estimation
range. From numerical results, we have confirmed that the
proposed scheme has better estimation performance than the
conventional scheme.
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Abstract -This paper presents the initial results of applying a novel 

concept of energy-efficient pulse switching protocol for ultra-

light-weight wireless network applications. The key idea is to ab-

stract a single pulse, as opposed to multi-bit packets, as the in-

formation exchange mechanism. Pulse switching is shown to be 

sufficient for event sensing applications with binary sensing. 

Event sensing with conventional packet transport can be prohibi-

tively energy-inefficient due to the communication, processing, 

and buffering overheads of the large number of bits within a 

packet’s data, header, and preambles. The paper presents the key 

architectural ideas of a joint MAC-Routing protocol for pulse 

switching with a novel hop-angular event localization.    

Keywords-Impulse Radio; Pulse Switching; UWB; Sensor 

Network; Event Monitoring; Pulse Routing 

I. INTRODUCTION 

   The key idea in this paper is to introduce a new abstraction of 

pulse switching for replacing the traditional packet switching 

for event monitoring. An example application is Structural 

Health Monitoring (SHM) [1] in which while monitoring a 

bridge for structural failures, it may be sufficient for a sensor 

to generate an event to indicate a structural crack in its vicinity. 

Sending an event, indicating the presence of the crack, to a 

sink would require single bit information transport. For this 

scenario, packets can be energy inefficient due to the commu-

nication, processing, and buffering overheads of a large num-

ber of bits within the payload, header, and the synchronization 

preambles [2] in each packet. 

   In the proposed pulse switching paradigm, such an event can 

be coded as a single pulse, which is then transported multi-hop 

while preserving the event’s localization information. The re-

sulting operational lightness, leveraged via zero collision, zero 

buffering, no addressing, no packet processing, and ultra-low 

communication and energy budgets makes the protocol appli-

cable for severely resource-constrained sensor devices such as 

Radio Frequency Identifiers (RFIDs) operating with tight ener-

gy budgets, often from harvested energy [3].    

      The primary challenges are: 1) how to transport localiza-

tion information using a single pulse, and 2) how to route a 

pulse without being able to explicitly code any information 

within the pulse. A key architectural novelty in this work is to 

integrate a pulses’ (i.e. event’s) location of origin within the 

MAC-routing protocol syntaxes. More specifically, by observ-

ing the time of arrival of a pulse with respect to the MAC-

routing frame, a sink can resolve the corresponding event loca-

tion with a pre-set resolution. Multi-hop pulse routing is ad-

dressed by introducing the concept of a novel synchronized 

phase waves across different hop-distances from the sink.  

   The rest of the paper is organized as follows. Section II pre-

sents the related work. Section III describes the network, appli-

cation, and localization model. Section IV presents the MAC-

Routing pulse switching architecture, and Section V presents 

simulated performance results of the proposed architecture. 

Finally, Section VI summarizes the paper. 

II. RELATED WORK 

   Jain et al. [4] reduce preamble and header overheads by ag-

gregating payloads from multiple short packets into a single 

large packet that is routed to a sink node. While reducing the 

energy cost, aggregation still requires the inherent packet over-

heads. The objective of our work is to fully eliminate packets 

via replacing them by pulse switching. 

   Fragouli et al. [5] develop models for energy and delay 

bounds for bit (i.e., packet based) and pulse communications in 

single hop networks. The main results are to demonstrate that 

the worst case energy performance of pulse communication 

can be substantially better than that of packet based communi-

cation, although with a possibly worse delay performance. A 

notable limitation of this work is that the paper does not pro-

vide mechanisms for scaling these results for multi-hop net-

works. Also, no Medium Access Control (MAC) and routing 

protocol details are provided for pulse switching. The objective 

of this paper is to design a MAC-routing framework that can 

be used for practical implementations of multi-hop pulse 

switching.  

III. NETWORK AND APPLICATION MODEL  

Network Model: As shown in Fig. 1, a network contains arbi-

trarily distributed sensors that send pulses to a sink. Depending 

on the node locations and the transmission range (assumed to 

be non-uniform), each node resides at a certain hop-distance 

from the sink. In Fig. 1, the hop-distance for each node is 

marked under the node. The sink is assumed to be capable of 

making high-power transmissions with full network coverage 

for frame-synchronizing the sensors.  

 
Figure 1.  Network model with hop-angular localization 

Application Model: Pulse switching can be used for event 

sensing applications. An event results in multiple pulses, which 

are transported multi-hop to a sink. A pulse is able to repre-

sent: a) the very occurrence of the event, and b) its location of 

origin. With this information, several high level conclusions 

can be derived at the sink by correlating multiple event pulses.  

  Hop-angular Event Localization: A concept of hop-angular 

event area is introduced for event localization. The network is 

logically divided into a fixed number of angular sectors. In Fig. 

1, for example, there are 16 22.5
o
-wide sectors. With a pre-
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defined sector-width (α
o
), the location of a sensor can be repre-

sented by the tuple {sector-id, hop-distance}. For example, the 

location of the encircled sensor in Event Area B in Fig. 1 can 

be represented as {15, 3}, meaning the node is located in the 

15
th

 sector, with a hop-distance 3 from the sink. 

Sink
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h.Rmax
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Fig. 2: Hop-distance event localization  
Figure 2.  Hop-distance event localization 

   The concept of event area does not assume any specific 

shape (i.e. circular or otherwise) of a node’s transmission cov-

erage area. It could be of any arbitrary shape as shown in Fig. 

1. While the angle for a node is pre-programmed at the de-

ployment time, its hop-distance can be dynamically discovered 

using the process outlined in Section IV.C. The {sector-id, 

hop-distance} tuple indicates an event-area, whose size deter-

mines the event localization resolution. This tuple for an 

event’s origin is carried to the sink by the corresponding pulse.   

   Consider the example event-area identified by the tuple {α, 

h} in the top portion of Fig. 2. With a sector-width of α, and 

Rmin, Rmax representing the known minimum and maximum 

wireless transmission range, the most conservative (coarse) 

localization resolution can be expressed as the largest possible 

event area:   360/)1(
2

min

22

max

2 RhRhA
veconservati

 . The average 

resolution is   360/)1( 2222

arg
RhRhA

eave
 , where 

.2/)(
maxmin

RRR   For example, with transmission range span-

ning between 1m to 1.5m, in a network with sector-width (i.e. 

α) of 10
o
, the size of an event-area that is 5 hop-distances away 

is approximately 3.5 square meters. For the Structural Health 

Monitoring application on a bridge, this means that a structural 

crack can be localized within approximately 3.5 square meter 

area. For a given α and transmission range, since this resolu-

tion reduces with higher hop-distances, the maximum network 

size will be determined based on the desired resolution.  
 

IV. PULSE SWITCHING ARCHITECTURE  

A. Joint MAC-Routing Frame Structure 

   Nodes are frame-by-frame time synchronized by the sink, 

and they maintain joint MAC-Routing frames (see Fig. 3) in 

which each slot is used for sending a single pulse. The slot 

includes a guard-time to accommodate the cumulative clock-

drift during a frame, which can be very small for RF technolo-

gy such as Ultra Wide Band (UWB) Impulse Radio, as the 

frame size itself can be ultra-short (µs) for UWB. As shown in 

Fig. 3, the frame contains an uplink part and a downlink part. 

The uplink part contains a control sub-frame and an event sub-

frame. The downlink part of the frame contains a synchroniza-

tion slot in which the sink transmits a full power pulse to make 

all nodes frame-synchronized. The two following downlink 

slots and the reconfiguration part of the uplink control sub-

frame are used for hop-distance discovery. The reconfiguration 

area in control sub-frame has (H+1) slots, where H is the max-

imum hop-distance. The forwarding flag area is designed for 

routing pulses towards the sink. The H-slot wide routing area 

of the control sub-frame is used for energy management. These 

functions will be explained in detail in the next few sections.  

 
Figure 3.  MAC-Routing frame for multi-hop pulse switching 

   The event sub-frame contains H slot clusters, each cluster 

containing 360/α slots, where α corresponds to the sector-

width. Each slot within a cluster corresponds to a specific {sec-

tor-id, hop-distance} tuple. Meaning, for each event-area, rep-

resented by {sector-id, hop-distance}, there is a dedicated slot 

in the event sub-frame. An event originating node transmits a 

pulse during the dedicated event sub-frame slot that corre-

sponds to the {sector-id, hop-distance} of the node’s event 

area. While routing the pulse towards the sink, at all intermedi-

ate nodes it is transmitted at the same event sub-frame slot that 

corresponds to the {sector-id, hop-distance} of its event-area 

of origin. In other words, while being forwarded, the transmis-

sion slot for the pulse at all intermediate nodes does not change 

with respect to the frame. This is how information about the 

location of origin of an event is preserved during routing. Upon 

reception, the sink can infer the event-area of origin from the 

{sector-id, hop-distance} value corresponding to the slot at 

which the pulse is received. The role of the control sub-frame 

in Fig. 3 will be described in Sections IV.C, IV.D and V. 
 

Slot: Tf

Pulse: Gaussian Monocycle

(Pulse Repetition 

Period)

Received: Single Pulse

Multi-path: Delay Spread

Received: Merged 

(overlapped) Pulses

Empty Slot

Empty Slot

Pulse 

Width

 
Figure 4.  Pulse switching with un-modulated UWB pulses  

B. Pulse Realization using UWB Impulse Radio 

   The ability to transmit and receive a single pulse without per-

pulse synchronization overhead is a key requirement for pulse 

switching. Ultra Wide Band (UWB) [6][7] Impulse Radio (IR) 
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technology can be practically  [8] used because of its support 

of single pulse transmission and reception. The top graph in 

Fig. 4 depicts a UWB implementation of the slot structure used 

in this protocol. A typical UWB pulse width is 1 ns, and the 

pulse repetition period Tb is 1000 ns [6], which determines the 

slot size in this case.   

C. Pulse Forwarding  

   A hop-distance discovery process needs to be periodically 

executed by the network for each node to discover its own hop-

distance from the sink node.  When a pulse is transmitted by a 

node at hop-distance h, only its neighboring nodes at hop-area 

(h-1) forward it towards the sink. Meaning, the nodes at hop-

area h and h+1 should ignore the pulse. This logic ensures that 

a pulse is eventually delivered to the sink. While transmitting a 

pulse in the event sub-frame (see Section IV.A), its transmitter 

also sends a pulse in the corresponding slot of the forwarding 

flag area of the control sub-frame. That is, while forwarding a 

pulse by a hop area h node, it sends a pulse in the h
th

 time slot 

of the forwarding flag area. By looking at the received pulse in 

the forwarding area, all the receivers of the pulse can decide if 

it should be discarded or forwarded towards the sink. This can 

ensure that a pulse from hop-area h should be forwarded only 

by nodes in hop-area h-1.  
 

 

D. Sector-constrained Routing 

   The extent of sector-constraints during pulse forwarding can 

be parameterized using , which represents the ratio of the 

angular resolution and an angle . The angle is the sector-

width beyond which a pulse may not be flooded while for-

warding. For a given , the minimum and the maximum values 

of   are  and o180 respectively.  

31 2
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Figure 5.  Route diversity and pulse merging/aggregation 

   The corresponding   values are 1 and /180o . When   is 

1, routing is maximally constrained, indicating the minimum 

communication energy consumption, and the maximum sus-

ceptibility to errors due to the minimum pulse redundancy, as 

shown in Fig. 6.  
 

E. Aggregation via Pulse Merging   

   Collisions between pulses may not necessarily lead to infor-

mation loss. For example, in Fig. 5, since the pulse originating 

from D is transmitted by B and C on the same slot in the event 

sub-frame, the receiver A detects RF signals for a merged pulse 

in that slot. As long as the RF hardware can detect the presence 

of this overlapped pulse, the routing continues. In fact, this 

pulse merging and route diversity provides inherent in-network 

aggregation for events from the same event-area.  

source source source
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Figure 6.  Routing envelope and pulse fan-out during forwarding 

V. PERFORMANCE EVALUATION 

   We developed an event-driven C++ simulator which imple-

ments MAC framing and pulse routing using the UWB Im-

pulse Radio model as presented in Section IV.  

A. Pulse Transmission Count 

   For the proposed Pulse Switching Protocol (PSP), Fig. 7:a 

reports the number of forwarding transmissions across differ-

ent hop areas when an event is created in hop area 5 in the 441 

node network. Numbers are reported for two different sector 

constraints ( =0.2 and 1). For both   observe how the num-

ber of pulse transmissions maximizes at an intermediate hop-

distance, confirming the lateral fan-out and convergence seen 

as the routing envelopes in Fig. 6. 

 
Figure 7.  Transmission count and route diversity 

    

B. Route Diversity 

   The route diversity factor )1(  represents the number of 

forwarding transmissions for a pulse from hop-distance h, 

normalized by h, which is the minimum number of required 

transmissions. Fig. 7b demonstrates β with increasing sector-

constraint 
 
for two different angular resolutions of α = 15

◦
 

and 30
◦
. A larger α means more nodes are involved in forward-

ing (see Fig. 6), leading to higher route diversity.  
 

C. Error Analysis 

Impacts of Pulse Loss Error: Pulse losses can manifest in the 

form of un-reported events. We define Pulse Loss Rate (PLR) 

as the probability that a pulse is lost in a given time-slot due to 

multi-path, channel noise, or interferences. Event Loss Rate 

(ELR) is the probability that a pulse is not reported to the sink. 

Fig. 8:a depicts simulation results of PLR versus ELR for a 

single event generated in hop area 5 of the 441-node network. 

Observe that for practical range of PLR [10], the ELR for PSP 

remains vanishingly small and it is generally insensitive to the 

value of PLR. This is mainly because of the redundancy in 

pulse transmissions (i.e. route diversity) for PSP as demon-
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strated in Fig. 7.  
 

Impacts of False Positive Errors: If pulses are erroneously 

detected [9] by a node in state LO or TL such that a false posi-

tive pulse in the control sub-frame corresponds to another false 

positive pulse in the event sub-frame with corresponding for-

warding flag (see Fig. 3), then an event is falsely detected at 

that node. Once such a false positive event is generated, it is 

forwarded all the way to the sink, leading to a false positive 

event reporting. Let FPPR (False Positive Pulse Rate) be the 

probability that a false positive pulse is generated due to faulty 

UWB detection in a given time-slot. We intend to determine 

the quantity FPEGR (False Positive Event Generation Rate) 

which corresponds to the probability of at least one false posi-

tive event generation per frame per node at a given hop-area. 

 
Figure 8.  Impacts of pulse loss and false positive 

 

  The impacts of FPPR on FPEGR in hop area 3 in PSP are 

shown in Fig. 8:b. Hop area 3 is chosen because it represents 

the middle of the experimental network. Observe that in PSP, 

FPEGR is extremely small with practical range of FPPR [10] 

which is lower than 10
-4

. This indicates that the proposed PSP 

is fairly immune to false positive errors.  

D. Energy Consumption 

   A distributed TDMA with sink-rooted minimum spanning 

tree for packet routing has been used as the representative pro-

tocol to compare its energy consumption with that of the pro-

posed pulse switching. TDMA is chosen because of its high 

energy efficiency compared to random access mechanisms. An 

event detected by a sensor is reported to sink using min-hop 

routing along the minimum spanning tree. A packet contains 

the minimum amount of information to represent a {sector-id, 

hop-distance} event-area and also a per-packet preamble [2].  

 ‘   Based on the UWB specification [8], the transmission and 

reception consumptions are set to 4 nJ and 8 nJ per pulse. 

Since a pulse transmission using the baseband UWB has the 

same energy expenditure for Pulse Position Modulated bits in a 

packet, the same 4 nJ and 8 nJ values are used for both pulse 

and bit  (in packets) transmission and reception.  

   Fig. 9 reports the communication power consumption for 

both pulse and packet transport with varying event rates. Ob-

serve that the consumption is linearly dependent on the event 

rate λ for both pulse and packet scenarios. The slope of the 

TDMA graph in Fig. 9 is noticeably higher than that for PSP 

for both angular resolutions of α = 15
◦
 and 30

◦
, and it is mainly 

due to the overhead of per-packet preamble and payload over-

heads. Overall, Fig. 9 validates the primary premise of pulse 

switching that it can transport multi-point-to-point binary 

events at a lower energy budget compared to traditional packet 

switching. 
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Figure 9.  Communication power consumption per node 

 

VI. CONCLUSIONS AND FUTURE WORK 

   A novel pulse switching protocol for ultra-light-weight net-

working applications has been developed in this paper. A joint 

MAC-routing architecture for pulse switching with a hop-

angular event localization strategy was presented. Through 

simulation results, it is shown that the proposed pulse switch-

ing architecture can be an effective means for energy efficient-

ly transporting information that is binary in nature.  

   Future work on this topic includes: 1) an implementation of 

the proposed pulse routing architecture on a UWB embedded 

hardware, 2) extending the architecture for cellular event local-

ization, and 3) experimenting with pulse switching for non-

radio media such as ultrasound on metal substrates.   
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Abstract— Recently, algebraic soft-decision decoding algorithm 

for RS codes that can correct the errors beyond the error 

correcting bound has been proposed. The main task in the 

algorithm is the weighted interpolation of a bivariate 

polynomial that requires intensive computations. In this paper, 

we propose an efficient architecture with low hardware 

complexity for interpolation in soft-decision list decoding of 

Reed-Solomon codes. The proposed architecture processes the 

candidate polynomial in such a way that the terms of X degrees 

are processed in serial and the terms of Y degrees are 

processed in parallel. The processing order of candidate 

polynomials adaptively changes to increase the efficiency of 

memory access for coefficients. The proposed interpolation 

architecture for the (255, 239) RS list decoder is designed and 

synthesized using the DonbuAnam 0.18um standard cell 

library. The maximum operating clock frequency is 200MHz 

and the synthesized gate count is about 25.1K gates in two-

input equivalent NAND gates. 

Keywords—VLSI architecture; Polynomial interpolation; 

Reed-Solomon codes; Soft-decision list decoding. 

I.  INTRODUCTION 

Among the various kinds of error correcting codes in 
digital communication systems, Reed-Solomon (RS) codes 
are widely used block codes due to their excellent burst 
error-correcting capabilities. It is well known that an       
RS codes have   message symbols and   coded symbols, 
where each symbol belongs to       . An       RS 
codes can correct   symbols and   erasures with 
        . Classical RS decoding scheme can be 
thought of as the bounded minimum distance (BMD) 
algorithm that decodes the received codewords through the 
channel by hard-decision. Efficient algebraic hard-decision 
decoding algorithms, such as Berlekamp-Massey algorithm 
and Euclid algorithm [1] have been widely used to decode 
the Reed-Solomon codes. 

Recently, Guruswami-Sudan (GS) [2] proposed a 
polynomial-time list decoding algorithm that can correct the 
errors beyond the error correcting bound. The proposed list 

                                                           
This work was partially supported by the Korea Research Foundation 

Grant funded by the Korean Government (MOEHRD, Basic Research 

Promotion Fund) (KRF-2008-313-D00743) 

This work was partially supported by the Research Fund, 2011 of The 
Catholic University of Korea. 

decoding algorithm has a decoding radius             

and corrects up to       errors for all code rates [2]. 
With reliable soft-decision data, such as probabilistic channel 
information, RS decoding can achieve better performance in 
correcting errors. Koetter and Vardy (KV) [3] generalized 
the list decoding algorithm that can decode, as long as a 
certain weighted condition is satisfied. The soft-decision list 
decoding algorithm consists of two major processes: 
interpolation process with KV front end and factorization 
process. The interpolation process is quite computationally 
intensive with large latency, so it may suffer low 
performance. The re-encoding scheme can be applied to 
reduce the number of iterations for interpolation [4]. 

Many researchers have proposed a number of the 
interpolation architectures for the soft-decision RS decoder 
[5][6][7][13][14]. Most of the architectures proposed so far 
try to increase the decoding performance by parallelizing the 
processes for the candidate polynomials. This requires 
considerable hardware with memory modules that may be 
hard to apply in some applications. Ahmed, Koetter, and 
Shanbhag proposed the point-serial algorithm that calculates 
all the discrepancy coefficients corresponding to a particular 
interpolation point in parallel [5]. Wang and Ma represent 
the finite field numbers in both regular and power formats, 
i.e., hybrid-format, that can reduce the hardware complexity 
for the DCC block and parallelize the decoder architecture 
[6]. The parallel architecture [7] proposed by Gross, 
Kschischang, and Gulak embeds both a binary tree and a 
linear array in a 2–D array processor, enabling fast 
polynomial evaluation operations. Zhu et. al. have proposed 
backward interpolation, which eliminates interpolation points 
or reduces interpolation multiplicities [13]. The proposed 
architectures share computational units with forward 
interpolation architectures to reduce the hardware complexity. 
In [14], new techniques are employed to achieve high-speed 
interpolation for the iterative bit-level generalized minimum 
distance (BGMD) algebraic soft-decision decoding. They 
also proposed architectures to efficiently integrate the 
combined and backward interpolation techniques. 

In this paper, we propose an efficient architecture with 
low hardware complexity for interpolation in a soft-decision 
list decoding of Reed-Solomon codes. To reduce hardware 
cost, the proposed architecture processes the terms of   
degrees in the candidate polynomial serially, whereas it 
processes the terms of   degrees in the candidate 
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polynomial in parallel. During the polynomial update in the 
interpolation process, the appropriate polynomial coefficients 
should be read efficiently from memory. The processing 
order of candidate polynomials adaptively changes to 
increase the efficiency of memory access for coefficients. 
This scheduling minimizes the usage of internal registers and 
the number of memory accesses and simplifies the memory 
structure by combining and storing data in memory. Also, 
the proposed architecture shows high hardware efficiency, 
since each module is balanced in terms of latency and the 
modules are maximally overlapped in the schedule. 

II. SOFT-DECISION LIST DECODING OF RS CODES 

An       RS codes defined in the Galois field        
have codewords of length       , where   is a 
positive integer and   is the number of information symbols 
in the codeword. RS codes can be obtained by evaluating 
certain subspaces of       in a set of points   

                       . Therefore,       RS codes 

        of length   and dimension   is defined as  

                                             

                                     (1) 

Guruswami and Sudan verified that the generalized 
Reed-Solomon decoding problem reduces to the polynomial 
reconstruction problem [2]. Now, we define the essential 
elements of the soft decision list decoding algorithm. The 
bivariate polynomial        over    is defined as in [3]. 

               
     

 
 
               

                           , 
                             

          
   

     .          (2) 
We define the weighted degree of a polynomial, as 

follows. 
 

Definition 1: Let                
    

 
 
  be a 

bivariate polynomial over       , and let   ,    be real 

numbers. Then, the        -weighted degree of       , 

denoted         
      , is the maximum over all 

numbers          such that       . 

Definition 2: A bivariate polynomial        is said to 

pass through a point         with multiplicity       
, if the 

shifted polynomial              contains a monomial 

of degree       
 and does not contain a monomial of degree 

less than       
. Equivalently, the point         is said to 

be a zero of multiplicity       
 of the polynomial       . 

 
When        is the shifted version of the polynomial 

       by        , the equation below holds. 

                   
 

 
               

            
       

   
 

 
 . 

                   
         ,      

          .          (3) 
The soft-decision RS list decoding can be considered as a 

“curve-fitting” problem. In the first phase, the algorithm 
finds a polynomial        of low degree that fits the points 

       . Next, it finds all small degree roots of       ; and 
each factor of        forms possible candidates of the 
message polynomial. 

We now briefly describe the list decoding algorithm. 
Figure 1 shows the block diagram of the soft-decision RS list 
decoder. The block diagram consists of three steps: 
multiplicity computation, interpolation, and factorization. 
The multiplicity computation step calculates the multiplicity 
matrix that has reliability information from the channel.  

 

 
Let us suppose that we have the set of interpolation 

points                        with corresponding 

multiplicities     . The interpolation step forms the 

nontrivial polynomial        of minimal        -
weighted degree that passes each interpolation point 
          with multiplicity at least     . This bivariate 

polynomial        may contain the message polynomial as 
a root. After the bivariate polynomial        is found, the 
factorization step determines all the factors of        in 
the form of       , where the degree of      is at most 
k. Each root polynomial      is the candidate of the 
message polynomial. Finally, the polynomial with the 
highest probability among the candidates is selected as a 
message polynomial. 

 

III. PROPOSED ARCHITECTURE 

Now, we will explain the interpolation algorithm in more 
detail. The interpolation step finds the bivariate polynomial 
that fits the set of points with the corresponding 
multiplicities. Two main interpolation algorithms have been 
proposed so far: a constrained-serial interpolation algorithm 
[6][7][8] and a point-serial interpolation algorithm [5]. The 
point-serial interpolation algorithm is usually less efficient 
and less flexible in architecture than the constraint-serial 
interpolation algorithm [6]. Figure 2 shows the interpolation 

 
 

Figure 2. Interpolation algorithm. 

 
Figure 1.   Block diagram of soft-decision RS list decoder. 
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algorithm based on the Fundamental Iterative Algorithm 
(FIA) [10]. 

The algorithm consists of two major operations, namely 
the Discrepancy Coefficient Computation (DCC) and the 
Polynomial Update (PU). As we explained earlier, the 
interpolation process finds a bivariate polynomial        

that passes a point         with a multiplicity     . In the 

algorithm, the DCC operation computes the discrepancy 
coefficients corresponding to a particular constraint for each 
candidate polynomial and the PU operation updates the 
polynomial by reducing the corresponding discrepancy 
coefficients to zero. 

A. Proposed interpolation architecture and its scheduling 

Figure 3 shows the block diagram of the proposed 
interpolation architecture. The proposed architecture consists 
of the Discrepancy Coefficient Computation Unit (DCCU) 
that calculates the discrepancy coefficients (DC) using the 
Hasse Derivative (HD), the Polynomial Update Unit (PUU) 
that updates the candidate polynomials, the Polynomial 
Order Sorting Unit (POSU) that decides the processing order 
of data by storing and aligning the weighted degrees of the 
candidate polynomials, and a few memory blocks and 
control logic. The DCCU also consists of the HD 
computation block and the  -generator that calculates the 
power of   for the HD computation. The DCCU takes the 
stream of interpolation points and multiplicities as inputs.  

 

 

 
The proposed architecture parallelizes the computation 

for the terms in   and computes each candidate polynomial 
and the monomials in   sequentially and thus the required 

hardware is reduced. When the polynomials are updated 
sequentially, the “pivot” polynomial        , which has 

the smallest weighted degree and a non-zero DC value, is 
used to update the other polynomials and is updated itself 
last. 

Figure 4 shows the processing schedule of DCCU and 
PUU when    , where    denotes a candidate 

polynomial and       
  denotes the coefficient of      in 

  . All the coefficients of  , with the same degree in   , 
(       

        
        

          
 ), are processed simultaneously, 

since the proposed architecture processes the terms in   in 
parallel. We can overlap the computation of the DCCU and 
the PUU by sending the output coefficient of the PUU 
directly to the DCCU, as depicted in Fig.4. The updated 
coefficients in candidate polynomials are stored and sent to 
the DCCU to calculate the next DC simultaneously. Fig.4 
shows the timing diagram when        . We assume that 
the candidate polynomials initially have the constant terms 
only at the first iteration (   ). The value       

  at the 

first iteration      denotes the updated coefficient in 
       . 

B. Discrepancy Coefficient Computation Unit (DCCU) 

The DCC defined in equation (4) calculates the 

coefficient of the monomial      in            that 
is the shifted version of        by   and   in  ,   
direction respectively, where     are non-negative integers 
that satisfy      . The following equation shows the 
Hasse derivative [11] to find the DC. 

  
     

                        

    
 
   

 
       

             
   

 
                      (7) 

The hardware to solve equation (7) may suffer from 
latency, because it consists of a double loop of addition. The 
architecture proposed by Wang and Ma utilized the finite 
field additions, instead of multiplications, by representing the 
symbol by its exponent [6]. The proposed architecture 
calculates the DCs with respect to   in parallel, whereas it 
calculates the DCs with respect to   and the candidate 
polynomials in serial. Equation (7) can be expanded as 
follows. 

  
     

       
 
        

 
     

        
 
     

      
    
   

    
 
     

                 (8) 

The values                 are meaningful 
when        . Fig.5 shows the block diagram of the 
proposed DCCU to compute equation (8). The multiplication 
at the input computes      and the DCC is performed 
monomially and in increasing order of  . Once the multiple 
of  ,      is calculated, it is stored for the next 
computation and distributed to compute the other DCs in 
candidate polynomial simultaneously. In Fig.5, 

                denotes the output of the   generator, 
to be explained later, and     

 , which is the output of the 

PUU, is the coefficient of monomial      in the  -th 

candidate polynomial        . The value   
 
   

 
  can be 

easily implemented by Lucas’s theorem [11].   
 
  is the 

 
 
Figure 4. Timing diagram showing overlap between the DCCU and the 

PUU when    . 

 
 

Figure 3. Proposed interpolation architecture. 
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common term like      that will be distributed and   
 
  

can be further simplified according to  . The registers on the 
right in Figure 5 store the intermediate DC values for each 
candidate polynomial. 

 
Y generator that is basically the same as that in [9] 

computes the multiple of  . When      ,      
                     . At the first iteration, the 
value when     will be used immediately. As   
increases, the values stored in the registers are shifted down 

and we can compute      for the DCCU without any 
additional hardware.     finite multipliers are required 
for the Y generator and the number of latency to get the first 
output is        . 

C. Polynomial Update Unit (PUU) 

The PU stage updates each candidate polynomial 
        using the selected “pivot” polynomial        , 

where   is the index of the minimum weighted degree 
polynomial among all polynomials with non-zero DCs. As 
explained in Fig.2, the “non-pivot” polynomials are usually 
updated first and the “pivot” polynomial is updated last. 

         
  

     
          

     
                   

                                                    
  

Here,   
     

 and   
     

 denotes the DCs of         

and         respectively. The candidate polynomials for 
   , are updated by adding two polynomials:         

multiplied by   
     

 and         multiplied by   
     

. 

This deletes the monomial      in        in equation (3) 
that is the shifted version of the polynomial        by 
       . Last, the polynomial         will be updated by 

multiplying      . 
The proposed architecture processes the polynomials in 

serial but with an efficient schedule. The update for the 
“non-pivot” polynomials in case of     requires the 
information of both         and         before update. 

The monomials with the same   degree in the polynomial 
are computed simultaneously and the update is preceded 
from the constant terms to higher order of monomials, since 
the proposed architecture processes the   degrees in 
parallel.  

We can serialize and rewrite the update procedure, as in 
equation (11). 

  
   

                                    

           (11) 
Figure 6 depicts the structure of one PUU element that 

can update both          and        . When the 

corresponding coefficient     
 

 in the polynomial         

comes in as an input, the multiplexer select signal ‘sel’ is set 

to ‘0’ and the computation of     
  

      
 

       
 

 is 

implemented. In the register, the coefficient       
 

 will be 

stored to update the other polynomials        . Then, this 
structure is used to update the polynomials         by 
setting the multiplexer select signal ‘sel’ to ‘1’, so the 

computation     
  

       
 

       
  will be implemented.  

 

 
Figure 7 shows the PUU structure that updates the 

polynomials in   in parallel. PUU consists of       
PUU elements and each PUU element computes for the 
polynomial       in equation (2). The updated coefficients 
will be stored in the registers at the output and will be sent to 
the DCCU simultaneously to overlap the operations of the 
PUU and the DCCU. After finishing update in the registers, 
the data in the registers will be stored in the memory 
immediately, so the memory access occurs once every 
      clock cycles. The number of memory accesses is 
reduced and the memory structure is simplified by applying 
the proposed scheduling. 

 

 

D. Polynomial Order Sorting Unit (POSU) 

In each iteration of the interpolation algorithm, the 
polynomial         needs to be selected by the weighted 

degree and the DC computed in the DCCU. Fig.8 shows the 
structure of the proposed POSU. Instead of computing the 
weighted degrees of the candidate polynomials to select 
        each iteration, we save the candidate polynomials 

with their weighted degrees once in the internal memory and 

 
 

Figure 7.  PUU overall structure. 

 
 

Figure 6.  Structure of one PUU element. 

 
 

Figure 5.  DCCU structure. 
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update the weighted degrees every iteration. The proposed 
POSU has       registers that store the weight degree 
and its index in one word. As shown in equation (10), the 
degree of the polynomial         will be increased by one 

due to the multiplication by      , whereas the degrees of 
the other polynomials remain the same. 

Figure 8 shows the POSU structure that reorders the 
polynomials by their weighted degrees. The registers consist 
of the       shift registers and each register is partitioned 
to the part for the weighted degrees (  ) and the part for the 
index of the polynomials ( ), where    is initialized to 
                        (  is message symbol,   
is the number of the candidate polynomials) and   is 
initialized to          . The weighted degree    is 
increased by one in case that     and a bubble sort is 
performed to reorder the weighted degrees using comparator 
and shift registers. 

 

 

IV. DESIGN AND PERFORMANCE ANALYSIS 

In this section, we apply the proposed architecture to the 
                        defined on       . We 
analyze the proposed architecture in terms of hardware cost, 
latency, and performance and compare it to existing 
architectures. The primitive polynomial used in this paper is 
                  . For fair comparison, we use 
the same experimental condition as that used in [6]. In the 
KV front-end, the maximum multiplicity,     , equals 5, 
using the low complexity method in the case of    . The 
simulation shows the soft-decision decoder with an 
interpolation cost, C = 3,800, can provide more than 0.5dB 
of coding gain at a codeword error rate of      compared 
to the hard-decision decoder [11]. The following equation 
can be applied to estimate the number of bivariate 
polynomials [6]. 

                
      

 
      , 

where Z denotes the set of all integers and C is the cost of 
the interpolation. By applying these parameters to this 
equation, r equals to 5. The re-encoding technique to reduce 
the number of iterations is used to achieve higher throughput. 
The number of iterations when the re-encoding is applied can 

be computed to                           
   . When    is applied to the interpolation algorithm, the 
number of degrees of   in the polynomials can be 
computed to                  . The total number 

of latencies is   
  

 
      , where   is the number of 

clocks to select and control the “pivot” polynomial, 
        in Figure 4. 

 
Table I shows the hardware cost and latency of the 

DCCU and the PUU. The architecture in [5] uses the 
relatively complex dual-port memory. Also, the architectures 
in [5] and [6] divide the memory into        of small 
memory modules that require a bigger area and more 
controls. We expect that the benefit of getting rid of complex 
access control is more than the degradation of power 
consumption and memory access speed. All the required 
coefficients can be read out and stored simultaneously and 
they are fed to the DCC and the PU in an efficient way. Also, 
by utilizing one large memory module with one-port, instead 
of multiple memory banks with dual-ports, the memory 
structure is simplified and efficient. 

 
Table II compares the hardware complexity and the 

performance with the existing architectures. Ahmed, Koetter, 
and Shanbhag use a point-serial algorithm for the 
interpolation and apply a parallelism on polynomials and   
degrees [5]. The point-serial algorithm usually improves the 
performance when the interpolation points have high 
multiplicities. However, the hardware cost of the DCCU also 

increases due to   (          ), which is normally 
greater than  . The architecture proposed by Wang and Ma 
[6] also applies to a parallelism on polynomials and   
degrees and uses a hybrid data format for conversion 
between normal and power representations, so the 
computation complexity between symbols on finite field is 
dramatically reduced. However they need hardware for pre- 
and post-processing for the format conversion, such as a 
look-up table (LUT). 

TABLE II. 

HARDWARE COMPLEXITY AND PERFORMANCE COMPARISON 

Design 

Area 

(# of XOR 

gates 

Critical Path 

(# of gates) 
Latency 

Throughput 

(normalized) 

Efficiency 

(normalized) 

[5] 8535 12 1437 1 1 

[6] 11726 4 1775 2.43 1.77 

[13] 7872 10 916 1.88 2.04 

[14] 10718 12 454 3.17 2.52 

Proposed 1321 4 10650 0.4 2.62 

 

TABLE I. 
HARDWARE COMPLEXITY AND LATENCY OF DCCU AND PUU 

Module HW complexity Latency 

DCCU 

       multipliers      

 
 

 
         adders     

registers                

PUU 

       multipliers        

 
 

 
         adders       

Registers               

Total 
  

  
 

 
      

 

 
Figure 8.  POSU structure. 
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A finite field multiplier can be implemented by 64 XOR 
gates and 48 AND gates by employing composite field 
arithmetic, whereas a finite field adder simply requires 8 XOR 
gates. As analyzed in [6], the hardware complexity of the 
interpolation architecture grows linearly with          . 
For fair comparison, the proposed architecture including the 
architectures [5], [6] are scaled down with        since 
     is equal to 2 in the BGMD architectures [13], [14]. 
All possible optimizations have been applied to the 
architectures in [5], [6]. Also, we can apply the pipelining to 
the proposed architecture for further speedup like the 
architecture in [6]. Based on that, the critical path can be 
reduced to the delay of 4 XOR gates. The hardware cost is 
analyzed based on the following assumption. Each AND gate 
or OR gate requires 3/4 of the area of an XOR, each MUX or 
memory cell has the same area as an XOR, and each register 
occupies about 3 times of the area of an XOR. According to 
Table I, the hardware complexity of the proposed 
architecture when        is 5284 in equivalent XOR 
gates including memory. In case of       , the area 
requirement of the proposed architecture is equivalent to that 
of 1321 XOR gates. Since the terms of X degrees are 
processed in serial, the latency of the proposed architecture 
will be increased to the order of      , compared to the 
architecture in [6]. The analysis results for the existing 
architectures in Table II can be found in the paper [14]. Even 
though the throughput is relatively low, the efficiency is 
highest among the architectures in Table II. 

 

 
The proposed interpolation architecture for the (255, 239) 

RS list decoder is designed with VerilogHDL and 

synthesized using a DongbuAnam 0.18 ㎛ standard cell 

library. Table III shows the synthesized gate count for the 
functional blocks in the proposed interpolation architecture. 
We use                    and     as the 
design parameters. The maximum operating clock frequency 
is 200MHz and the synthesized gate count is about 25.1K 
gates in two-input equivalent NAND gates. 

V. CONCLUSIONS 

In this paper, we proposed an efficient architecture with 
low hardware complexity for interpolation in soft-decision 
list decoding of Reed-Solomon codes. The proposed 
architecture has several advantages over the existing 
architectures in the following view points: 1) it employs 
parallel processing only for   degrees in bivariate 
polynomial         and shares hardware modules, thus 
reducing the hardware complexity; 2) the schedule is 
adaptively adjusted according to the “pivot” polynomial 
computed at each iteration, so the irregular memory access 

problem is resolved; 3) the number of internal registers is 
reduced by processing the polynomial monomially; 4) 
scheduling minimizes the number of memory accesses and 
simplifies the memory structure by combining and storing 
data in memory, and the proposed architecture consists of 
one-port memory and one bank of memory and is efficient in 
area; 5) the DCCU and the PUU in the proposed architecture 
are overlapped in schedule, so the total latency is reduced. 
The proposed interpolation architecture for the (255, 239) RS 
list decoder is designed with VerilogHDL in a ModelSim 
environment. After logic synthesis, using the DonbuAnam 
0.18um standard cell library, the maximum operating clock 
frequency is 200MHz and the synthesized gate count is about 
25.1K gates in two-input equivalent NAND gates. 
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TABLE III. RESULTS OF DESIGN AND SYNTHESIS 
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 DCCU PUU control total 
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Abstract—A wideband switching-mode power amplifier
(SMPA) provides an optimum solution to cover multiple wireless
standards with high efficiency and a high level of integration
in a low-cost CMOS process. In this paper, a single-ended two-
stage PA operating at 2.5 GHz in 130 nm CMOS technology is
presented. The main-stage comprises a class-E PA based on finite
DC-feed inductance, which provides high output resistance and
can, therefore, cover a wide frequency range. A class-E driver
with interstage matching is used to drive the main-stage PA in
order to obtain large overall power gain with an optimum PA
performance. The main and the driver stages are operated at
3.3 V and 1.3 V, respectively. Simulations indicate that the PA
provides peak output power of 23.0 dBm and peak power added
efficiency (PAE) of 64.0 %. From 2.15 GHz to 3.1 GHz, an output
power of more than 20.5 dBm with a gain of 16.5 dB and PAE
of more than 50.0 % are simulated.

Index Terms—Wideband, class-E, load transformation network
(LTN), switching-mode power amplifier (SMPA), power added
efficiency (PAE).

I. INTRODUCTION

The upcoming wireless technology is in motion to provide

high data rate with wider coverage capabilities. From mobile

equipment manufacturers perspective, this development brings

several challenges since these advancements are linked to high

power dissipation and high costs of the mobiles. Hence, it

demands the design of high performance circuits with high

efficiency to increase the battery life in a low cost CMOS

process. The power amplifier (PA) is one of the most critical

components of the RF front-end as it is the most power hungry

element and defines the overall efficiency of a transceiver.

Improving PA efficiency significantly impacts battery life and

thus a comprehensive effort is being made to implement highly

efficient CMOS PAs [1].

Switching-mode power amplifiers (SMPAs) are nonlinear

class of PAs and have the capability to obtain high efficiency,

ideally 100 % at RF and microwave frequencies. The active

device is used as an ON/OFF switch such that for any time in-

stant, a nonoverlapping voltage and current exist at the device

output. Each class of SMPA, namely class-D [2], E [3], F [4]

and F−1 [5] requires specific harmonic impedance termination

at the output of the active device in order to prevent power

dissipation. This eventually limits the operational bandwidth

of a SMPA.

Introduction of next generation wireless communication

standards increases the demand on both mobile equipments

and base stations. A mobile terminal is required to cover

the existing and also the upcoming standards to reduce the

form factor and fabrication cost with minimum hardware

effort. Several approaches for multiple band coverage have

been proposed in literature. One solution is a multiband

multiharmonic LTN using transmission-lines and/or multiple

tuned LC circuits [6]- [7]. But, these are not feasible for

mobile terminals due to their huge chip area requirements and

the high associated cost.

The broadband design seems to be the most suitable ap-

proach to cover multiple bands which employs one active

device as a switch and a wideband LTN [8]. It does not require

any tuning element which results in an area efficient LTN

and the PA can be fully integrated on-chip with a reasonable

amount of die area.

A class-E PA based on finite DC-feed inductance instead

of a conventional RF choke (RFC) provides wider bandwidth

because it offers a higher optimum resistance, RE , for the

same output power and supply voltage [9]. In this paper, a two

stage class-E PA using finite DC-feed inductance in 130 nm

CMOS technology is presented. The main-stage is driven with

a class-E PA to enhance the overall gain and PA efficiency. In

simulation, the circuit provides 23.0 dBm peak output power

with 64.0 % peak PAE. For a frequency range from 2.15 GHz

to 3.1 GHz, the amplifier delivers an output power of 20.5 dBm

and PAE of more than 50.0 %.

II. CLASS-E POWER AMPLIFIER

The class-E PA exploits the soft-switching property to

provide high efficiency at high frequencies. It incorporates the

drain-source capacitance, CDS of the transistor in the LTN to

eliminate the power losses associated with its discharging over

the transistor in every RF cycle. This results in zero-voltage

switching (ZVS) and zero-derivative switching (ZDS) which

means at device turn on, there is no capacitor charge and no

capacitor current at the device output [3].
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Fig. 1. Equivalent circuit of a class-E PA based on finite DC-feed inductance.

A. Load transformation network based on finite DC-feed in-
ductance

The equivalent circuit of a class-E LTN using finite DC-feed

inductance is shown in Fig. 1. The ZVS and ZDS conditions

can be fulfilled by using only the LCDS tank, whose resonant

frequency is 1.41 times the operating frequency, f0. The

operation principle along with the equations for RE , L and

CDS for a given output power, Pout, are detailed in [9]. The

load phase angle, Φ, at the device drain at f0 is given by:

Φ = tan−1

(
RE

ω0L
− ω0RECDS

)
= 34.24o , (1)

where impedances at all other harmonic frequencies are as-

sumed to be capacitive. The LCDS tank gives the accurate

load angle and, thus, one can obtain the nominal class-E output

waveforms at the transistor output. Since there is no imaginary

part in the LTN as compared to the typical class-E conditions

with an RFC, the optimum impedance can be written as:

ZE(nf0) =

{
RE (1 + j0) , if n = 1

∞, if n = 2, 3, ..
(2)

A class-E PA using finite DC-feed inductance results in a

relatively high RE , which relaxes the impedance transforma-

tion ratio at f0 and, therefore, also allows wider bandwidth.

Secondly, the finite DC-feed inductor has a high self-resonance

frequency (fSR), which permits the designer to implement

PAs for high frequency applications. In addition, the inductors

can be integrated on-chip and, therefore, the total cost of the

PA may be reduced.

B. Optimised second harmonic load circuit

The influence of harmonic termination on amplifier effi-

ciency decrease with increasing order, whereas, second har-

monic theoretically has the highest impact on efficiency. In

order to filter out the second harmonic content, the parallel

tank, L2C2, resonating at 2f0 is added to the circuit in Fig. 1.

This leads to an optimised second harmonic load circuit for a

class-E PA [10], as shown in Fig. 2.

The parallel tank L2C2 is inductive at f0 and can be sized

using LCDS in combination with C1 to get the nominal

class-E conditions at f0. As L2C2 resonates at 2f0, the

value of L2 is smaller than the series inductance used in a

conventional class-E LTN. This is not only good for integration

DSC

L
2C

LR

ER

2L

1C

�

BlockC

1DDV

Fig. 2. Class-E LTN based on a finite DC-feed inductance and using the
optimised second harmonic impedance termination network.

but it also extends the frequency range of the LTN. The values

for the optimised second harmonic load circuit, illustrated in

Fig. 2, are given by the expressions [10]:

C1 =
1

2πf0RL

√
RL

RE
− 1 , (3)

L2 =
3RE

8πf0

√
RL

RE
− 1 , (4)

C2 =
1

4(2πf0)2L2
, (5)

where RL is the 50Ω load.

III. DESIGN AND IMPLEMENTATION

Using the concept discussed in Section II, a two-stage

class-E PA was implemented. The design starts with a class-E

PA as a main-stage amplifier followed by a class-E driver and

an interstage matching network.

A. Main-stage class-E PA

A class-E LTN with finite DC-feed inductance was designed

using Fig. 2 for an output power, Pout = 0.7 W at 2.5 GHz. The

transistor was biased at VDD1
= 3.3 V and VGS1

= 400 mV.

This leads to an RE of 21.5Ω, L of 0.93 nH and CDS of

2.17 pF. The transistor was scaled to 2.3 mm for this design.

The output capacitance of this transistor is smaller than the

desired value, therefore, an external capacitance is added to

provide nominal class-E conditions.

The fundamental impedance at the transistor drain is sim-

ulated to be (27.0 + j 14.5)Ω, which corresponds to a load

angle, Φ = tan−1( 14.527.0 ) ≈ 28.2o, while other harmonics are

capacitive. The achieved impedances at the fundamental and

harmonic frequencies are in good comparison with the class-E

switching conditions as depicted in Fig. 3.

Peak PAE of 64.8 % and peak output power of 23.6 dBm are

simulated as shown in Fig. 4. The second and third harmonic

frequencies are suppressed by 26.8 dBc and 36.6 dBc, respec-

tively. Fig. 5 illustrates the simulated time-domain voltage and

current waveforms at the device output, which approximate

ideal class-E characteristics. In Fig. 6, amplifier performance
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Fig. 3. Simulated output impedance of the designed class-E LTN based on
finite DC-feed inductance.

Fig. 4. Simulated output power and PAE of the designed class-E PA with
finite DC-feed inductance.

against input frequency is highlighted. The main-stage PA

attains more than 50.0 % PAE, more than 19 dBm of output

power with an associated power gain greater than 8.0 dB from

2.15 GHz to 3.15 GHz.

B. Class-E driver stage

The driver stage consists of a class-E amplifier with an

interstage matching network cascaded to the previously de-

signed main-stage amplifier, as shown in Fig. 7. The class-E

driver fulfills the class-E conditions as the tank L3C3 is tuned

to 1.41f0. Secondly, the gate-source capacitance, CGS , of

the main-stage transistor is resonated out with L4 at 2f0. It

results in an approximately half-sinusoidal voltage waveform

to operate the main transistor as a switch. Due to this, the PA

operates only in the active region and the large negative swing

of the input voltage is eliminated. Fig. 8 shows the simulated

time-domain voltage waveforms at the output and input of the

main transistor and also at the output of the class-E driver.

Simulated PAE and output power of the two-stage class-E

PA are shown in Fig. 9. Peak PAE of 64 % and peak output

power of approximately 23.0 dBm is obtained. One can clearly

see that due to the driver and inter stage matching network,

the amplifier performance is basically unchanged over a wide

Fig. 5. Simulated time-domain current and voltage waveforms at the
transistor’s output of the class-E PA with finite DC-feed inductance.

Fig. 6. Simulated output power and PAE versus frequency of the designed
class-E PA with finite DC-feed inductance at Pin = 11 dBm.

range of input powers. Fig. 10 illustrates the PA performance

against input frequency. The designed amplifier provides PAE

greater than 50 %, output power of more than 20.5 dBm and

a power gain of more than 16.5 dB over a relative bandwidth

of more than 36.2 %, i.e. from 2.15 GHz - 3.1 GHz.

Simulated performance of the SMPA is summarised in Ta-

ble I. Following figure-of-merits (FOMs) are used to compare

the performance of designed amplifier with other published

two-stage CMOS SMPA designs:

FOM1 = PAE · Freq [Hz]0.25Pout , (6)

FOM2 = PAE · Freq [Hz]0.25BW , (7)

where BW is the relative bandwidth. In [12], inductors

have large values which consume significant chip area. For

this work, all the biasing inductors can be realised by bond

wires, whereas an on-chip inductor, L2 = 1.18 nH. Hence, the

implemented two-stage amplifier has an area-efficient design.
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TABLE I
PERFORMANCE COMPARISON OF THE PRESENTED DESIGN WITH OTHER TWO-STAGE CMOS SMPAS

Ref. Tech. VDD1 VDD2 Freq. Max Output Max PAE -3 % PAE, BW FOM1 FOM2

[nm] [V] [V] [GHz] [dBm] [%] [GHz]

[11]∗ 180 2.0 - 1.9 16.3 70.0 1.87 - 1.96 (4.7 %) 6.28 6.87

[12] 180 2.5 1.8 2.4 23.0 73.0 2.22 - 2.57 (14.6 %) 32.3 23.6

This work 130 3.3 1.3 2.5 23.0 64.0 2.34 - 2.84 (19.3 %) 28.6 27.6
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Fig. 7. Driver and interstage matching network for a two-stage class-E PA
based on finite DC-feed inductance.

Fig. 8. Simulated time-domain voltage waveforms at the output and input
of main-stage transistor and at the output of class-E driver.

Fig. 9. Simulated output power and PAE of the designed two-stage class-E
PA with finite DC-feed inductance.

Fig. 10. Simulated output power and PAE versus frequency of the designed
two-stage class-E PA with finite DC-feed inductance at Pin = 4 dBm.

IV. CONCLUSION

An efficient and wideband two-stage class-E PA in CMOS

130 nm process has been designed. The main-stage amplifier

is based on class-E load network using finite DC-feed in-

ductance. This approach leads to high optimum resistance,

which facilitates wideband operation. Secondly, the use of

finite DC-feed inductance has less resistive losses, high fSR

and, therefore, high efficiency. A class-E driver also using

finite DC-feed inductance with interstage matching feeds the

34Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                           47 / 453



main-stage class-E PA with a waveform approaching a half

sinusoidal voltage. The benefit of the circuit is an improvement

in the overall PA performance since there is no negative

voltage swing.

Simulation results show that the amplifier can deliver

23.0 dBm peak output power at peak PAE of 64.0 % to a

50Ω load at 2.5 GHz from 3.3 V supply. The two-stage PA

obtains an optimum wideband performance with output power

and PAE more than 20.5 dBm and 50.0 %, respectively, for a

power gain greater than 16.5 dB, within a frequency range

from 2.15 GHz to 3.1 GHz. The mentioned bandwidth covers

WLAN, Bluetooth and LTE applications.
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Abstract—This paper presents a semi-passive universal, multi- 

applications, SMART RFID Sensing Transponder (SRST). It 

consists of a new low-power passive 13.56MHz RFID Analogue 

Front End (AFE), a micro-controller, sensors and rechargeable 

battery. The AFE was designed and fabricated successfully based 

on using a 0.35um CMOS technology. To allow re-charging a 

battery through the RF field, a new RF energy harvesting system 

is designed and integrated within the AFE; this leads to a self-

powered system, which is a new benefit in the RFID sensing and 

continuous monitoring. 

  

Keywords-SMART RFID; sensing system; Low-Power. 

I.  INTRODUCTION 

RFID (Radio Frequency Identification) technology has 

been widely used in the past few years as it helps identify 

objects and people in a fast, accurate and inexpensive way. It 

is used into many areas, including product tracing, 

transportation payment, animal identification, as well as 

passports, etc. [1].  

RFID systems are comprised of three main components: 

the tag or transponder, the reader or transceiver that reads and 

writes data to a transponder, and in some applications, the 

computer containing database and information management 

software. 

RFID tags can be active, passive, or semi-passive. The 

communication of active RFID is powered by its own battery 

which enables higher signal strength and extended 

communication range of up to 100 m. But the implementation 

of active communication requires larger batteries and more 

electronic components leading to higher costs. Passive and 

semi-passive RFID send their data by reflection or modulation 

of the electromagnetic field that was emitted by the Reader. 

The typical reading range is between 10cm and 3m. 

In recent years, RFID has been introduced in sensing 

applications and semi-passive RFID tags are mainly used for 

such applications. The battery of semi-passive RFID is only 

used to power the sensor and recording logic. New 

developments have provided solutions for temperature 

monitoring, but RFID for sensing applications is still limited 

to sensing and storing the temperature and fulfilling the 

functionality of data logger [2][3]. Semi-passive RFID loggers 

offer an economical solution for the spatial profiling of 

transports with a high number of loggers. 

Data loggers are standard tools for the supervision of cool 

chains. In order to handle the data for a high number of 

temperature records, the measurements have to be processed 

locally. It is not feasible to transmit full temperature data by a 

reader at unloading of a truck or container [4][5].  

 

The shelf life prediction system is an example of 

application where huge data have to be processed locally. The 

system used to monitor the changes in quality of perishable 

foods during the transport phase and record them [5][6]. When 

addressed, the system delivers the prediction of the remaining 

shelf life time based on the used keeping quality model which 

uses the Arrhenius’ Law, saying that, all reaction rate 

constants are assumed to depend on temperature [7][8]. 

 

An intelligent RFID sensing transponder has to measure 

the ambient parameters, process the information locally and 

transmits only the important information. Currently, there is 

no RFID transponder with a freely programmable processor. 

Indeed, the available RFID transponders do not allow the 

development of new applications because their protocols are 

already frozen by the chip logic core. 

 

In this paper, a SMART RFID Sensing Transponder 

system is presented. It includes a new passive RFID chip and a 

platform which allows the following: 

 

 A freely programmable processor for the development 

of new applications 

 Cost-effective to facilitate the deployment 

 The system allows storing the history of the measured 

environmental condition data (Temperature, Humidity, 

etc.) 

 Layered HW/Firmware/SW system structure which 

allows a modular structure. The transponder provides 

an easy update and offers the possibility to extend 

application domains  

 

Energy consumption of the transponder system has been 

minimized to a high extent by appropriate design and system 

control.  
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In addition, a Smart energy harvesting has been developed 

to ensure energy autonomy and to allow sensing and 

continuous monitoring. These represent radical progress in 

RFID sensing applications. 

 

The paper is organized as follows. In Section II, we 

describe the proposed transponder system. In Section III, we 

present the transponder power consumption analysis. Section 

IV presents the designed Analogue Front End chip. Section V 

discusses the AFE experimental results. Finally, we present a 

conclusion of the work in Section IV. 

 

II. RFID SENSING TRANSPONDER SYSTEM 

 

The transponder system (SRST) is a semi-passive element. 

Figure 1 shows the general architecture of the tag which is 

designed with the minimum electronics components and 

optimized to achieve a low current consumption during 

operating period. The tag is composed of a new passive RFID 

Analogue Front End (AFE) chip, a micro-controller, 

EEPROM and sensors.  

 

 
Figure 1 – SMART RFID Sensing Transponder architecture  

 

Figure 2 and Figure 3 show the front and the back view of 

the realised prototype device for the transponder. 

 

 
Figure 2 – SMART RFID Sensing Transponder prototype (Front view) 

 

 
Figure 3 – SMART RFID Sensing Transponder prototype (Back view) 

 
The component list used in the proposed sensing 

transponder is summarized in Table I. A microcontroller is 

used to develop applications and process data provided by 

sensors and stored in an EEPROM. Thanks to the new AFE 

intended mainly to the communication and energy scavenging, 

the SRST allows freely programmable processor for the 

development of new applications.  

 

TABLE I.  SLTT COMPONENT LIST 

Component Model Notes 

Microcontroller MSP430F2350IRHA 16KB Flash, 256KB 

RAM 

Sensor SHT11 Temp & Humidity 

EEPROM 24LC256-I/SM 256KB  

Regulator TPS78233  

 

AFE 

 

Proprietary 

13.56MHz RFID 

Analogue Front 

End 

 

To add sensors to the tag, a microcontroller becomes 

necessary for the analysis of the measured values. The 

processor module calculates and stores the resulting values 

into a programmable memory EEPROM. The stored data are 

sent when receiving a “data-log” command from the reader. 

The RFID AFE Chip transmits the stored data over the RF 

Field to the reader. In addition, the RFID tag sends a real time 

sensor measures. In this case, the microcontroller sends the 

measured values of the sensors, after a conversion, directly to 

the RFID chip. For the programming of the micro-controller 

and the development of a new application, a JTAG (Joint Test 

Action Group) interface is added.  
  

III. TRANSPONDER OPTIMIZED POWER CONSUMATION 

CONSIDERATION 

 

The transponder system is optimized for low-power 

dissipation in order to extend the battery life, which allows the 

condition monitoring during the transport for instance. After 

the good shipment, a new battery charging cycle is started to 

prepare the transponders for a new shipment.  
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Table II summarizes the power consumption of each 

component of the transponder. 

TABLE II.  POWER CONSUMPTION SUMMARY 

Chip Active mode Standby mode 

MSP430F2330 390μA @ 3V, 1MHz 1μA @3V 

SHT11 550μA @3.3V 0.3μA @3.3V 

24LC256 Read=400uA, 

Write=2mA @3V 

5μA @5.5V 

 

Extending the battery lifetime requires an efficient use of 

the transponder components which must then be turned off 

when not required. This is what is called the duty-cycling, i.e. 

the sensor is active during a short period and goes to the 

standby mode when its sensing information are sent and or 

stored in the EEPROM. The EEPROM is switched to the 

standby mode after a write cycle. 

 

Figure 4 presents the current consumption at different 

operating steps of the transponder during one sampling period. 
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Get sensor 

measures

Store in memory
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Write access
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Figure 4 – Current consumption at different transponder operating steps 
 

From Figure 4, the average current/Period (T) can be given 

by (eq. 1): 

 

T

uAmsTmsuAmsuA
Iavg

5.1)324(420003201000 
  

(1) 

  

For a battery with 0.7mAh capacity, the battery lifetime is 

then given by (eq. 2): 

 

avg

time
I

suA
W

3600700 
  

 

(2) 

Figure 5 presents the battery lifetime for different battery 

capacities as function of the sampling period. We can see for 

example, if a measurement period is set to 10mn, a battery 

with a capacity of 1mAh can been used for about 20 days 

before starting a new battery charging cycle. A small battery 

capacity is selected to get a thin form factor for the overall 

transponder. 
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Figure 5 – Battery lifetime as function of the sampling period 

 

IV. ANALOGUE FRONT END (AFE) 

 

To allow free programing RFID transponder, a new RFID 

Analog Front End (AFE) has been designed and fabricated.   

Figure 6 is showing the schematic of the AFE.  
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Figure 6 – RFID Analogue Front End Chip (AFE)  

 

The AFE includes the following blocks: 

A. Power Supply 

The on chip power supply is extracted from the exciting 

field using an AC/DC converter. To avoid over-voltages in 

high magnetic fields the DC-voltage is clamped. The buffered 

Supply Voltage passes via a regulator. The output of the 

regulator is used to power the major part of the analogue front 

end. 

The conventional rectifier is a diode bridge rectifier. The 

structure of bridge rectifier and its MOS construction are 

shown in Figure 7. 
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Vout C

inV

Vout
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Figure 7 – Diode and MOS bridge rectifier 

 

The diode bridge rectifier output voltage is given by 

Vout=Vin-2Vth. 

In the MOS transistors bridge rectifier, the voltage drops 

are related to the threshold voltage and also the overload 

voltage, which linearly increases with square root of the 

current (eq. 3): 

 






WC

IL
VV

ox

TH

2  

 

 

 

(3) 

To reduce the output voltage drop, the bridge rectifier 

structure shown in Figure 8 is used. In this structure, the output 

voltage drop is reduced from two threshold voltages to one 

threshold voltage. 

In Figure 8, NMOS MN1 and MN2 are diode-connected 

structure, and NMOS MN3 and MN4 are cross-connected 

structure. L1 and L2 are the input differential signal, when L1 

is high, L2 is low, MN1 and MN3 transistors are turn-on, 

MN2 and MN4 transistors are turn-off and the rectifier has one 

VGS drop. The opposite operation occurs when L1 is low and 

L2 is high. 

 

Vout

in
V

MN1MN2

MN3 MN4

L1

L2

 
Figure 8 – Cross-connected MOS bridge rectifier 

 

B. Power On Reset  

The Power-On-Reset (POR) circuit monitors the regulated 

voltage Vdd and generates a global reset-signal putting the chip 

into an appropriate initial state at power up. It also will 

guarantee that the chip ceases operating when the supply 

voltage falls below level necessary for reliable operation. 

Hysteresis system is provided to avoid improper operation at 

the limit level  

C. Modulator 

The Modulator will modulate the continuous wave RF 

signal coming from the reader by changing the Q-factor of the 

tuned circuit by means of an extra resistive load connected in 

parallel with the resonance capacitor Cr. These changes in the 

Q factor induce a corresponding signal in the reader coil. 

 

D. Clock Extractor 

The clock extractor generates a system clock with the 

frequency of the RF field. The output signal of this Clock 

Extractor is passed via a Frequency divider and will then 

define the on-chip timings.  

E. Data-Extractor  

The data extractor demodulates the incoming signal to 

generate logic levels and decodes the incoming data. 

In the ISO 15693 standard, communication between the reader 

and the tag takes place using the modulation principle of 

Amplitude Shift Keying (ASK). Two modulation indexes are 

used, 10% and 100%. The tag shall decode both. The reader 

determines which index is used. Data transmission type from 

tag to reader employs load modulation. When 100% ASK is 

selected, there is the discontinuousness in the energy of 

electromagnetism field because of characteristics of 

modulation type. When 10% ASK is selected, the transmission 

of energy of electromagnetism field is continuous.  

Figure 9 and Figure 10 show the incoming signal and the 

extracted data in 10% and 100% modulation receptively. 

 

 
Figure 9 –10% OOK Modulation, Data extraction 

 

 
Figure 10 –100% OOK Modulation, Data extraction 
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F. Micro-controller interface 

This block allows setting the appropriate voltage levels for 

the data coming in and out of the AFE. 

G. RF Energy harvesting 

The important feature of the proposed system is the re-use 

feature thanks to the battery charger block which will allow re-

charging the battery through the RF field.  

The battery charger has been designed to allow the 

charging of a Micro-Energy Cell (MEC®), which is a solid-

state, rechargeable thin-film battery. MECs are manufactured 

by Infinite Power Solutions using wide area thin-film 

deposition techniques similar to those used to manufacture 

semiconductors [9]. The MECs enjoy the advantages of rapid 

recharge and charge acceptance at currents as low as 1uA. 

 

Figure 11shows the block diagram of the battery charger. It 

consists of a battery current charger and a voltage sensing 

blocks.  

The battery supply (Vdc) is obtained by rectifying the 

power carrier of the wireless link.  

The battery current charger consists of reference current 

and current sources.  

The voltage sensing block senses the battery voltage and 

generates the end-of-charge signal (Charge) so the 

microcontroller will set the Enable (uc_EN) low to stop the 

battery charging.  

The selection of the current charge level and the battery 

end-of-charge is done by a trimming method. The trimming 

circuit was chosen by means of a binary weighted switch 

network with 11 bits resolution.  
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Figure 11 –Block diagram of the battery charger 

 

 

 

 

V. AFE EXPERIMENTAL RESULTS 

 

The proposed AFE has been designed and fabricated 

successfully using a 0.35um CMOS technology as shown in 

Figure 12. The overall circuit is 1635um by 1640um.  

Before the layout release, every function module of the 

AFE has been verified by SPICE simulations and by 

considering the variation of Process, Voltage and Temperature 

(PVT).  

The measured total current consumption of 6uA has been 

achieved in active mode. The AFE chip operates within a 

temperature range of -40 to 95°C and a supply range (Vdc) of 

3-5 V. 

A summary of the chip characterization is presented in this 

section. 

 
Figure 12 –Die photo of the AFE 

A. Reader-Transponder communication 

The SMART RFID Sensing Transponder communication 

platform is fully compliant with the standard protocol 

ISO15693 [10].  

Custom commands for sensing and monitoring have been 

also developed and implemented. 

Figure 13 is showing an example of communication. The 

reader sends Inventory request Double Sub-carrier, High Data-

rate. The data are extracted for the RF field by the AFE (top 

trace). The transponder responds through the AFE (bottom 

trace) by sending its UID. 

 

 
Figure 13 –Reader-Transponder communication: Inventory request 
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In Figure 14, the reader sends write command (top trace), 

the transponder responds successfully after 4.5ms (bottom 

trace). 

 

 
Figure 14 –Reader-Transponder communication: Write command 

 

B. RF enrergy harvesting 

To evaluate the battery charger, a capacitor of 100uF was 

used. The limit test cases are shown below: 

 

a) Case 1 

The battery voltage is set to the minimum level of 3.0V 

with the trimming bits 1 to 8 at low state. The charging current 

is minimum by setting the trimming bit 9 to 11 to low state 

(Figure 15). 

 

 
Figure 15: Case 1, All trimming bits are set to low state.  

TRIM<1:8>= Low, TRIM<9:11>= Low Battery voltage = 3.0V,  

Charge Time: 580ms 

 

b) Case 2 

The battery voltage is set to the maximum level of 4.1V 

with the trimming bits 1 to 8 at high state. The charging 

current is increased by setting the trimming bit 9 to 11 to high 

state (Figure 16).  

 

 
Figure 16: Case 1, All trimming bits are set to high state.  

TRIM<1:8>= High, TRIM<9:11>= High, Battery voltage = 4.1V,  

Charge Time: 384ms 

 

VI. CONCLUSION 

In this paper, a novel RFID sensing technology that is 

validated in a Smart, Self-powered, Low-cost and Re-usable 

transponder system was presented. A batteryless RFID 

Analogue Front End has been described. The chip was 

fabricated in a 0.35m CMOS process. The re-use and 

continuous features are allowed thanks to the designed RF 

energy harvesting system. In addition, low-power 

consumption has been achieved by optimizing circuit design 

and technology.  

The power consumption of the used sensors is still high. In 

future, to further reduce the overall power consumption, low-

power temperature and humidity sensors will be designed and 

integrated within the AFE.  
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Abstract—The ever-increasing number of customers and the
need for higher data rates and multimedia services require
the deployment of Small Cell Networks. This paper considers
modeling, performance evaluation and reliability of Small Cell
Wireless Networks, taking into account the retrial phenomenon,
finite number of customers served in a cell and channels
breakdowns. The aim of this paper is to give a detailed
performance and reliability analysis of these next-generation
networks considering different breakdowns disciplines using
Generalized Stochastic Petri nets formalism. The novelty of
this investigation consists in the consideration of two break-
downs disciplines: channels breakdowns and base station
(synchronous) breakdowns. For the first one, each channel is
an independent working unit, and it can fail independently
of other channels state. For the second one, the breakdowns
are synchronous, hence all the channels of the base station fail
down simultaneously. Hence, we show how this high level model
allows us to cope with the complexity of such finite-source re-
trial networks, under the different breakdowns disciplines and
how several steady-state performance and reliability indices
can be derived. Through numerical examples, we discuss the
effect of the network parameters on performance.

Keywords-Small Cell Networks; Retrial phenomenon; Chan-
nels breakdowns; Base station breakdowns; Generalized Stochas-
tic Petri nets; Performance and reliability indices.

I. INTRODUCTION

The ever-increasing number of customers and the need for
higher data rates and multimedia services lead to stringent
requirements on the bit rate/km2 that next-generation cellu-
lar wireless networks are expected to deliver. A promising
approach to solving this problem is through the deployment
of Small Cell Networks (SCNs), which represent a novel
networking paradigm based on the idea of deploying short-
range, low-power, and low-cost base stations (BSs) oper-
ating in conjunction with the main macro-cellular network
infrastructure. Small Cells operate in licensed and unlicensed
spectrum that have a range of 10 meter to 200 meters,
compared to a mobile Macrocell which might have a range
of a few kilometers. The use of SCNs is envisioned to enable
next-generation networks to provide high data rates, allow
offloading traffic from the macro cell and provide dedicated
capacity to homes, enterprises, or urban hotspots. SCNs
encompass a broad variety of cell types, such as micro,

pico, femto cells, as well as advanced wireless relays and
distributed antennas. Regarding compatible technologies,
Small Cells are available for a wide range of air interfaces
including GSM, CDMA2000, TD-SCDMA, W-CDMA, LTE
and WiMax.

This paper considers modeling, performance evaluation
and reliability of small cell wireless networks, taking into
account the repeated calls of customers and channels break-
downs. Models with repeated calls (or retrial phenomenon)
arise in various practical areas as telecommunication, com-
puter networks and cellular mobile networks [1], [2], [3].
These models are based on the fact that, when servers are
all busy or unavailable, customers attempting to get a service
are not put in a queue but will try again to reach the
servers after a random delay. Significant references reveal
the non-negligible impact of repeated calls on the network
performances. These repeated calls arise due to a blocking
in a network with limited capacity resources or are due
to impatience of customers. For a recent summary of the
fundamental methods, results and applications on this topic,
the reader is referred to [4], [5], [6].

To this end, we observe a wireless network where a
supported area is divided into small cells, each of them
is served by a base station having a limited number of
channels which could be subject to breakdowns. These
random breakdowns may have a heavy influence on the
network quality of service. On the other hand, the number
of mobiles (or customers) served in a cell is also small,
such that models with a finite number of sources should
be considered. These three aspects, customer retrial, finite
number of sources and breakdowns of the base station
channels, will be dealt with in this paper.

Although the reliability study is of great importance,
there are only few works that take into consideration retrial
phenomenon involving the unreliability of the servers, as it
can be seen in the recent classified bibliography of Artalejo
[6]. Moreover, most studies deal with single unreliable server
retrial queueing systems [7], [8] or an infinite customers
source [9].

Regarding finite-source retrial systems with unreliable
multiple servers, we have found some few papers as [10]
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in which the servers are asymmetric (heterogenous) and the
models are analyzed by queueing theory, and our recent
paper [11] where retrial systems with servers breakdowns
policy were analyzed using Generalized stochastic Petri
nets (GSPNs) formalism. However, the several breakdowns
mechanisms considered in the literature, can be classified as
servers breakdowns.

In this paper, we propose the applicability of GSPNs
for modeling and performance evaluation of Small Cell
Networks (SCNs) with unreliable base station channels. The
novelty of this investigation consists in the consideration of
two breakdowns policies: servers (channels) breakdowns and
station breakdowns. For the first one, each channel is an
independent working unit, and it can fail independently of
other channels state. For the second one, the breakdowns are
synchronous, hence all the channels of the station fail down
simultaneously (base station breakdown). This phenomenon
occurs in practice, for example, when a system consists
of several interconnected machines that are inseparable, or
when all the machines are run by a single operator which
may be fails at any time. In such situations, the whole station
has to be treated as a single entity.

The paper is organized as follows: First, we give an
overview of syntax and semantics of GSPNs formalism. In
Section 3, we present the mathematical model describing
the customers behavior in SCNs. Next, the GSPNs models
for the different breakdowns disciplines are developed. In
Section 5, we show how several steady-state performance
and reliability indices can be derived. Then, based on
numerical examples, we validate the proposed models with
respect to the reliable case and we discuss the effect of
the network parameters on performance. Finally, we give
a conclusion.

II. SYNTAX AND SEMANTICS OF GENERALIZED
STOCHASTIC PETRI NETS

In this section, we developed briefly the basics concepts of
Generalized Stochastic Petri Nets formalism (GSPNs), that
the readers are needed to better understand the proposed
models describing small cell networks.

Generalized stochastic Petri nets [12], [13] are mathemat-
ical and graphical models, that are well suited for represent-
ing and analyzing stochastic and concurrent systems with
synchronization characteristics.

A GSPN is a directed graph that consists of two kinds of
nodes, called places (drawn as circles) and transitions that
are partitioned into two different classes: timed transitions
(represented by means of rectangles) describe the execution
of time consuming activities and can fire only after a random
delay characterized by a negative exponential probability
distribution, and immediate transitions (represented by thin
bars), which model logic activities as synchronization, have
priority over timed transitions and fire in zero time once

they are enabled. Formally, a GSPN can be defined as a
seven-tuple (P, T, I, O, Inh,M0,W ) where:

• P is the set of places;
• T is the set of timed and immediate transitions;
• I, Inh : P × T → IN are the input and inhibitor

functions, which provides the multiplicities of the input
and inhibitor arcs from places to transitions (IN is the
set of natural numbers);

• O : T ×P → IN is the output function which provides
the multiplicities of the output arcs from transitions to
places;

• M0 : P → IN is the initial marking, which describes
the initial state of the system;

• W : T → IR+ is a function that associates rates of
negative exponential distribution to timed transitions
and weights to immediate transitions.

An inhibitor arc is represented by a line terminating with
a rounded head. The presence of a token in the inhibitor
place inhibit the firing of the transition.

The system state is described by means of markings.
A marking is a mapping from P to IN , which gives the
number of tokens in each place. A transition is said to
be enabled in a given marking, if and only if each of its
normal input places contains at least as many tokens as the
multiplicity of the connecting arc, and each of its inhibitor
input places contains fewer tokens than the multiplicity of
the corresponding inhibitor arc.

The firing of an enabled transition creates a new marking
(state) of the net. The set of all markings reachable from
initial marking M0 is called the reachability set. The reacha-
bility graph is the associated graph obtained by representing
each marking by a vertex and placing a directed edge from
vertex Mi to vertex Mj , if marking Mj can be obtained by
the firing of some transition enabled in marking Mi. This
graph consists of tangible markings enabling only timed
transitions and vanishing markings in which at least one
immediate transition is enabled. Since the process spends
zero time in the vanishing markings, they are eliminated
from the reachability graph by merging them with their
successor tangible markings [12]. This elimination results
in a tangible reachability graph, which is isomorphic to a
continuous time Markov chain (CTMC). The solution of this
CTMC at steady-state is the stationary probability vector π
which can be expressed as the solution of the linear system
of equilibrium equations π.Q = 0 with the normalization
condition

∑
i πi = 1, where πi denotes the steady-state

probability that the process is in state Mi and Q is the
infinitesimal generator. Having the probabilities vector π,
we can compute several stationary performance indices of
the system.

III. MATHEMATICAL MODEL

The mathematical model describing the customers be-
havior in small cell wireless networks can be viewed as a
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retrial model consisting of a multiserver service station, an
imaginary waiting space called orbit and a finite source of
K homogeneous customers. Each customer can be in one
of the following states: free, under service or in orbit at any
time. The probability that any particular customer generates
a primary request for service in any interval (t, t + dt) is
λdt + o(dt) as dt → 0 if the customer is free at time
t. The service station consists of c identical (symmetric)
servers subject to breakdowns and repairs. Each server can
be in operational (up) or non-operational (down) state, and
it can be idle or busy. If one of the servers is up and
idle at the moment of the arrival of a call, then the call
starts to be served immediately, the customer moves into the
under service state and the server moves into busy state. The
service times are independent and identically exponentially
distributed with parameter µ. After service completion, the
server becomes idle. Otherwise, if all the servers are busy or
down at the arrival of a call, the customer joins the orbit and
starts generation of a flow of repeated calls exponentially
distributed with rate ν until it finds one operational free
server.

A server can fail during the interval (t, t + dt) with
probability δdt + o(dt) as dt → 0 if it is idle, and with
probability γdt + o(dt) if it is busy. In the literature, three
breakdowns disciplines were defined:

• The active breakdowns discipline[10], [9] when δ = 0
and γ > 0. This means that a server can fail only in
busy state.

• The independent breakdowns discipline[10] when
δ > 0, γ > 0 and δ = γ. In this case, a server can
fail in busy or free state with the same probability.

• The dependent breakdowns discipline which
we have proposed recently in [11]. In this case,
the failure probability depends on the server state.
Hence, the rates δ > 0 and γ > 0 could be equal or not.

If the server fails in busy state, the interrupted customer
returns to the orbit to resume service later. The repair time
of a server is exponentially distributed with a finite mean
1/τ . We assume that the repairman follows FIFO discipline
to fix up the servers breakdowns, repairs one server at a time
and after repair, the server is as good as new.

The several breakdowns mechanisms studied in the liter-
ature, can be classified as servers breakdowns. In this paper,
we introduce the station breakdowns policy, which describes
systems with synchronous breakdowns of all servers of the
station.

IV. GSPN MODELS OF SMALL CELL NETWORKS WITH
CHANNELS AND BASE STATION BREAKDOWNS

In the following, we present the GSPN models describing
Small Cell Wireless Networks with different breakdowns
disciplines.
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Figure 1. GSPN model of small cell wireless networks with retrials and
active channels breakdowns

A. Retrial Networks with Active Channels Breakdowns

Figure 1 shows the GSPN describing a wireless network
small cell with retrials and active breakdowns of channels.
In this model, the place Cus−Free contains the free cus-
tomers, the place Orbit represents the orbit, Cus−Serv
contains customers under service, Ser−Idle represents the
operational free servers (channels) and the place Ser−Down
contains non-operational (failed) servers.

The initial marking of the net is: {K, 0, 0, c, 0, 0} which
represents the fact that all customers are initially free, the c
channels are operational free and the orbit is empty.

The firing of the transition Arrival indicates the arrival
of a primary call. The service semantics of this transition
is ∞-servers (represented by the symbol # placed next to
transition) because all free customers are able to generate
primary calls. At the arrival of a primary or repeated call
to the place Choice, if the place Ser−Idle contains at
least one operational free channel, the immediate transition
Begin−Serv fires. This firing represents the fact that the
customer starts to be served and the server moves into busy
state. However, the immediate transition Go−Orbit fires at
the arrival of a call who finds no operational free channel i.e.
Ser−Idle is empty. Hence, the customer joins immediately
the place Orbit. Once in orbit, it starts generation of a
flow of repeated calls exponentially distributed with rate ν.
The firing of transition Retrial represents the arrival of a
repeated call from orbit.

When the timed transition Service fires, the customer
under service returns to free state (to the place Cus−Free)
and the channel becomes idle and ready to serve another
customer. The service semantics of transition Service is ∞-
servers because several channels can work simultaneously.

A channel can fail during a service period. This is repre-
sented by the fact that the transition Act−Fail fires before
Service (application of race policy). Thus, the interrupted
customer joins the orbit and the failed channel joins the
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Figure 2. GSPN model of small cell wireless networks with retrials and
dependent channels breakdowns

place Ser−Down where it will be immediately repaired.
The firing of transition Repair represents the end of the
repair time. The repairman repairs one server at a time. Thus,
the service semantics of this transition Repair is single.

B. Retrial Networks with Dependent Channels Breakdowns

In the model describing dependent breakdowns of chan-
nels, depicted in Figure 2, during a service period, a channel
can fail, which is represented by the firing of transition
Act−Fail. In this case, the interrupted customer joins the
orbit and the failed channel joins the place Ser−Down to
be repaired. On the other hand, a channel can also fail if it is
idle (in the place Ser−Idle). This is represented by the firing
of transition Idle−Fail which has an ∞-servers semantics
because several idle channels can also fail in the same time.
The transitions Act−Fail and Idle−Fail representing the
breakdown during busy and idle state respectively, may have
the same (δ = γ > 0) or different rates which correspond to
independent and dependent breakdowns disciplines respec-
tively.

C. Retrial Networks with Base Station Breakdowns

In models considering base station breakdowns, all the
channels fail down simultaneously and they also return to
the operational state at the same time, when the base station
is repaired. Hence, the corresponding GSPN models vary
slightly from the previous ones. In fact, the models are the
same as those given in Figure 1 and Figure 2, in which the
multiplicity of the arcs connecting the place Cus−Serv to
transition Act−Fail, Act−Fail to the places Ser−Down
and Orbit, Ser−Down to the transition Repair and the
transition Repair to place Ser−Idle equals c (rather that
1), because the c active channels fail down at the same time.
The firing of transition Act−Fail will move c tokens in the
place Ser−Down, which represents the breakdown of all
base station. At the end of the reparation period (after a mean
delay of 1/γ), c tokens corresponding to the c channels will

be deposited in Ser−Idle. Moreover, in Figure 2, to model
the possibility that all channels of the station fail down
when being in idle state, we should modify the multiplicity
of the arcs connecting the place Ser−Idle to transition
Idle−Fail and Idle−Fail to place Ser−Down (c rather
than 1). The service semantics of the transitions Act−Fail
and Idle−Fail is single-server semantics, because the base
station is a single unit. Hence, the symbols # should be
omitted from these two transitions.

V. PERFORMANCE AND RELIABILITY ANALYSIS

The aim of this study is twofold. Firstly, we have to verify
the correctness of our models and their ergodicity. Next,
we derive the formulas of the most important steady-state
performance indices.

The primordial qualitative property we have to verify is
the boundness of the proposed models. This property ensures
that each place of the net is bounded and so the model state
space is finite. The second important qualitative property
is the liveness. A transition t is live if from any reachable
marking, there is a reachable marking enabling t. Thus, t is
live implies that the activity modeled by this transition can
always take place from any state. In the proposed models,
all transitions are live. Finally, another interesting qualitative
property we had to check is the presence of home states.

The proposed GSPN models are bounded, live and
the initial marking is a home state. Thus, the underlying
continuous time Markov chains are ergodic. Hence, the
steady-state probability distribution vector π exists and is
unique. Once this probability vector is computed, several
performance and reliability indices of small cell wireless
networks with retrial phenomenon and different breakdowns
disciplines can be derived as follows. In these formulas,
Mi(p) denotes the number of tokens in place p in marking
Mi, A the set of reachable tangible markings, and A(t) is
the set of tangible markings reachable by transition t and
E(t) is the set of markings where the transition t is enabled.

• Mean number of busy channels (ns): This
corresponds to the mean number of tokens in the
place Cus−Serv which is also the mean number of
customers under service.

ns =
∑

i:Mi∈A

Mi(Cus−Serv).πi

• Mean number of customers in orbit
(no): This correspond to the mean number of tokens
in the place Orbit which models the orbit.

no =
∑

i:Mi∈A

Mi(Orbit).πi

• Mean number of operational free
channels (nd): This represents the average
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number of tokens in the place Ser−Idle.

nd =
∑

i:Mi∈A

Mi(Ser−Idle).πi

• Mean number of failed channels (nf):
This represents the mean number of tokens in the
place Ser−Down.

nf =
∑

i:Mi∈A

Mi(Ser−Down).πi = s− (ns + nd)

• Mean rate of generation of primary
calls (λ): This represents the throughput of the
transition Arrival.

λ =
∑

i:Mi∈A(Arrival)

λ.Mi(Cus−Free).πi

• Mean rate of generation of repeated
calls (ν): This represents the retrial frequency of
customers in orbit. It corresponds to the throughput of
the transition Retrial.

ν =
∑

i:Mi∈A(Retrial)

ν.Mi(Orbit).πi

• Mean rate of service (µ): This represents
the throughput of the transition Service.

µ =
∑

i:Mi∈A(Service)

µ.Mi(Cus−Serv).πi

• Mean rate of repair (τ): This represents the
throughput of the transition Repair.

τ =
∑

i:Mi∈A(Repair)

τ.Mi(Ser−Down).πi

• Blocking probability of a primary
call (Bp):

Bp =

∑
j:Mj∈A

∑K−s
i=1 i.λ.Prob[Mj(Cus−Free) = i&Mj(Ser−Idle) = 0]

λ

• Blocking probability of a repeated
call (Br):

Br =

∑
j:Mj∈A

∑K−s
i=1 i.ν.Prob[Mj(Orbit) = i&Mj(Ser−Idle) = 0]

ν

• Blocking probability (B):

B = Bp +Br

• Utilization of s channels (Us):
(1 ≤ s ≤ c) This corresponds to the probability that
s servers are busy :

Us =
∑

i:Mi(Cus−Serv)≥s

πi

• Availability of s channels (As): (1 ≤
s ≤ c) This corresponds to the probability that s
servers are operational and idle.

As =
∑

i:Mi(Ser−Idle)≥s

πi

• Failure probability of s channels
(Fs): (1 ≤ s ≤ c) This corresponds to the
probability that s servers are failed:

Fs =
∑

i:Mi(Ser−Down)≥s

πi

• Utilization of the repairman (Ur): This
corresponds to the probability that at least one server
is failed:

Ur = F1 =
∑

i:Mi(Ser−Down)≥1

πi

• Failure frequency of busy channels
(γ)): This represents the throughput of the transition
Failure (or Fail−Act) for active breakdowns case
and dependent breakdowns case respectively.

γ =


∑

i:Mi∈A(Failure) γ.Mi(Cus−Serv).πi,

in active breakdowns,∑
i:Mi∈A(Fail−Act) γ.Mi(Cus−Serv).πi,

in dependent breakdowns.

• Failure frequency of idle channels
(δ)): This represents the throughput of the transition
Fail−Idle.

δ =
∑

i:Mi∈A(Fail−Idle)

δ.Mi(Ser−Idle).πi

• Mean waiting time (W): The mean waiting
time W of the customers in the steady state, can be
easily obtained with the help of Little’s formula:

W = no/λ

• Mean response time (R):

R = (no + ns)/λ
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Table I
VALIDATION OF RESULTS IN RELIABLE CASE

Reliable Active Active Dependent Dependent
model breakdowns breakdowns breakdowns breakdowns

of servers of station of servers of station
Population size 20 20 20 20 20
Number of servers 4 4 4 4 4
Primary call generation rate 0.1 0.1 0.1 0.1 0.1
Service rate 1 1 1 1 1
Retrial rate 1.2 1.2 1.2 1.2 1.2
Server’s failure rate - 1e-25 1e-25 1e-25 1e-25
Server’s repair rate - 1e+25 1e+25 1e+25 1e+25
Mean number of busy servers 1.800748 1.800764 1.800764 1.800763 1.800763
Mean number of customers in orbit 0.191771 0.191786 0.191786 0.191785 0.191785
Mean rate of customers arrivals 1.800748 1.800745 1.800745 1.800745 1.800745
Mean response time 1.106495 1.1065036 1.1065036 1.1065031 1.1065031
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Figure 3. Effect of Retrial Rate on the Mean Response Time with K = 50, c = 4, λ = 0.4, µ = 5, γ = 0.02, δ = 0.01, τ = 0.5

VI. VALIDATION OF MODELS

In this section, we consider some numerical results, to val-
idate the proposed models. To this aim, the results obtained
in the reliable case were compared to those obtained by the
Pascal program given in the book of Falin and Templeton
[4], since if the failure rate in non-reliable models is very low
and repair rate is very high, the measures should approach
the corresponding ones in reliable models.

In Table 1, we can see that the corresponding performance
measures for the model with active channels breakdowns,
the model with active station breakdowns, the model with
dependent channels breakdowns and the model with depen-
dent station breakdowns are very close to the reliable case.
In fact, the derived results are the same up to the 4th decimal
digit.

In Figures 3 and 4, the mean response time is splotted
versus the retrial rate ν and channels number c respectively.

We have presented five curves which correspond to the
reliable case, the active and independent channels and station
breakdowns disciplines. From Figure 3, we can see how
much the increase of retrial rate affects the mean response
time which decreases in reliable case and for the different
breakdowns disciplines. The numerical results agree with
the intuition that the mean response time is better (lower)
in the reliable case for all values of the retrial rate. It is
also shown from this figure that among the four breakdowns
disciplines, the model with active breakdowns of base station
gives the best mean response times particularly when the
retrial rate is smaller, but when the repeated calls arrive more
frequently, the two station breakdowns disciplines (active
and dependent) are very close.

In Figure 4, it is demonstrated that the channels number
of the base station has a significant influence on the mean
response time. We can also see that a small change in
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Figure 4. Effect of Channels Number on the Mean Response Time with K = 50, λ = 0.4, µ = 5, ν = 1, γ = 0.02, δ = 0.01, τ = 0.5

the number of channels, particularly from 1 to 3, produces
big difference in the mean response time in reliable and
unreliable cases (≈ −55%). However, after a certain value
the decrease is not considerable. On the other hand, we can
observe that the models with base station breakdowns give
the best results, and the worst response time is obtained in
dependent breakdowns of channels discipline.

VII. CONCLUSION

The exponentially increasing demand for wireless data
services requires a massive network densification. A promis-
ing solution to this problem is the concept of Small Cell
Networks, which is founded on the idea of a very dense
deployment of short-range, low-cost and low-power base
stations.

This paper aims at modeling, performance evaluation and
reliability of Small Cell Wireless Networks, taking into
account the repeated calls of blocked customers, the finite
number of customers served in a cell and the breakdowns of
base station channels. Hence, we showed how the behavior
of customers in Small Cell Wireless Networks with different
breakdowns disciplines can be intuitively described using
Generalized Stochastic Petri nets formalism and how several
performance and reliability indices can be derived.
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Abstract—The objective is to build a global analytical approach
for the evaluation of the quality of service perceived by the users
in wireless cellular networks which is calibrated in some reference
cases.

To do so, a model accounting for interference in a MIMO
cellular system is firstly described. An explicit expression of users
bit-rates theoretically feasible from the information theory point
of view is then deduced. The comparison between these bit-rates
and practical LTE performance permits to obtain the progress
margins for potential evolution of the technology. Moreover, it
leads to an analytical approximate expression of the system
performance which is calibrated with the practical one. This
expression is the keystone of a global analytical approach for
the evaluation of the QoS perceived by the users in the long run
of users arrivals and departures in the network. We illustrate
our approach by calculating the users QoS as function of the
cell radius in different mobility and interference cancellation
scenarios.

Keywords-MIMO; interference; QoS; cellular; wireless

I. INTRODUCTION

The performance of a MIMO (multiple input and multiple
output) cellular network may be considered from different
points of view. The information theory gives the ultimate
performance of the best possible coding schemes, whereas
real systems deploy practical coding schemes of lower per-
formance. On the other hand, information theory gives closed
form formulae in several cases, whereas practical system
performance is mostly evaluated by simulations such as those
of 3GPP (3rd Generation Partnership Project) [1].

The objective of the present paper is to compare these two
points of views in order to establish an analytical approxima-
tion of practical system performance. Our ultimate aim is to
build a global analytical approach which is firstly calibrated
using simulation results in some reference practical cases, and
then used to study the relationships between the key network
parameters and the QoS (quality of service) perceived by the
users.

A. Related work

Telatar [2, Lemma 2] gives the capacity of a MIMO channel
with fading and additive white Gaussian noise (without inter-
ference) from the information theory point of view. Different
MIMO configurations are compared within this context by
Foschini and Gans [3] . Blum et al. [4] study the capacity
of a MIMO cellular network with flat Rayleigh fading. Tulino

and Verdu [5] apply random matrix theory to analyze this
capacity. Tarok et al. [6] study the performance of space-time
coding which generalizes the Alamouti’s codes [7]. Diggavi
and Cover [8] study the worst noise process for an additive
channel under covariance constraints.

The 3GPP [1] evaluates the performance of LTE systems by
simulations. Goldsmith and Chua [9] observed that practical
coding schemes performance may be evaluated by a mod-
ification of the famous log2 (1 + SNR) Shannon’s formula.
Mogensen et al. [10] have observed that the LTE capacity in
the AWGN context is well approximated by this formula with
a multiplicative coefficient. These ideas will be extended in
the present paper to MIMO cellular networks with fading.

B. Paper organization

In Section II an explicit expression of users bit-rates feasible
from the information theory point of view is given. This
expression is compared to practical system performance in
Section III. The progress margins for potential evolution of
the technology are also presented in this section. Finally, the
global analytical approach is illustrated in Section IV by
evaluating the quality of service perceived by the users in real
cellular networks accounting for their arrivals and departures.

II. THEORETICALLY FEASIBLE BIT-RATES

The aim of the present section is to establish closed-form
expressions of users bit-rates which are theoretically feasible
in MIMO cellular networks.

A. Model

Consider a wireless network composed of some disjoint
geographic zones, called cells, each one being served by a
single base station (BS) with MIMO antennas. The power
transmitted by each BS is limited to some given maximal
value. The network operates Orthogonal Frequency-Division
Multiple Access (OFDMA) which we describe now. The
frequency spectrum (allocated to the considered network) is
divided into a given number of sub-carriers, which are made
available to all base stations. Each BS allocates disjoint subsets
of these sub-carriers to its users. Thus, any given user receives
only other-BS interference; that is the sum of powers emitted
by other BS on the sub-carriers allocated to him by his serving
BS.
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Assume that the bandwidth of each sub-carrier is smaller
than the coherence frequency of the channel, so that we can
consider that the fading in each sub-carrier is flat. That is, the
output of the channel at a given time depends on the input
only at the same instant of time. No assumption is made
on the correlation of the fading processes of the different
subcarriers (for a given user and a given BS). However,
the fading processes for different users or base stations are
assumed independent.

Time is divided into time-slots of length smaller than the
coherence time of the channel, so that, for a given sub-carrier,
the fading remains constant during each time-slot and the
fading process in different time-slots may be assumed ergodic.
(Such model for fading generalizes the so-called quasi-static
model where the fading process at different time-slots is
assumed to be independent and identically distributed.)

The codeword duration equals the time-slot, which is as-
sumed sufficiently large so that the capacity within each time-
slot may be defined in the asymptotic sense of information
theory. Users perform single user detection; thus the interfer-
ence is added to the additive white Gaussian noise (AWGN).
The statistical properties of the interference are not known a
priory since they depend of the codings of the other users.
However the signals transmitted by different base stations are
assumed independent.

B. Notations

The covariance matrix of a random column vector X =
(X1, . . . , Xt)

T in Ct is denoted by ΓX = E [XX∗] where
X∗ is the transpose complex conjugate of X . Observe for
future reference that

X∗X =
t∑

j=1

|Xj |2 (1)

A random vector (X1, . . . , Xt) in Ct is called circularly sym-
metric Gaussian iff it is Gaussian and, each of its components
Xi (i ∈ [1, t]) has i.i.d. centred real and imaginary parts.

Consider the downlink of a wireless cellular network. Let
u be a base station serving some user through a MIMO
channel with t transmitting and r receiving antennas having
the following discrete-time model. At a given time instant n
the channel output Yn ∈ Cr is related to the channel input
Xu,n ∈ Ct by the following relation

Yn = HuXu,n + Jn + Zn, n = 1, 2, . . . (2)

where Hu ∈ Cr×t is the fading between the considered user
and his serving base station u (fading is assumed constant
over time for the moment), Jn ∈ Cr is the interference and
the random noises Z1, Z2, . . . are i.i.d. with values in Cr such
that each Zn is circularly-symmetric Gaussian with covariance
matrix ΓZn = NIr where N is a given positive constant and
Ir is the identity matrix of dimension r. The channel input is
subject to a power constraint of the form

1

n

n∑
k=1

X∗
u,kXu,k ≤ P, n = 1, 2, . . .

where P is a given positive constant. Using Equation (1) we
see that the above constraint concerns the power aggregated
over all the t transmitters.

For each interfering base station v ̸= u, let Xv,n be
its transmitted signal and Hv be the fading between the
considered user and the base station v (recall that fading is
assumed constant over time). Then the interference equals

Jn =
∑
v ̸=u

HvXv,n (3)

C. Deterministic fading: Feasible rates

Assume in the present section that the fading is determin-
istic; i.e. not random.

The capacity region of the different users from the infor-
mation theory point of view (optimized simultaneously over
the transmitted signals of all the users) is still unknown.
Nevertheless we will show that there is a particular point
within this capacity region (i.e. a feasible set of users bit-rates)
which is easy to establish and express. This point corresponds
to the following assumptions:
(A1) The signals transmitted by different base stations are

independent.
(A2) The signal Xu,n transmitted by the serving base station

is circularly-symmetric Gaussian with covariance matrix
ΓXu,n = P

t It (power equi-partition between the trans-
mitting antennas).

(A3) The signal Xv,n transmitted by each interfering base
station v ̸= u is circularly-symmetric Gaussian with a
covariance matrix Γv = P

t It (again power equi-partition
between the transmitting antennas).

(A4) The transmitted signals are independent from noises.
(A5) The signals transmitted at different time instants are

independent.
The covariance matrix of the interference (3) equals

ΓJ = E [JnJ
∗
n]

= E

∑
v ̸=u

HvXv,n

∑
v′ ̸=u

X∗
v′,nH

∗
v′


=

∑
v ̸=u

HvΓXv,nH
∗
v

=
∑
v ̸=u

HvΓvH
∗
v =

P

t

∑
v ̸=u

HvH
∗
v

where the third equality is due to (A1) and for the fourth one
is due to (A3). By (A4), the interference plus noise Z ′

n :=
Jn +Zn is circularly-symmetric Gaussian [2, Lemma 4] with
covariance matrix

N := E [Z ′
nZ

′∗
n ] = NIr +

P

t

∑
v ̸=u

HvH
∗
v (4)

Moreover, using (A1)-(A4) the received signal Yn is circularly-
symmetric Gaussian with covariance matrix

ΓY = E
[
(HuXu,n + Z ′

n)
(
X∗

u,nH
∗
u + Z ′∗

n

)]
=

P

t
HuH

∗
u+N

Assumption (A5) permits to restrict ourselves to the mutual
information at a given time-instant; that is

I (Xu,n;Yn) = h (Yn)− h (Yn|Xu,n)

= h (Yn)− h (Z ′
n)

= log2 det (πeΓY )− log2 det (πeN )

= log2 det

(
Ir +

P

t
HuH

∗
uN−1

)
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where for the first equality we use [11, Theorem 1.6.2], for
the third one we use [2, Lemma 2] and where N is given
by (4). Recall that the capacity from the information theory
point of view, denoted by C, is the supremum of the mutual
information over all the distributions of the input signal. Thus

C ≥ log2 det

(
Ir +

P

t
HuH

∗
uN−1

)
The right-hand side of the above equation1 gives a feasible

bit-rate for the considered user. Since our assumptions (A1)-
(A5) are the same for all the users, we get similar expressions
for the feasible bit-rates of the other users and this collection
of bit-rates of the different users is feasible.

Till now we didn’t account for the propagation-losses Lu

and {Lv}v ̸=u induced by the distance and shadowing between
the considered user and the serving and interfering base
stations respectively. In order to account for these losses, the
above formula should be modified as follows

C ≥ log2 det

(
Ir +

P

t

HuH
∗
u

Lu
N−1

)
(5)

where the noise plus interference covariance matrix N is now
given by

N =NIr +
P

t

∑
v ̸=u

HvH
∗
v

Lv
(6)

Remark 1: Continuous-time. Consider a continuous-time
model of the channel. Let w be the bandwidth of the con-
sidered sub-carrier. The results in the discrete-time extend to
the continuous-time case, but the capacity bounds, such as the
right-hand side of (5), should be multiplied by the bandwidth
w of the considered sub-carrier. In other words, the log2 (·)
should be replaced by w × log2 (·).

D. Ergodic capacity

Consider now a given sub-carrier and multiple time-slots.
Recall that we assumed that the fading for different time-slots
are independent and identically distributed. By the law of large
numbers, the capacity averaged over a large number of time-
slots would approach the so-called ergodic capacity E [C]
where the expectation is with respect to the fading states. No
assumption is made on the distribution of the fading matrix
Hv except that its covariance equals identity; that is

E [HvH
∗
v ] = Ir, for all BS v

which means that the fadings of two different transmitting
antennas are decorrelated and that the fading second moment
for a given antenna equals 1. The following proposition gives
a lower bound for the ergodic capacity.

Proposition 1: The ergodic capacity of the channel (2) is
lower bounded by

E [C] ≥ E [log2 det (Ir + SINRHuH
∗
u)] (7)

where the expectation is with respect to the fading Hu with
the serving BS and

SINR =
(P/t) /Lu

N + (P/t)
∑

v ̸=u 1/Lv
(8)

which may be viewed as the Signal to Interference and Noise
Ratio per transmitting antenna2.

1which is coherent with [4, Equation (2)]
2 See [5, Equation (3.169)].

Proof: Note that the expectations in the present proof
are with respect to the fading random matrices with the
serving BS Hu and with the interfering BS {Hv}v ̸=u. Let
E [·|Hu] designates the expectation conditionally to Hu. By
the properties of the conditional expectation, we have E [C] =
E [E [C|Hu]]. Equation (5) implies that

E [C|Hu] ≥ E

[
log2 det

(
Ir +

P

t

HuH
∗
u

Lu
N−1

)∣∣∣∣Hu

]
where N is given by (6). Using the convexity of the function
N 7→ log2

[
det

(
Ir +

P
t
HuH

∗
u

Lu
N−1

)]
on the set of positive

definite matrices of Crxr (see [8, Lemma II.3]) and Jensen’s
inequality, we deduce that

E [C|Hu] ≥ log2 det

(
Ir +

P

t

HuH
∗
u

Lu
E [N|Hu]

−1

)
= log2 det

(
Ir +

P

t

HuH
∗
u

Lu
E [N ]

−1

)
≥ log2 det (Ir +HuH

∗
uSINR)

where SINR is given by (8). Thus

E [C] = E [E [C|Hu]] ≥ E [log2 (1 +HuH
∗
uSINR)]

The right-hand side of (7) may be calculated by using [2,
Theorem 2].

III. THEORETICAL VERSUS PRACTICAL PERFORMANCE

The objective of the present section is to compare the
theoretical expression established in the previous section to
practical LTE performance.

A. AWGN

Consider firstly a user served by a base station through
an additive white Gaussian noise (AWGN) SISO channel
without neither fading nor interference for the moment. The
user gets ideally (i.e. in the asymptotic sense of information
theory) a bit-rate given by the famous Shannon’s formula
w log2

(
1 + P/Lu

N

)
where w is the bandwidth allocated to

the considered user, N is the noise power, P is the power
transmitted by the BS and Lu is the propagation-loss (thus
P/Lu is the received power). In order to get rid of the
dependence of the bit-rate on the bandwidth, we define the
spectral efficiency as the ratio of the bit-rate by the bandwidth
which equals log2

(
1 + P/Lu

N

)
in the AWGN context.

Mogensen et al. [10] and the 3GPP [12, §A.2] have observed
that the LTE system spectral efficiency in this AWGN context
is well approximated by

s ≃ a log2

(
1 +

P/Lu

N

)
(9)

for some constant a < 1 accounting on the one hand for the
gap between the practical coding schemes and the optimal ones
and on the other hand for the loss of capacity due to signalling.
This observation shall be confirmed and the typical value of a
for LTE will be given. Note that the relative difference 1− a
between the Shannon’s limit and the practical LTE system
may be seen as a progress margin for potential evolution of
the technology in the AWGN context.

In the AWGN context, the 3GPP [12, §A.2] shows that
there is a 25% gap between the practical coding schemes and
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the optimal ones (in the sense information theory). Moreover,
some of the transmitted bits are used for signalling which
induces a supplementary capacity loss of about 30% (see [13,
§6.8],[14, p.155]); this leads to a = 0.75 × (1− 0.3) ≃ 0.5
in Equation (9). Figure 1 shows that the spectral efficiency
obtained by simulations with Orange’s link tool agrees with
the analytic approximation (9) with a = 0.5.
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Fig. 1. Practical performance for AWGN

Remark 2: Indeed the signalling loss depends on the
number of transmitting and receiving antennas. It is about
40/168 = 24%, 48/168 = 29% and 52/168 = 31%
respectively for SIMO 1× 2, MIMO 2× 2 and MIMO 4× 2
(see [13, §6.8],[14, p.155]).

B. Fading and interference

We aim now to account for fading, MIMO and interference.
In this context, let the spectral efficiency be the ratio of the
bit-rate averaged over the fading (called ergodic capacity in
the information theory framework) by the bandwidth.

In order to simplify the notation, we denote by S the
analytical (lower bound of the) spectral efficiency given in
the right-hand side of (7) pondered by the parameter a = 0.5
obtained in the previous section; that is

S (SINR, t, r) = aE [log2 det (Ir +HuH
∗
uSINR)] (10)

where SINR is the signal to interference and noise ratio (per
transmitting antenna) given by Equation (8).

The question now is what is the practical LTE spectral
efficiency compared to the above analytical expression? Is it
better or worse and what is the difference?

In order to get the practical LTE performance, we consider
the output of Orange’s simulator compliant with the 3GPP
recommendation [1] (see this reference for the details of the
simulations) in the so-called calibration case. It corresponds
to MIMO 1×2 with round robin (RR) scheduler. We consider
also other MIMO configurations and proportional fair (PF)
scheduler, keeping all the other parameters unchanged. In
particular, each base station always transmits its maximal
power (full buffer).

According to [1], the 3GPP simulations consist in gener-
ating several realizations of the users positions, shadowing

MIMO Scheduler b residual stand. dev. b′

1× 2 RR 0.83 0.45 0.98
1× 2 PF 1.02 0.65 1.19
2× 2 PF 0.67 0.74 1.08
4× 2 PF 0.49 0.76 0.90

TABLE I
RESULTS OF THE LINEAR FITTINGS.

losses and fading channels. For each user location and each
shadowing realization, the spectral efficiency is averaged over
a large number of fadings samples (about 1000). The value
of the SINR including only the distance and the shadowing
effects (and not fading) is also given. Then the spectral effi-
ciency as function of the SINR is compared to the theoretical
relation (10). More specifically, we make a linear regression
between the spectral efficiency obtained from simulations and
the theoretical efficiency given by Equation (10); that is we
search for some b such that

s ≃ b× S (SINR, t, r) (11)

Table I gives the results of the linear fitting (11); i.e. the
values of b and the corresponding residual standard deviation
for different MIMO configurations3 (the first row corresponds
to the calibration case [1, Table A.2.2-1]). Moreover, the 95%-
confidence interval is about b± 0.01 for all the studied cases.

Figure 2 shows the spectral efficiency as function of the
SINR from simulations and from the analytical expression
(right-hand side of (11)) for the calibration case. Observe that
the analytical expression reproduces well the general tendency
of the empirical data obtained from simulations. The figures
for the other cases listed in Table I are also generated, but not
reproduced in the paper due to their similarity to Figure 2.

 0

 1

 2

 3

 4

 5

 6

-10 -5  0  5  10  15  20

S
pe

ct
ra

l e
ffi

ci
en

cy
 [b

it/
s/

H
z]

SINR [dB]

3GPP simulations
Analytical 

Fig. 2. Simulations versus the analytical expression (right-hand side of (11))
for the calibration case

Remark 3: In order to simplify the calculations we have
also tested a linear regression between the spectral efficiency
s obtained from simulations and the AWGN expression (9).

3All the considered cases have a MRC (Maximum Ratio Combining)
receiver, except the MIMO 4× 2 case which has a MMSE (Minimum Mean
Square Error) receiver. At the base station side, the transmitting antennas are
pairwise cross-polar. In the case MIMO 4× 2, the two cross-polar pairs of
transmitting antennas are separated by 10 times the wavelength.
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Observe from Equation (8) that when noise is dominant against
interference, then

SINR =
(P/t) /Lu

N
=

P/Lu

N
× 1

t

Thus, in this particular case, the term P/Lu

N in the right-hand
side of (9) equals SINR × t. Then, in the general case, it is
natural to look for a fitting in the form

s ≃ b′ × a log2 (1 + SINR× t)

The resulting values of b′ are indicated in Table I with residual
standard deviations close to those indicated in the fourth
column of that table.

C. SINR

For the analytical approach we use a similar geometric
pattern of the network (hexagonal) and the same propagation-
loss modeling regarding the distance and shadowing effects
(fading has been already taken into account on the link level
in the previous section) as the 3GPP calibration case [15, Table
A.2.1.1-3] and [1, Table A.2.2-1].

More specifically, the frequency carrier is 2GHz. The dis-
tance loss model is L = 128.1 + 37.6 × log10(r) [in dB]. A
supplementary penetration loss of 20dB is added. The shad-
owing is modeled as a centered log-normal random variable of
standard deviation 8dB. The following 2D horizontal antenna
pattern is used

A (φ) = −min

(
12

(φ
θ

)2

, Am

)
, θ = 70◦, Am = 20dB

(12)
The system bandwidth is W = 10MHz, the noise power equals
N = −95dBm (−174dBm/Hz, noise figure=9dB) and the
transmission power of the base station is P = 60dBm (46dBm
plus G = 14dBi of antenna gain). The network is composed
of 36 hexagons (6× 6). Each hexagon comprises three sectors
which gives a total of 108 sectors. The distance between the
centers of two neighboring hexagons is 500m. We generate
3600 random user locations uniformly in the network; that is
100 user locations per hexagon in average.

The 3GPP simulations published in [1] are made on a planar
network with random locations of the users. In the present
study, two network models are considered: either planar or
toroidal (to avoid the border effects).

Each mobile is served by the base station with the smallest
propagation-loss (including distance, shadowing and antenna
pattern). In order to facilitate the comparison of our results to
those of 3GPP, we define the coupling-gain as the antenna gain
G minus propagation-loss L with the serving base station. The
cumulative distribution function (CDF)4 of the coupling-gain
obtained by 3GPP simulations [1, Figures A.2.2-1 (left)] and
by our models are given in Figure 3. This figure shows that
the results of our planar network are close to those of 3GPP
simulations, whereas those of toroidal network give larger
coupling gain. This is due to the fact that in a planar network
edge users get smaller coupling gain than in the toroidal one.

The SINR for each mobile is calculated by Equation (8),
where u is the index of the serving base station. Figure 4 shows
the CDF of the SINR coming from 3GPP simulations [1,
Figure A.2.2-1 (right)] compared to that resulting from our

4over all the user locations in the network
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Fig. 3. CDF of the coupling gain (antenna gain minus propagation loss)

models. Again our planar model gives closer results to the
3GPP simulations than the toroidal one. Nevertheless, the
difference between the SINRs of the toroidal and the planar
networks is smaller than 0.5dB.
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Fig. 4. CDF of SINR

Remark 4: Figure 4 shows that the SINR doesn’t exceed
17dB. Indeed, each mobile served by a given base station
(sector) is at least interfered by the two other sectors on the
same site. The power received from each of these sectors is
at least 10−2 times that received from the serving BS (this is
related to Am = 20dB in Equation (12)). The interference to
signal ratio is consequently larger than 2 × 10−2 i.e. −17dB
which explains the observed upper limit of SINR.

Remark 5: Observe that the SINR defined by Equation (8)
is different from the SINR calculated by 3GPP simulations
which equals

SINR3GPP =
P/Lu

N + P
∑

v ̸=u 1/Lv

However, if noise is negligible compared to interference,
then the two SINRs are identical. This is the case in the
considered urban scenario (small cell radius), so we have not
to distinguish between these two SINRs.
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Arithmetic mean Harmonic mean
MIMO Scheduler Simus Analytic Simus Analytic
1× 2 RR 1.01 1.00 0.50 0.69
1× 2 PF 1.32 1.23 0.80 0.85
2× 2 PF 1.43 1.41 0.84 1.00
4× 2 PF 1.54 1.54 0.95 1.18

TABLE II
CELL SPECTRAL EFFICIENCY: COMPARISON OF THE 3GPP SIMULATIONS

AND THE ANALYTIC RESULTS.

D. Spectral efficiency

For each mobile we calculate the spectral efficiency corre-
sponding to its SINR by relation (11). In order to facilitate
the comparison of our results to those of 3GPP, we define the
normalized user throughput as the spectral efficiency divided
by 10 (this is historically related to the fact there are 10 users
per cell in 3GPP simulations). The CDFs of the normalized
user throughput obtained by 3GPP simulations [1, Figure
A.2.2-3 (left)] and by our model are plotted in Figure 5. The
3GPP distribution is more spread than that of our models;
this is related to the fact that the 3GPP spectral efficiency
represents some variability around the analytic one as shown
in Figure 2. Moreover, we observe that the results of the planar
and toroidal models for the network are close to each other.
Thus, the toroidal model is considered for the remaining part
of the paper.
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Fig. 5. CDF of normalized user throughput

Table II gives the arithmetic mean of the spectral efficiencies
at the different locations (called cell spectral efficiency) for
both 3GPP simulations and analytic approach. The results of
two methods agree for all the considered MIMO and scheduler
configurations.

Remark 6: Note that the results of the simulations given in
Table II are produced by the simulator of Orange which is
one of the contributors to 3GPP. The values indicated in [1,
Table A.2.2-2] are in fact averaged over the different 3GPP
contributors including Orange. In particular, for the calibration
case (MIMO 1× 2 with RR scheduler) Orange’s result is 1.01
whereas 3GPP average is 1.1. The variability of the results
amoung the contributors is partially due to the randomness
induced by the shadowing.

IV. USER’S QOS CALCULATION

In order to illustrate the whole analytical approach, we show
now how to calculate the QoS perceived by the users in a
dynamic context; i.e., when users arrive and depart from the
network. Variable bit-rate (VBR) calls such as mail, http, ftp
are considered. Each VBR call aims to transmit some volume
of data at a bit-rate which is decided by the network. Define
the peak bit-rate at a given location as the bit-rate which may
be allocated to some user in this location assuming that he is
alone in the cell and that all the base stations transmit at their
maximal powers. As observed by Caire and al. in [16, §I], for
the VBR calls the performance at the link level for a given
location should be firstly averaged over the fading; then these
averages may be used at the queueing theory time scale to
account for call arrivals and departures. Therefore we have a
natural separation of the time scales of information theory and
queueing theory. Assuming a round robin schedular, the peak
bit-rate at each location equals the system bandwidth times
the spectral efficiency at that location given by Equation (11).

Let ρ be the traffic demand (in bit/s) per cell; that is the ratio
of the average volume of data per call to the duration between
two call arrivals to the cell. Assume that the traffic demand
is uniformly distributed over the cell and that the users are
allocated equal portions of the available resources (time and/or
frequency). We assume that the users don’t move during their
calls.

In this context, queueing theory [17], [18, Example 10]
shows that the user’s throughput in the long run of the call
arrivals and departures is given by

r̄ = max(0, ρc − ρ) (13)

where ρc is the so-called critical traffic demand which equals
the harmonic mean of the peak bit-rates in the cell if the
users don’t move during their calls. On the opposite, if the
users move during their calls, then the critical traffic demand
equals the arithmetic mean of the peak bit-rates in the cell.
At high mobility, the above formula holds also true with the
appropriate critical traffic demand.

Consider the numerical setting of the calibration case
described in Section III-C. Figure 6 shows the throughput
per user in the cell as function of the cell radius for a
traffic demand density 300kbit/s/km2 (typical value in urban
areas) for both the no-mobility and high mobility cases. We
consider also the case when the interference is completely
cancelled. As expected, the user’s throughput decreases with
the cell radius and ultimately vanishes for some critical cell
radius. Moreover, observe that the mobility improves the user
throughput from the queueing theory point of view as proved
theoretically in [19, §VI]. On the other hand, observe that
the interference cancellation improves performance, but this
improvement decreases as the cell radius increases. For a cell
radius of 0.3km, the interference cancellation increases the
user throughput by a factor of about 7; whereas this factor is
only of about 2 for cell radius of 2km. This is due to the fact
that as the cell radius inceases, the noise becomes dominant
compared to interference.

The analytical approach developed in the present paper
permits to make the parametric study represented in Figure 6
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Fig. 6. User throughput as function of the cell radius in the cases of no
mobility and high mobility (for the calibration scenario)

in about one minute; whereas it would require weeks for the
3GPP simulations.

Remark 7: Table II shows the harmonic means of the
spectral efficiency obtained from 3GPP simulations and from
the analytical expression. The difference may be explained
as follows. Recall that the harmonic mean is sensitive to
the minimal value of the considered data; for example if
one of these data is null then the harmonic mean vanishes.
Moreover, Figure 2 shows that the 3GPP spectral efficiency
represents some variability around (and in particular comprise
smaller values than) the analytic curve. This explains why the
harmonic means obtained from simulations in Table II are
lower than the analytic ones.

V. CONCLUSION

We describe a simple model of a MIMO cellular network
which permits to obtain an analytical expression of users bit-
rates which are feasible from the information theory point
of view. This expression accounts for the variety of MIMO
configurations (numbers of transmitting and receiving anten-
nas) and radio conditions (SINR). This expression is compared
to practical LTE performance evaluated by 3GPP simulations
for different cases including the so-called calibration case.
The comparison shows that the analytical expression may
be adjusted to the practical performance by a multiplicative
coefficient which depends on the MIMO configuration but not
on the SINR. Additionally, we show the progress margin for
potential evolution of the technology.

In order to illustrate the whole analytical approach, we
calculate the throughput perceived by the users in the long run
of users arrivals and departures in the network. The analytical
approach permits to make the calculations in a much faster
computing time than a purely simulation approach. The com-
parison of null and high user’s mobility permits to quantify the
effect of this mobility from the queueing theory point of view.
Studying the case when inteference is completely cancelled
permits to quantify the ultimate impovement expected from
the interference cancellation.

The simplifying assumption that the base stations are always
transmitting (even when there are no users to serve) shall be

examined in the future work. Moreover, the QoS for other
service classes such as streaming will be studied.

Acknowledgement: We thank B. Błaszczyszyn (INRIA), M.
Debbah (Supelec) as well as A. Saadani, S. Jeux and A. Jassal
(Orange Labs) for useful discussions related to the present
paper.

REFERENCES

[1] 3GPP, “TR 36.814-V900 Further advancements for E-UTRA - Physical
Layer Aspects,” in 3GPP Ftp Server, 2010.

[2] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,” AT&T
Technical Memorandum, June 1995.

[3] G. J. Foschini and M. J. Gans, “On limits of wireless communications in
a fading environment when using multiple antennas,” Wireless Personal
Communications, vol. 6, no. 3, pp. 311–335, March 1998.

[4] R. S. Blum, J. H. Winters, and N. R. Sollenberger, “On the capacity of
cellular systems with MIMO,” Communications Letters, IEEE, vol. 6,
no. 6, pp. 242 –244, jun 2002.
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Abstract - This paper investigates the choice of routing 

algorithms for a CoAP-UDP stack for a internet-enabled 

Wireless Sensor Network (WSN) running an application for 

emergency monitoring and evacuation of people in a building. 

The routing protocols considered belong to two classes: 

proactive protocols (CTP, RPL) and reactive protocols 

(AODV, DSR). The emergency monitoring and evacuation 

scenario, running on a WSN with a full stack, was modelled 

and simulated in the SpeckSim behavioural simulator. The 

results of our study demonstrated that AODV would be the 

protocol of choice for the chosen application. The methodology 

advocated is sufficiently general for investigating protocol 
choices for other applications. 

Keywords – WSN; routing protocols; CoAP; AODV; RPL. 

I. INTRODUCTION 

Internet-enabled WSNs can be used to bridge the 
physical world that we inhabit with the virtual world of the 
Internet. Miniature battery-operated sensors with wireless 
connectivity and processing capability which are attached to 
objects can be used to extend the connectivity of the Internet. 
Information from the sensory data can be used to build web-
oriented applications such as smart metering and smart 
building networks, and a number of bodies have been active 
in their standardisation. 

The Internet Protocol for Smart Objects (IPSO) Alliance 
[17] has been involved in the interfacing of IP technology 
with everyday physical devices. In addition, the Internet 
Engineering Task Force (IETF) has incorporated several 
Working Groups towards the standardization of IP protocols 
for these objects. Their first attempt was to compress IPv6 
over Low power Wireless Personal Area Networks 
(6LoWPAN) [1] to enable its use in low-power 802.15.4 
radios. The Routing Over Low power and Lossy networks 
(ROLL) Working Group is promoting a routing protocol 
called the IPv6 Routing Protocol for Low-power and Lossy 
networks (RPL) [2]. 

There is now a progress from concern about network 
connectivity between physical objects (actuators, sensors, 
embedded devices) and the Internet, towards building useful 
web service-oriented applications over this basic layer of 
connectivity.  

Internet-enabled WSNs can be realised by adapting 
traditional web protocols in ways suitable to different 
applications, thereby enabling the integration of these sensor-
enriched physical objects to the Internet. This can be made 
possible if the existing REpresentational State Transfer 
(REST) architectural style can be extended to accommodate 

new application layer protocols suitable for WSNs over 
existing transport protocols such as TCP/ UDP. 

The IETF Constrained RESTful Environments (CoRE) 
Working Group [18] is focusing on designing application 
layer protocols that manipulate sensor data, which overcome 
the restrictions of their networking environments. The 
resulting Constrained Application Protocol (CoAP) [3] 
integrates the different facets of the web service architecture. 
CoAP includes a subset of the REST features that are 
available in HTTP, to enable effective Machine-to-Machine 
(M2M) communication between devices. 

The question asked in this study was that for a given 
choice of application/transport layer protocol (CoAP/UDP), 
and a data link layer protocol (SpeckMAC-D [16]), what is 
the appropriate choice of routing protocol for the given 
application scenario of emergency monitoring and 
evacuation of people in a building. 

We considered two sets of routing protocols classified on 
the basis of their gathering and maintenance of routing 
information. Proactive protocols generate routing tables and 
periodically exchange update information, and reactive ones 
which do not, but instead trigger a discovery process when 
routing information is required. We selected RPL and 
Collection Tree Protocol (CTP) from the proactive class, and 
Ad hoc On-Demand Distance Vector Routing (AODV) and 
Dynamic Source Routing (DSR) from the reactive one. 

We have implemented CoAP-UDP over each of the 
chosen routing protocols, and have examined in each case 
the behaviour of the resulting protocol stack. Based on a 
selection of evaluation metrics relevant to constrained 
networks, we determine the suitability of the routing 
protocols for ensuring effective, reliable communication 
between resource-constrained devices.  

Section II reviews related work in this field; Section III 
describes the different protocols that were implemented; 
Section IV describes the emergency monitoring and 
evacuation application and its implementation in the 
simulator, along with the implementation of the routing 
protocols. Section V provides an analysis of the results and 
Section VI presents the concluding remarks. 

II. RELATED WORK 

The challenge in achieving WSN interoperability with IP 
networks has been recognised [10], and so has the need for 
an open resource-oriented architecture for building web 
services in sensor networks. 

A few research papers have concentrated on the need for 
a new application protocol such as CoAP, and justify its use 
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in WSNs. Colitti et al. [4] provide a detailed description of 
CoAP and compare it with HTTP by running the Contiki and 
libcoap [20] CoAP versions. They demonstrated that the 
energy consumption of CoAP-running sensor nodes is 
significantly lower than those running HTTP. Kovatsch et al. 
[19] describe an implementation of the IETF CoAP protocol 
for the Contiki operating system that leverages the 
ContikiMAC low-power duty cycling mechanism to provide 
power efficiency. 

Kuladinithi et al. [5] describe CoAP’s Contiki and 
TinyOS implementations to integrate CoAP into an existing 
WSN-oriented logistics system for cargo containers. The 
focus is on performing CoAP-HTTP comparisons based on 
certain application-specific evaluation metrics such as data 
retrieval and access rates/times. In this paper we evaluate the 
entire protocol stack, based on five evaluation metrics. 

Both simulated and real implementations of RPL have 
been evaluated [6][7] since the protocol was selected as the 
IETF candidate for standardization in WSNs.  

Several papers and dissertations [15] have compared 
different routing protocols for WSNs, but few comparisons 
have been made between the protocols that we have 
considered in this study. In [11], for instance, on-demand 
routing protocols such as AODV, DSDV and DSR are 
evaluated using the NS2 simulator which concluded that 
AODV outperforms the other two protocols in terms of 
packet delivery ratio. In [14], the same protocols were 
evaluated with similar results in terms of packet delivery, but 
higher performance was demonstrated by DSDV as the 
network was scaled and a radio shadowing model was 
considered. 

A number of simulators have been developed for 
understanding the behaviour of WSNs [10]. The Cooja 
simulator [11], for example, is focussed on simulating 
hardware details of the WSN nodes. TOSSIM [12] is a 
discrete event application-level simulator that can be used for 
TinyOS-based WSNs. The former is better suited for 
analysing the impact of low-level network details at cycle-
level accuracies, whereas the latter is better suited for 
capturing the impact of application-specific issues on 
performance. 

In this study, we used the SpeckSim [13] behavioural-
level simulation environment which has been designed to 
perform evaluation across the different layers of a protocol 
stack to determine the most efficient set of protocols for a 
given class of applications. 

III. BACKGROUND 

This section briefly presents the protocols that were 
chosen for this study. It is followed by the implementation 
section which further discusses them in more detail. 

A. The Constrained Application Protocol (CoAP) 

The interfacing of resource-constrained embedded 
devices to the Internet requires extensions to its current 
architecture and new light-weight representations. HTTP is 
less able to handle M2M interactions efficiently with the 
additional overhead of heavy-weight resource representation 
formats such as HTML and XML. There is a need for a 

compact REST-affiliated architectural style to connect 
internet-enabled physical objects and access them through 
universally accepted standards-based methods. 

CoAP is a generic web protocol, defined by the IETF 
CoRE Working Group [3], which aims to enable 
interoperability between embedded constrained M2M 
applications. The goal of this protocol is not only to 
compress HTTP, but to include constraints such as 
statelessness, cache-ability, layered system, uniform 
interface common in current web protocols and additional 
features such as multicast support, built-in device discovery, 
asynchronous message exchanges and bulk transfer of data.  

CoAP web services have been designed for end-to-end 
constrained devices. A detailed description of CoAP's 
features is presented in [5], most of which have been 
implemented in the SpeckSim simulator. 

B. Routing Protocols 

For the purpose of this study, two classes of protocols 
have been considered: i) proactive and ii) reactive protocols. 

1) Proactive Protocols 
Proactive protocols involve the generation and 

maintenance of routing tables by the nodes in the network. 
Two protocols that fall under this class are RPL and CTP. 
Even though CTP nodes do not explicitly maintain routing 
tables but only a single route towards the root node, it can be 
classified as a proactive protocol. 

a) RPL 

RPL has been proposed by the IETF ROLL Working 
Group as a standard routing protocol for IPv6 routing in 
WSNs, since existing routing protocols do not satisfy all the 
requirements for low-power and lossy networks. 

RPL organises the network as directed acyclic graphs, 
starting from the root nodes. It forms a non-transitive, non-
broadcast, multiple-access, flexible topology, as described in 
the IETF draft [1]. 

b) CTP 

CTP is a tree-based collection protocol. When the 
topology is formed, some of the nodes advertise themselves 
as root nodes, and the rest of the nodes form routing trees to 
these roots. CTP is address-free, i.e., a node implicitly 
chooses a root by choosing a next hop. 

2) Reactive Protocols 
Reactive protocols do not generate routing tables; instead 

they build and maintain cache tables based on routing 
information acquired after route discovery events. Two such 
protocols are DSR and AODV. 

a) DSR 

DSR was designed for use in multi-hop wireless 
networks of mobile nodes. It allows the network to be 
completely self-organised and self-configuring, without the 
need for any existing network infrastructure or 
administration. 

 The protocol is based on a route discovery and a route 
maintenance mechanism which operate on demand. It 
provides loop-free routing, does not send periodic packets of 
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any kind and supports unidirectional links and asymmetric 
routes. 

b) AODV 

AODV is a routing protocol for mobile ad-hoc networks. 
It uses destination sequence numbers to ensure loop freedom 
at all times, avoiding problems associated with classical 
distance vector protocols (such as "counting to infinity"). 

IV. IMPLEMENTATION DETAILS 

Table I summarises the main features of the routing 
protocols. 

TABLE I.  ROUTING PROTOCOLS SUMMARY 

 
 

A.  SpeckSim Simulation Framework 

The SpeckSim simulation framework [13] is a 
behavioural level simulator designed for modelling and 
performance analysis of WSNs. SpeckSim enables modelling 
and simulation at the different levels of abstraction: devices, 
networks, layers of the protocol stack, and the application 
and deployment environment. The simulator incorporates 
several protocols at the data link and network layers, radio 
channel models and hardware models for the analysis of 
power consumption and resource usage. 

B. Fire Evacuation from a “Smart” Building 

An example of an application explored in this paper is 
the monitoring and emergency evacuation of a building in 
the event of a fire, using a internet-enabled WSN attached to 
the building fabric. The web service identifies the location of 
the occupants and dynamically computes the safest path [8] 
towards one of the exits (should such a path exist) and the 
direction towards this exit is displayed to the occupants in 
the form of a strobing LED. CoAP (with UDP) is used for 
this purpose. A reliable transport protocol is not needed due 
to CoAP’s simple retransmission mechanism. 

The implementation of the different routing protocols 
enables effective computation of the hazard times and the 
safest path from the fire towards the exits. The simulation 
experiments investigate the impact of the choice of routing 
protocol. The aim is to examine which one is better suited for 
this application and the trade-offs in their performance.  

C. Choice of SpeckMAC-D as the Data Link Protocol 

Our application features low data access rates and the 
Media Access Protocol (MAC) protocol should be chosen 
accordingly. The SpeckSim simulator provides a library of 
MAC protocols from which SpeckMAC-D was chosen as it 
had outperformed the other protocols in terms of energy 
consumption and battery lifetime in a previous published 
study [16]. Unlike other channel probing protocols, 
SpeckMAC-D performs better for both unicast and broadcast 
packets which further justifies its selection for this 
application. 

D. CoAP Implementation in SpeckSim 

The CoAP implementation in SpeckSim conforms to the 
description in Draft-8 [3]. CoAP nodes communicate by 
passing CoAP messages comprising of a fixed 8-byte header. 
The messages come in different types: Confirmable, Non-
confirmable, Acknowledgement, and Reset. Confirmable 
messages guarantee delivery through the network. They are 
transmitted in the form of simple retransmissions by 
increasing the timeout by an order of 2 until the number of 
maximum retransmissions allowed is reached. For the 
purpose of the fire evacuation application, all messages are 
declared to be “Confirmable”. 

The implementation of the emergency monitoring and 
evacuation application involves the transmission of CoAP 
messages at regular intervals between the nodes that detect a 
person’s presence and the exits of the building. The locations 
of the people within the building are monitored as they 
traverse the safe paths towards the exits. The paths are 
continuously updated, taking into account the fire’s progress. 

E. Implementation of Routing Protocols in SpeckSim 

This section briefly describes the implementation of the 
different routing protocols under study, which are evaluated 
using CoAP for the fire evacuation application. 

1) RPL 
The RPL implementation provided in SpeckSim is based 

on the IETF draft [2]. RPL is optimised for collection 
networks (ones based on typical traffic of multipoint-to-point 
(MP2P) and point-to-multipoint (P2MP)), with occasional 
point-to-point (P2P) traffic.  

RPL uses MP2P traffic for data collection and P2MP 
traffic for configuration purposes. The collection networks 
have multiple nodes that report periodically to a few 
collection/sink nodes. Sink nodes rarely choose P2P 
communication with one of the sender nodes. 

2) CTP 
CTP is a tree-based collection protocol. When a root 

node starts up, it broadcasts beacons (routing frames) to 
generate bidirectional links between the nodes. When a non-
root node starts up, it sends routing frames with the “P” bit 
set (i.e., requesting routing information) until it receives a 
reply (containing its next hop (parent), the node id, and a 
metric ETX for evaluating the best parent node). After 
receiving the reply, it starts broadcasting beacons (similar to 
the root node) and it can establish connections with new 
adjacent nodes. Each node holds a parent list as a backup in 
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case the parent node fails. Should this happen, selection of a 
new parent node will occur. 

The protocol checks for frame duplications and allows up 
to 32 retransmissions in case of lost data frames or 
acknowledgements. 

The ETX metric was changed to “hop count” due to the 
ambiguity in the protocol’s specification on how to deal with 
routing loops, thus resulting in loop-free routing. 

3) AODV 
The implementation of the AODV protocol in the 

SpeckSim simulator is based on the IETF draft [21]. 
A node broadcasts a Route Request (RREQ) message 

when it needs to find a route for a new destination. A route 
can be obtained when the RREQ either reaches the 
destination itself or an intermediate node with a 'fresh 
enough' route to the destination (a 'fresh enough' route is a 
valid route entry for the destination whose associated 
sequence number is at least as great as that contained in the 
RREQ). Each node receiving the request caches a route back 
to the originator of the request, so that the reply can be 
unicast from the destination to that originator, or likewise 
from any intermediate node able to satisfy the request. 

Route Error messages are used to propagate link/node 
failures and changes through the network. The messages may 
be either broadcasts or unicasts. 

4) DSR 
The DSR implementation provided in the SpeckSim 

simulator is based on the paper authored by David B. 
Johnson et al. [9]. 

Before the transmission of data packets containing CoAP 
messages, a node first searches for a route in its cache table. 
If it finds a route towards the desired destination, it builds the 
data packet by adding the necessary header information 
which includes a list/path of nodes that the packet will have 
to follow in order to reach the destination.  

The other nodes in the network will forward the data 
packet based on the routing information transported in the 
header of the packet. When a node receives a data packet, it 
will send an acknowledgement (ACK) message to the node 
that previously sent the message (one-hop ACKs). 

If the node does not find a route towards the desired 
destination in its cache table, it will initiate the Route 
Discovery process. The current DSR implementation uses 
two types of Route Requests: a simple Route Request and a 
piggyback Route Request (contains the routing information 
of a Route Reply). This allows it to support unidirectional 
links and avoid infinite recursion of Route Discoveries. 

If the packet is retransmitted for the maximum number of 
times (15), this will generate Route Error messages which 
are used to identify the link over which the packet could not 
be forwarded. The cache table stores only one route for a 
destination and is populated by the receipt of piggyback 
Route Requests and Route Replies. 

V. RESULTS AND ANALYSIS 

We have simulated two building topologies in the 
SpeckSim simulator: a grid (Manhattan) topology and a less 
regular topology of a floor in a real building, the Informatics 

Forum (Figure 1). In both cases each node is within radio 
range of its immediate neighbours. In Figure 1, the 24-node 
WSN populates the corridor. Note that the most favourable 
placement for RPL and CTP root nodes is at the exit nodes 
of the building, such that the MP2P capability of these 
protocols can be exploited. 
 

 
Figure 1.  Informatics Forum floor plan and its representation in SpeckSim 

A. Test Cases 

The fire evacuation application involves simulating 
people within the building and their passage to safe exits. It 
also simulates the continuous transmission of CoAP 
messages between the nodes that detect people and the exit 
nodes. These messages represent updates on people’s 
location in the building as they move along the paths towards 
the exits. We have implemented the fire evacuation 
application on two networks: a 16-node grid-based topology 
and a 24-node building topology. 

The fire evacuation scenario was simulated for the entire 
protocol stack for the following metrics: delivery ratio, 
latency, overhead, power consumption, and fault tolerance. 
Also, scalability studies were performed on grid networks for 
the following metrics: overhead, packet loss and latency. 

B. Results 

Each node simulated in SpeckSim has the following 
characteristics:  

 Battery: capacity - 1mAh, voltage- 3V. 

 MCU: active current - 0.005mA, sleep current - 
0.001mA, off current - 0mA. 

 Radio: Perfect Radio Shell, range - 0.35 units. 

 Power up delay: Min=0s, Max=1s. 
We now present the results that have been gathered by 

running the fire monitoring and evacuation application in 
SpeckSim, for the different routing protocols under CoAP-
UDP. The results presented are the average of six runs. 

AODV exhibits the highest delivery ratio of 100 percent, 
guaranteeing the transmission of all the messages in the 
network to the intended destinations. 

The latency (Figure 2) is important for the chosen 
scenario because emergency evacuation requires rapid 
responsiveness in the network for the short period of time of 
the evacuation. RPL outperforms the other protocols, as the 
exit nodes of the building were configured as root nodes, 
thus leading to effective route selections. The higher latency 
in AODV and DSR (an average of 11 seconds) can be 
attributed to their time-consuming route discovery process. 
However, the 16 second average discrepancy between the 
two is due to AODV’s use of only bidirectional links. 
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Figure 2.  Delivery Ratio and Latency measurements for the two scenarios 

The protocol overhead is a useful metric for analysis 
because it has a direct effect on the average power 
consumption of the network. It was measured by counting 
the number of control packets exchanged in the network over 
a period of time (approximately 650s). We observed a lower 
overhead for the proactive protocols (Figure 3), owing to the 
usage of algorithms such as the Trickle timer, which reduce 
the control packet exchange when the topology is stable. 
 

 
Figure 3.  Overhead and Power Consumption results for the two scenarios 

AODV needs to maintain neighbour tables in order to use 
only bidirectional links, but this increases its overhead. Due 
to the low number of data packets generated (approximately 
250 packets) and the short simulation time (approximately 
650s), DSR did not have the chance to outclass the other 
protocols in terms of overhead, even though it does not 
exchange periodic messages. A more significant difference is 
shown in Figure 4 of the scalability scenarios, where DSR 
clearly has lower overhead compared to the other protocols. 

Figure 3 also shows the power consumption in terms of 
the percentage of depleted battery life at the end of the 
simulation run. This metric is important, as the batteries must 
last until the evacuation of the building is complete. It was 
observed that, for all the routing protocols, less than 50% of 
the batteries’ power levels (1 mAh capacity) were drained 
after running the scenario. Note that any type of battery 
likely to be used in a real-life deployment is expected to be 
in order of hundreds of mAh (i.e., CR2032 provides 220 
mAh or AA batteries which provide 2500 mAh). 

The mean battery consumption was measured when each 
protocol was run in the simulator for the same type and 
number of specks. All the protocols displayed similar battery 
lifetimes/consumption because of the limited run time of the 
scenario. It may be possible to observe more prominent 
differences in power consumption if they were simulated on 
larger topologies for a longer duration. 

 
Figure 4.  Fault Tolerance (building scenario), Ovehead (grid topologies) 

Fault tolerance is another important metric in the context 
of this application due to the increased chance of the nodes 
getting damaged. Node failures must be detected and 
propagated throughout the network so that alternative paths 
can be found in a timely manner. No fault tolerance 
mechanisms have been defined in recent RPL drafts because 
of the overhead that may be created in terms of bandwidth 
and energy consumption. Therefore, RPL’s response to node 
failures cannot be evaluated.  

Figure 4 shows that AODV has the highest tolerance for 
node failures. This plays an important role in its selection for 
the CoAP-UDP stack for this particular application. 

It can be seen that DSR's down time is higher in 
comparison to AODV. One plausible explanation is that the 
DSR implementation in SpeckSim is built to work over both 
unidirectional and bidirectional links. This implies that the 
Route Discovery process for this reactive protocol may cause 
the Route Reply to reach the sender through a different path 
from that of the Route Request, which causes an additional 
delay. AODV makes use only of bidirectional links (Route 
Replies use the backward route of the Route Request), 
thereby having a reduced down-time. Also, DSR retransmits 
a packet 15 times before considering a route to be broken, as 
opposed to AODV which performs only 5 retransmissions. 

The protocol drafts do not specify most of the delays and 
timers used by the protocols, thus making these values 
implementation specific. Since the intervals for the periodic 
control packets are implementation specific, in the case of 
AODV, DSR and CTP when choosing these values, the 
focus was on reducing the overhead rather than minimising 
the reconvergence time of the network. This explains the 
significant down-time of the network when a node fails. 

C. Scalability Results 

The scalability tests have the purpose of validating the 
results obtained in the case of the fire scenario for the grid 
and building topologies. 

 

 
Figure 5.  Latency and Delivery Ratio (grid topologies) 
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The graphs presented in Figures 4 and 5 show that the 
pattern of the results obtained for the evacuation scenario is 
maintained as the grid network is scaled to larger topologies. 

The only pattern that is not maintained is in the case of 
the overhead metric for DSR. As previously argued, the 
protocol is designed not to exchange periodic messages, so it 
is expected to have a lower overhead over a longer run-time 
period. For the emergency evacuation scenario DSR did not 
have the opportunity to outclass the other protocols in terms 
of overhead. However, a more significant difference is 
noticed in the scalability studies (Figure 4) where it has a 
clearly lower overhead than the other protocols. 

TABLE II.  RESULTS SUMMARY 

 

VI. CONCLUSIONS 

This paper has demonstrated an approach for analysing 
the choice of routing algorithms for a CoAP-UDP protocol 
stack for internet-enabled WSNs. Table II summarises the 
performance results for the four routing protocols for the fire 
evacuation scenario. RPL outperforms the other routing 
protocols for three out of five metrics. However, it is not 
fault tolerant and has the lowest delivery ratio. 

We can observe that no one protocol outperforms the 
others for all the metrics which were selected to be relevant 
to the application. Therefore, the selection of the appropriate 
protocol to be used with the CoAP-UDP network stack 
would depend on the weightage accorded to each metric. 

In the given scenario, the overhead metric was included 
to gauge its impact on power consumption. We concluded 
that power is less of an issue for the time duration simulated.  
Therefore the overhead metric should not be the prime 
reason for selecting a routing protocol for this scenario. 

Of the five metrics chosen for evaluation one can 
prioritise three of them: delivery ratio, latency and fault 
tolerance. One can observe in Table II that AODV and RPL 
are the two most competitive protocols.  Whereas AODV 
responds well to failures and exhibits a high delivery ratio, 
RPL has a significantly lower latency. 

In case of the fire emergency scenario, the probability of 
the sensors getting damaged is high. Thus, the network must 
be able to react to topology changes caused by node failures. 
Since the current RPL implementation is not fault tolerant, 
this leaves us to conclude that the most suitable routing 
protocol (from the ones evaluated) for use in a emergency 
evacuation scenario is the AODV routing protocol. 
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Abstract—Data delivery procedure (DDP) based on IEEE
802.15.4 involves a series of sub-procedures. They are
CSMA/CA (Carrier Sense Multiple Access/Collision Avoid-
ance), data transmission (Tx), acknowledgment (ACK) re-
lated behavior (ACK wait duration and ACK transmission).
Any failure during this procedure leads to an unsuccessful
delivery. This procedure, in fact, determines the network
performance, yet not received adequate concern. The algorithm
of CSMA/CA, which generally has also been simplified in pre-
vious literature. We investigate a discrete-time Markov-chain
(DTMC) for DDP without simplification. Due to these sub-
procedures, four cases during this procedure are proposed via
DTMC models. Particularly, we evaluate the impact of different
times of retransmission (ReTx) on the network performance.
The performance is investigated in terms of throughput, data
delivery ratio and time delay. We also verify our analysis via
simulation. Both theoretical and simulation imply that less
ReTx can bring better performance.

Keywords-802.15.4 MAC; CSMA/CA; Data delivery procedure;
Discrete-time Markov-Chain; Performance evaluation.

I. INTRODUCTION

Since IEEE 802.15.4 [1] was firstly introduced ten years
ago, it has distinguished itself for low data-rate, low cost
and low energy consumption. Both academia and industry
have devoted great effort to this field.

We note that recent literature has addressed more on some
specific IEEE 802.15.4 protocol improvement and appli-
cations than the comprehensive performance study itself.
Meanwhile, when 802.15.4 MAC performance is concerned,
much attention has been focused on CSMA/CA algorithm
only, which generally has also been simplified. However,
this algorithm is just the beginning of DDP, followed by
data Tx, ACK wait duration, and ACK Tx. In this paper, we
illustrate a convincing analysis via comprehensive DDP, with
unsimplified CSMA/CA. Our work is to evaluate the MAC
performance during the procedure of delivering packets
between two nodes via one hop.

The rest of the paper is organized as follows. In Section
II, we illustrate data delivery procedure and CSMA/CA
algorithm in 802.15.4 MAC. In Section III, we overview
the related work on performance evaluation of 802.15.4
MAC. In Section IV, discrete-time Markov chain models

0 1 K

…

Figure 1. Data delivery procedure in active portion

are proposed for CSMA/CA and DDP. In Section V, the
performance is evaluated via both analytical and simulation
work. And finally, we summarize our work in Section VI.

II. DATA DELIVERY PROCEDURE

IEEE 802.15.4 MAC sublayer provides beacon-enabled
and non-beacon-enabled operations. Our attention in this
paper is drawn to the beacon-enabled one. Also, the MAC
allows the superframe with both active portion and inactive
portion [1]. In inactive portion, the node turns into sleep
mode and no data is delivered. we assume that only active
portion is available since the maximum performance is
concerned in this paper. While in active portion, data packets
are delivered via DDP. As shown in Figure 1, each DDP
involves (macMaxFrameRetries+1) times of sub-DDP,
namely, ddp. The parameter, macMaxFrameRetries,
implies the maximal number of retransmission of the
packet [1]. For simplicity, we use K and k to indicate
macMaxFrameRetries and the times of ddp, respectively,
namely, ddpk, where k = 0, · · · ,K. Data packets shall
be delivered if ddpk is successfully carried out, involving
CSMA/CA, Data Tx and ACK. In addition, there is a
constant, IFS (Inter-Frame Space) [1], between the success-
ful delivered data and the consecutive delivery. It can be
neglected and not considered in this paper. Any failure of
ddpk results in ddpk+1. All probabilities in this paper are
assumed to be obtained based on the steady state.

The parameters in DDP are set by MLME (MAC Layer
Management Entity). After the data delivery is notified by
MLME, the times of ReTx, k, is initialized to be zero, data
shall be maximally repeated (K + 1) times of ddp, until
SUCCESS is made. Otherwize, FAILURE is notified. In
other words, K is one of the key factors to determine the
performance.
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Figure 2. Data delivery procedure, including CSMA/CA algorithm (in
shade boxes)

The mechanism of CSMA/CA is the key component in
802.15.4 MAC, shown in the shade boxes in Figure 2. It
is adopted to arrange the nodes in the network with an
appropriate order when they access the channel. It starts
from the notification issued by MLME, and ends when the
channel is found either idle or busy. In brief, two behaviors
are involved in this algorithm, backoff period (BP) delay
and twice CCAs (Clear Channel Assessment). Herein, for
the simplicity, we denote them as once BP −CCA−CCA.
The following gives the details.

After the k initialization, the node firstly perform a BP,
as shown in Figure 2. The length of BP is a random value
based on the period determined by BE, namely, (2BE − 1)
units of aUnitBackoffPeriod, that is, 20 symbols. Then
MAC starts to count down the time prior to the first CCA.

Then the first CCA shall be performed at the boundary of
the backoff period, as (a) implies in Figure 2. If the channel
is accessed idle, CW self-deceases by one and CCA shall
be performed again (see (b) in Figure 2). If this second CCA
successfully finds the channel idle, then the CSMA/CA is
successful and data shall be transmitted.

However, if the channel is found busy at the first CCA
(see (c) in Figure 2), MLME enables the next BP with a
new length, determined by an updated BE, where BE =
min(MaxBE,BE+1). Or if the channel is idle in CCA1,
while busy in CCA2, namely CW = 0, then MLME
activates a new first CCA in the next round of BP (see
(d) in Figure 2). If both the twice CCAs find the channel
busy, a notification of FAILURE is indicated by MLME and
forwarded to the Upper Layers [1].

CSMA/CA algorithm consists of NB times of BP −

CCA − CCA procedures, where the length of BP is
determined by BE, and the potential number of CCA is
determined by CW , as follows,

• NB: the number of times the CSMA/CA
algorithm shall be required to backoff
while attempting the current transmission.
0 ≤ NB ≤ macMaxCSMABackoffs, where
1 ≤ macMaxCSMABackoffs ≤ 5, but the default
value is 4. NB is initialized 0. In our work, we use
Q and q to denote macMaxCSMABackoffs and
the number of times, namely, q = 1, · · · , Q, where
Q = macMaxCSMABackoffs.

• CW : the contention window length, defining the num-
ber of backoff periods that need to be cleared of
channel activity before the transmission can commence.
In slotted CSMA/CA, by default, the length is set to be
2, namely twice CCA.

• BE: the backoff exponent. It is related to the length
of backoff period a node shall wait before attempting
to access a channel. The value depends on battery life
extension or not, as shown in Figure 2. Here we assume
BE = macMinBE, where 0 < macMinBE ≤ 3.

III. RELATED WORK

The community has been evaluating the performance of
802.15.4 MAC by simplifying CSMA/CA algorithm (for
example, only once CCA in [2], [3]). BE, CW and NB
have mostly received specific attention, so has the payload
size of data frame, NMSDU . The impact of BE and NMSDU

are concerned in [4]–[9], where different methods have been
proposed to determine the length of BP. CW is investigated
in [2], [8], which concludes a large number of CCA can lead
to less throughput. Ramachandran et al. [2] also evaluates
the influence of NB. By focusing on CSMA/CA, these
methods above claim to involve the whole data transmission
procedure. However, this might no be true since CSMA/CA
is the beginning of the procedure. ACK and retransmission
(ReTx) also need to be concerned.

Quite limited literature has considered the impact of
ACK during the data transmission. Much work shows their
interest in the difference between with and without ACK.
Mišić starts one of the most pioneering work in ACK-
related 802.15.4 MAC performance evaluation. The fruit-
ful research has been accomplished in this field including
different topology network with ACK (star [10] and cluster
[11]), and different transmission in terms of uplink/downlink
[12]. However, as mentioned in [2], [13], the analytical
models diverse from their simulation results. Reference [13],
[14] also concerns the up-link transmission respectively
with/without ACK. Particularly in [13], an accurate and
scalable analytical model is proposed. However, their work
may not be comprehensive enough since only successful
ACK is involved.
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The work on the impact of retransmission on the net-
work performance is still inadequate. The proof of apply-
ing DTMC in the evaluation work has been presented in
[3]. Three dimensional DTMC is proposed in [15], [16],
where the number of retransmission is taken into account.
However, the data delivery procedure in their work might
not be illustrated appropriately. Finding channel busy at the
first CCA leads to the current CSMA/CA, again. This, in
fact, should result in the next CSMA/CA procedure if the
maximum times (namely K) of retries have not been met.
Jung also proposes a three-type DTMC model to analyze the
performance [17]. By considering the inactive portion in the
superframe, their work in fact focuses on the unsaturated
network. Their contribution of DTMC also includes the
probability of deferring the data frame that can not be
completed in current superframe to the next superframe.
However, in a saturated situation (which is concerned in
our work), their method might not be applicable. Though
having the impact of different number of retransmissions
considered, as mentioned in [13], Jung’s work may increase
the complexity of the analysis and limits the scalability.

There are also other factors that can affect the perfor-
mance, including the number of nodes involved in the
network, signal fading and interference, and so on. Our
previous work has investigated the impact of the number
of nodes with both star [18] and tree topology [19], [20],
respectively. Channel interference is concerned in this paper,
and signal fading will be evaluated in our future work.

In our work, we propose a comprehensive DTMC for
802.15.4 MAC. Our attention is focused on the impact
of the maximum number of retransmission, K (namely,
macMaxFrameRetries). The performance is investigated
in terms of network throughput, packet delivery ratio and
time delay.

IV. DTMC OF DDP

We illustrate the whole procedure of DDP in Figure 2
via stochastic analysis in terms of the procedure of ddpk,
as shown in Figure 3. The procedure is initialized by k = 0
(namely ddp0). and K times of ReTx (namely ddpk, k =
1, · · · ,K). Each of them involves at most Q times (namely
amacMaxCSMABackoffs) of BP − CCA − CCA,
followed by once Tx and once ACK. As shown in this figure,
the subscript k in BP , CCA, Tx and ACK indicates the
k-th ddp; the subscript, q in BP and CCA, denotes the q-
th BP − CCA − CCA procedure; and respectively, i and
i|i depict channel idle (in the first CCA) and channel idle
at the second CCA, given idle in the first CCA. Also, the
superscripts, n and c depict node and channel, respectively.
• ddpk: the k-th procedure of data delivery. This pro-

cedure includes Q times of CSMA/CA, once data
transmitting (namely Txk) and the behavior of waiting
for and processing ACK (namely ACKk). There are
algotether (K + 1) times of ddpk.
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Figure 3. DTMC of DDP and four cases in DDP

• BPk,q: the q-th Backoff Period in the ddpk.
• pnk,q: the probability for the node to perform the BPk,q .
• CCAk,q,v: the v-th CCA in q-th BP −CCA−CCA

procedure in ddpk, where 1 ≤ v ≤ CW , 1 ≤ q ≤ Q.
In our work, CW is initialized to be 2.

• pnk,i: the probability that the channel is found idle at
the first CCA (namely CCAk,q,1), here i denotes idle.

• pck,i|i: the probability that the channel is found idle at
the second CCA (namely CCAk,q,2), given the idle
channel in CCAk,q,1.

• αk: the probability that the transmitting in the PHY
sublayer is successful, considering the channel noise
or interference.

• βk: the probability that the correct ACK is received in
time.

A. Four Cases in Data Delivery Procedure

We understand CSMA/CA, data Tx in PHY sublayer and
ACK-related process can all impact the network perfor-
mance. Therefore, we take all of them into account, as shown
in Figure 3. In each ddp, if the current CSMA/CA is unable
to lead to Data Tx, another CSMA/CA in a new ddp shall
be processed, which can also be activated by the failure of
Data Tx in PHY sublayer. Additionally, if the ACK-related
process fails, Data Tx in the new ddp shall be carried out
again in the PHY sublayer.

The data is successfully delivered if and only if the
Correct ACK is received within macAckWaitDuration,
namely 54 symbols [1]. A notification of SUCCESS is
generated by MLME. Otherwise, a notification of FAILURE
occurs. These four cases are,
• Case 1: unsuccessful data transition due to the failure

of CSMA/CA; or
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• Case 2: unsuccessful data transition, due to the channel
failure (noise or interference); or

• Case 3: the data is successfully transmitted, but No
ACK is received within the certain period of time
( macAckWaitDuration symbols); or, received in
time, but the ACK is Incorrect. In other words, the
DSN (Data Sequence Number) this ACK contains is
not same with the one from the data or MAC command
that is being acknowledged [1]; or

• Case 4: successful data transmission and correct ACK
received in time.

Based on Figure 3, we can have the probabilities for Case
1 - Case 4 in DDP, denoted as pnc1 , · · · , p

n
c4 , respectively, as

follows,

pnc1 =

K∑
k=0

[(1− pck,i) · π(CCAk,Q,1)

+(1− pck,i|i) · π(CCAk,Q,2)], (1)

pnc2 =

K∑
k=0

(1− αk) · π(Txk), (2)

pnc3 =

K∑
k=0

(1− βk) · π(ACKk), (3)

pnc4 =

K∑
k=0

βk · π(ACKk). (4)

In addition, we assume the data to be transmitted at each
node is subject to Poisson process, with the mean as p. Also,
p is the normalized traffic load prior to DDP. And the state
of Failnj denotes the j-th failure in DDP, where j = 1, 2.

Also the parameter of pnk,q is assumed as a geometric
random variable [2], [3], as shown in (5) [1]. This is
consistent with the fact that the lower value of the q can
lead to the bigger chance to perform BP-CCA-CCA. Fur-
thermore, the BP can be regarded memoryless. Meanwhile,
the probability of channel failure due to interference or
noise, namely 1 − αk, is also assumed to be subject to the
uniformly distributed white noise with 0.8 ≤ αk ≤ 1, where
k = 0, · · · ,K.

pnk,q =
1

2BE−1
2 + 1

=

{
2

2q+2+1 , if q = 1, 2;
2

2Q+1
, q = 3, · · · , Q.

(5)

Meanwhile, we note that CCA behavior is actually inde-
pendent to the procedures of data delivery because CCA is
determined by the channel state. In other words, The prob-
ability of pck,i is assumed to be the same at different ddpk.
Therefore it is rewritten as pci . And so is the probability of
pck,i|i, rewritten as pci|i. Moreover, since all the probabilities
in our DTMC is assumed to be obtained in the steady state,
we use π to denote the steady state, followed by the MAC
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Figure 4. Channel DTMC

behavior or channel state. Therefore, the steady state of BP ,
CCA, Tx, ACK, Fail, and MLME can be obtained.

B. DTMC of Channel

The physical channel plays a vital role in the evaluation.
This is not only because of the potential noise and inter-
ference which has been considered in Case 2 in Section
IV-A, but also the fact that the channel states (idle or busy)
determine whether the data transmission can be carried out
in the first place.

Furthermore, we understand the fact that all frames,
including data, command, and ACK, are transmitted via the
physical channel. Therefore, the throughput of the network
can actually be equal to the throughput of the channel.
This can be more reliable than the throughput at nodes
or the network coordinator. Unlike the latter which has
been adopted in most work in this field, we investigate the
network performance via the evaluation on the channel.

Two states are shared by both nodes and the channel,
namely idle and (idle, idle). Regarding twice CCAs, idlec

and (idlec, idlec) are introduced to facilitate the modeling
by combining both MAC process and channel states, where
the superscript c refers to channel, as shown in Figure 4.
The probabilities are illustrated in (6) and (7) respectively.

pci =
2− ϕ

1 + (NMSDU + 1)(1− ϕ)
, (6)

pcii =
1

1 + (NMSDU + 1)(1− ϕ)
. (7)

For the channel, these two states lead to the result of either
SUCCESS or FAILURE, denoted by Succc and Failc in
Figure 4. Here, the number of times is not applied to the
latter, unlike j in Failnj . Assume M source nodes in the
network, the probability from (idlec, idlec) to Succc is,

ξ =Mpnt|ii(1− p
n
t|ii)

M−1, (8)

owing to that each time only one source node can success-
ful transmit data frames via the channel. Also, staying at
(idlec, idlec) means no transmission from source nodes in
the network, namely,

ϕ = (1− pnt|ii)
M , (9)
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where pnt|ii is the probability of transmitting the packet after
the successful twice CCA. This parameter is obtained by
(10)

pnt|ii =
pnt
pcii
. (10)

Particularly, we have 0 ≤ pct|ii ≤ 1 − M

√
2

NMSDU+1 ,
considering both ϕ > 0 and pnt|ii > 0.

V. NUMERICAL RESULTS

We assume the network be comprised by thirty homoge-
neous source nodes, namely M = 30. They are sending data
to a coordinator node. Based on ns-2, the distance between
the nodes and the coordinator is randomly distributed within
the working range (15 m) so that the nodes can talk to the
coordinator with a single hop. These nodes need to deliver
a packet of 100-byte MSDU (namely NMSDU = 100 byte)
each time with normalized traffic load p. Particularly, since
three CSMA/CA-related parameters, BE, CW and NB,
have been sufficiently studied by the research community,
their impact shall not be addressed. Our work emphasizes
on the impact of K (macMaxFrameRetries). We evaluate
the network performance in terms of network throughput,
time delay and packet delivery ratio, as follows:
• thpt: the effective network throughput. Namely,

the ratio of the MSDU received at the coordi-
nator to the consumed time. In particular, SHR
(Synchronization Header), PHR (PHY Header),
MHR (MAC Header) and MFR (MAC Footer)
are not concerned, neither the command frames such
as beacons [1].

• tdelay: the average time consumed when a packet is
successfully transmitted from the source node to the
coordinator.

• η: the packet delivery ratio. That is, the ratio of the
number of MSDU received at the coordinator to the
one sent from the nodes.

We begin the evaluation with the probability of Case 1 to
Case 3 (refer to (1), (2) and (3)), shown in Figure 5.

In Figure 5, we observe that Case 1 brings the prominent
impact to the network. That is, ReTx occurs mostly due to
the busy channel during twice CCA. Particularly, the first
CCA has a stronger impact on the performance, because
the probability of the CCA1 is much larger than the one of

CCA2, namely,
∑K

k=0

∑Q
q=1 π(CCAk,q,1)∑K

k=0

∑Q
q=1 π(CCAk,q,2)

� 1.
Obtaining thpt via the channel states can also be found

in [2], [3]. However, only CSMA/CA is involved in their
work. The throughput in [2], [3] is actually based on the
successful transmission at source nodes, rather than channel-
based analysis in our work. Also, their throughput involves
data packets, ACK frame, beacon frame and other mainte-
nance frames, which did not depict the effective throughput
contributed by MSDU. In our work, we are concerned
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Figure 6. Normalized network throughput at different K

about the throughput due to the data packets only, and
recognize that channel noise/interference and ACK-related
cases should also be considered. Therefore, given π(Succc),
the probability of Case 4, i.e. pnc4|sc , is,

pnc4|sc =
pnc4

(K + 1) · π(Succc)
. (11)

Now the network throughput is obtained, as illustrated in
(12). The throughput at different maxMaxFrameRetries
(i.e. K) is shown in Figure 6 .

The analytical results are also verified by the simulation
results based on ns − 2. First, more procedures of ddpk
bring less throughput, because these procedures prolong the
packet delivery time. Second, throughput behaves with a
saturation interval, as shown in Figure 6. After the saturation,
throughput decreases. This is because more packets may
have been dropped due to collision.

The total time delay, denoted by tsum, is obtained, as
follows,
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thpt = pnc4|sc ·
NMSDU · π(Succc)

π(idlec) + π(idlec, idlec) +NMSDU · π(Succc) +NMSDU · π(Failc)

= pnc4|sc ·
NMSDU ·M · pnt|ii · (1− p

n
t|ii)

M−1

1 + (NMSDU + 1)(1− (1− pnt|ii)M )
.

(12)

tdelay =

K∑
k=0

tk, (13)

where tk is the time consumed during the ddpk procedure,
as shown in (14),

tk =

Q∑
q=1

{π(BOk,q) · τBP +

2∑
v=1

[π(CCAk,q,v) · τCCA]}

+ π(Txk) · τTx + π(ACKk) · τACK ,
(14)

where τCCA, τTx, τACK and τBP are illustrated in (15) to
(19), respectively.

τCCA = 8 · 0.016 = 0.128 ms, (15)

τTx =
MSDU

Datarate
=

100 · 8
250

= 3.2 ms, (16)

τACK = macAckWaitDuration+ tACK (17)
= 0.864 + 0.352 = 1.216 ms. (18)

τBP =

{
0.32 · (2BE − 1), if macMinBE ≤ BE ≤ 4;

0.32 · (2aMaxBE − 1), if BE > 4.
(19)

where 0.32ms is the length of aUnitBackoffPeriod. And
tACK means the time to process the received ACK. By
varying K, we have Figure 7.

When K becomes higher, the node spends more time on
delivering the packet to the coordinator. Furthermore, the
time delay increases significantly at higher traffic load due
to collision.

The packet delivery ratio η is illustrated in (20). Also we
investigate the evaluation by setting different K, as shown
in Figure 8.

η =
thpt

M · p ·NMSDU

=
pnt|ii · (1− p

n
t|ii)

M−1

1 + (NMSDU + 1)(1− (1− pnt|ii)M−1)

(20)

Similar results are obtained in this figures as well. Both
analytical work and simulation share the result that delivery
ratio is performed in a decreasing trend along the increment
of the traffic load. Our simulation also shows that the
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network relatively keeps enjoying the high ratio when the
traffic load is fairly small. It reminds that the packet delivery
ratio suffers more at higher traffic loads.

VI. CONCLUSION

We proposed discrete-time Markov chain (DTMC) mod-
els for the comprehensive data delivery procedure (DDP)
in 802.15.4-based beacon-enabled network. DDP includes
(macMaxFrameRetries + 1), namely, (K + 1) times
of sub-DDP (that is, ddpk, k = 0, · · · ,K). Each ddpk
involves three MAC behaviors. They are standard slot-
ted CSMA/CA algorithm which is comprised of up to
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macMaxCSMABackoffs times of backoff periods (BP)
and twice CCA, the transmission (Tx) in PHY sublayer
and ACK-related (Acknowledgment) process as well. The
successful data delivery indicates that, during a DDP, the
data packet is transmitted after success in all three behaviors.
Because of the success/failure of the three MAC behaviors,
four cases are proposed regarding different outcomes of data
delivery. Based on the DTMC and the simulation work via
ns-2, we evaluate the MAC performance of the network.
By varying K, the impact on the network performance
are studied, in terms of throughput, time delay and packet
delivery ratio global. Our work reveals more K can bring
poor performance.
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Abstract- Wireless sensors have a finite amount of energy and 

cannot be recharged after deployment. Therefore, the efficiency of 

the algorithm is an important consideration. An effective 

algorithm can reduce energy consumption and prolong network 

lifetime. In this paper, we proposed a cluster-based routing 

protocol. First, this algorithm divides networks into several units 

and those units would be regarded as clusters. Second, according 

to the remaining energy of the nodes, the nodes will execute 

cluster-head selection. Finally, routing tables are created for 

routing within clusters and between clusters. We then compare the 

method we proposed with others by simulation, and the conclusion 

proves the method we proposed saves more power resulting in a 

longer network lifetime. 

 

Keywords - Cluster; Power saving; Routing protocol; WSNs. 

 

I. INTRODUCTION 

In recent years, wireless application and wireless 

communication markets have become more popular due to the 

rapid development of wireless communications technology. 

Moreover, the advances in micro technology has led to wide 

adoption of multiple wireless network technologies consisting 

mainly of wireless sensor networks [1], Wireless Local Area 

Network (WLAN), Worldwide Interoperability for Microwave 

Access (WiMAX),  Ad Hoc Networks, Bluetooth Wireless 

Personal Area Network(WPAN), etc. In wireless sensor 

networks, micro-manufacturing technology continues to 

increase capabilities in environmental sensing, information 

processing, wireless communications, computing ability, and 

storage capacity. In order to take full advantage of these 

advances, reducing energy consumption to extend network 

lifetime of wireless sensors is critical, and thus an important 

topic for research. 

 The characteristics of wireless sensor design calls for small 

footprint, low cost, power saving, and accurate sensing ability. 

Not only should the hardware experience a breakthrough in 

growth, but so should the accompanying software The current 

areas of research can be divided into the following several 

categories: routing protocol, target tracking, locating, data 

aggregation, fault tolerance, sensor node deployment and 

energy management. Each sensor node has data processing, 

communication, and data sensing responsibilities--all 

consuming a limited energy resource. In this premise, a 

wireless sensor node achieves the greatest benefit from an 

increase in energy consumption efficiency. Therefore, how to 

design an effective routing protocol is a very important topic. In 

our proposal, the major issues is studying reduce energy 

consumption and routing protocol. In the wireless sensor 

network applications using the environment as a static target 

and more under consideration, we hope that the node does not 

have too strong computing power and other additional 

equipment in order to achieve as much as possible to reduce 

energy consumption and cost effectiveness. To achieve this 

goal we propose a cluster- based  routing protocol for wireless 

sensor networks, that is Merging Grid into Clustering-based 

Routing Protocol (MGCRP) for Wireless Sensor Networks. 

Through our proposed method we will show improved energy 

consumption efficiency resulting in extended network lifetime. 

     The rest of this paper is organized as follows: Section II 

presents the related work. Section III elaborates the protocol. 

Simulation results are discussed in Section IV and we conclude 

our paper in Section V. 

 

II. RELATED WORK 

There are numerous papers on using routing protocols to 

make wireless sensor networks stable, effective and power 

saving. Al-Karaki and Kamal [2] and Qiangfeng and  Manivannan [3] 

introduced the concept of using routing protocols in wireless 

networks. 

Recently, there are three leading ways of routing. They are 

chain-based, cluster-based and tree-based; our paper will focus 

on cluster-based. In cluster-based routing nodes are divided into 

clusters and the cluster head will send the data collected from 

normal nodes to sink. Our research consists of two parts: How 

to effectively cluster nodes, and how to determine the optimal 

routing path.   

Low Energy Adaptive Clustering Hierarchy (LEACH) is 

proposed by Heinzelman [4]. This routing protocol divides 

nodes into several clusters by their location, and the nodes can 

only communicate with in the same cluster.  

A special node will be elected as the cluster head. It will 

collect data from other normal nodes and then send to the sink. 

Transmission is the source of large energy consumption, so to 

ensure equal expenditure of energy by the nodes in the network, 

another cluster head is chosen after the transmission finishes. 

However, the cluster-head is chosen at random, so it is hard to 

determine whether the cluster heads are distributed evenly in 

the network. Also, in this algorithm, distance between the 

cluster head and the sink is not considered leading to a potential 

waste of  energy if the distance to the sink is exceedingly far 

from the cluster head which may be further exacerbated if the 

randomly chosen cluster head belongs to a high node density 

cluster. 
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Energy-Balanced Chain-cluster Routing Protocol (EBCRP) 

[5] is proposed by Bao Xi-Rong. It is a cluster-based distributed 

algorithm that builds a path of chains through the uses of a 

ladder algorithm. EBCRP can be divided into three parts, chain-

cluster formation, cluster-head selection and steady state. In 

chain-cluster formation stage, it divides the network into 

several rectangular blocks and use a ladder algorithm to build a 

chained path. The next hop in a ladder algorithm is the next 

increment along the y-axis.  

In the cluster head selection stage, a few nodes will be 

selected to communicate with the sink. In each round, the node 

closest to the sink with the most residual energy will be the 

cluster head. In the steady-state stage, the cluster head will 

collect data and send it to the sink. Each round the cluster head 

will change to reduce the load of the cluster head. In this 

algorithm, every node besides the cluster-head transmits data to 

their neighboring node resulting in a duplication of data 

communication between 90% of nodes. 

 

III. MERGING GRID INTO CLUSTERING-BASED 

ROUTING PROTOCOL 

Our proposed routing protocol is divided into two phases: 

Clustering Phase and Routing Phase. We will add Cluster-Head 

Rotation Mechanism to maintain routing persistence in the   

Routing Phase. The Clustering Phase starts after the 

deployment of sensor nodes. In this phase, the sink through the 

use of the location mechanism, determines the location of each 

sensor node by using user defined N value of grid length to 

divide the network into several grids of the same size and, then 

calculates the each center of grid and the number of nodes 

within each grid. Moreover, each grid as a cluster, then merge 

these valid clusters. After clustering the network, a cluster head 

is chosen for each cluster, and sends it to all cluster heads in 

network so that each cluster will have information of other 

cluster head. After all the cluster heads have been selected, the 

next step is the transmission stage. But before data transfer can 

proceed, efficient routes needs to be determined. In this routing 

phase, we initially only used Bellman-Ford shortest path 

algorithm by D. Bertsekas and R. Gallager [6] to build the 

inner-clusters and outer-clusters initial routes. However, this 

operation consumed too much energy during the sensing and 

transmit stages. To alleviate this issue, during the data 

transmission stages we added the cluster head rotation 

mechanism, to avoid overloading any single node.  
 

A. Network Environment and Assumption 

We assume the wireless sensor network is composed of a 

sink and a large number of static sensor nodes randomly 

deployed in the target area. 
 

a. System Environment 

We assume n sensor nodes randomly distributed in the area 

to be monitored are continuously sensing and reporting events. 

These sensor nodes are static. We use  to indicate the i-th 

node, sensor nodes set S = { , , ... , }, and the number of 

S is n. We make the following assumptions about the sensor 

nodes and the network module. 

i) The sink is deployed in a region away from the sensors 

and we assume that the energy of the sink is infinite. 

ii) Sensor nodes will be assigned a unique identifier before 

deployed in the sensing area. 

iii) All nodes have the same computing, storage and energy 

capabilities. 

iv) The sensor node's transmission power can be changed 

according to the distance from the receiver. 

v) All sensor nodes are static. In addition, each sensor node 

knows its own location and the sink knows their location 

though the use of the location mechanism. 

 
b. Energy Consumption Module 

Our paper is using formula from W. B. Heinzelman, A. P. 

Chandrakasan, and H. Balakrishnan [7] for the communication 

energy consumption module, and following the formula: 
               

 
               

Formula (1) means the sensor nodes have an energy cost 

when transmitting data, (2) means the sensor nodes have an 

energy cost when receiving data, and (3) means the sensor 

nodes have an energy cost when the data fuses. In these three 

functions, where k is data packet size,  is energy cost for 

transmitting one unit data of the sensor node,   represents 

the energy cost when node receives one unit data,   is 

energy cost of the fusing the data. When the sensor nodes 

transmit amplification is required, so transmitting   nodes have 

an additional  energy cost. The value of  

can be determined by formula (4) 
                 

where d is the distance between two nodes,  represents the 

amplified electric power energy cost. 
 

c. Sensor Node and Cluster Information 

Table 1 shows the sensor node information, which is used to 

record information about itself. Next we will introduce each 

field of the table. Node_ID is the identification of the node. 

Res_Energy is the residual energy of the node. Head_ID is the 

identification of the cluster head in its own cluster, if the 

Head_ID and Node_ID are the same, the node itself is the 

cluster head. Cluster_ID is the cluster number the sensor node 

belongs to. Next_Hop is the next sensor node to forward data to. 

Table 2 is the cluster table, it records information of every cluster 

member and including the following fields Node_ID, 

Res_Energy, and Cost. Node_ID is the identification of 

member of the node in the cluster. 
 

TABLE I.   SENSOR NODE INFORMATION TABLE 

 

 
TABLE II.  CLUSTER_TABLE 

 

 

 

 

Node_ID Res_Energy Head_ID Cluster_ID Next_Hop 

Node_ID Res_Energy Cost 
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TABLE III.  HEAD_LIST 

 

Res_Energy is the residual energy of the node in the cluster. 

Cost is transmission cost between two nodes. Table 3 is used to 

record information one   neighboring cluster heads. The fields 

include Node_ID, Cluster_ID and Cost. Node_ID is the 

identification of the neighboring cluster head. Cluster_ID is the 

cluster number of the neighboring of cluster head. Cost is 

transmission cost between two cluster heads. 
 

B. Clustering Phase 

 

a. Clustering 

In this paper, MGCRP merge neighboring nodes as far as possible 

in the same cluster. Before discussing the clustering step, first, we 

must are define the routing protocol parameters and variables. 

 Rectangle Unit Block (Block): This is a rectangular block. 

The user defined value of N divides the network into 

several blocks which are the same size and are not 

overlapping.  

 Center of Block (BC): After dividing the network into 

several grids, we will calculate the center coordinates of 
the grids resulting in a vector of coordinates. We assume 

Block_Center i (BCi) is the i-th center coordinates of the 

block. 

 Cluster: Cluster can be regarded as a set C which is 

includes several sensor nodes. We can represent a set C as 

C = {Sj},Sj  S,j=1,2,…,n. Where j is the number of 

sensor nodes. We assume the Cluster_ID is i which 

represent the cluster number of the grid. In any cluster 

( ), if any member of the sensor nodes are not in a 

cluster, it is an invalid cluster, otherwise, it is valid cluster. 

 Distribution: We define a new parameter in a valid cluster 

Distribution it is used to evaluate the distribution of nodes 

in a valid cluster. The number of nodes within a valid 

cluster must be closer to BC. The formula (5) is used to 

calculate the distribution of the cluster. Where  

is the distance between the member of the sensor nodes in 

cluster and the BC of the cluster and where  is the 

number of sensor nodes in the cluster. 

 

After defining these parameters and variables, the following 

details the description of each step. 

Step 1: Network Gridding 

After the deployment of the sensor nodes, we will make a 

grid of the network. In this paper, we assume that the sensor 

nodes in the network can be arranged to an M*M area, and 

assume every length of block is N. The network will be divided 

into  same size blocks. Where the user defined the N value 

and M value is the length of the sensor network. 

Step 2: Calculate Center of Grid 

Formula (6) calculates the center of the grid.  is the two-

dimensional coordinate vector, where i=1,2,…, , this is used 

to indicate the number of the grid, and also is also the 

Cluster_ID. The numbering starts from the (0,0) position along 

the X axis towards the right, Sequenced 1, 2, …, until 

numbered to the right- border of the sensor network, then back 

to left-border of the sensor network. In this moment, shift the 

Y-axis direction one unit block down, then repeat the 

sequencing step until the grid is complete. Then use the number 

of grids and formula (6) to get each center of grid. 

Step 3: Calculate Distribution ( ) of Valid Cluster 

In this step, we will calculate the Distribution of the valid 

cluster. First, we give a set VC that includes all valid clusters in 

the network. N(VC) expresses the number of valid clusters. We 

will only calculate the Distribution of clusters in the VC set. 

After each Distribution in each cluster has been calculated, we 

will start the cluster merging process. 

 

              

Step 4: Merge Valid Cluster 

First, we choose the fewest number of nodes and the cluster 

with the largest Distribution value from the VC set. Assume a 

cluster from the VC set that meets the above conditions is , 

where , A=1,2,…, , then we will start the merge. 

Let the distance between and be minimal, where 

,B=1,2,…, ,  and . 

Then we add all the sensor nodes to  from . In other words, 

let all the Cluster_IDs of the sensor nodes from  change 

to , and remove from the VC , resulting in one less N(VC) . 

Step 5: Clustering Finish 

Assume the variable K is the user set up number of clusters 

in the network. The value of K will affect the efficiency of 

network, so we must decide the variable K according to the 

network size and number of nodes. The operation of clustering 

in step 4 will be repeated until N(VC)=K. After clustering 

finishes, the sink will send related information to the sensor 

node for an update. 
 

b. Cluster Head Selection 

The main task of the cluster head is to fuse data that sensor 

nodes sensed within a cluster, receive other cluster heads’ 

sensed data, and, send to sink, after clustering finishes and, 

cluster head must be selected from each cluster. To do so, the 

sink will broadcast a Head_Elect Message packet to every 

sensor node in each cluster in the network. When a sensor node 

gets this packet, it will generate a random variable P between 0 

and 1, where P is used to differentiate between the same 

residual energy from other sensor nodes. After sensor node got 

a random variable P, then immediately to calculate itself 

residual energy. The residual energy is then calculated. 

The member nodes of the same cluster compare each of 

their residual energies according to the transmission power to 

obtain cost between them. Sensor nodes with the most residual 

energy will be selected as the cluster head. If more than one 

sensor nodes have the same residual energy in the same cluster 

then the sensor node with the larger P value will be selected as 

cluster head. After each of the cluster heads of cluster has been 

selected, each cluster head will send a Head_Confirm packet to 

Node_ID Cluster_ID Cost 
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 TABLE IV .  HEAD_CONFIRM PACKET 

    

 

the sink. The packet format is shown in Table 4. Each 

Head_Confirm packet contains three fields, they are Header, 

Node_ID and Cluster_ID. The Header records the name of 

packet, Node_ID expresses the Node_ID of the sensor node that 

is the cluster head, Cluster_ID  expresses the Cluster_ID of the 

cluster to where the cluster head belongs. After the sink 

receives all the Head_Confirm packets, it will consolidate the 

information and forward it to each cluster head allowing them 

to, update their Head_List table. 
 

C. Route 

After the clustering stage and the cluster head selection 

stage, the cluster structure has been established and is complete. 

The sensor nodes will start sensing and continuously monitor 

and then through a routing path, start to transmit data. In our 

paper, the transmission route can be divided into two parts: 

inner-cluster transmission route and outer-cluster transmission 

route.  Inner-cluster transmission route refers to the path 

between cluster head and sensor nodes within the same cluster. 

Outer-cluster transmission route refers to the path between 

cluster heads.  

Our proposed path selection method is mainly based on 

transmission cost between the sensor nodes. So we use 

Bellman-Ford shortest path algorithm for the route selection 

method. We arrange the network as a graph, and assume the 

sensor nodes in the network are the vertexes of graph and the 

transmission cost between nodes are edges of the graph. 

Through the Bellman-Ford algorithm we can calculate the 

lowest cost of each sensor node to the other. 
 

a. Inner-Cluster Transmission Route Build 

Inner-cluster transmission routes are the path between 

sensor nodes within the same cluster. The sink broadcasts to all 

the sensors nodes their minimum path cost to the cluster head in 

their cluster using the Bellman-Ford algorithm according to 

member cost in the Cluster_Table. In (7),  defines the 

cost between node i and node j, where  is the 

transmission power of node i to node j during transmission. 

After the sensor node receives the minimum cost between the 

node and the cluster head, it then records the next hop target in 

the Next_Hop field. When the node wants to transmit data, it 

sends data to the sensor node based on Next_Hop field. During 

the transmission, if the sensor node dies or cluster head changes, 

the Bellman-Ford algorithm is invoked to re-calculate the 

minimum cost path and the Next_Hop field is updated. 

 

                               

 

b. Outer-Cluster Transmission Route Build 

The outer-cluster transmission route and inner-cluster 

transmission route have the same algorithm, but in the outer-

cluster, the send object changes to cluster head to cluster head. 

The cluster head receives the data that members sent in the 

cluster and, then it integrates the received data and forwards it 

to its neighboring cluster head. According to the Cost field of 

Head_List and through the use of the Bellman-ford algorithm, 

the cluster head selects the next hop. After the calculation, the 

cluster head will record the transmission object. If the cluster 

head has been replaced, then the new cluster head will request a 

member to re-calculate the minimum cost between cluster 

heads.  

c.    Cluster Head Rotation Mechanism 

The cluster head not only senses the environment but 

integrates the data from members of the same cluster, and 

transmits data to other cluster heads. In order to reduce the 

early death of sensor nodes, we add the cluster head rotation 

mechanism to distribute the energy consumption. We assume 

time divided into continuous periods of T, in the beginning T 

the sink will send a Cluster_Head Rotation Message to the 

sensor network. After a normal node receives this message, 

they will immediately send their residual energy information to 

the cluster head. Then the cluster head will select the node of 

with the most residual energy to be the new cluster head. At the 

same time, the cluster head will broadcast to members within 

cluster the new identify of the cluster head and update Head_ID 

of the normal node and send Head_Confirm packet to the sink. 

The sink will gather all the new cluster head information, 

consolidate, and send the data to all the cluster heads so they 

can update  Head_List table. During T, the sink will repeat the 

above action to replace the cluster head until the energy of 

members within cluster is less than the energy defined by the 

cluster head threshold. 

 

IV. SIMULATION AND ANALYSIS 

A. Simulation Environment 

This paper uses the Dev C++ simulation environment. The 

conditions of the sensor network and its related values by W. B. 

Heinzelman, A. P. Chandrakasan, and H. Balakrishnan [7] are 

shown on Table 5. Figure 1 shows the relational chart between 

LEACH, EBCRP and MGCRP, which shows the number of 

live nodes and number of rounds. Fig.2 is the relational chart 

between LEACH, EBCRP and MGCRP, which shows the 

average energy consumption and number of rounds. A round is 

defined by data that is transmitted to sink safely; a conclusion 

that is made from the average of 50 kinds of conditions. 

 

B. Simulation Results 

We can observe that MGCRP is better than LEACH and 

EBCRP via Figure 1 and Figure 2. The selection of the cluster 

head method of LEACH is random, and the clusters transmit 

collected   data directly to the sink. So if there are several 

clusters which are far away from the sink, the network would 

die from a large consumption of energy reducing, the number 

of data transmissions. The selection of cluster head principle of 

EBCRP is better than LEACH because, it chooses the nodes 

which are closer to sink to be clusters. The design does not 

have the transmission distance limitation of clusters in LEACH, 

but the routing of EBCRP is a chain which is connected by 

nodes resulting in redundant data transmissions. In this paper, 

MGCRP combines nodes which are closer to others in a cluster 

Header Node_ID Cluster_ID 
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and when the nodes are distributed unevenly, it shortens the 

distance between nodes and the cluster head to attain power 

savings. To not overload any one member, we add cluster head 

rotation mechanism, to equally to distribute energy 

consumption to the members in the cluster prolonging the 

network lifetime. 
 

V. CONCLUSIONS AND FUTURE WORKS 

In this paper, we propose a routing protocol which is a 

clustering-based routing protocol for wireless sensor networks. 

In this routing protocol, we grid the network and then combine 

these grids based on a user defined value, There are several 

advantages of this protocol show below. First, sensors will be 

allocated by high density in the same cluster no matter what the 

condition is. Second, we add the cluster head rotation 

mechanism, and it could allot workload equally to every node. 

And we choose Bellman-Ford algorithm, spend the minimum 

of cost to transmit the data to clusters. Through effective 

clustering, the routing protocol which we proposed could save 

more energy and prolong the network lifetime.  

In future, we hope to add redress mechanisms in the 

transmission of data stage, because when the sensor nodes may 

be faced with in the time of passing information to a passing 

objects have been killed, resulting in the data cannot pass and 

makes the collection of good data must be discarded. When the 

sensing data is discarded at the same time also means that 

before passing the sum of data consumed by the power follow 

the waste, the data must be retransmitted.  
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TABLE V . EXPERIMENTAL PARAMETERS 

Parameter Value 

Sensing range (m2) (0,0)~(100,100) 

Sink location (50,150) 

Sensor node numbers (n) 100 

Sensor node initial energy (E0) 0.5 J 

ETx,  ERx 50 nJ/bit 

εFS 10 pJ/(bit•m2) 

Efuse 5 nJ/(bit•single) 

Data packet size 4000 bits 

Grid length (N) 10 m 

Cluster number (K) 5 

 

 
Figure 1. Relation between the number of alive nodes and number of round 

with different routing protocol 

 
Figure 2. Relation between consumption of average energy and number of             

round with different routing protocol 
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Abstract—In WSNs, in order to recover from coverage holes
and to mitigate their indirect/direct effects on networks’ perfor-
mance, different recovery strategies such as increasing proximate
nodes’ transmission range and/or relocation of nodes towards
coverage holes seem to be appropriate solutions. Since the major-
ity of a mobile node’s energy is consumed by movement and since
nodes’ residual energy may be affected by damage events, node
movements should be performed sparingly. Conventional nodes’
information exchange in real-time applications with security and
interference concerns are neither practical nor secure. Therefore,
for the aforementioned scenarios, at the price of possible node col-
lisions, disconnections, and reasonable compromises, promising
distributed and autonomous node movement algorithms based on
limited 1-hop neighbour knowledge are proposed. Our proposed
autonomous and constrained node movement model based on a
node’s 1-hop perception provides a feasible and rapid recovery
mechanism for large scale coverage holes in real-time and harsh
environments. Our model not only maintains moving nodes’
connectivity to the rest of network to some extent, but also offers
emergent cooperative recovery behaviour among autonomous
moving nodes. Our movement model based on virtual chords
formed by nodes and their real and virtual 1-hop neighbours,
not only confines node movement range, but also takes the issue
of moving nodes’ connectivity into account. Suitable performance
metrics for partial recovery via constrained movement are intro-
duced to compare the performance and efficiency of our model
with conventional Voronoi-based movement algorithms. Results
show that our proposed model’s performance is comparable with
Voronoi-based movement algorithms.

Index Terms—Coverage holes; autonomous and constrained
movements; Wireless sensor networks; virtual chord.

I. I NTRODUCTION

Due to the vast applications of wireless sensor networks
(WSNs) [1][2], they are a key focus of attention for academic
and industrial research. Deployed sensor nodes [3] can be
used to detect fire [4], tsunamis [5], to monitor wildfire
[6], earthquakes [7], habitats [8], environment [9], and active
volcanoes [10]. New generations of sensors deployed and
embedded in a variety of environments such as structures
[11], underground [12], air (as unmanned aerial vehicles) [13],
underwater [14], or on the sea surface [15] can be used
to detect many events and phenomena, notify other nodes,

and respond to the events. In addition to emerging WSN
applications, diverse nodes’ deployment [3], mobility, and
movement patterns [16] offer new remedies to WSNs’ chal-
lenges [17][18]. Despite continuous reduction in cost/size and
increase in nodes’ battery/processing power, an economically
justifiable degree of redundancy in deployed nodes should be
considered in order to have flexibility and robustness in node
failure-prone environments with harsh conditions. Depending
on application and environment, a trade-off between nodes’
density [3] and mobility [19] (uncontrolled and controlled
movements [20]) should taken into account if a proper level
of quality of service is to be achieved.

Having severe direct/indirect effects on the networks’ in-
tegrity and performance, large scalecoverage holescaused by
en masse node failures in a given area(s), should be avoided
[21] and/or mitigated as much as possible with different
recovery strategies. In WSNs, it is not always possible to
deploy new nodes in unsupervised and harsh environments
and dropping random nodes cannot guarantee desirable node
formations and distributions. Although it may not be so eco-
nomical, by benefiting from the redundant nature of deployed
nodes, coverage holes to some extent can be repaired either
by transmission power adjustment or the relocation of a
selected set of currently deployed nodes (e.g., damaged area
proximate nodes). Since movements consume the majority of
nodes’ energies, they should be moved carefully. Therefore,
the amount of movements for proximate nodes known as
boundary node(B-nodes) which participate in the recovery
of damaged areas should be done sparingly; otherwise, nodes’
energy exhaustion results in further cascaded failures.

Though for precise nodes movements a reasonable amount
of message exchanges are required, in real-time scenarios
with security and interference considerations, they are neither
desirable nor secure. Therefore, by putting the burden of
autonomous decision and more processing on individual B-
nodes who directly detected the damage events, the number
of exchanged messages can be kept as small as possible.
Autonomous movement decision-making has the drawback
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Fig. 1: Coverage Hole and Node Types

of increasing the possibility of collision and disconnection
among nodes. Moreover, improvised, unconstrained, and care-
less movements towards damaged area(s) may cause multiple
newly formed coverage holes. It should be noted, however,
that for the sake of temporal coverage, a coverage hole may
be virtually displaced via controlled group node movementsas
in [22]. Our model of autonomous and constrained node move-
ments towards the coverage hole tries to maintain connectivity
of the moving nodes with their 1-hop immediate neighbours.
These autonomous movements in each of the moving nodes
are inferred solely from the limited knowledge of node’s 1-hop
neighbours before thedamage eventas well as the perceived 1-
hop neighbors’ status change after damage event withoutany
additional message exchanges. In our model each boundary
node forms aα-virtual chord through its selected real and
virtual neighbours (the other endpoint of the given chord)
with the length ofα · 2 · Rc ≤ 2 · Rc (0 ≤ α ≤ 1) (Fig.
2). Each virtual chord’s endpoints (i.e., node’s real and virtual
neighbours) lie on the circumference of the two distinct circles
with equal radius ofRc. One of these circles is considered a
valid circle if it is closer to the damaged area. Withα-virtual
chord node movement, relocated B-node froms to s′ maintains
the connectivity with its real and virtual neighboursn and
n′, provided its real neighbourn is not a moving B-node. In
our proposed model, not only an ensemble nodes’ emergent
cooperative movement behaviour [23] is manifested, but also
group mobility and cooperative behaviour of moving nodes
can be changed by using different values ofα. So by changing
α, the direction of moving nodes towards the coverage hole
changes to the direction of nodes circulating around it. The
former is suitable for the case of hole recovery while the latter
is geared to prevent cascaded failure and failure expansion
around damaged area as lower residual energy B-nodes can
be replaced with other moving nodes with higher energy as
a result of nodes constrained circular movements (Fig. 3).
These types of different group mobility behaviours can be
implemented by collection of nodes’ autonomous movements
via local decisions made based on simple nodes’ geometrical
and statistical features.

To our best knowledge, very few works considered partial
recovery of large scale coverage hole via autonomous con-
strained node movements for time-sensitive scenarios with
security consideration. Moreover, few works used damaged
nodes’ statistical and geometrical features as the landmarks

in nodes’ local and autonomous decision making processes.
We have also defined proper performance metrics in order
to compare the performance and efficiency of our proposed
model with conventional Voronoi-based movement models
(VOR and MinMax) [24][18]. In Section II, we present current
work on nodes movement. In Section III, our model and
assumptions are introduced. In Section IV, our proposed per-
formance metric are briefly discussed, and finally, in Sections
V and IV, result, conclusion, and future work are respectively
presented.

II. RELATED WORK

Mobility in wireless sensor networks is a double edge
sword; on one hand, undesirable and uncontrolled mobility
causes coverage holes and topological instability, while on the
other hand, coverage hole(s) can be repaired by controlled
mobility and movement of nodes [20][17]. Thus node reloca-
tions [18] are important in enhancing networks coverage and
connectivity [25], by offeringtemporal coveragein addition
to spatial coverage[26] for an area in which the number of
nodes is not sufficient to cover it all time. Thus via controlled
mobility, a trade-off between the number of required deployed
nodes and the required coverage of the given area can be
reached [19]. Controlled mobility not only is able to repair
the coverage hole but also it can correct irregularities of
uncontrolled mobility [20]. After deployment, especiallyin
hostile and hazardous environments, it is almost impossible
to have centralised control over sensors. Thus, in such case
in order to repair coverage holes, nodes not only should be
able to decide autonomously on their movements but also
they should not exhaust their energy as majority of nodes’
residual energy would be consumed by their movements.
There are a variety of relocation, movement and deployment
model in the literature [18][24][27][28][29] [30][31][32][33]
which mainly aim to keep network coverage, balance node
deployments, and repair small coverage holes due to improper
node deployments, single or random node failure.

Movement algorithms can be divided into (virtual) radial
[33] and angular [32]force-based, flip-based[28] andVoronoi-
based[24] movement algorithms. Movement based on virtual
potential repulsion and attraction [33] between pairs of nodes
and the movement of nodes as the result of aggregation of
these forces are inspired by physical laws of nature. Virtual
angular force [32] tries to connect the partitions and partsof
network by using collaborative movement of mobile nodes
applying on the angle of moving nodes.

In order to exert proper levels of virtual repulsion and
attraction, nodes should be globally aware of the their targeted
density. Since the movement algorithm is applied to all nodes,
movement contains oscillation due to mutual interaction of
nodes; consequently, an unnecessary amount of nodes’ en-
ergy is consumed. In flip-based movement algorithm [28],
the given area is divided into regions and a head node is
elected for each region. In the case of head failure and
unbalance number of nodes, nodes from the neighbour regions
would flip into the given region. In flip-based movement,
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the head node for each region should be selected, which
requires message exchange among nodes. Since movement
is confined to neighbouring regions, the recovery of large
scale coverage hole may consists of many iterations of nodes
flipping into their neighbouring regions with an agreed-upon
granularity. So flip-based movement algorithms are expected
to be inefficient for real-time scenarios with large scale holes.
In Voronoi-based movement algorithms, [24], the area is
decomposed into Voronoi diagrams [34] depending on the
deployment and distribution of nodes. If a node fails or part
of area is not covered by the sensor network, nodes move
with regard to their Voronoi vertices to compensate forvoid
area(s). Voronoi-based movement most often is required to
have global knowledge to form Voronoi diagrams. Voronoi-
based movement algorithms are not geared for large scale
coverage holes as they result in newly formed small coverage
holes. They also suffer from oscillation and consequently
energy exhaustion if recovery is performed in an iterative
style. Complex and centralised node movements and even
distributed algorithms (with pre-computed movements) have
a good energy management, however, they are not efficient
for real-time scenarios as they suffer from unacceptable delay,
particularly under very fast-changing conditions. So diffused
information and nodes’ notifications are not valid and already
obsolete for the decision making process.

III. M ETHODS AND ASSUMPTIONS

A. Sensor Model and Node Types

Homogeneous sensor nodes are modelled based on the unit
disk graph (UDG) [35] and are bidirectionally connected if
they are within each other’s ranges. Nodes are randomly
deployed with uniform distribution in a rectangular area of
[xmin, xmax]× [ymin, ymax]. To avoid unnecessary complex-
ity, it is assumed that transmission range (Rc) and sensing
range (Rs) are equal. Although no central coordination is
required and a local coordination system is applicable in our
model, sensors’ locations may be known by GPS or any other
localisation methods [36]. Sensor nodes are classified into
damagednodes (D-nodes) if they reside inside thedamaged
area (D-area); otherwise, they are considered asundamaged
nodes (U-nodes). Those proximate U-nodes to D-area which
directly detect thedamage event(D-event) within their ranges
are further classified intoboundary nodes(B-nodes). B-nodes
detect the D-event as they sense any significant changes within
their ranges such as signal loss or disconnection due to the
failure of their neighbours. It should be noted that noise, false
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Fig. 2: B-Node, its real, virtual neighbors and virtual chord

alarms, or transient, periodic, and frequent failure of nodes,
and link instability are excluded in our model.

B. Coverage hole

Coverage hole are modelled in different forms in the
literature [22][37][38]. Similar to [39][40], coverage holes
are modelled as a circle of radiusrHole with the centre
at xHole, yHole. Since each B-node autonomously perceives
the D-event and its damaged neighbours, amargin of B-
nodes (MB-nodes) are formed around the D-area. Thus, to
benefit from WSNs redundancy and to reduce possibility of
interference and collision, a set of the B-nodes defined as
selected B-nodes(SB-nodes) [39][40] are selected which may
partake in a possible recovery process by moving towards
the region of interest(ROI). SB-nodes may be selected by
a distributed algorithm or centrally selected based on the
agreed criteria. Similar to [39][40], B-nodes are selectedin a
distributed fashion based on B-node’s 1-hop geometrical and
statistical features.

C. Selected Neighbor Nodes

B-node’s neighbours can be classified into D-nodes or U-
node depending on their location relative to the coverage hole.
Based on the type of B-node’s neighbours, they can be defined
as theundamaged neighbour nodes(UN-nodes) or damaged
neighbour nodes(DN-nodes. At the time of the D-event, each
B-node’s distances to both sets of its UN-nodes and DN-nodes
as well as their degrees of connectivity are used aslandmarks
in decision making processes. Therefore, if a B-node selects
a set of its UN-node(s) via some selection algorithms, those
UN-nodes are considered asselected undamaged neighbour
nodes(real neighbours).Virtual selected undamaged neighbour
nodesare the fictitious B-nodes’ neighbours (virtual neigh-
bours) which are connected to B-node’s UN-nodes viavirtual
chordsdefined asα-chord with the length ofα ·2 ·Rc ≤ 2 ·Rc

(0 ≤ α ≤ 1) (Fig. 2). Three neighbour node selection
algorithms, namelyclosest neighbour, random neighbour, and
β-angleare presented in Algorithm 1.

In the closest neighbour algorithm, a B-node’s closest 1-hop
neighbour is selected, while in the random select algorithm
one of the B-node’s 1-hop neighbours is randomly selected.
In theβ-angle algorithm, for each B-node and the undamaged
node in its neighbour set, set of angles can be formed between
normal direction of the virtual chords (Fig. 2) and distance
vector from the B-node to its D-nodes centre of mass. B-
node’s neighbour whose aforementioned angle is closer toβ
than any other of B-nodes’s 1-hop undamaged neighbours are
considered as the selected undamaged neighbour and should be
unique. If more than one undamaged neighbour can be selected
based on the mentioned conditions, only one of them should
be randomly chosen as the selected undamaged neighbour. In
finding the centre of mass of B-nodes’ undamaged and dam-
aged neighbours, if the neighbours’ degrees of connectivity
are taken into account (Algorithm 1) they can be considered
as weighted,β-angle algorithms withw = 1; otherwise the
are calledβ-angle withw = 0.

76Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                           89 / 453



(a) α = 0 (b) α = 1

Fig. 3: Chord Movement Algorithm (Rc=15, N=600, β=0)

D. Movement Model

Movement algorithms can be divided into following states:
1) undamaged neighbour nodes of moving B-nodes are se-
lected based on criteria presented in Algorithm 1; 2) with
regard to the suitable virtual chord parametersα andRc, the
location of B-nodes’ virtual neighbours are obtained for each
B-node; 3) new locations of moving B-nodes computed by
selecting one of two circles which pass through the endpoints
of the virtual chord of each B-node (Algorithm 2). The
selected circle is defined as thevalid circle through which the
chord is obtained. The Valid circle is the circle with its centre
closer to damage area; 4) the B-node then moves to the centre
of the valid circle with probabilityp (uniform distribution)
and q otherwise, such thatp + q = 1. Here we assumed
p = 1 in which all B-nodes move towards the coverage hole. It
should be noted that connectivity of B-nodes to its neighbours
can not be fully guaranteed. This is because after the damage
event, B-nodes are not able to distinguish if their undamaged
neighbours are moving B-nodes or or not. As an example, Fig.
3 shows how changing parameterα affects B-nodes’ collective
movement behaviour in our coverage hole recovery model.β-
angle withα = 0/1 in Fig. 3 show the direction of moving
B-nodes towards/around coverage hole.

IV. PERFORMANCEMETRICS

We have compared our proposed movement algorithm with
the two Voronoi-based movement algorithms (VOR-MinMax)
[24] via three types of proposed performance metrics. In
Voronoi-based algorithms, B-nodes were selected similarly
to our previous work [40]. In modelling Voronoi movement
algorithms, we have also considered the problem of nodes
with out-of-area and infinite Voronoi vertices. The proposed
performance metrics are classified below:

Coverage-based metrics: We definepercentage of recovery
as the percentage of recovered networks’ 1-coverage after the
recovery process. In other words, the metric shows by using
the given movement algorithm what percentage of lost 1-
coverage is recovered in the network.

Connectivity-based metrics: We definepercentage of con-
nectivity as the percentage of moving B-nodes which are
directly connected to rest of network (those nodes which
did not participate in the recovery process) with at least
one link over the total number of moving B-nodes. This

Algorithm 1: Nodes’ neighbors selection Algorithms
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performance metric shows the effect of movement algorithms
on the connectivity of moving nodes and how many of the
moving B-nodes are still directly connected to the rest of the
network after their movements.
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Algorithm 2: Formation of Chord Algorithm

Input :
sbi : B-nodei (i = 1, · · · ,m), τ : threshold

s
husb

i

j : Selected h-hop U-node neighboursj
α-chord parameter, Rc transmission Range
Nhu

si
: h-hop U-node neighbours ofsbi

Nhd
si

: h-hop D-node neighbours ofsbi
Output :
B-nodessbi ’s new location (coordinates),s′bi (x, y)

foreach B-nodesbi do
Find sbi ’s current location (coordinates) ofsbi (x, y)

Find CM
hu(x,y)

i : sbi ’s h-hop UN-nodes’ center of mass

Find CM
hd(x,y)

i : sbi ’s h-hop DN-nodes’ center of mass

Calculatechord− αi, virtual nodes′
husb

i

j from αi and
Rc

Find C
(x,y)k,k′

αi (circle center(s)) ofchordαi

foreach chordαi
andC

(x,y)k,k′

αi do

if
∥

∥

∥
C

(x,y)k
αi − CM

hd(x,y)

i

∥

∥

∥
<
∥

∥

∥
C

(x,y)k′

αi − CM
hd(x,y)

i

∥

∥

∥

then

C
(x,y)
V alidαi

= C
(x,y)k
αi

else if
∥

∥

∥
C

(x,y)k
αi − CM

hd(x,y)

i

∥

∥

∥
>
∥

∥

∥
C

(x,y)k′

αi − CM
hd(x,y)

i

∥

∥

∥

then

C
(x,y)
V alidαi

= C
(x,y)k′

αi

else if
∥

∥

∥
C

(x,y)k
αi − CM

hd(x,y)

i

∥

∥

∥
=
∥

∥

∥
C

(x,y)k′

αi − CM
hd(x,y)

i

∥

∥

∥

then

Calculate randp ∼ U [0, 1]
if p > τ then

C
(x,y)
V alidαi

= C
(x,y)k
αi

else
p < τ

C
(x,y)
V alidαi

= C
(x,y)k′

αi

s′
b
i (x, y) = C

(x,y)
V alidαi

Distance-based metrics: We defineaverage movementas
the ratio of total amount of movement to the number of
participating nodes in recovery process. Average movement
can be used with other metrics to better understand the
behaviour of movement algorithms in coverage hole recovery
process.
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V. RESULTS

Using Matlab, N=1000 nodes with communication and
sensing range of 15 (Rc = Rs = 15 m) are uniformly
deployed with random distribution in a rectangular area of
[−100, 100] × [−100, 100]. Similarly to [39][40], coverage
holes are modelled as circles with radiusrHole = 50 m located
at (xHole, yHole) = (0, 0). The experiment was repeated
#Exp = 400 times for all movement algorithms. Chord
parameter (α) is continuously changed from0 to 1 to examine
its effect in the performance and node collective behaviourof
the proposed movement algorithms. Results with error bars
(97.5% confidence intervals) are not included here due to
space limit (Figs. 4-6).

Performance metrics of movement algorithms are also
shown in Table I. With regard to Figs. 4-6, asα continuously

78Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                           91 / 453



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
6

8

10

12

14

16

18

20

22

24

26

α (0 ≤ α ≤ 1)

 A
ve

ra
ge

 M
ov

em
en

t (
m

)

Distance−Based Performance of Movement Algs. (#Nodes=1000,R=15, β=0, #Exp=400)

 

 

β Angle (W=1)

β Angle (W=0)
Random Select
Closest  Select
Vor−Voronoi
MinMax−Voronoi

Fig. 6: Average Movement

changes from0 to 1, the percentage of recovery and nodes’
average movements of virtual chord movement algorithms de-
creased but at the same time their percentages of connectivity
increased, which shows that B-nodes’ collective behaviourand
direction of movements shift gradually from moving towards
to circulating around coverage hole. Each of these collective
mobility behaviours can be used for different purposes. In our
model,α can be chosen in such a way as to achieve proper
percentage of connectivity, percentage of recovery with given
amount of nodes’ movement.

Results from Figs. 4-6 and Table I show that although pro-
posed chord movement algorithm is autonomous and require
few or no message exchange, its performance is comparable
to Voronoi-based movements.

In the real-time scenarios with security and interference
concerns, using Voronoi-based algorithms requires global
knowledge of the network. So even if higher coverage and
connectivity is offered, in these scenarios, they not practical.
It should be noted that performance of our proposed model
would change with regard to other network parameters such
as network node density, node range, and coverage hole radius,
node deployment distribution, etc. Therefore, their effects
should be examined in more detail.

VI. CONCLUSION AND FUTURE WORK

A new autonomous and constrained node movement model
is proposed to partially/wholly recover large scale coverage
holes in real-time scenarios with interference and security
consideration. Our proposed model of autonomous decision
making is based on the available 1-hop knowledge at the time
of the damage event. By introducing the concept ofα-chords,
our proposed model not only taken the connectivity of moving
nodes into account, but it also shows an emergent cooperative
recovery behaviour. To compare our proposed model with
conventional Voronoi-based algorithms, suitable performance
metrics were introduced.

Algs. α Recovery(%) Connectivity(%) Avg. Mov.(m)

β-angle (w=1)

0 59.3000 20.5821 18.2413
0.25 58.1561 14.9848 16.1297
0.50 54.3100 15.7554 13.6721
0.75 46.3983 32.1165 10.5888
1.0 21.8333 84.2525 5.6323

β-angle(w=0)

0 58.8752 20.4436 18.2227
0.25 57.8314 14.4888 16.1230
0.50 54.2239 15.7458 13.6797
0.75 46.4474 31.7605 10.6149
1.0 21.5037 84.0388 5.6850

Closest

0 54.3857 43.9619 15.7489
0.25 53.8395 42.9475 14.7811
0.50 52.5149 43.9536 13.7172
0.75 49.2130 48.7582 12.5073
1.0 42.8042 67.2597 11.0456

Random

0 54.4647 52.0741 18.1173
0.25 52.5196 49.3625 16.0505
0.50 49.0044 49.2323 13.6488
0.75 42.9059 55.0499 10.6438
1.0 30.0398 77.9009 5.8566

Vor

0 81.0696 51.3128 25.5432
0.25 81.0696 51.3128 25.5432
0.50 81.0696 51.3128 25.5432
0.75 81.0696 51.3128 25.5432
1.0 81.0696 51.3128 25.5432

MinMax

0 84.8375 61.5663 9.4616
0.25 84.8375 61.5663 9.4616
0.50 84.8375 61.5663 9.4616
0.75 84.8375 61.5663 9.4616
1.0 84.8375 61.5663 9.4616

TABLE I: Performances of Movement Algorithms

As future work, new autonomous constrained node move-
ments models can be defined. The issue of trade-off between
nodes’ amount of exchanged information and degree of node
autonomy can be investigated. The problem of nodes’ connec-
tivity and collisions should also be addressed in more details
in future autonomous models.

In order to show the effects of a coverage hole on its
proximate nodes, node residual energy models should be
included in recovery models. Undesirable secondary effects
of imprudent node movements such as formation of new
coverage holes should be examined more comprehensively.
Probabilistic autonomous prediction of nodes’ neighbourssta-
tus without exchanging any additional messages to achieve
emergent cooperative behaviour via autonomous nodes is also
expected to be an interesting future work. New models of one-
time autonomous node movements instead of iterative nodes’
movements can be considered to reduce the problem newly
formed coverage holes, oscillation, and energy in the network.
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Abstract—This paper makes a comparative study between two 

newly emerged technologies in the radio communications 

domain: on the one hand, the small cells networks, designed to 

be implemented in the existing macrocellular networks, with 

the goal of enhancing the coverage area and the capacity of the 

whole network, and the 60 GHz wireless local area networks 

on the other hand. This latter technology is developed in order 

to offer high data rates taking advantage of the license free 

spectrum available around the 60 GHz frequency. The paper 

highlights the main common and disjoint aspects of both 
technologies and offers some implementation options. 

Keywords-60 GHz WLAN; applications; comparison; 

coverage;,  femtocell;  small cell. 

I.  INTRODUCTION 

Due to the ever-increasing demands of today’s end users, 
the service providers need to come up with solutions that 
match these requirements. The main necessities are in terms 
of the data transfer rates which need to be at higher levels in 
order for the operators to offer the desired services in radio 
communication networks. 

Therefore, the two main fields of operation that attracted 
most users, i.e., cellular mobile communications and wireless 
local area networks, respectively, need to be enhanced in 
order to become viable solutions for the end users. Regarding 
the mobile cellular domain, new standards have been 
introduced, which can offer besides voice services, also data 
services at comfortable rates. Here, we speak of standards 
like HSPA/HSPA+ or LTE offered by 3GPP [1], or WiMAX 
offered by IEEE [2]. Even with this important enhancement 
regarding capacity and throughputs of the networks, services 
are not sufficient, especially in indoor environments, where 
very often the radio coverage is poor. Recent studies have 
shown that in cellular networks, about 60% of all voice calls 
and 90% of all data services, take place in indoor 
environments [3]. That is why it is extremely important to 
have a good coverage in these regions. Several recent papers 
present the difficulties encountered, by the traditional 
approach, in assuring a good indoor coverage [3],[4]. The 
issues relate especially to dense urban areas where it is very 
costly to obtain a good indoor coverage due to the geometry 
of the environment. Also, the capacity of the network is a 
sensitive problem, given the fact that using a strictly 
macrocellular approach, a large number of base stations 

would be needed, rising once again the costs. Additionally, 
the planning and optimization of the network would be hard 
to manage. 

As a possible solution to these problems, the femtocell 
concept was developed and implemented. It is mainly 
designed to enhance both coverage and capacity of the 
traditional macrocellular network. Femtocells, also known as 
Home Base Stations, represent cellular network access 
points, which have the role of connecting the users to the 
operators network. The link to the macrocellular network is 
realized through a backhaul IP connection.  

A Femtocell Access Point (FAP) is similar in concept to 
the wireless access point used in wireless local area 
networks, and it is designed to be implemented by the user. It 
has a low transmit power of maximum 250 mW [5], in case 
it is used for the residential environment. The number of 
active users is limited in this case, and can be up to 5 [6]. 
Given the fact that this equipment has a reduced transmit 
power, it can be implemented with a much larger density 
than macrocell base stations. Thus, due to the high 
deployment frequency, previous results show an enhanced 
spectral efficiency [4]. 

In the local area networks domain, the high density of 
equipment and users operating in the unlicensed ISM band 
has forced standardization bodies to search for alternatives to 
the current implementations. A possible solution is 
considered the implementation of the WLAN concept in the 
60 GHZ frequency band. The 60 GHz millimeter wave 
technology is relatively new on the market and hopes to 
fulfill the needs of users for gigabit-scale traffic. The strong 
interest in the 57 – 66 GHz frequency band [7] is shown by 
the recent industrial and standard development efforts made 
by international standardization bodies like ECMA TC48, 
IEEE 802.15.3c and the proposed IEEE 802.11 VHT60 Task 
Group [8]. 

The high interest is due to the large bandwidth which is 
unmatched in any of the lower frequency bands [9]. Figure 1 
shows the available spectrum for indoor wireless 
communications around the world. The fact that this band is 
unlicensed and largely harmonized across most regulatory 
regions in the world is a big advantage in comparison to the 
narrower spectrum available in other frequency bands, like 
2.4 GHz and 5 GHz, available for 802.11 standards. Both 
ECMA and 15.3c employ a channel plan that consists in 
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dividing the available spectrum into 2.16 GHz frequency 
bands for each channel. 

 
Figure 1.  The available spectrum for indoor wireless communications in 

the 60 GHz band around the world 

Both technologies present high perspectives for future 
implementations, offering  important benefits to the users. 
They both try to enhance the user experience by offering 
higher data rates, one for wireless local area networks, the 
other for radio mobile communications.  

Given the tendency of developers to integrate and unify 
the current technologies, the 60 GHz WLAN and femtocell 
networks, offer real perspectives, but it depends on the users 
choice, regarding which will have the best advantage.  

The rest of the paper is organized as follows: in Section 
II, we present a comparative study between the two 
technologies, regarding some technical aspects encountered 
in the implementation process. In Section III, we consider a 
case study involving an indoor office environment in which 
the two networks will be implemented and studied. An 
analysis is done regarding aspects like the obtained coverage, 
the resulting interference or the attenuations introduced by 
the environment objects. Finally, Section IV concludes the 
paper and presents some future aspects.     

II. COMPARISON OF TECHNICAL ASPECTS 

The fact that both technologies address the same market 
segment, i.e., that of the clients situated in the indoor 
environment which need enhanced data rates for 
communication, constitutes an important start point in 
developing a solid comparison. Being in the early stages of 
network implementations, offers the possibility to have a 
much wider view concerning the research in these domains. 
In this way, the development of common points can be 
realized, leading in the future to the integration of these two 
types of technologies, in order to enhance the quality of 
service experienced by the client. 

In this section, we will emphasize the main 
characteristics of the two technologies regarding some key 
aspects like the integration with the existing 
implementations, the connectivity to the current networks, 
mobility and handover possibilities and also interference 
within the deployed network or with the existing one. 

A. Integration with the existing implementations 

Regarding the 60 GHz WLAN technology, possibilities 
of integration with existing 2.4 GHz and 5 GHz wireless 
LANs, represent a major research topic; this is primarily due 
to the high costs, which result in the implementation of a 
purely 60 GHz network, as we will see later in the paper. The 
authors of [9] present a method to integrate the three WLAN 
technologies, facilitating the commercialization of equipment 
operating in triple band. Using this, the client can choose the 
operating frequency depending on the needs and the 
environment: 2.4 GHz for applications with reduced needs, 5 
GHz for applications regarding confidential traffic and 60 
GHz for high transfer rate applications. Thus, a mandatory 
enhancement of the equipment and terminals used must be 
done, in order to facilitate the implementation of the new 60 
GHz technology. This, however, would not be an easy task 
given the fact that most of the current access points operating 
in the 2.4 GHz and 5 GHz frequency bands, have 
omnidirectional antennas, which, in the case of the 60 GHz 
technology, is not a well suited option because of the high 
attenuation of the waves transmitted on this frequency. Thus, 
especially for Non-Line of Sight (NLOS) communications, 
antennas with higher gains are mandatory in order to reach 
the receiver. The use of the omnidirectional antennas for the 
60 GHz operating frequency would be viable only for direct 
Line of Sight (LOS) communications, which is not always 
the case in real life scenarios. The addition of new antennas 
will rise up the costs, leading to a poorer interest in the 
technology. Therefore, different approaches need to be 
found. 

In the case of the femtocell networks, the transmitters 
must integrate into the existing cellular architecture with no 
modifications to the first. Thus, the existing terminals must 
be able to connect to the femtocell with no enhancements 
needed. The fact that the femtocells use the same operational 
frequency as the macro network is an important advantage. 
However, architectural modifications need to be done in 
order to cope with the femtocell concept. Given the 
opportunistic nature of the femtocell deployment, meaning 
that the femtocell base stations are implemented by the user, 
and not by the operator, one may not be able to predict their 
location; thus, radio planning simulations, prior to the actual 
deployment, can not be done in order to enhance the 
operation. Therefore, a new entity must be defined in order 
to manage and enhance the functionality of femtocells 
among them, and within the core network. This entity is 
called the Femto GW and it is the preferred option by the 
standardization bodies [10]. Its main role is to manage and 
control the operation of  the active femtocells. Among its 
functionalities are: assuring a secure connection between the 
femtocell base station and the core network (CN), providing 
support for paging and handover procedures, transparent 
transfer of Layer 3 messages between the User Equipment 
(UE) and core network. A more detailed description of the 
structure and roles of the Femto GW or Home NodeB GW, 
in the 3GPP terminology, is given in [11] and [12]. The 
Femto GW interfaces towards the other entities of the 
network are defined in [13], [14] and [15].   
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The dual mode operation Wi-Fi/ 3G is not needed in the 
case of using femtocells, but this could be a further research 
topic regarding the integration of femtocells and 60 GHz 
equipment within the same device. 

B. Connectivity to the current networks 

Maybe the most important issue regarding the 60 GHz 
WLAN concept is represented by the short coverage area of 
a transmitter. It is well known that the waves emitted within 
the 60 GHz frequency band are very much attenuated by the 
surrounding environment and also by the oxygen, because of 
the fact that this frequency is the resonance frequency for 
oxygen. A detailed study of the attenuations involved is 
presented in [8]. Therefore, a concrete wall, for example, 
acts as an isolator for the radio waves, introducing an 
attenuation of up to 40 dB [16], depending on the width of 
the obstacle. Practically, in order to implement a 60 GHz 
WLAN network, a transmitter needs to be implemented in 
each room of the indoor environment. Thus, we can clearly 
say, without creating an abuse of terms, that the 60 GHz 
WLAN acts as a cellular WLAN. In [16], Genc et al. present 
an architecture for this kind of network, in which the 
transmitters are connected through fiber optics. Considering 
this, we can establish a common point between the femtocell 
concept and the 60 GHz WLAN, taking into consideration 
that the femtocell network is connected to the core network 
of the operator through a similar backhaul connection. Figure 
2 presents a practical generic architecture that can be 
implemented for both technologies. 

 

 
Figure 2.  Generic architecture for 60 GHz and femtocell networks 

In each case, an AP-MS (Access Point Management 
System) must be developed in order to coordinate the 
functioning of the transmitters. Both types of technologies 
use a backhaul connection in order to connect to the existing 
infrastructure, i.e., the core network (CN) in the case of the 
cellular communication network, and respectively the 
network of the Internet Service Provider (ISP) for the case of 
the wireless local area network. The existing mechanisms to 
integrate an AP into a WLAN must be modified in order to 
cope with the characteristics of the 60 GHz technology. The 
access mechanisms used until now in WLANs, CSMA/CA 
can no longer be used given the fact that due to the isolation 

created by the environment, the 60 GHz cells will have very 
little superimposing of the coverage areas, thus the receivers 
can detect only one transmitter in any point in the 
environment. In the case of the femtocells, a Femto GW 
device has been developed which enables the access points 
to communicate with the core network and between them. 
Practically, a femtocell is seen by the terminal as another 
macrocell, and therefore the handover process may remain 
the same, except for the fact that it is realized through the 
Femto GW. 

C. Mobility and handover possibilities 

When a wireless local area network is implemented in a 
specific location, the user must have the desired mobility 
rights. Given the fact that the superimposing of the coverage 
areas is very small in the 60 GHz technology, especially near 
windows or doors, the handover process from one transmitter 
to another needs to be done in this area. Thus, a very fast 
handover procedure needs to be done in order to maintain the 
connection of a user passing from one room to another. One 
such solution is given in [16], which proposes that WLAN 
cells should be grouped in such a way that all the cells in a 
specific group transmit the same information on the same 
channel. Using this, we obtain larger cells that may be 
planned easier, in such a way that the superimposing of the 
coverage areas is enlarged, making it easier for the handover 
procedure to be realized. 

In the case of the femtocell concept, things are different. 
It mainly depends on what access mechanism the femtocells 
use: in open access mode, all the users of the macrocellular 
network are able to connect to the femtocell, thus a handover 
procedure can be done; in closed access mode, the outside 
users are not allowed to connect to the femtocell device, and 
in this case the FAP acts as an important interference source. 
The scientific literature proposes also a hybrid mode, in 
which full access is given to the registered users (sub-
scribers), while the non-subscribers are allowed only limited 
access to the resources, for minimal applications [17]. 
However, even when considering the open access mode, the 
large number of handovers which a mobile user may 
experience while passing through the coverage areas of 
several femtocells, may lead to increased signaling on the 
network, which degrades the performance. The authors of [6] 
present an algorithm which may be used in order minimize 
the core network signaling. 

D. Interference Issues 

One important issue in designing any cellular network is 
represented by the interference which occurs between the 
transmitters, at the receivers site.  

In the case of the purely 60 GHz WLAN, interference is 
not a problem given the fact that a cell created by a 
transmitter is isolated by the environment obstacles. This is 
due to the high attenuations created by the objects in the 
surrounding environment on the waves operating on this 
frequency. In the case of a combined 2.4 GHz and 60 GHz 
network, the principle is the same for the 60 GHz 
transmitters, while for the ones operating at 2.4 GHz, the 
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access mechanism used, CSMA/CA avoids the negative 
impact of the interference between the transmitters. 

However, this issue is of critical importance while 
implementing a femto-macro network. Here, interference 
between the femtocell and macrocell layers occurs, due to 
the closed access mechanism implemented in the femtocell. 
Using this, only subscribers are allowed to connect to the 
femtocell. For the other macrocell users that enter the 
coverage area of a femtocell, this acts as a powerful 
interference source  which can degrade de QoS experienced 
by the user in such a way that it could lead to outage. Other 
types of interference are represented by the interference 
caused by a MacroBS to user that is connected to a FAP and 
results in a downgrade of the SINR level; interference caused 
by a macro user on the uplink communication, to a FAP, or 
even femto-to-femto interference which can occur in dense 
urban areas where femtocells can be deployed close to each 
other. In the femtocell domain, ways of reducing the cross- 
and co-tier interference represents the major research topic. 
Several possibilities have been presented in papers like [18]-
[21]. However, a stable and final solution has not yet been 
found, but research is currently making important progress. 

III. CASE STUDY DEPLOYMENT   

In this section, we will concentrate on the behaviour of 
the two technologies described above, from the radio 
propagation point of view. Therefore, we will analyze the 
impact of deploying both the 60 GHz WLAN access points 
and the cellular communications femtocell access point. In 
order to have a better understanding of the impact resulted 
from the deployment of each technology, we will consider 
the same environment conditions for both cases.  

The scenario involved in this experiment consists of an 
indoor office environment, in which the two technologies 
will be deployed. The environment and the simulations are 
realized using the RPS (Radiowave Propagation Simulator) 
program [22], a tool which is no longer available under this 
brand, but the same functionalities are encountered in the 
tool provided by Actix [23].  

 
Figure 3.  The deployment scenario 

The medium is built in the Environment Editor, a 
program similar to AutoCAD [24], which enables the 
construction to be realized on layers, each of them being 
characterized by a series of parameters: thickness, electrical 
permittivity, the possibility to allow or not penetrations, 
diffractions or reflections. The environment consists of an 
office scenario in which the effects of the presence of the 
outer and inner walls, of the windows and doors, are taken 
into consideration in the evaluation of the coverage. The 
environment is very complex from the point of view of the 
types of materials used: concrete, brick, reinforced wood, 
wood, glass, and we have even simulated the presence of the 
human body, which has an important effect especially on the 
60 GHz wireless local area network.  The created scenario is 
illustrated in Figure 3. 

In order assure a sufficient coverage of the environment 
using only transmitters that must operate at the 60 GHz 
frequency, the resulting network would be extremely costly, 
resulting in a number of up to 27 transmitters. The technical 
parameters of each one are presented in Table 1, taken from 
[4]. 

TABLE I.  TECHNICAL PARAMETERS OF THE 60 GHZ TRAMSMITTERS 

Orientation of 

the antenna 

Tx 

name 

Antenna 

type 

Phi Theta 

Antenna 

height 

[m] 

Tx power 

[dBm] 

Tx1 Omni 0 0 3 12 

Tx2 Omni 0 0 3 12 

Tx3 Patch 45 0 3 12 

Tx4 Patch 330 0 3 12 

Tx5 Patch 280 0 3 12 

Tx6 Omni 0 0 3 12 

Tx7 Patch 135 0 3 12 

Tx8 Omni 0 0 3 12 

Tx9 Omni 0 0 3 12 

Tx10 Patch 220 0 3 12 

Tx11 Omni 0 0 3 12 

Tx12 Patch 45 0 3 12 

Tx13 Omni 0 0 3 12 

Tx14 Omni 0 0 3 12 

Tx15 Patch 270 0 3 12 

Tx16 Patch 270 0 3 12 

Tx17 Patch 110 0 3 12 

Tx18 Omni 0 0 3 12 

Tx19 Omni 0 0 3 12 

Tx20 Omni 0 0 3 12 

Tx21 Omni 0 0 3 12 

Tx22 Omni 0 0 3 12 

Tx23 Patch 270 0 3 12 

Tx24 Omni 0 0 3 12 

Tx25 Horn 260 0 3 12 

Tx26 Patch 180 0 2 12 

Tx27 Horn 90 0 2 12 

 
A sample snapshot of the level of the received signal 

strength for the deployment of the 60 GHz WLAN access 
points is presented in Figure 4. One may notice the strong 
attenuations introduced by the environment upon the signal 
waves transmitted with the 60 GHz frequency. Practically, in 
order to assure the coverage in all the indoor environment, at 
least one transmitter is necessary in each closed area. 
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Moreover the presence of the human body significantly 
attenuates the level of the received signal strength. 

That is why such a solution is not feasible, and the 
proposed solution presented also in [4], would be to combine 
the 60 GHz technology with the existing 2.4 GHz network. 
The placement of the 60 GHz transmitters in only a few 
points of the environment would ease the implementation 
and help reduce costs. 

However, such a solution needs to be supported by the 
ability to integrate these two types of wireless LANs. 
Practically, we have implemented a 2.4 GHz network in all 
the environment, able to offer services for users that need 
support for common applications, while the 60 GHz network 
is implemented in only a few key points of the environment, 
like conference rooms, executives offices, etc., able to 
support the need for high data rates applications like video 
conferences or the transfer of large files. 

 
Figure 4.  Level of received signal strength for the 60 GHZ WLAN. 

The same scenario considering a femtocell-macrocell 
network would imply a different approach. Considering a 
macrocell network already deployed in the exterior of the 
building, the complicated structure of the scenario and 
simulations done, which reveal a poor indoor coverage of the 
macrocellular approach, demonstrate the need to implement 
a femtocell transmitter. By doing this, with only one 
femtocell transmitter, the coverage inside the office building 
is assured with good results. The technical parameters of the 
deployed transmitters are presented in Table 2. 

Considering the cellular network implementation 
standard as being UMTS, the operating frequency chosen is 
considered to be 2 GHz. The considered macrocellular base 
station is placed at a distance of 550 meters from the indoor 
environment, while the femtocells are placed in the 
environment, at various positions such that they will assure a 
sufficiently high level of the received signal strength . The 
considered transmit power is 43 dBm for the MacroBS and 
20 dBm for the FAPs. In case of the FAPs, an adaptive 
power control algorithm would be necessary to reduce the 

cross-tier interference that occurs between the femtocells and 
macrocell respectively. 

TABLE II.  TECHNICAL PARAMETERS OF THE CELLULAR NETWORK 

TRANSMITTERS 

Parameter MacroBS FAP 

Antenna type 
UMTS 30.03 

Sector antenna 
Omnidirectional 

Antenna Gain 1 dB 0 dB 

Polarization Linear vertical Linear vertical 

Phi = 90 deg. Phi = 0 deg. Orientation of the 

antenna Theta = 0 deg Theta = 0 deg 

Antenna height 7 meters 3 meters 

Transmit power 43 dBm 20 dBm 

Carrier frequency 2 GHz 2 GHz 

Distance to the indoor 

location boundary 

(window) 

550 meters 
Variable, depending 

on position 

 
A sample snapshot of the level of the received signal 

strength coming from the femtocell base stations is presented 
in Figure 5.  

 

 
Figure 5.  Level of received signal strength for the femto-macro network. 

One may notice that in order to assure coverage inside 
the indoor environment only three femtocell base stations are 
necessary, considering also that we benefit from the outdoor 
signal of the macrocell base station. Therefore, from the 
point of view of the user, the cost are significantly lower in 
the case of using the femtocell solution, rather than the 60 
GHz WLAN, mainly because of the much lower number of 
transmitters needed to cover that certain area. 

The complex nature of the environment influences the 
coverage differently in the cases of the two technologies. 
Therefore, one important factor because of which we need 
such a high number of transmitters in case of the WLAN, 
necessary to cover the scenario, is represented by the 
attenuation created by the environment to the traveling 
waves. Table 3, presents a comparative study between the 
attenuations that occur for the 60 GHz and 2 GHz, 
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respectively. One interesting fact here, consists in the 
attenuation introduced by the human body to the waves 
operating at 60 GHz. As mentioned before, the 60 GHz 
frequency is the resonance frequency for oxygen, and given 
the fact that the human body is constituted in a high 
proportion out of water, such an obstacle practically creates 
isolation to a receiver situated behind it. 

TABLE III.  ATTENUATIONS INTRODUCED BY THE ENVIRONMENT 

Attenuation introduced [dBm] 
Obstacle 

2 GHz 60 GHz 

Outer wall (Concrete 40 cm) 27 ~ 30 No detectable signal 

Inner wall  (Glass 3cm) 3 ~ 4 10 ~ 12 

Inner wall  (Brick 10 cm) 16 ~ 19 No detectable signal 

Door  (Glass 2 cm) 2.5 ~ 4 3 ~ 5 

Cubicles (Wood 5 cm) 3.5~ 5 18 ~ 23 

Door  (Reinforced wood 3 cm) 23 ~ 25 No detectable signal 

Human body 13 No detectable signal 

 
Considering these results, one important factor when 

choosing between one technology or the other is represented 
by the costs of the deployment at the user. Therefore, when 
implementing a combined 60 GHz – 2.4 GHz WLAN, the 
user would need to support the entire cost of the equipment. 
Even though the 60 GHz transmitters are positioned only in a 
few points in the environment, and with the research done in 
using the CMOS technology to develop these transmitters, 
the overall cost of the WLAN network would exceed that of 
choosing the femtocell technology. In this latter case, the 
user would need to acquire only the FAP, which is by 
definition of low cost; thus, the investment is minimal.  

With the development of the new cellular standards like 
LTE and WiMAX combined with the femtocell 
implementation which assures the necessary radio coverage 
in the indoor environment, the user would be able to obtain 
comparable or even higher data rates, than by using the 2.4 
GHz WLAN system. Another advantage in favor of the 
femtocell is that the handsets need no additional 
improvements in order to work using the femtocell 
technology considering the same operating frequency, while 
for  the 60 GHz technology the terminals would need 
additional improvements in order to facilitate this operation. 

But, the femtocell technology will never be able to 
achieve the high data rates offered by the 60 GHz WLAN. 
Therefore, when choosing one technology or the other the 
user must decide if it is worth to invest in a costly network, 
but which offers great transfer rates, or if its requirements 
can be supported by a less costly network, capable of 
assuring sufficient transfer rates. 

IV. CONCLUSIONS 

The goal of the paper was to realize a comparison 
between two upcoming new technologies that will be 
available on the market in the next few years: the 60 GHz 
technology with direct applications in the wireless local area 
networks domain, and the femtocell technology which will 
be implemented in order to enhance the coverage and 
capacity of the existing macrocellular networks.  

Both technologies offer good advantages for the users: 
the 60 GHz WLAN offers great transfer rates, unmatched by 
any of the existing technologies; while the femtocell concept 
enhances the coverage of cellular networks leading to a 
higher QoS level at the receiver site, offering the possibility 
to obtain good transfer rates, enhances the capacity of the 
network by managing a part of the users that were normally 
handled by the macrocell, all of these with the advantage of 
mobility. Therefore, the femtocell is advantageous for both 
the operator and the user.  

But, besides these benefits, the mentioned technologies 
have some drawbacks as well: in the case of the 60 GHz 
network, the major issue refers to the fact that the coverage 
of a transmitter is limited by the closed environment it is 
placed in. Also, another relevant problem  is represented by 
the handover of a user between two transmitters, mainly 
because of the little superimposing of the coverage areas of 
two adjacent cells..  

For the femtocell concept, the major problem relates to 
the interferences that occur between the femtocellular and 
macrocellular layers. This issue will probably be resolved in 
the near future due to the extensive research done in this 
domain in the last few years. 

Therefore, in the mass market implementation the 
femtocell concept will outrank the 60 GHz WLAN, due to its 
low cost and mobility advantage that it provides. This does 
not mean that the 60 GHz WLAN will disappear from the 
market, on the contrary, its implementation will address 
more high demanding applications most likely for the 
technological and research domains. 
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Abstract—Focus of this paper is the evaluation and opti-
mization of automatic network planning algorithms considering
different communication technologies supporting Smart Grid
communication infrastructures. Therefore, a performance eval-
uation and sensitivity analysis of parameters of greedy-based
algorithms solving the covering-location problem are imple-
mented and analyzed in a discrete-event simulation environ-
ment. Based upon the presented results, an optimization based
on the greedy algorithm is introduced considering Smart Grid
technology and topology specific parameters. An evaluation
for several real-world reference scenarios shows the influence
of multi-layered and heterogeneous network topologies, which
are typically used in Smart Gird ICT networks, including
wired, wireless and Powerline Communication technologies.
Depending on the technology, an optimization of the deploy-
ment level and number of network entities can be achieved and
is presented by a reduction up to 30% for single-technology
topologies and up to 10% for heterogeneous topologies.

Keywords-network planning algorithm; covering location prob-
lem; heterogeneous infrastructures; smart grid.

I. INTRODUCTION

Current Smart Grid approaches comprise an actively in-
tegration of distributed energy sources and loads into the
energy grid in order to enable a more balanced usage
of volatile energy sources and movable load systems. In
this context, several smart energy management approaches
are present like locally managed and self-sustaining Micro
Grids [1] and centralized load coordination like Demand
Side Management (DSM), Distributed Energy Resources
(DER) for example based on dynamic energy prices. At
this point, seamless integration of DER and DSM at the
customers households are some of the key capabilities of
future Smart Grid infrastructures. For this purpose, the
underlying communication infrastructure requires a reliable,
sufficient dimensioned and demand-oriented network design
in order to transport metering data, control information and
to provide added-value services with the required Quality-
of-Service (QoS). But the challenging task in designing
a network infrastructure for these application is caused
by the heterogeneity of access technologies (e.g., GPRS,

PLC, DSL), combining shared and dedicated infrastructures,
integrating existing networks, deploying new networks and
providing Home Area Networks (HAN), Neighborhood Area
Networks (NAN) and Wide Area Networks (WAN) for
different application scenarios [2]. The variety in applicable
technologies leads to a heterogeneous infrastructure, which
requires detailed and adjustable network planning algorithms
considering the different architectural structures for different
technologies.

The work in this paper concentrates on the design and
evaluation of heterogeneous network infrastructure planning
algorithms. Therefore several network planning methologies
are discussed in terms of cell size, cell capacity, multi-
layered and heterogeneous topologies. A Greedy-based al-
gorithm is evaluated by simulation and enhanced for typical
Smart Grid infrastructures.

The paper is structured as follows: Section II introduces
related work in terms of ongoing Smart Grid projects and
network planning algorithms. The implemented algorithms
and the simulation environment are presented in Section III.
The performance evaluation of a typical Smart Grid scenario
is addressed in Section IV. Finally, the paper is finished with
conclusion and an outlook on future work.

II. PROBLEM STATEMENT AND RELATED WORK

An overview on heterogeneous network topologies sup-
porting the Smart Gird by using different technologies for
multiple application scenarios is given in the following Sec-
tion II-A. An approach describing the optimization problem
is given in Section II-B, whereas a state-of-the-art review of
network planning algorithms is provided in Section II-C.

A. Smart Grid Topologies

Network infrastructures for Smart Grids applications com-
prise different aggregation levels in HAN, NAN and WAN
infrastructures in order to support different ICT and Energy
components [3]. Figure 1 shows a multi-layered network
topology for integrating large-scale components, like wind
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Figure 1. Multi-Layered Network Topologies for Smart Grid Application Scenarios

and solar farms, as well as particular smart energy house-
holds and micro grids. In order to provide connectivity
to the customers premises equipment, several options has
been introduced [4], which mainly base on two scenarios:
a dedicated network infrastructure and a shared network
infrastructure. By using a shared network infrastructure, re-
strictions in terms of Quality-of-Service have to be accepted
due to non-exclusive usage of the medium. On the other
hand, this solution offers an economic alternative by using
existing infrastructures.

Wired preexisting technologies (e.g., DSL, FTTx, GPON)
[5] in the Smart Grid context are used for integrating the
prosumers (producer and cosumer) households and sub-,
resp. transformer stations into the infrastructure. Since in-
stallation costs are higher compared to wireless technologies,
the integration of existing infrastructures is widely preferred.

Using the powerline as transmission medium for data
has been discussed decades-long and has been established
successfully for the transport grid. Concerning the present
efforts on integrating new actors like the prosumers, into the
Smart Grid, especially Broadband PLC technologies (IEEE
P1901, HomePlug 1.0/1.0 Turbo/AV/AV+, DS2, Panasonic
HD) become more relevant. Due to new capabilities like
larger bandwidth, higher modulation schemes and notching
filter, the BPLC technologies offers an economic solution
for the communication infrastructure on several levels of the
Smart Grid. Furthermore, narrowband PLC technologies are
discussed as a last-mile solution due to moderate installation
costs and exclusive usage.

Wireless Technologies, like GSM, UMTS as well as LTE

and Mobile WiMAX offer a cost-efficient solution for new
communication infrastructures due to the saved installation
costs for cables. On the other side, wireless technologies are
based on a substantiated network design covering resource
and frequency allocation. Several Smart Metering projects
are based upon wireless low data rate approaches, but for a
comprehensive installation of Smart Meters and for offering
enhanced services like DSM enhancements, the usage of
next generation cellular networks for machine-to-machine
(M2M) services is currently evaluated. Especially the usage
of lower frequency ranges (e.g., digital dividend after digital
television transition) for dedicated services (Smart Metering,
DSM, Substation Automation) offers a promising solution
for covering rural areas, whereas the development of future
network deployments needs to be taken into account.

B. Covering-Location-Problem

Deploying and optimizing the previously described
networking technologies is related to the Set-Covering-
Location-Problem (SCLP), which is one of the most studied
NP-hard problems [6]. The goal is to cover a given set of
demand nodes J = {0, ...,m}, e.g., Smart Energy Houses,
with the minimum number of required infrastructure nodes,
e.g., base stations, which are taken from a set of possible
infrastructure node positions I = {0, ..., n}. A mathematical
description of the optimization problem is given by

min
∑
i∈I

yi (1)
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under the condition that∑
i∈I

rijyi ≥ 1 for j ∈ J (2)

with
yi, rij ∈ {0, 1} for i ∈ I, j ∈ J (3)

whereas yi is representing the deployed infrastructure node
positions and rij is indicating the according covered demand
nodes in range.

The Maximum-Covering-Location-Problem (MCLP) is a
modification of the SCLP, where the goal is to cover a
maximum number of demand nodes with a limited number
of infrastructure nodes. In order to priorize the demand
nodes an additional parameter bj for j ∈ J is introduced
and the relation for the optimization problem is given by

max
∑
j∈J

bj · xj (4)

under the condition that∑
i∈I

rij · yi ≥ xj for j ∈ J (5)

and ∑
i∈I

yi = p (6)

and
xj , yi ∈ {0, 1} for i ∈ I, j ∈ J (7)

Several approaches for solving the optimization problem are
discussed in literature and summarized in the next section.

C. Network Planning Algorithms

In general, the following networking algorithms are dis-
cussed in the literature [7]: Exact Algorithms, Genetic Algo-
rithms and Heuristic Algorithms.

In order to obtain an optimal solution for the problem, ex-
act algorithms search all potential solutions in the parameter
space, which is a time-consuming procedure, in the context
of Smart Grid infrastructures, where thousands of nodes
are taken into account [8]. Another approach are genetic
algorithms based on Darwin theory of natural selection and
its class of evolutionary algorithm. The idea behind this
algorithm is to start with an initial population and then
individuals from the initial population are selected in order
to generate new individual solutions [9][10]. Heuristics al-
gorithms are approximated algorithms and provide relatively
optimal solutions in a reasonable computation time. This
is a compromise between solution quality and execution
time, which offers a sufficient solution for network planning.
There are several approximated algorithms used to solve
network planning problems, like Tabu Search [11], Simu-
lated Annealing [12] and Greedy Algorithm [7], which are
iterative algorithms calculating stepwise the local optimum.

III. SIMULATION ENVIRONMENT

In order to compare the different optimization approaches
and network planning methods, a geo-based simulation envi-
ronment [13] is used for the conducted performance analysis.
Due to the geo-based positions of the communication nodes,
close to real world scenarios were investigated in order
to analyze the impact of the algorithms on the real-world
scenarios.

Figure 2. Simulation Scenario with Multi-Layered Infrastructure and
Adaptive Cell Size

A. Geo based Scenario Generator

The presented simulation model is based on the discrete
event simulator OMNeT++ [14]. The developed geo-position
scenario generator acquires the coordinates from different
offline sources. This includes own acquired data and govern-
mental/commercial data products, as well as online sources,
like the Google Maps API (Premier) or OpenStreetMap. Due
to the limitations in requesting data from the online sources,
the online procedure is reasonable for smaller scenarios,
but in case of a large-scale scenario, the acquisition of the
geo-positions can be performed by offline sources. In order

Broadband NAN Technology
Wired Wireless PLC

max. Demand Nodes per Cell 96 200 48
min. Demand Nodes per Cell 18 6 6

max. Distance/Range 500 m 200 m 100 m
Infrastructure Node Positions Streets Houses Streets
Coverage Area Calculation Distance Channel Model Distance

Table I
PARAMETERS FOR DIFFERENT APPLICATION SCENARIOS

to generate a large-scale network with thousands of nodes,
a dynamic network creation is necessary. This avoids a
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Figure 3. Network Planning based upon Greedy Algorithms and Enhanced Greedy Algorithms

manual, time-consuming static generation and configuration
of each node. In our approach, we use geographic positions
of real locations, e.g., houses, as input parameters for the
automatic network generation. This ensures a close to real-
ity network topology. An exemplary geo-based simulation
scenario is presented in Figure 2.

Initialization, generation and configuration of the net-
work are executed by a core simulation [13]. A set of
preconfigured geographic positions (north-west and south-
east corner coordinates) mark the simulation playground.
The core simulation can receive the positions of nodes,
which are located within the playground, from an offline
source and online from an external SQL database, e.g.,
the geo-position database GeoDatabase. Via a connection
between the core simulation and the GeoDatabase [13], all
information about existing nodes within the playground and
neighbors of particular nodes can be retrieved, including the
information listed in Table III-A. The dynamic node creation
is based on the received geographic positions. Nodes are
placed on the Cartesian positions (x,y), which are calculated
using Mercator projection of GPS position data of real
locations.

B. Network Planning Algorithms

The network planning algorithm is based upon a Greedy-
Adding Algorithm [15] with several adjustments in terms
of cell size, link budget and multi-layered infrastructures in
order to meet the requirements on a communication infras-
tructure for a Smart Grid. The parameters of implemented
different broadband NAN technologies are summarized in
Table III-A.

1) Greedy Adding Algorithmic: The Greedy Adding Al-
gorithm offers a powerful approach for solving the CLP, but
in some cases a non optimal result is calculated. Especially
in areas of high density with a linear placement of communi-

cation nodes, which is usually the case for streets or smaller
villages, an optimization of the Greedy-Adding algorithm
can reduce the overall number of communication cells.
Figure 3 shows the comparison of the common and enhanced
Greedy Algorithm. The common Greedy Algorithm selects
the next best candidate position for an infrastructure node by
selecting the position, which covers the maximum number
of uncovered demand nodes. This procedure comes along
with two disadvantages: On the one hand, two or more
equal positions can not be distinguished due to the next
best position is chosen from the list. On the other hand,
one position with less uncovered demand nodes could have
a better coverage due to already covered demand nodes
within the area, which are not taken into consideration.
The enhanced algorithm adds in a first step an additional
condition to the next best candidate selection by choosing
the best position with additionally covering already covered
demand nodes. In a second step all candidate positions are
checked for multiple covered demand nodes and removed if
more than one candidate position is available. Finally, the
increased overlapping areas of neighbored cells caused by
the additional condition are reduced by optimizing the cell
radius and threshold adjustment (see Section III-B2).

2) Adaptive Cell Radius: Usually, the initial connectivity
range of a candidate point is adjusted by a simple distance
calculation. In reality, more parameters are influencing the
connectivity range, e.g., transmission power, outdoor-to-
indoor transition, fast fading, incident angle, as well as
maximum capacity. In order to meet the requirements for a
sufficient simulation of the transmission range per cell, the
cell radius is adjusted dynamically by increasing the trans-
mission power from a minimum threshold to a maximum
threshold until the maximum transmission power or number
of traffic nodes is reached.
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3) Link Budget: The calculation of the link budget is
accomplished by using appropriate analytic channel mod-
els, which take into account the distance, incident angle,
house type and orientation. In the presented simulations,
analytic radio propagation models are used for different
topologies described in Section II-A, which enables a large-
scale analysis of the topologies and offers extensibility in
terms of technologies. For urban areas, the transmission
range is calculated by the Okumura-Hata channel model
[16][17][18] covering a high density of stationary commu-
nication nodes, prevailing Non-Line-Of-Sight connections
and smaller communication ranges. In suburban and rural
areas, a predominant number of communication nodes are
placed in a (Near)Line-of-Sight conditions and usually the
communication ranges are increased.

4) Multi-layered Network Topologies: By introducing
multi-layered network topologies, e.g., aggregation of Smart
Metering data by NAN technologies, an overlapping WAN-
technology is required for collecting data from the aggre-
gation points. Additionally, nodes, which are not covered
due to their secluded position, can also be covered by the
overlapping WAN technology and additionally, an economic
threshold of minimum numbers of demand nodes per cell
can be defined for the network planning process (e.g. min.
6 nodes). The network planning process for the next higher
layer uses the same metric as described in Section III-B2
with according parameters for the WAN technology.

IV. PERFORMANCE ANALYSIS

The results from the simulation are presented in this
section. In Figure 4, the coverage of demand nodes is shown

Figure 4. Coverage of Demand Nodes Depending on the Number of
Infrastructure Nodes

depending on the number of infrastructure nodes for a single
layered topology. Due to the lower capacity of the PLC cells,
up to 150 infrastructure nodes are required in order to cover
the whole area, whereas the wireless NAN network requires
72 infrastructure nodes and the wired NAN network requires

40 infrastructure nodes. The influence of the transmission
range and capacity is shown by the comparison of the
wireless and wired NAN technology. Hence, the wireless
NAN technology covers more demand nodes during the first
planning steps due to the higher capacity, whereas the wired
technology shows overall lower number of infrastructure
nodes due to the higher transmission range.
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Figure 5. Comparison of NAN Technologies for Multi-Layered Topology
Planning

In order to analyze the influence of multiple technologies
in one scenario, an additionally heterogeneous network
scenario has been analyzed. The results show, that the
heterogeneous NAN network shows the same behavior up
to a level of deployment of 50% of the wired network, up
to a level of deployment of 90% of the wireless network and
above 90% of the PLC network. Due to the heterogeneous
approach, the number of infrastructure nodes is reduced to
120 together with enhancing the coverage throughout the
planning process.

The problem by providing full coverage are secluded
nodes (e.g., rural areas). Therefore, a multi-layered infras-
tructure is introduced by dividing the network into two
layers, whereas L1 represents the NAN connectivity and L2
presents the WAN connectivity. The results for a comparison
between a single-layered and multi-layered scenarios are
shown in Figure 5.

In the multi-layered scenarios, a threshold is defined,
which sets the minimum number of demand nodes per NAN
cell. All uncovered demand nodes from the L1 are covered
in a second planning step (L2) with all L1 infrastructure
nodes. The multi-layered planning algorithm shows a better
result by reducing the number of infrastructure nodes of up
to 30% in the PLC scenario and up to 10% in the mixed
scenario.

V. CONCLUSION AND FUTURE WORK

The results presented in this paper show the influence of
different parameters and enhancements on greedy based net-
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work planning algorithms in order to evaluate the usability
for Smart Grid ICT topologies. Based upon a real-world
scenario, which has been evaluated by a geo-based simula-
tion environment, the influence of multi-layered topologies
where analyzed. Hence, a reduction of infrastructure nodes
in the presented heterogeneous scenario of up to 10% could
be achieved. The influence of a more detailled model of the
actual transmission medium by analytic channel models, link
budget calculation and adaptive cell size were analyzed as
well.

Future work will focus on the integration of more detailed
traffic analysis of the particular network entities in order
to optimize the maximum cell size an capacity. Further-
more the performance evaluation of the designed networks
within a protocol simulation environment and comparison
to established telecommunication networks will give some
indications of further optimization approaches in terms of
adjusting the multi-layer thresholds and scalability issues.

VI. ACKNOWLEDGMENT

The work in this paper was partly funded by the
German Federal Ministry of Economics and Technology
(BMWi) through the projects E-DeMa (reference number
01ME08019A) [19]. The authors would like to thank the
project partners RWE, Miele, Siemens, ProSyst, SWK and
ef.Ruhr. The authors wish to acknowledge the efforts of Mr.
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Abstract-The Radio Frequency Pattern Matching (RFPM) 

method is an useful solution for UE positioning, and it is not 

sensitive to the channel states and multipath impact compared 

with the time-of-arrival schemes. With the help of drive test or 

other estimation algorithms, the RF pattern database can be 

constructed efficiently. The positioning accuracy of RFPM is 

tightly related with the member of measurement elements for 

pattern matching. In this paper, the UE velocity is adopted in 

the RFPM positioning to improve the positioning accuracy, 

and the Cramer-Rao lower bound is used for accuracy 

evaluation and comparison. From the simulation results the 

positioning accuracy can be improved remarkably when the 

UE velocity is considered in addtion to the reference signal 

received power (RSRP), timing advance (TA) and reference 
signal time difference (RSTD) in the pattern matching. 

Keywords - Cramer-Rao Lower Bound; RFPM 

I. INTRODUCTION 

Location estimation has received great deal of attention 

over the last two decades due to the requirements set forced 

by the US Federal Communications Commission (FCC) for 

Enhanced-911 (E-911) safety services [1]. RF Pattern 
Matching is a positioning method proposed in 3GPP RAN4 

meetings. This method can locate the target UE in an area by 

comparing its RF measurement against a detailed model of 

the RF environment for that area. The RF parameters 

measured by the UE could be serving cell identity, reference 

signal strengths for serving and neighboring cells, timing 

advance, etc. The RF environment model could be stored in 

the form of a database of signal strengths vectors indexed by 

location coordinates of an area, and which could be 

constructed in advance or real time using a combination of 

RF propagating modeling and possibly test measurements 
[2]. 

In [5], a novel method about finger print positioning 

based on spatial correlation of collected signal samples and 

spatial diversity is proposed which can improve positioning 

accuracy and reduce time consumption of constructing a 

metropolitan-scale radio map, however only the received 

signal strength (RSS) have been considered in the algorithms 

which limit the peak performance. In [6], position 

estimations got from the so-called Neural Network 

localization are further processed through a Kalman 

filtering-based tracking algorithm and thereafter, the 

processed position is matched to the road according to the 

map-matching technique applied. However, it cannot work 

without the existing GPS. In [7], a novel positioning system 
is proposed, which consist of three sub-systems, and the first 

sub-system solves the problems related to fingerprint 

localization and involves neural network as key element of 

the positioning algorithm. It also ignores the distance and 

velocity information for improving positioning accuracy. 

In this paper, we propose to introduce velocity into the 

existing RF Pattern Matching schemes for performance 

improvement. If the velocity estimation can be achieved at 

UE side with specific measurement errors, it can be adopted 

for RF Pattern Matching to improve the positioning accuracy 

using the RF database.  
This paper is structured as follows. In Section 2, we will 

introduce RF Pattern Matching positioning method and 

diversified measurements with Cramer-Rao lower bound 

error model. In Section 3, based on the analysis, a RFPM 

method with velocity is presented, and mathematic 

expression can be provided as a new positioning error model. 

Section 4 shows simulation results of proposed method 

compared with traditional RFPM, and the analysis of 

simulation results show advantages of proposed method. 

Finally, conclusions are drawn in Section 5. 

II. ERROR MODEL ANALYSIS 

The general error model is proposed as shown in the 

paper [2]. It assumes a model where measurements are 
non-linearly related to the parameter of interest (location, i.e., 

coordinate of the UE) and are corrupted by Gaussian Noise. 

More specifically, let y be a length N vector of 

measurements as below: 

( )
HS

y h x n           (2.1) 

where  1 2H S H S
x x x is the coordinate of the UE, 

        1 2
...

HS HS HS N HS
h x h x h x h x is the N vector 

of measurements which are the function of UE’ coordinate. 

 1 2
...

N
n n n n is the corresponding noise with the 

variance. 

In estimation theory and statistics, the Cramer-Rao lower 
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bound (CRLB) expresses a lower bound on the variance of 

estimators of a deterministic parameter. A location error 

function of Cramer-Rao lower bound can be calculated as 

below: 

1
( )

LOC i

i

trace I


          (2.2) 

2

( ) ( )1
T

i H S i H S

i

H S H Si

h x h x
I

x x

 


 
    (2.3) 

(2.3) is the ith measurement function’s fisher information 

matrix. Error of positioning method can be calculated by 

accumulating all the measurement’s information matrix as 
indicated in [2]. 

In mobile communication system, many measurement 

elements including RSRP (reference signal received power), 

RSTD (reference signal time difference) and TA (timing 

advance) can be used for RFPM. 

The measurement element of RSRP is the estimated 

value at UE side which can be derived from transmit power 

and propagation loss. Hata models can be used to represent 

the RSRP signature models as below: 

10
10 log ( / )

REF REF
RSRP RSRP d d a         (2.4) 

where  is the pathloss exponent and d is the distance 

between UE and serving eNodeB, 
REF

RSRP is the reference 

RSRP calculated from reference distance 
REF

d and 

0.5 (1 cos( ))
HS CELL

a FBR        

where FBR is the front-to-back ratio, 
HS

 is the angle of UE 

measured positive counter-clockwise from the X-axis, 

CELL
 is the angle of the antenna boresight measured positive 

counter-clockwise from the X-axis. So differential 

coefficient of RSRP can be get as below: 

 1 2 2 1

HS

RSRP
pa qa pa qa

x


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
        (2.5) 
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1 2
( , )

CELL CELL
x x  is the coordinate of the eNB of serving 

cell. RSRP’s fisher information matrix can be calculated by 

using (2.3) and (2.5) as below [3]: 
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             (2.6) 

RSRP
 is the RMS of RSRP measurement error.  

RSTD is time difference between positioning signal 

arrival timing of reference cell and of neighboring cell, 

which means that it is also the function of coordinate of the 

target UE. According to RSTD definition, it can be 

expressed as below [3]:  

1
( ) /

i i
RSTD d d c           (2.7) 

where
i

d is distance between the UE and i-th eNodeB and c 

is light speed. 
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            (2.8) 

i
 is the angle of the line between UE and ith cell 

positive counter-clockwise from the X-axis. 
RSTD

 is the 

RMS of RSTD measurement error. The detailed formula for 

RSTD is shown in [3]. 

TA can be used to estimate the distance from the UE to 

serving eNodeB. Information matrix of TA can be calculated 

by using the same principles as RSTD [3]: 
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     (2.9) 

TA
 is the RMS of TA measurement error. The detailed 

formula for TA is shown in [2]. 

The variance of RSRP, RSTD and TA can be assumed to 

as 
2

RSRP
 , 

2

RSTD
 , 

2

TA
  , respectively.  

III. PROPOSED POSITIONING METHOD 

Velocity can be obtained by assuming UE move from 

one point to another point during the certain time and it is 

expressed as a function of UE’s coordinates information. It is 

useful to distinguish UE status if the velocity can be used 

appropriately, so the UE can be located well and truly. Based 

on current Cramer-Rao lower bound in sectionⅡ , the 

positioning performance can be re-evaluated considering the 

UE velocity in formula deducing. It can be expected that 

positioning error lower bound of new RFPM with velocity is 

smaller than traditional RFPM method. 

Velocity can be calculated by the UE moving distance 

divided the corresponding time. It is assumed that UE move 

95Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         108 / 453



 

from  1 1

1 1 2

dp dp
dp x x  to  2 2

2 1 2

dp dp
dp x x during the 

time of t . So Velocity can be expressed as below: 

   
1 1

2 2
1 2 1 2

2 2

dp dp dp dp
x x x x

v
t

  




   (3.1) 

So, differential coefficient of velocity can be obtained: 

  
2

1
cos( ) sin

v v
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dp t
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
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 
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2 2
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1 2 1 2

2 2

sin( )

dp dp

v

dp dp dp dp

x x
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



  

 

The information can be calculated as below: 

2

2 2 2

cos ( ) cos( ) * sin( )1

* cos( ) * sin( ) sin ( )

v v v

v

v v v v

I
t

  

   

 
  

  

   (3.2) 

v
 is the angle of the line between UE last position and 

current position positive counter-clockwise from the X-axis. 

v
 is the RMS of velocity measurement error. We can 

calculate information matrix of this new positioning method 

by using (2.6), (2.8),(2.9), (3.2): 

v RSRP RSTD TA
I I I I I        (3.3) 

So, error can be calculated by using (2.2) and (3.3): 

1
trace( )

LOC

M
I

N



      (3.4) 

where  

2 2

2 2 2 2 2
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( * ) ( * ) *
RSRP TA RSTD v

p q r
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NRSTD is the number of cells participating the OTDOA 

positioning. 
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  The related parameters used in above formulas can be 

summarized as follows: 

2 2 2 2

1 1 2 2 1
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where
1

cos cos
i i

     and 
1

sin sin
i i

    . 

IV. SIMULATION RESULTS ANALYSIS 

To verify the proposed scheme, we simulated both 

traditional RFPM and our strategy in Urban environment 

scenario. In this section, the simulator of RFPM with 
Velocity is described in detail.  

The 19 (sites) * 3 (sectors) topology is used in the Fig. 1, 

and the evaluation area is covered by the 3 center green 

sectors where UEs are uniformly dropped in our simulator. 

The site indexes are illustrated, and the bound of sectors is 

denoted by the dash line [3].  

Inter-site distance (ISD) is 500 meter. Pathloss exponent 

is 0.5 and FBR equals to 30dB. Reference distance can be set 

100 meter so that reference power can be calculated as -80.5 

dBm according to hata model. Minimum Distance between 

target UE and eNodeB is 35m. The RSRP measurement 

error is defined in the RSRP, RSTD and TA accuracy 
requirement of [4]. 
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Figure 1.  Network topology 
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For our simulation, the 8 dB measurement error is 
assumed, while the RSTD and TA measurement error is 

assumed to be 5Ts, 10Ts respectively. Ts is the minimum 

time resolution of LTE systems, which equals to 

1/(2048*15000)(s). Velocity variance is equipment 

implementation specific, and according to existing data, 

both1m/s and 0.5m/s are reasonable error value for this 

simulation. t can be calculated by using the equation as 

below: 

ISD
t

v
                       (4.1) 

In our simulation, we make a comparison between our 
strategy and traditional RFPM, in which Velocity is assumed 

to be 3km/h and 120km/h respectively. All the detailed 

simulation parameters are listed in Table I. 

TABLE I. SIMULATION ASSUMPTIONS 

Parameters Value 

Inter-site distance 512 m 

Reference distance 100 m 

FBR 30 dB 

Reference power -80.5 dBm 

RSRP measurement errors 10 dB 

TA measurement errors 10Ts 

RSTD measurement errors 5Ts 

Velocity variance 1m/s, 0.5m/s 

Minimum distance between target 

UE and eNodeB 

35 m 

Pathloss exponent 0.5 

NRSTD 4 

UE velocity 3/120 km/h 

RFPM is related with the number of measurement 

elements. It means that if velocity is used for mapping the 

existing RFPM performance can be enhanced from theory 

aspect. 

Based on the assumptions and Cramer-Rao lower Bound 

deducing, the simulation results can be obtained as shown in 
Figure 2 and Figure 3, improvement is quite obvious. 

According to the simulation results figures, the following 

table can be achieved. Comparison of two positioning 

methods performance is given in Table II. 

TABLE II.  COMPARISON RESULTS SUMMARY 

Velocity Variance  1m/s 0.5m/s 

Positioning error 

RFPM with 3km/h 49.6m 47.2m 

RFPM with 120km/h 46.6m 45.7m 

RFPM without velocity 66.9m 66.9m 

 

Figure 2.  Comparison of methods (0.5m/s) 

 

Figure 3.  Comparison of methods (1m/s) 

V. CONCLUSION AND FUTURE WORKS 

In this paper, several positioning error models are 

provided based on the current 3GPP RAN4 protocols and the 

Cramer-Rao lower bound is used for positioning accuracy 

performance evaluation. As a novel update to the 

conventional schemes, the UE velocity is adopted to improve 

the RF pattern matching efficiency, and this novel RFPM 

scheme can remarkably enhance the UE positioning 

accuracy with 25.8%~32.2% gain compared with the 

traditional RFPM from Cramer-Rao lower bound deducing 

and related simulations. Besides the velocity information, 

other signature information can also improve the RFPM 
performance, such as temperature information, and these 

signature information for RFPM can be included in future 

works. 
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Abstract—The MAC (Medium Access Control) protocol has an 
important influence on network performance, especially in 
home health monitoring which constrains delivery of time-
sensitive message and power consumption. In this paper, a 
multi-hop mesh sensor network is proposed based on a novel 
MAC protocol ADCF (Adaptive and Distributed Collision-
Free). ADCF uses CFBS (Collision-Free Beacon Slot) and 
CFDS (Collision-Free Data Slot) mechanisms to guarantee QoS 
(Quality of Service) while reducing energy consumption in a 
mesh topology. The simulation results show better 
performances of ADCF compared with IEEE 802.15.4 MAC 
protocol in terms of energy and guaranteed medium access 
with the flexibility of mesh topology. 

Keywords-IEEE 802.15.4; mesh topology; QoS; energy 
saving, health monitoring application 

I.  INTRODUCTION 
Our application scenario is focused on the monitoring of 

the elderly at home via a WSN (Wireless Sensor Network). 
ADCF sensor nodes are put on the ceiling, wall, furniture 
and the body of the person. For example, when the 
accelerometer detects a fall of the person, an alarm should be 
sent with some guaranties in terms of delay. In addition, the 
network should be self-organizing and could tolerate a link 
failure or a link establishment. Therefore, all ADCF nodes 
are expected to have the same role (both sensor and router) 
in a mesh topology. 

Several projects have been investigated on the habitat 
monitoring [1-3]. There are generally two main constraints 
for this WSN: time-sensitive delivery of some urgent 
messages and power consumption. Many technologies exist 
at different layers to improve these two constraints [4]. Our 
work focuses on MAC layer. As the largest energy 
consumption of the nodes is due to the time spent in the idle 
state [5], so time slot allocation is an important task. The 
avoidance of collisions between 2-hop neighbors is another 
goal because there is scarcely interference at distance of 
more than 2 hops [6].  

This paper aims to present a novel MAC protocol based 
on IEEE 802.15.4 to build a scalable and robust WSN for 
home health monitoring. The paper is organized as follows: 
section 2 investigates the current MAC protocol for this 

application. The proposed ADCF MAC is described 
gradually in section 3. Section 4 provides simulation results 
while the last section concludes the paper. 

II. RELATED WORK 
MAC protocols for WSN could be classified into two 

categories. The first category is based on conventional 
wireless protocols, especially IEEE 802.11(a/b/g/n/ac). 
These protocols typically provide a general mechanism that 
works reasonably well for a large set of traffic load. 
Therefore, these protocols don’t meet our goals and will not 
be discussed in this paper. IEEE 802.11ah is an on-going 
work about energy efficient MAC for low traffic sensor 
network. However, some issues such as frame header 
compression are still open and there are now no available 
products for our future work. The second category based on 
IEEE 802.15.4 is being considered as a promising way for 
low-cost low-power WSN. In part A, IEEE 802.15.4 
standard is briefly presented. Recent works based on this 
standard have been fully studied in part B. 

A. IEEE 802.15.4 Standard 
IEEE 802.15.4 [7] protocol supports beacon and non-

beacon mode. More precisely, in beacon mode, it is possible 
to achieve variable duty cycles (from 100% down to 
0.006%), which is particularly interesting for our application 
where energy constraint and network lifetime are main 
concerns. In addition, beacon mode has an attractive feature 
for time-sensitive applications as QoS properties are 
available with GTS (Guaranteed Time Slot) mechanism. On 
the other side, non-beacon mode, which has the advantage of 
lower complexity and more scalability as compared with 
beacon mode, does not provide any of those features.  

Therefore, we focus on beacon mode which seems to be a 
promising way. However, several issues in the standard are 
still open. One of those issues is how to build a synchronized 
multi-hop mesh network for power efficient, scalable and 
robust networking. In fact, while the current standard 
supports multi-hop networking using peer-to-peer topology, 
it restricts its use to non-beacon mode. This contradiction 
makes urgent requirement of novel MAC protocols. 
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B. MAC Protocols Based on IEEE 802.15.4 
ZigBee specifications [8] clear the ambiguities of IEEE 

802.15.4 in a cluster-tree topology. The centralized PAN 
(Personal Area Network) coordinator assigns a beacon 
transmission offset for each node when it wants to associate 
the PAN. Therefore, the communication range and the 
requirements of time-sensitive are both limited.  

Anis Koubâa [9-10] continues the work in the domain of 
cluster-tree topology. However, the requirement of different 
BI (Beacon Interval) and SD (Superframe Duration) for each 
node is calculated in advance. These weaken the flexibility 
and robustness as well as restrict the scalability of network.  

Another example has been proposed in OCARI project 
[11-12]. A PAN coordinator which receives all the 
association requests decides beacon slot for each node. The 
main drawback of this solution is the lack of flexibility, 
especially regarding the changing topology and the 
inconstancy of wireless medium. 

P. S. Muthukumaran presented MeshMAC protocol [13]. 
This protocol enables mesh networking over beacon mode 
through a distributed SDS (Superframe Duration Scheduling) 
strategy in which each node calculates its schedule to 
transmit beacons based only on locally available information. 
The limitations of MeshMAC are: it imposes very low duty 
cycles; the beacon transmission offset is difficult to choose 
for the changing topology.  

B. Carballido Villaverde proposed DBOP MAC protocol 
[14]. It creates a BOP (Beacon Only Period) where beacons 
are transmitted at different time slots among neighbors and 
neighbors’ neighbors. However, DBOP introduces an 
overhead into the network. Another drawback is the 
inefficient management of BOP length. In addition, how to 
offer QoS for different application traffic is not discussed. 

BOP Active Period Inactive Period

superframe superframesuperframe

CFDS

CSMA

16 slots

…... …...
CFBS

Superframe Period

aBaseSuperframeDuration*2BO

aBaseSuperframeDuration*2SO

III. ADCF MAC PROTOCOL 
The objective of ADCF is to build a beacon-enabled 

WSN over an IEEE 802.15.4 PHY which supports mesh 
topology and enables better energy efficiency. While a 
previous paper [15] only focused on beacon scheduling and 
network construction, in this paper we detail the mechanism 
of Collision-Free Data Slot (CFDS) in the mesh topology. 
Additionally, corresponding simulation results and the 
operation of ADCF are first presented. 

Before showing the characteristics of ADCF, some 
assumptions should be highlighted: all the considered nodes 
have the capacity to be both sensor and router; nodes 
addresses have been preliminary set. 

   

A. Overview of ADCF 
As shown in Fig. 1, the superframe of ADCF is 

organized in three parts: BOP, active period and inactive 
period. BOP is organized by CFBS (Collision Free Beacon 
Slot). Each node has a 2-hop collision-free beacon slot in 
BOP. Similarly, ADCF nodes can access the medium by 
slotted CSMA or guaranteed mechanism CFDS (Collision 
Free Data Slot) in the active period. Inactive period is 
optional for energy saving. 

 

 

Figure 1.  ADCF superframe structure. 

The basic parameters are consistent with IEEE 802.15.4: 
� Active period is divided into 16 slots. 
� 0 � SO (Superframe Order) � BO (Beacon Order) 

�14. 
� aBaseSuperframeDuration denotes the number of 

symbols that form a superframe when SO is 0. 

B. Operation of ADCF 
ADCF includes several slight protocols: BEP (Beacon 

Exchange Protocol), ISP (Initiator Selection Protocol), 
BSAP (Beacon Slot Allocation Protocol), DSAP (Data Slot 
Allocation Protocol) and SRP (Smart Repair Protocol). In 
addition, SPA (Simple Priority Algorithm) is used repeatedly 
in ISP and BSAP. 

 

Figure 2.  ADCF operation diagram. 

Each ADCF node has a NT (Neighbor Table) and 
executes the following as shown in Fig. 2. SRP allows 
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ADCF nodes to switch between initialization stage and 
working stage depending on the changing topology of 
network. The beginning and core of ADCF is BEP which 
sets up NT and updates NT in both stages. BEP runs 
periodically according to the preset parameters such as BO. 
With the information of NT, ISP is executed. Then BSAP is 
triggered and so the node could synchronize with the 
initiator. DSAP will work when there are application 
requests from the higher layer. 

� BEP: the main concern for BEP is collection of 
interesting information in a 2-hop neighborhood. 
Each new node will firstly listen to the channel for a 
fixed period when it is powered-up. Depending on 
the received beacons during listen, the new node will 
send its own beacon by different mechanisms. Each 
node broadcasts its beacon within 1-hop and records 
direct neighbors’ in its NT. Therefore, all the 2-hop 
neighbors’ information is obtained by this new node. 
The interesting information in a beacon includes NA 
(Neighbor Address), NE (Neighbor Energy) and ND 
(Neighbor Density). Here, ND is defined as the 
number of neighbors within 2-hop (including itself). 
The overhead incurred by BEP is studied and 
simulated in [15]. 

� SPA: SPA is implemented by comparing 3 
parameters of the nodes. The comparison order is 
ND, NE and NA. At first, the node with maximum 
ND is selected. If the nodes have the same ND, SPA 
chooses the one with maximum NE. Finally, the 
node with minimum address has the highest priority 
if two other parameters are the same.  

� ISP: the objective of this protocol is to select an 
initiator which has two functions: it specifies the 
beginning of BOP and measures the length of BOP 
in order to realize the network synchronization. This 
length is defined as the initiator ND. Each node 
selects an initiator candidate locally by SPA from its 
NT. If one initiator candidate is different from the 
neighbors’, SPA is repeatedly used to decide a 
unique initiator. This initiator’s information will be 
added to NT and be sent in the next beacon. 
Therefore, there may be several initiator candidates 
in the initialization stage but a unique initiator in the 
working stage. 

� BSAP: this protocol makes each node choose a 
CFBS in BOP. The nodes execute SPA locally and 
the one has higher priority first to choose its beacon 
slot. It takes a slot which is not used by its 2-hop 
neighbors and stores the slot number in its NT. At 
last, the node which has its chosen slot will be 
deleted from SPA list and the other nodes in this list 
continue BSAP.  

� DSAP: in the original IEEE 802.15.4, GTSs are 
requested via a GTS request command sent in Best-
effort mode using CSMA/CA. In ADCF, each node 
can request CFDS using its beacon to all its 
neighbors without the need to send a dedicated 
frame. A bi-direction communication is possible. 

When a node receives neighbor’s beacon and finds 
its address as CFDS destination, it checks it NT, 
allocates the first available data slot to the requesting 
node and announces this allocation in the next 
beacon. When the requesting node receives this 
beacon containing the slot number, it may use it to 
send the application traffic in the CFDS. CFDS 
request and CFDS indication subfields take only 2 
bytes in the beacons. 

� SRP: this protocol reduces the impact of changing 
topology as much as possible. For example, if link 
failure is detected, neighbors will simply delete this 
failure node from their NT. If the initiator fails, 
others re-select an initiator but keep their BOP with 
the original beacon slots. Therefore, the network will 
still work without disruption. As there are free slots 
in BOP, a new node may choose its beacon slot 
directly after a period of listening. If BOP length is 
not enough, a new node may send its beacon by 
CSMA until a new initiator is designed with updated 
ND.  

In conclusion, seldom MAC protocols for low-cost low-
power network are in a mesh topology which has the 
advantages of scalability and robustness. ADCF aims to 
enable the efficient mechanisms and eliminate the difficulties, 
such as beacon collision, QoS and synchronization in a 
changing multi-hop mesh-link network. 

IV. SIMULATION STUDY 
To study the scope of our contribution, we use OPNET to 

establish a simulation model which implements the entire 
proposal. Two experiment examples are presented in this 
paper. The first one is the comparison of ADCF with IEEE 
802.15.4. The second experiment is the ADCF performance 
with large scale and high neighbor density. The basic 
parameters are shown in the Table 1. We are now 
implementing ADCF on 13192-SARD board which has a 
total of 4Kb RAM for application data, variables, buffers etc. 
Therefore, the buffer for CSMA and CFDS could not be 
more than 2Kb in reality. This parameter configuration is 
useful for comparing the simulation results with prototype. 

TABLE I.  TABLE TYPE STYLES 

Parameter Value 
Scene area 100*100 m2 
Transmission range 15 m 
BO 7 
SO 4 
Traffic distribution Constant 
Application payload 100 bits 
CSMA buffer 0.5 k octets 
CFDS buffer 1.5 k octets 
Simulation duration 30 min 
Simulation times 20 

 

A. Comparison of ADCF with IEEE 802.15.4 
To our knowledge, there are two versions of IEEE 

802.15.4 in OPNET. The version developed by Anis Koubâa 
[9-10] includes the GTS implementation and a fixed beacon 
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scheduling mechanism. It is used in this experiment. 14 
nodes join the network gradually in this experiment. A static 
routing mechanism is added above ADCF in order to 
simulate real traffics over the network. IEEE 802.15.4 
applies ZigBee routing. 
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Figure 3.  Energy consumption comparison. 

In the energy consumption comparison, only beacons are 
delivered in order to compare the protocol cost.  In addition, 
a more practical energy model [16] is used in our experiment. 
As shown in Fig. 3, ADCF consumes less energy, about 37%, 
than IEEE 802.15.4 as time goes by. This is because IEEE 
802.15.4 nodes spend more time for idle listening. 
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Figure 4.  Delay comparison. 

As shown in Fig. 4, there are 7 sources with 1-hop traffic 
or 3 sources with multi-hop traffic. When Packet Interarrival 
Time decreases from 1.0 to 0.1, the traffic load will increase. 
Therefore, End to End Delay becomes larger. When Packet 
Interarrival Time is about 0.4 s, there are radical changes 
caused by buffer overflow.  

As the configured BO and SO, a superframe cycle is 
about 2 s. For 1-hop traffic, the difference between ADCF 
and IEEE 802.15.4 is tiny. This End to End Delay, about 1 s, 

includes the time from packet generation to the scheduled 
data slot. It also can be seen that ADCF saves about 25% 
End to End Delay for multi-hop traffic. Some multi-hop 
traffic may be transmitted in one superframe as the same 
active period in a mesh topology. IEEE 802.15.4 works in a 
cluster-tree topology which may take several superframes 
from the source to the final destination. The average hop 
count is 3, so this End to End Delay is about 2.7 s for ADCF 
and 3.5 s for IEEE 802.15.4.  

The Packet Success Ratios always keep 100% for both 
protocols when the CFDS buffers are available. 

B. ADCF Performance in Large Scale and High Density 
In this experiment, we focus on Packet Success Ratio of 

ADCF in large scale and high density in order to study the 
protocol performance in a variety of scenarios.  

Firstly 14, 30 and 50 nodes are configured in the 
network. Then the 50 nodes with different neighbor density 
are simulated. For all the scenarios, there are 7 sources with 
QoS traffic and 7 sources with best-effort traffic at the same 
time. All traffics are generated for a 1-hop destination.  
 

Figure 5.  Packet success ratio for different scale. 

As shown in Fig. 5, it can be seen that Packet Success 
Ratios always keep 100% for QoS traffic when the CFDS 
buffers are available. Packet Success Ratios become higher 
with the larger network scale for Best-Effort traffic. This is 
because of the risks of collisions are lower. When Packet 
Interarrival Time is 0.1, this traffic load is relatively light for 
the network of 30 and 50 nodes. However, the contention for 
Best-Effort traffic is intense in the network of 14 nodes.  

Neighbor densities are average values obtained by 
simulations. As shown in Fig. 6, network density also has no 
much influence on QoS traffic. While for Best-Effort traffic, 
Packet Success Ratio is higher with the lower density as 
there is less collisions. When neighbor density is 8.76, the 
risk of collision is low. Therefore, the difference between 
8.76 and 5.13 is tiny. When neighbor density is 15.24, there 
are a lot of nodes in the communication range of neighbors. 
Thus its Packet Success Ratio is the lowest of these 3 
scenarios. 
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Figure 6.  Packet success ratio for different density. 

V. CONCLUSION AND PERSPECTIVES 
This paper presents an original MAC protocol named as 

ADCF, which is based on IEEE 802.15.4 standard to build a 
mesh WSN. The 2-hop CFBS and CFDS mechanisms were 
described and implemented by a set of protocols which are 
explained. The simulation results show that ADCF consumes 
less energy (about 37%) while End to End Delay and Packet 
Success Ratio perform no much worse than IEEE 802.15.4. 
The simulation results also confirm that ADCF works well in 
the condition of large scale and high density. Therefore, 
ADCF satisfies the application request of delivering QoS 
message with low energy consumption. In addition, when a 
new node joins the network or a key node fails in the process 
of surveillance, the own functioning of other nodes is quite 
important for home health monitoring. Fortunately, the mesh 
topology of ADCF strengthens network flexibility to the 
changing link states. A perspective is the re-exploitation of 
the information gathered by ADCF in order to make them 
available for upper layers, such as routing layer, to reduce 
upper protocol overhead. 

Now, the current work is focused on ADCF hardware 
implementation. The next step is its deployment in real 
conditions in “Smart Home” of Blagnac University 
Technological Institute. 

ACKNOWLEDGMENT 
This work is partly supported by the Academic OPNET 

Research and Educational Projects. Authors promptly 
acknowledge the support. 

 

REFERENCES 
 

[1] S. Nourizadeh, C. Deroussent, Y. Q. Song, J. P. Thomesse, 
“Medical and Home Automation Sensor Networks for Senior 
Citizens Telehomecare”, IEEE International Conference on 
Communications (ICC Workshops 09), Jun. 2009, pp. 1-5. 

[2] Hongwei Huo, Youzhi Xu, Hairong Yan, Saad Mubeen, 
Hongke Zhang, “An Elderly Health Care System Using 

Wireless Sensor Networks at Home”, Third International 
Conference on Sensor Technologies and Applications 
(SENSORCOMM 09), Jun. 2009, pp. 158-163. 

[3] Y. Zatout, E. Campo, J. P. Llibre, “WSN-HM: Energy-
Efficient Wireless Sensor Network for Home Monitoring”, 
Fifth International Conference on Intelligent Sensors Sensor 
Network and Information Processing (ISSNIP 09), Dec. 2009, 
pp. 367-372. 

[4] A. H. Salem, A. Kumar, A. S. Elmaghraby, “A Survey for 
QoS and Power Management Algorithms in Wireless 
Transmission”, IEEE International Symposium on Signal 
Processing and Information Technology (ISSPIT 06), Aug. 
2006, pp. 720-727. 

[5] S. Mahfoudh, P. Minet, “Maximization of Energy Efficiency 
in Wireless Ad hoc and Sensor Networks with SERENA”, 
Mobile Information Systems, Advances in Wireless 
Networks, Volume 5 Issue 1, Apr. 2009, pp. 33-52. 

[6] A. van den Bossche, T. Val, E. Campo, “Prototyping and 
performance analysis of a QoS MAC layer for industrial 
wireless network”, 7th International Conference on Fieldbuses 
and nETworks in industrial and embedded systems (IFAC 
07), Nov. 2007, Volume 7 Part 1. 

[7] IEEE 802.15.4 Standard (2006) Part 15.4: Wireless medium 
access control (MAC) and physical layer (PHY) 
specifications for Low-Rate Wireless Personal Area Networks 
(LR-WPANs), IEEE Standard for Information Technology, 
IEEE-SA Standards Board. 

[8] ZigBee-Alliance,http://www.zinbee.org. 
[9] Anis Koubaa, André Cunha, Mário Alves, “A Time Division 

Beacon Scheduling Mechanism for IEEE 802.15.4/Zigbee 
Cluster-Tree Wireless Sensor Networks”, 19th Euromicro 
Conference on Real-Time Systems (ECRTS 07), Jul. 2007, 
pp. 125-135. 

[10] A. Koubâa, M. Alves, M. Attia, A. Van Nieuwenhuyse, 
“Collision-Free Beacon Scheduling Mechanisms for IEEE 
802.15.4/Zigbee Cluster-Tree Wireless Sensor Networks”, 7th 
International Workshop on Applications and Services in 
Wireless Networks (ASWN 07), May 2007. 

[11] T. Dang, C. Devic, E. Livolant, A. Van Den Bossche, T. Val, 
“OCARI: Optimization of Communication for Ad Hoc 
Reliable Industrial Networks”, 6th IEEE International 
Conference on Industrial Informatics (INDIN 08), Jul. 2008, 
pp. 688-693. 

[12] K. Alagha, G. Chalhoub, A. Guitton, E. Livolant, S. 
Mahfoudh, P. Minet, M. Misson, J. Rahme, T. Val, A. van 
den Bossche, “Cross-Layering in an Industrial Wireless 
Sensor Network: Case Study of OCARI”, Journal of 
Networks, Vol.4 issue 6, Aug. 2009, pp. 411-420. 

[13] P. S. Muthukumaran, R. de Paz, R. Špinar, and D. Pesch, 
“MeshMAC: Enabling Mesh Networking over IEEE802.15.4 
through Distributed Beacon Scheduling”, AD HOC Networks, 
Vol. 28 Part 1, Jan. 2010. pp. 561–575. 

[14] B. Carballido Villaverde, R. De Paz Alberola, S. Rea, D. 
Pesch, “Experimental Evaluation of Beacon Scheduling 
Mechanisms for Multihop IEEE 802.15.4 Wireless Sensor 
Networks”, 4th Conference on Sensor Technologies and 
Applications (SENSORCOMM 10), Jul. 2010, pp. 226-231. 

[15] J. Lu, A. van den Bossche, E. Campo, “An Adaptive and 
Distributed Collision-Free MAC Protocol for Wireless 
Personal Area Networks”, 6th International Symposium on 
Intelligent Systems Techniques for Ad hoc and Wireless 
Sensor Networks (IST-AWSN 11), Sep. 2011, pp. 798-803. 

[16] N. Fourty, A. van den Bossche, T. Val, “Etude de l'impact 
énergétique de l'algorithme d'accès au médium pour un réseau 
de capteurs sans fil industriel”, Sixième Conférence 
Internationale Francophone d’Automatique (CIFA 10), Jun. 
2010.

102Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         115 / 453



AEGIR – Asynchronous Radiolocation System
Slawomir J. Ambroziak, Ryszard J. Katulski, Jaroslaw Sadowski, Wojciech Siwicki, Jacek Stefanski 

Department of Radiocommunication Systems and Networks  
Gdansk University of Technology, Faculty of Electronics, Telecommunications and Informatics  

Narutowicza Street 11/12, 80-233 Gdansk, Poland 
{sj_ambroziak, rjkat, jaroslaw.sadowski, wojciech.siwicki, jstef}@eti.pg.gda.pl

 

 

Abstract— Humans have always wanted to determine position 
in an unknown environment. At the beginning methods were 
simple. They were based on the observation of characteristic 
points, in the case of shipping additional observations of the 
coastline. Then came navigation based on astronomical 
methods (astronavigation). At the beginning of the XX-century 
a new way of determining the current location was developed. 
It has used radiowave signals. First came radio-beacons. Then 
ground-based systems came. Currently satellite systems are 
being used. At present, the most popular one is Global 
Positioning System (GPS). This system is fully controlled by 
the Department of Defense, and only the U.S. forces and their 
closest allies have been guaranteed accuracy offered by the 
system. Armies of other countries can only use the civilian 
version. This situation has engendered the need for an 
independent radiolocation system. This article describes the 
construction and operation of such a technology demonstrator 
that was developed at Gdansk University of Technology. It was 
named AEGIR (according to Norse mythology: god of the seas 
and oceans). The main advantage of the system is managing 
without the chain organization of the reference stations, which 
work now with each other asynchronously. This article 
demonstrates the functionality of such system.  It also presents 
results and analysis of its effectiveness. 

Keywords- navigation; hyperbolic systems; radiolocation; 
AEGIR; TDOA. 

I.  INTRODUCTION 

Global Navigation Satellite System (GNSS) is seen by 
terrorists or hostile countries as a high value target. Volpe 
Center report contains the following statement [1]: “During 
the course of its development for military use and more 
recent extension to many civilian uses, vulnerabilities of 
Global Navigation Satellite Systems (GNSS) – in the United 
States the Global Positioning System (GPS) – have become 
apparent. The vulnerabilities arise from natural, intentional, 
and unintentional sources. Increasing civilian and military 
reliance on GNSS brings with it a vital need to identify the 
critical vulnerabilities to civilian users, and to develop a 
plan to mitigate these vulnerabilities.”. GNSS can also be 
targeted by more common criminals - computer hackers and 
virus writers. Therefore, there is a need for maintenance and 
continued development of independent radionavigation and 
radiolocation systems. 

Based on many years of experience in the field of 
modern radiocommunication systems in the Department of 
Radiocommunication Systems and Networks at Gdansk 
University of Technology, in cooperation with the OBR 
Marine Technology Centre in Gdynia and with the support 
of the Hydrographic Office of Polish Navy a ground-based 
radiolocation system, which was named AEGIR has been 
developed, built and tested in real environment. In this 
system, all reference stations are working in an 
asynchronous way, so each station uses a local generator to 
transmit a message location and can receive signals from 
neighboring stations. On the basis of the received signals 
reference station determines the time difference between its 
own rhythm of work, and the neighboring reference stations. 
The measurement results are periodically placed in the 
localization message. The receiver on the basis of self-
measurements and measurements from the reference 
stations estimates its location. Compared to existing 
solutions like Loran-C (Long Range Navigation - C) [2], the 
AEGIR system resigns chain relationship between reference 
stations. In the proposed system, there are no supervision  
centers for maintenance which reduces operating costs and 
increases system reliability. With this approach, our system 
has gained new features and new functionality compared to 
traditional solutions. 

This paper at the beginning will present basics of the 
TDOA  method. Then principle of asynchronous system 
will be described. The next section describes hardware 
implementation of the presented system. The last two 
describes investigation  results and a brief summary. 

II. HYPERBOLIC SYSTEMS – TDOA METHOD 

As mentioned before, the AEGIR system is a ground 
based radiolocation system. Therefore a measurement 
method of Time Difference Of Arrival (TDOA) was chosen 
to estimate the position of a localizer. Suppose there are N 
ground stations, the coordinates for the i-th station are 

( ),, SiSii yxS =  where i = 1, ..., N, and the search object's 
coordinates are ( )MM yxM ,= . 

If you define a signal propagation time between the i-th 
station and the searched position in the point M as Ti, so the 
distance between the i-th station and the point M is as 
follow: 
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 ( ) ( ) ,22
MSiMSiii yyxxcTd −+−=⋅=  (1) 

where: 

c - velocity of wave propagation (3 * 108 m / s) 
Ti - the propagation delay between the i-th station and the 
point M, 
di - distance between i-th station and the point M. 

Timing differences between the i-th station and the first 
one, can be written as: 

 ,11 TTT ii −= , (2) 

Differences in the distances between those stations, can 
be described by the following relationship: 

 ,111 ddcTd iii −=⋅=  (3) 

After putting equation (1) in equation (3) we obtain 
hyperbolic equation: 

 ( ) ( )

( ) ( ) .2
1

2
1

22
1

MSMS

MSiMSii

yyxx

yyxxd

−+−−

−+−=  (4) 

Equation 4 presents the difference in distance between 
the first and i-th station. 

Determination of the distance difference between 
another pair of base stations generates more hyperbolas and 
a point of their intersection gives us a position. There are 
many algorithms [3-6], which allow to determine the 
coordinates. For the purpose of the system the Chan method 
was chosen [3], because it gives results without iterative 
calculations and additionally it is simple to implement. 

III. ASYNCHRONOUS SYSTEM 

As mentioned in the introduction, the AEGIR system is 
fully asynchronous. The principle of asynchronous method 
can be illustrated as follows. Assume that we have three 
reference stations positioned as in Fig. 1. 

Fig. 1. Deployment of ground stations to illustrate the method of 
TDOA  

Propagation time from the stations S1, S2 and S3 to 
desired position in the point M (localizer) is respectively T1, 
T2 and T3. Each station has coordinates as follows: S1=(xS1, 
yS1), S2=(xS2, yS2) and S3=(xS3, yS3). Stations transmit a 
reference signal, for simplicity, as an impulse, but time of 
broadcasting these impulses, as shown in Fig. 2a, is random. 
The stations have the ability to "listen to” neighboring 
stations. This is illustrated in Fig. 2b. Reference station 
designated as S1 receives signal from other two stations: S2 
and S3, and calculates the time difference between its own 
and these stations’ signals (nT21 and nT31). These time 
differences are then sent to the localizer. The localizer (at 
point M) (pictured in Fig. 2c) sets its own time difference 
between the received impulses from the reference station 
(dT21 and dT31). 

Additionally, each ground station sends to the localizer 
its own coordinates (respectively xS1, yS1 - the coordinates 
of the first station; xS2, yS2 - coordinates of the second 
station; xS3 and yS3 - coordinates of the third station), so that 
the localizer calculates the propagation time between the 
reference stations (TS1S2, TS1S3).  

Taking into account all sent data, the localizer (at point 
M) calculates a real difference in time propagation between 
stations, which present the following equation: 

 
31313131

21212121

SS

SS

TdTnTT
TdTnTT

−−=
−−=

, (5) 

The time differences defined in this manner allow to 
determine coordinates of searched object M using one of the 
algorithms [3-6]. 
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Fig. 2. Timing between signals broadcasted by base stations in an 
asynchronous system, a) the moment of broadcasting impulses by the 
stations b) the time of receipt of impulses by S1 station c) the time of 
receipt of impulses by the localizer in point M [8,9] 

 

IV. HARDWARE IMPLEMENTATION 

The AEGIR system has been built as a demonstrator of 
technology. The system consists of a localizer and three 
reference stations. 

The block diagram of a localizer is presented in Fig. 3. 

 

Fig. 3. Block diagram of a localizer. 

The localizer has been made in the technology of 
Software Defined Radio [7]. It consists of: an antenna, a 
broadband receiver, an analog to digital converter (in the 
form of data acquisition card) and a digital signal processor 
(in form of PC). This approach allows to shape flexibly 
functionality of the localizer. 

Ground stations, as it was mentioned before, have the 
ability to "listen to” neighboring stations. It is assumed that 
the system should consists only of such stations (Master 
ones). However, for demonstrable purposes only one Master 
station is required. Therefore, two types of ground stations 
were created: broadcasting stations (Slave type) and 
broadcasting and listening ones (Master type). 

The block diagram of a Slave station is shown in Fig 4. 

 

Fig. 4. Block diagram of a Slave station 

The main element of the station is a radio signal 
generator, whose task is to broadcast modulated signal with 
data that are generated by industrial computer. 
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The block diagram of the last element of the described 
system - Master station – is shown in Fig. 5. 

 

Fig. 5. Block diagram of a Master station 

Master station is a combination of a localizer and a 
Slave station. The task of the receiver is to listen to a nearby 
station and to determine difference in synchronization 
between reference signal and signals from the neighboring 
stations. To enable listening to neighboring stations, Master 
one has been equipped with a coupler and a SPDT switch, 
which periodically changes transmitting antenna into a 
receiving one.  

All devices are based on a universal 
radiocommunication equipment. The entire system 
functionality is provided by software installed on 
computers. 

V. RADIO PARAMETERS 

Analysing the bandwidth VHF / UHF (Very High 
Frequen-cy / Ultra High Frequency) among resources 
available for civil use, it was decided to build system using 
DS-CDMA technology (Direct Sequence Code Division 
Multiple Access) in the band 430 MHz, with the following 
parameters: 

• Carrier frequency 431.5 MHz system, 
• bandwidth of the transmission channel - 1 MHz (4 

MHz) 
• Sampling frequency baseband signal - 4 MHz (16 

MHz), 
• the location information transmission rate - 1 kb / s, 
• QPSK modulation (Quadrature Phase Shift Keying). 

VI. TESTS AND RESULTS 

At the moment there were 4 large test sessions carried 
out in real conditions. Two sessions were carried out in 
2010, in April and October. Then next two in 2011, in June 
and October. The last test was performed on board a survey 
ship of the Polish Navy. 

The AEGIR system has been tested three times in the 
Bay of Gdańsk and once - along the coast line of the Baltic 
Sea. During field tests a position from a satellite navigation 

system was recorded with the use of a Javad Alpha receiver, 
which enables simultaneous reception from both American 
(GPS) and Russian (GLONASS) systems. During the test 
performed on board of the Navy vessel, two geodetic DGPS 
receivers have been used (Leica VIVA GS15). They have 
been installed along the axis of the vessel and the AEGIR 
antenna has been placed between them. 

The effects of our tests performed in October 2010 are 
illustrated by the visualization shown in Fig. 6, created with 
use of Google Earth software. The dotted line represents the 
path of positions received from the satellite systems 
GPS/GLONASS, and the dots represent the calculated 
positions of the ground-based system. 

 

Fig. 6. Deployment of ground stations (arrows) and a path of GPS and 
GLONASS positions (dotted line) and readings of autonomous AEGIR 
system (dots) 

Analyzing the visualization shown in Fig. 6 it can be 
observed how accurate the route travelled by the vessel was 
reconstructed by points calculated by the autonomous 
localization system – AEGIR. 

After completing the measurements, average error 
(relative to the position shown by the GPS / GLONASS) 
was obtained at 46m. Distribution and histogram of all 
results are illustrated in Fig. 7 and Fig. 8. 
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Fig. 7. Histogram of results. 

 

Fig. 8. Distribution of  results. 

Analyzing the distribution function in Fig. 8 it can be 
observe, that in 90% of all measured cases the difference 
distance is bellow 100m. 

Test performed in June 2011 was carried out in different 
configuration. Ground stations were set in a less favorable 
configuration, along the coastline. Additionally a bandwidth 
was increased up to 4MHz. It was expected, that because of 
the unfavorable ground station placement results may 
worsen comparing to previous ones. However a wider 
bandwidth would compensate for poor geometry of the 
system. 

Visualization of this configuration is illustrated in Fig. 9.  

 

Fig. 9. Visualisation of AEGIR path when ground station are placed along 
the shore. 

As before an average error has been calculated and 
obtained at 55m. So as predicted increase of bandwidth 
nearly compensated a poor system geometry. 

Distribution and histogram of obtained results are 
illustrated in Fig. 10 and Fig. 11. 

 

Fig. 10. Histogram of results. 

 

Fig. 11. Distribution of  results. 

The last test has been carried out in October 2011 with 
the support of the Hydrographic Office of Polish Navy. The 
system was tested again in the Bay of Gdansk with the same 
radio parameters as before. Visualization of travelled route 
illustrates Fig. 12. 
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Fig. 12. A path of GNSS positions and readings of autonomous AEGIR 
system. 

The main objective of the tests was the comparison of 
the results obtained with the use of bandwidth 1MHz and 
4MHz. In addition, the correctness of the system was 
verified in case of location placed outside the geometry of 
the system (the triangle designated by the reference ground 
stations). It was expected the coordinates estimated outside 
the area of good geometry will worsen (outside of the 
triangle). Figure 13 presents shift of the estimated position 
outside of the mentioned area. 

 

Fig. 13. A path of GNSS positions and readings of autonomous AEGIR 
system outside of the good geometry of the system 

As before an average error has been calculated and 
obtained at 30m. It should be emphasized that this result 
also contains the results which have been measured outside 
the good geometry of the system (outside the triangle). 

Distribution of the results is illustrated in Fig. 14. 

 

Fig. 14. Distribution of  results. 

Analyzing the distribution function in Fig. 14 it can be 
observed, that in 90% of all measured cases the difference 
distance is bellow 60m. 

VII. CONCLUSION 

The AEGIR system is a contribution to the development 
of ground radiolocation systems. The use of modern 
technology (developed system is fully digital) guarantees 
the long term operating of such a system. 

An important advantage of the developed system is that 
in the process of estimating the position of the locator 
coordinates are determined directly (without the need to 
assign these coordinates to the so-called line items that are  
needed in phase systems). Therefore, there is no need for 
start position locator and counting the excess line items that 
are repeated periodically in the area of the system, 
depending on the wavelength of the radio and that can lead 
to errors in the upright-commercial determination of the 
geographical coordinates of the locator. 

The presented system is fully asynchronous. In case of 
damage or shutdown of one of the stations, the system is 
fully functional, the only condition is to receive signals from 
at least three ground stations. 

The AEGIR system has been developed to be very 
flexible. It allows to use more than three ground-stations. 
Placing them in areas of known positions, allows to create a 
grid, which will provide an readings of coordinates 
independent from satellite systems. Using more than three 
reference station will also increase precision of calculating 
position. 

The AEGIR works in both kind of ground station 
configuration (triangle deployment and along coastline as 
well). 
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In the course of designing and building the system, the 
adequacy of the system for water bodies has been focused 
on. However, the versatility of the proposed solution 
suggests that the system would work on land as well. 
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Abstract—Mobile platforms, such as laptops, tablets or
Ultrabooks, must feature always-on network connectivity to
make mobile applications (e.g., email, instant messaging,etc.)
visible and accessible to/from the Internet. Always-on connec-
tivity for mobile platforms can be achieved conventionallyby
periodically exchanging keep-alive messages with their coun-
terparts (i.e., servers). However, frequent message exchange
wastes energy because it requires the platform to operate
in (or transition to) the active state (e.g., S0) instead of
remaining in a long, uninterrupted low-power standby mode.
To address this problem, we present a novel and secure,
yet simple, architecture, called Energy Efficient Always-On-
Connectivity(EE-AOC), that allows mobile devices/applications
to be continuously visible and reachable from the network.EE-
AOC offloads the keep-alive message exchange process to the
network device from the host, thus, it does not need to wake up
the whole platform. Our experimental results implementingthe
prototype show that EE-AOC achieves always-on connectivity
and application reachability at about 85% lower power (i.e.
6.67X gain) than that needed to provide the same functionalities
in today’s platforms.

Keywords-Always-on-always-connected; connected standby;
energy efficient communications; wireless networks; sleepmode.

I. I NTRODUCTION

With the skyrocketing use of mobile services and appli-
cations in everyday lives, mobile devices, such as tablets,
laptops or Ultrabooks, are expected to provide always-
on network connectivity anytime anywhere. Unfortunately,
always-on network connectivity may incur significant power
consumption on mobile platforms because it requires the
devices to stay in (or transition to) the active operating state
(e.g., S0) [1]—that would require orders of magnitude more
energy than low-power standby state (e.g., S3)—to receive
and process keep-alive messages, even when the platform is
idle. The transition between the standby and active states is
very power intensive, and it can drastically shorten battery
life, which cannot be tolerated given today’s power-hungry
mobile devices. Therefore, there is a clear and urgent need
for architecture that achieves always-on connectivity for
mobile platforms with high energy efficiency.

A typical example of an always-on application ispush
email [2] delivery, made popular by the RIM/Blackberry
service, and is now offered by several web-based email
services, including Google’s Gmail. Users automatically
receive email messages as soon as they arrive at the server

rather than explicitly having to periodically poll the server
to check for new messages. Mobile devices, in this example
smart phones, stay in active state (although the display may
be switched off) and connected to the network in order to
be able to received pushed emails.

While power management features that leverage low-
power platform states—i.e., wake up a platform from low-
power states only when necessary—have been studied ex-
tensively, existing solutions suffer from practical limitations
and may not be suitable for mobile platforms. For example,
Wake-on-LAN [3] and its wireless equivalent Wake-on-
WLAN (WoWLAN) [4] have been proposed as energy
efficient means to wake up a platform from the standby
S3 state to the active S0 state. However, they are not
widely deployed or suitable for mobile devices because
they can operate only on a local area network. Moreover,
they require modifications to the infrastructure (e.g., access
points) to enable wider, Internet-related usages, making them
insufficient to fully realize always-on connectivity for mobile
platforms.

In this paper, we present a novel architecture, called
Energy Efficient Always-On-Connectivity (EE-AOC), which
enables the low-power operation of always-on and always-
connected usage models for mobile platforms.EE-AOC
allows mobile platforms to enter a low-power sleep state,
e.g., S3, without the risk of losing network connectivity,
thereby making them continuously reachable to/from the
application servers on the Internet.EE-AOC offloads the
processing of the protocols required for preserving network
connectivity to the wireless network communication device
(W-NIC) instead of processing them in the host.EE-AOC
has the following salient features:

• W-NIC in EE-AOC handles protocols necessary for
maintaining network connectivity, including link layer
key refresh, address resolution protocol (ARP) [5], and
the presence protocols for various application servers,
in a highly energy efficient manner, consuming slightly
more energy than the S3 standby state energy con-
sumption. However,EE-AOCdoes not require the W-
NIC to have full network stack processing capabilities,
hence reducing device cost and ensuring continuous
availability.

• W-NIC in EE-AOC has the ability to wake-up the
platform to the active state upon reception of a generic
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network packet from any Internet device. This extends
the capability of WoWLAN, which only supports wake
patterns based on a magic packets (e.g., a broadcast
frame containing a specific number of repetitions of
the target device 48-bit MAC address) transmitted on a
local area network [4].

• EE-AOCallows a platform in sleep state to be woken
up securely by targeted Internet services, being highly
robust against Denial-of-Service (DoS) attacks, such as
an energy drain attacks caused by constant malicious
wakes.

We would like to note that although we focus on TCP-
based [6] presence protocols,EE-AOC is not restricted to
TCP and can be applied to any network protocols.

The main contributions of this paper can be summarized
as follows:

• We design an energy efficient architecture for mobile
platforms, calledEE-AOC, that maintains device con-
nectivity and application presence to the Internet by
delegating the keep-alive message protocol processing
to the W-NIC, while the platform remains in a low-
power standby state.

• We prototypeEE-AOCby modifying the firmware of
an off-the-shelf Intel WiFi NIC, to demonstrate its effi-
ciency for AOAC usages, e.g., IMAP [7] based pushed
emails, and compute continuum [8] usage models. Our
in-depth evaluation results show thatEE-AOC saves
about 85% of the overall platform energy.

The rest of the paper is organized as follows. In the
next section, we present a literature review related work.
Section III highlights the platform energy consumption to
maintain network connectivity. Section IV presents ourEE-
AOC framework and describes its architecture and algo-
rithms for offloading the network connectivity and presence
maintenance to the W-NIC. Section V evaluates the pro-
posedEE-AOCtechnology and presents the implementation
results. We conclude the paper in Section VI.

II. RELATED WORK

Several mechanisms have been proposed to reduce the
energy consumption of networked platforms, and various
regulatory organizations worldwide are now mandating
improvement in the energy consumption of platforms in
standby state [9]. Prior proposals can generally be grouped
into three categories: (i) those that reduce the active power
consumption of systems [10]–[12], (ii) those that reduce the
power consumption of the network infrastructure, routers
and switches [13]–[15], and (iii) those that opportunistically
put the devices to sleep [16]–[18].

EE-AOC falls into the third category and advocates for
localized energy-efficient optimization within the platform
to extend the sleeping state while maintaining network
connectivity, presence and reachability.EE-AOC uses the

platform W-NIC device for both wake-up and presence,
rather than using a network-wide implementation of a proxy
service [19]. As mentioned previously,EE-AOC is not
restricted to a magic packet as defined in WoWLAN, and it
supports any wake patterns securely negotiated between the
client and the server. In [16], network presence, reachability
and application support are realized through the use of an
offload processor and application program modifications. In
this paper, we show thatEE-AOCachieves this goal at a very
low energy level, without requiring additional hardware.EE-
AOC saves significant platform energy because it interrupts
the host platform only when application support is required.

III. PROBLEM STATEMENT

In this section, we analyze and quantify the potential
platform power implications when the platform low-power
state is continuously interrupted to exchange keep-alive
messages.

A. Mobile Platform Battery Lifetime

Current platform power management policies guide the
platform to enter a low-power sleep state (i.e., Sx) when
the platform becomes idle for a pre-defined period of time.
In general, the longer the system stays in sleep state un-
interrupted, the higher the energy gain is, because more
peripheral devices and system components can enter a
deeper low-power state for a longer period of time.

Recent work has shown that smart timing approaches for
Operating Systems (OS) can be used to increase the quiet
(idle) time for the OS by skipping timer tick interrupts when
the platform is idle or by adaptively changing the rate of
timer interrupts (e.g., [20]). This forms the basis for“tickless
OS”, in which the OS is moving away from scheduling
periodic clock interrupts every few milliseconds to a more
event-driven approach [21], [22], in which the OS is woken-
up to process an event being posted by the applications or
by the hardware on demand.

Figure 1. Platform Battery Life vs. S3 Time
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Figure 1 illustrates the relationship between typical plat-
form battery life (in days) and sleep time, i.e., the period of
time the platform resides in the sleep state (i.e., S3) before
transitioning to the active state (i.e., S0). The concavity
of the curve indicates that the battery life is sensitive to
the sleep time (or the wakeup frequency). It shows that
the battery depletes much faster with increasing wakeup
frequency and becomes less sensitive to wakeup frequency
at longer sleep times (e.g.,> 25 min). The concavity of the
curve can indeed be attributed to the considerable energy
overhead caused by platform transitions from the sleep state
to the active state.

Figure 2. Power Waveform for S3-S0 Transition

Figure 2 shows the power measurement of a laptop when
it wakes up from S3 to S0. It indicates that the energy
consumed in waking up (i.e, the area under the curve from
16s to 32s) is much higher than the energy consumed when
the platform is in sleep state (which is the flat line near
0). The time duration in which the platform stays in the
active state before going back to the low-power state depends
on various factors, such as the OS scheduling policy, the
number of applications running, network connection time,
the amount of data exchanged, and network traffic charac-
teristics. Therefore, it is important to minimize the energy
overhead due to state transitions to achieve energy-efficient
always-on network connectivity.

B. AOAC and Wakeup Frequency

As we mentioned earlier, Always-On-Always-Connected
(AOAC) capabilities are crucial for mobile platforms to
receive “pushed” data (e.g., an IM message or a tweet
update, etc.) from an Internet server in real-time. AOAC
is also important for several usage models, in which remote
devices need to be discovered and paired together, and thus
must be reachable across the Internet (e.g., when a user
wants to use his smartphone at a hotel to watch a movie
he downloaded on his laptop left at home.)

As a result, connectivity between client platforms and
Internet servers must be maintained, which is typically
accomplished by exchanging “keep-alive” messages at fixed
time intervals. When a connection is established between
an AOAC application client (e.g., IM client) and AOAC
application servers (e.g., IM server) the connection is kept
alive until it expires after a timeout of “T” seconds. If no
data is exchanged over this connection for longer thanT
seconds, the connection is dropped, and the client becomes

unreachable by the server (i.e., the server marks the client
as offline). Once the connection is dropped, new data (e.g.,
new IM message sent to the client) will no longer be pushed
to the client. However, exchanging keep-alive packets is an
energy consuming task because it either requires the client
to be in the active state or to transition from a low-power
state to the active state.

A key parameter that determines the lifetime of an AOAC
device is the frequency of the keep-alive messages. The
maximum value ofT should be the minimum ofTS and
TN, whereTS is the timeout of the application server andTN

is the minimum timeout of any communication equipment
(e.g., Network Address Translation “NAT” box [23]) along
the route from the client to the server. These timeouts are
in place mainly because each connection has a state (e.g.,
a state may include source and destination addresses and
port numbers) that must be maintained. Due to limited
resources and/or improved responsiveness (e.g., faster offline
indication) the storage time of the connection state cannotbe
indefinite and will be dropped after a given timeout. There-
fore, AOAC devices must exchange keep-alive messages in
a timely manner in order to maintain network connectivity.

Figure 3. Skype IM Application Keep-Alive Message Period

However, it is practically infeasible to accurately predict
connection timeout values (i.e.,T) at the design stage
because of their inherent variability and the unpredictability
of the network path between client and server. For example,
from the application server side, a typical TCP default
session timeout is 2 hours. On the other hand, from the
client side, an IM offline indication is usually in the range
of 3-5 minutes. Figure 3 shows the network packet trace
of a Skype application, in which the client exchanges keep-
alive messages with the server approximately once every 60
seconds. Moreover, the network timeout has a wide range
of values. Default factory settings of an NAT device timeout
can typically range from as short as 15 seconds to as long
as one hour. Therefore, AOAC devices need to use a shorter
timeout (in the range of tens of seconds) for keep-alive
period, i.e.,T, which may have a significant power impact
as shown in Figure 1. In the next section, we elaborate on
how EE-AOCovercomes these practical challenges.
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IV. EE-AOC TECHNOLOGY

EE-AOCachieves the functionality of exchanging keep-
alives with the Internet application server, and hence, main-
tains the connectivity, presence and reachability of an AOAC
device to the network at very low power. This is achieved
by offloading a series of “keep-alive” packets to the wireless
network interface card (W-NIC), which impersonates the
platform in a low-power state to other hosts and servers on
the network.

Furthermore,EE-AOC allows the NIC to maintain a
TCP keep-alive session to the server, modifying only the
NIC firmware, without changing the NIC hardware. More
importantly, by using TCP at the server side, the network
infrastructure pipes (e.g., network switches, network wire-
less access points, etc.) do not require changes and are not
even aware that the platform is not running in the active
mode.

A. Always-On-Always-Connected System Architecture

In an AOAC system, clients maintain connectivity with the
Internet server and keep the network pipe open with keep-
alive messages to the server. For example, when there is ap-
plication data to be pushed to the client, e.g., an IM message
or an email, the server will use the established client-server
session. Like most Internet traffic, the established session is
based on TCP protocol. Consequently, in order for the client
to receive live updates from a set of AOAC applications,
it has to maintain an alive session with the corresponding
server for each supported AOAC application. Obviously,
the overhead of connection maintenance increases with the
number of established connections.

When the client enters a low-power state between the
transmission of keep-alive messages, then from an energy-
efficient system design standpoint, it is crucial to maximize
the time the client spends in a low power state. Having
multiple ongoing AOAC connections, each with its own
periodicity, leads to unaligned timing in sending the keep-
alive messages, and as a result, the client is forced to exit
the low-power state more often.

To reduce unaligned keep-alive message periods, an
AOAC system uses a push server, as shown in Figure 4.
A typical example of such architecture is Apple Push
Notification Service (APNS) [24]. In this case, the client
maintains the connectivity and an alive session with only one
Internet push server. The server aggregates and proxies data
updates for other application servers. As shown in Figure 4,
when an update is available for the user, the application
server sends a notification to the push server, which then
pushes this notification to the client. Upon reception of the
notification, the client either (i) exits the low-power state to
an active state, so that it can receive the data update from
the push server or (ii) can establish a new connection to the
application server to retrieve the available update.

Figure 4. AOAC System Architecture

B. EE-AOC and Network Infrastructure

The client is connected to the Internet through a network
infrastructure (i.e., routers NAT boxes, proxy servers, etc.),
and each component of this infrastructure will keep a state
for the client as long as the connection is maintained. Soon
after the connection terminates, or if it is not maintained,
the network infrastructure will drop the client state to save
resources. Then, the client will need to re-initiate its state
in the network for new connections.

Figure 5. Keep-Alives Handshake through Network Infrastructure

An example of such a network state is firewall flow
state that does not block traffic as long as it is part of an
existing flow. As shown in Figure 5, when the client initiates
the connection, the firewall will check the connection state
to decide whether or not it is permissible or not. If the
connection is legitimate, then the firewall will keep the traffic
belonging to this flow going through and will not block
the traffic. When the firewall detects that the traffic has
stopped, e.g., with no TCP FIN (i.e., flow end message)
being detected, it will drop the state of this flow after a
short timeout, unless new packets belonging to this flow
are identified. In this case, the client must reset the cycle
and reinitiate the request to connect to the server. On the
other hand, most firewalls will block the traffic if the flow
state is dropped and new data or a new connection request
is sent form the Internet cloud server to the client because
most firewalls do not allow connections to be initiated from
outside.

Therefore, protocols for keep-alive messages must be able
to traverse the network infrastructure with default settings
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(i.e., no special ports to be opened or no special changes to
the security policy). Furthermore, the keep-alive handshake
process has to be initiated by the client because a server-
initiated handshake will not work in the absence of an alive
session. In section IV-D, we highlight how ourEE-AOC
technology achieves the above-mentioned properties.

C. EE-AOC and Secure Wake

AOAC clients are always connected to the network,
waiting for data updates to be pushed by the push server.
This always-on connectivity, hence longer exposure to the
Internet, makes mobile clients vulnerable to attacks. An
attacker can launch a Denial-of-Service (DoS) attack on
AOAC clients by pushing frequent wake-up messages to
deplete their batteries faster (see Figure 1), thereby rendering
them unreachable to legitimate users.

Another possible attack scenario is that an attacker can
impersonate the client by sending fake keep-alive messages
to the server on behalf of the legitimate AOAC client. As a
result, the server can be misled to believe that the legitimate
client is still available and connected to the network. This
may cause a data integrity violation because the client’s
presence can no longer be trusted. Even worse, it can cause
data loss if the server forwards the client’s private data to
the attacker.

Therefore, the keep-alive message exchange must be
designed to provide integrity and authenticity of the data
exchanged between the client and server. In the next section,
we discuss the secure design and overall operations ofEE-
AOC.

D. EE-AOC Software Architecture

EE-AOCenables end-users’ software applications/services
to be connected to the network application server, while
the platform remains in a low-power standby mode. As we
mentioned earlier, these applications/services can maintain
connectivity by periodically sending keep-alive messagesto
the application servers. To achieve this goal in an energy-
efficient manner,EE-AOCdefines an interface and network
device functionality and capability as we describe next.

AOAC applications intending to maintain connectivity
and presence to the network pre-build a list of keep-alive
messages for the next few minutes, using each application’s
proprietary protocol, appropriate sequence number, and peri-
odicity information (if required). Then they are secured with
the application key/tokens, and handed over to the com-
munication device along with the appropriate information
about each message (e.g., required periodicity to maintain
presence, where should it be sent (to which address), etc.)
before the platform transitions into the standby state.

Upon transitioning to the low-power state, the commu-
nication device performs the following three operations:
(i) it recovers the keep-alive messages, (ii) it orders them
chronologically, and (iii) it sends these pre-build keep- alive

messages to their destinations network at the appropriate
time in order to maintain its presence to the application
servers. The outline of theEE-AOC architecture and the
offload algorithm is highlighted in Figure 6.

It should be noted that the idea of offloading TCP has
been proposed before. However, full TCP offload is very
complex and consumes a considerable amount of scarce
resources (e.g., processing, memory, etc.) from the network
interface card, to the extent that can hardly be supported by
client network card vendors. AlthoughEE-AOCdefines an
offload framework for the NIC, it is simple and requires no
modifications to hardware or additional resources from the
network card, as will be evident later.

Figure 6. EE-AOC Offload Architecture and Operation

As shown in Figure 6, the offload operations can be
divided into two phases. The first phase is to prepare a list of
keep-alive messages, and this is executed while the platform
is in the active mode; this phase runs inside the wake agent
as part of the OS or as an application. The second phase is
to exchange the packets with the Internet server in a timely
manner to keep the connection alive. This will run inside
the NIC firmware when the platform is in standby or a
low-power state, while the NIC is in the operating state.
We elaborate on the detailed steps of these two phases as
follows:

In the platform active state before going to standby:

1) The wake agent registers the platform with the Internet
server.

2) The wake agent exchanges keys with the server and
establishes a shared private key with the server. [Arrow
1 in Figure 6]

3) The wake agent prepares a train of payloads (multiple
payloads) that are encrypted with the shared private
key.

4) The wake agent formats the train of packets as http
post messages (destination port 80) on top of TCP.
Since HTTP/TCP connections are legitimate inside out
connections, no firewall will block the connection.
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5) The wake agent adds TCP-SYN packet to the head of
the packet train, followed by an ACK packet. (needed
for the 3-way TCP session initiation handshake)

6) The wake agent transfers the train of packets to the
NIC driver. [Arrow 2 in Figure 6]

7) The wake agent downloads the wake filter to the NIC.
This is a pattern of a general packet that once the NIC
receives and matches, it should wake the platform up.

8) When the driver detects the OS event that indicates
that the platform is transitioning to standby it loads
the NIC firmware image with the train of packets.

In the standby/low power platform state:

1) The NIC blindly transmits the first packet it got from
the train of packets. As mentioned, the first packet is
TCP-SYN

2) The server replies to the TCP-SYN with a SYN-ACK
message that has its own sequence number that the
NIC firmware will extract from the packet and send
the Ack message (2nd packet in the train of packets)
accordingly. [Arrow 3 in Figure 6]

3) Once the TCP flow is initiated with the server, the
NIC sends the http-formated keep-alive packets down-
loaded from the wake agent.[Arrow 4 in Figure 6]

4) The server decrypts the keep-alive packet, and if the
decrypted packet is correct, then an ack message is
sent to the client. [Arrow 5 in Figure 6]

5) The NIC keeps a retransmission window of 1 packet
and waits for an ack of the packet from the server. If
the ack is not received, then the packet is retransmitted
for a maximum number of retries. Keeping a window
of 1 packet eliminates the need for a complete TCP
stack offload because the NIC firmware does not need
to handle the sizing of the TCP congestion window or
any optional flags in the TCP header.

6) If the maximum number of retries (or any other
exception, e.g., platform is out of network coverage)
the NIC wakes up the platform to S0 to handle this
case.

7) The NIC goes on the train of packet payloads it has in
its firmware, sending them one by one to the server.
This is done at a pre-determined frequency, typically
once every minute. [Arrow 6 in Figure 6]

8) The NIC keeps sending the keep-alive packets until the
whole list of packets has been exhausted, and in this
case, the NIC wakes up the platform to active state to
restart, where the wake agent re-exchanges keys and
prepare a new list of packets.

9) If while in standby there is new data to be sent
from the server to the client (outside in data), the
server simply sends the encrypted wake message as
the payload to a TCP message, formatted as an http
reply. [Arrow 8 in Figure 6]

10) The NIC decrypts the received packet, and if the wake

packet content matches the pre-defined wake filter,
then the NIC wakes the platform up to active state.

11) In active state, the application connects to the server
to download the new data received, and when this is
finished, the platform goes back to standby and the
keep alive cycle restarts.

V. PERFORMANCEEVALUATION

We implemented the system described in Figure 4. Specif-
ically, we used the Intel WiFi 5350 [25] NIC firmware
to offload the secure keep-alive messages. We had a wake
service running on the Internet server to aggregate and push
updates to the client when it was in a low-power state. We
used two exemplary applications, i.e., Facebook and email,
to demonstrate the benefits ofEE-AOC. We implemented the
wake server to periodically monitor the Facebook account
of the client and push updates posted on his Facebook wall
towards the client. Similarly for an email application, we
used push Internet Message Access Protocol (p-IMAP) [26]
to push new emails sent to the client as soon as they arrived
at the mail server. In our evaluation, we analyze the power
consumption and battery life of the platform when using
EE-AOC.

Figure 7. Normalized Power Consumption Comparison

Figure 7 shows the power consumption of a laptop in
three operating states. (1)Fully-on, that is when the platform
is switched on and stays in the active state (i.e., S0), but
no active workload is running. (2)Standby withEE-AOC
enabled, that is when the platform is in standby, butEE-AOC
is implemented in the NIC, which entails that the commu-
nication device is turned on and is exchanging the keep-
alive messages with the service to maintain connectivity and
presence. (3)Standby, that is when the platform is in sleep
state with no network connectivity. The power consumption
in Figure 7 is normalized to thefully-onstate. This is because
we believe that although the absolute power consumption in
each of these states will decrease from one generation to the
next, and will be different based on the platform itself, the
relative power consumption among these states will remain
relatively unchanged.

115Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         128 / 453



As shown in Figure 7, there is a significant difference
in power consumption between thefully-on state and the
standbystate. In standby, (a.k.a. suspend to RAM), most of
the platform components are turned off and the operating
system and application states are saved to the RAM which
remains powered. The platform in standby consumes only
about 10 % of the power consumed in thefully-on state,
confirming that standby is a very efficient power saving
mode for the client. On the other hand,EE-AOC requires
additional power for the network communication device,
which remains connected to the network, sending and receiv-
ing data packets. However, The NIC power consumption is
typically very small when compared to the whole platform.
Thus, the power consumption ofEE-AOCis slightly higher
(∼8 %) than that of standby mode power consumption, yet
significantly lower than lighting up the whole platform.

Figure 8. Battery Life vs. Sleep Time with EE-AOC

Figure 8 shows the battery life (in days) of an AOAC
client with respect to the frequency of exchanging the keep-
alive messages for the following three cases: (1) when the
platform is in the fully-on mode and exchanges the keep-
alive messages (denoted as S0 BL), (2) when the platform
enters the standby state between keep-alive messages (which
is the result discussed in Figure 1) and wakes up to S0 when
it is time to send a new keep-alive message (denoted as Wake
BL), and (3) when the keep-alive messages are offloaded to
the NIC with EE-AOC(denoted asEE-AOCBL).

Figure 8 shows that when the platform stays in the fully-
on mode, the battery life of the platform is very short
and will only last for less than two days. In this case,
the curve is almost constant and the battery life depends
less on the periodicity of the keep-alive messages because
the energy consumption for transmitting and receiving a
packet is negligible when compared the power consumption
of the whole platform. However, when the platform enters
the standby state between the keep-alive packets, energy
consumption is dominated by the overhead of entering into
and exiting from the sleep state, leading to the concave-

shaped curve of battery life. Unfortunately, withoutEE-
AOC, most applications/networks require the keep-alives to
be exchanged in the order of every tens of seconds, which
leads to a poor platform battery life.

On the other hand, whenEE-AOC is used, the network
communication device exchanges the keep-alive messages
on behalf of the platform. Most of the platform components
will stay in a low-power mode, while the NIC is turned on
to serve the keep-alive messages. The battery in such a case
lasts longer than 8 days, which is more than a 4X increase.
Moreover, similar to the fully-on case, the curve is almost
flat because the energy of sending and receiving packets
is small relative to the NIC power. This indicates that the
battery life withEE-AOCis almost constant, irrespective of
the frequency of the packets exchanged.

VI. CONCLUSION AND FUTURE WORK

Conventionally, platform power management policies are
designed to guide individual platform components or the
whole platform into low-power sleep states when the plat-
form becomes “idle”, with no active workloads. Individual
power management techniques differ in how deep the sleep
state is, the algorithms used to enter and exit the sleep states,
and the optimizations to extend these sleep states as long as
possible. In this paper, we proposed a novel, yet simple,
architecture, calledEE-AOC, that achieves energy-efficient
always-on network connectivity for mobile platforms.EE-
AOC is very different from existing solutions in a sense that
it does not require hardware modifications, while it provides
the core functionalities for Always-On-Always-Connected
(AOAC) usage models and application visibility to mobile
platforms, such as Ultrabooks, laptops and tablets.

As future work we’ll explore how the communication
device can help optimize the overall platform power when
the platform is in the active state (i.e., S0 ) either idle with
no active applications running or lightly loaded with various
tasks. As the platform’s energy in S0 is optimized with the
new generation of platforms, any help provided by peripheral
devices to optimize its energy consumption will benefit the
end-users with longer battery life
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Abstract—Handheld devices owned by nomadic people can
form intermittently connected mobile ad hoc networks spon-
taneously. Such networks appear as an attractive solution for
service providers, such as local authorities, in order to extend
a pre-existing infrastructure-based network composed of several
infostations so as to provide nomadic people with application
services in a large scale area (e.g., a city). In such hybrid
networks, intermittent connections are prevalent, and end-to-
end paths between clients and providers cannot be maintained
all the time. Service provisioning thus remains a challenging
problem today in these networks. In this paper, we propose a new
time-aware opportunistic routing protocol called TAO. TAO is
designed for service invocation in intermittently connected hybrid
networks. This protocol makes it possible to select the best next
message forwarder(s) among a set of neighbor nodes based on
the dates of contacts of these nodes with infostations, and tends
to implicitly estimate the distance separating these mobile nodes
and the infostations. This paper gives a detailed description of
this protocol supported with some simulation results.

Keywords-Service invocation; Opportunistic Networking; Discon-
nected Mobile Ad hoc Networks.

I. INTRODUCTION

With the increasing proliferation of handheld devices
equipped with a wireless interface, such as smart-phones
or internet tablets, new kinds of applications, services or
networks relying on spontaneous communication, interaction
and collaboration can be considered. Such devices, which
can form mobile ad hoc networks spontaneously, can be
exploited in order to extend networks composed of some
sparsely distributed infostations across a large area, (e.g., a
city), and so to create hybrid networks in which infostations
can act as service providers and mobile devices as service
clients. This kind of networks, illustrated in Figure 1, is said
hybrid because they are formed of a fixed part (the set of
infostations connected together via a wired infrastructure) and
a mobile part (the ad hoc network of mobiles nodes). Hybrid
networks could appear as an opportunity for service providers,
such as local authorities, to provide nomadic people with
new ubiquitous services, without resorting to any expensive
infrastructure, such as those provided by Global System for
Mobile Communications (GSM) operator companies.

The fixed part of these hybrid networks can obviously
present various topologies. For instance, the services can
be provided by dedicated servers that can be accessed by

Figure 1. Example of an intermittently connected hybrid network.

the mobile devices through the infostations, which act as
gateways. We focus in this paper on message routing in the
mobile part of the hybrid network. Consequently, we will
assume, without loss of generality, that a service is provided
by an infostation, directly or via another infostation.

Both the free movements of people and the short commu-
nication range of Wi-Fi wireless interfaces accompanied with
the radio interferences induce some frequent and unpredictable
disruptions in the communication links. These disruptions
entail the creation of disconnected communication-islands
formed near or far from the infostations embedded in the
physical environment (see Figure 1). Moreover, the volatility
of the devices, which are frequently switched off due to their
limited power budget, increases the number of changes in the
network topology. In these networks, which we will qualify
as intermittently connected hybrid networks (ICHN), it is
difficult, and most often even impossible, to maintain an end-
to-end path between two devices thanks to traditional routing
protocols designed for wired networks or thanks to dynamic
routing protocols such as Ad hoc On Demand Distance Vector
(AODV) or Optimized Link State Routing Protocol (OLSR).

To cope with these issues, routing protocols devised for net-
works that suffer from frequent and unpredictable disruptions,
such as delay tolerant and opportunistic networks, implement
the “store, carry and forward” general principle. When two
devices cannot communicate directly because they are not in
the transmission range of each other, these protocols make it
possible to exploit other mobile nodes as intermediate relays
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that can carry a copy of a message when they move and
forward it afterwards to other nodes so that it eventually
reaches its destination. The provision of application services
with this kind of opportunistic and asynchronous communi-
cations has been addressed so far only by a few number
of research works [1], [2], [3], [4]. Mahéo and Said [1],
and Conti and Kumar [3] focus on service provisioning in
opportunistic networks composed solely of mobile nodes. In
[1], the authors propose content-based service discovery and
invocation solutions in order to exploit the redundancy of
the services offered by the mobile devices that can move
freely (i.e., no assumptions are made regarding the mobility
of the devices). Conti and Kumar [3] target networks relying
on social interactions between mobile nodes that act as both
clients and providers of services. Due to the volatility and the
limited resources of the mobile devices, the number of relevant
services that can be offered by these devices are limited in
comparison to those that could be offered in hybrid networks.
Unlike [1] and [3], in Le Sommer et al. [2] the services are
provided by fixed infostations in limited geographical areas.
In [2], mobile devices and infostations are aware of their own
location. Mobile devices can invoke remote infostations thanks
to an opportunistic and location-aware forwarding protocol.
In contrast with the environments we consider, in [2], the
infostations were not connected together. We believe that
the design of routing protocols suited for service discovery
and service invocation in ICHN should take the specificity
of ICHN into account, namely the interconnection of the
infostations, in particular when defining heuristics or functions
that allow to select among a set of neighbor nodes the node(s)
that are considered as the best relay(s) to reach one of the
infostations.

In this paper, we propose TAO, a new opportunistic and
time-aware routing protocol devoted to service invocation in
ICHN. TAO adopts a temporal heuristic to perform efficient
message forwarding decisions. The basis of our approach is
to take into account the disconnection dates between the fixed
infostations and the mobile nodes. Assuming a homogeneous
speed of the mobile nodes, a node implicitly estimates the
distance from its neighbors to the target infostation and is
able to select the best carriers among them. Our proposal
applies to situations in which routing decisions cannot be taken
according to geolocation information.

The rest of the paper is structured as follows. Section II
describes protocol TAO, and Section III the evaluation of this
protocol. Related works are discussed in Section IV. Section V
presents our conclusions and gives some perspectives.

II. THE TAO PROTOCOL

TAO aims at supporting the invocation of software services
in ICHN such as those formed by fixed infostations and
portable devices used by nomadic people. The description of
the discovery phase that should occurs before the invocation
is not in the scope of this paper. The remainder of this section
details how service invocation requests and responses are
forwarded by TAO in an ICHN.

A. Assumptions

TAO relies on four main assumptions:
1) Mobile hosts are able to perceive their one-hop neigh-

borhood.
2) Each mobile host is able to temporarily store the mes-

sages it receives, and can associate to each of them some
pieces of information.

3) All the infostations are continuously running and are
connected to each other using a backbone. An infostation
is never out of order and can provide services itself, or
can act as a proxy to another infostation.

4) The time synchronization between mobile devices does
not need to be very accurate, given the low movement
speed of the mobile devices, which are carried by
pedestrians. We can legitimately consider that TAO can
tolerate a clock-shift on the order of half a minute.

B. Overview of TAO

TAO implements the ”store, carry and forward” principle, a
multiple-copy message forwarding algorithm, source routing
mechanisms and a time-stamping-based heuristic that aims
at selecting the best next message forwarder(s) among a
set of neighbor nodes. This heuristic relies on lists of last
dates of contact of a node with its neighbors. Mobile nodes
are expected to use these lists when they are solicited by
a neighbor node that wants to forward a message to an
infostation or to a given mobile node, and to return to this
node their last date of contact with an infostation. These pieces
of information are then processed by the mobile node that
must forward the message in order to select the best next
forwarder(s) to deliver the message to an infostation. Such
an algorithm tends to reduce progressively the area where the
messages are disseminated until reaching their destination (i.e.,
a fixed infostation). Indeed, from a logical point of view, a
node will disconnect from an infostation when it starts moving
away from it, and the distance separating them is increasing
progressively.

In order to improve the service delivery and to avoid the
bad carrier dilemma (i.e., delivering the message to a mobile
node abruptly moving in the wrong way), TAO implements
a multiple-copy message forwarding algorithm. The source
node is first expected to forward a copy of this message to
its best neighbors. Later these carriers, and the source node,
will forward a copy of this message only when they encounter
a better carrier than themselves, while a limited number of
copies will be forwarded toward bad carriers. A neighbor will
be considered as a good carrier by a node if the last date of
contact of this neighbor with an infostation is more recent
than its own date of contact, or if this neighbor is a new
neighbor and its last date of contact with an infostation is more
recent than those of the other neighbors. This classification
aims at estimating the ability of these intermediate nodes to
deliver the message to an infostation. Furthermore, sometimes
it might be critical to forward copies exclusively to good
carriers, especially if the source node is located remotely from
an infostation. In this case, the major number of neighbors
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might be classified as bad carriers, while the contact with a
good carrier is uncertain. Thus in TAO, each mobile node has
a stock of a few number of copies dedicated to bad neighbors.
This number of copies is limited in order to avoid network
overload and resource consumption on mobile devices. Finally,
TAO makes it possible to control the propagation of messages
in the network using two parameters: a lifetime and a number
of hops. When the lifetime is expired or when the number of
hops is zero, the message is removed from the local cache and
will not be forwarded anymore.

Unlike Prophet [5], PropicMan [6] or HiBOp [7], TAO
needs neither to record any large set of history values nor to
use complex algorithms to select the next message carriers.
In TAO, each node maintains 3 kinds of lists: a neighbor
list, a list of last local contacts with infostations and a list
of the last remote contacts with the infostations. These 3
lists will be referred to as NL, LLCI and LRCI respectively
in the remainder of this section. NL contains the one-hop
neighbors of the node and the date of reception of their last
beacon. This set is obtained thanks to a background beaconing
performed periodically by each node. Furthermore, mobile
nodes or infostations are considered disconnected from the
neighborhood of a mobile node if no beacons have been
received from them during a time gap superior to an already
define disconnection time threshold.

The LLCI list contains a limited number of entries (on the
order of the number of two-hop neighbors). Each entry in-
cludes the IDs of the infostations the node has encountered and
the time of the last beacon it received from these infostations.
The LRCI list is similar to the LLCI list, but it is related to the
neighbor nodes found in the NL list. Each entry of the LRCI
represents the ID of the most recent infostation each neighbor
had contact with and the value of the last contact date.When
a new neighbor joins the one-hop neighborhood of the node it
will directly send the ID and the most recent time of contact
with an infostation to be registered in the LRCI.

TAO is a reactive and an event-driven protocol. Five events
are considered in TAO:

1) The emission of an invocation request by a local client
application.

2) The reception of an invocation request sent by a neigh-
bor node.

3) The reception of a service response sent by a neighbor
node.

4) The arrival of a new neighbor node.
5) The disappearance of a neighbor node.

C. Forwarding of service invocation requests

When a node receives an invocation request from a local
application for a service provided by a remote infostation
(event 1), or when it receives such a request from one of
its neighbors (event 2), the node will process this request
according to the forwarding Algorithm 1. On each message
reception, a mobile node will forward a copy of this message
to Eemit direct neighbors at the most. In this algorithm, the
good carriers will always obtain a copy of the message. The

Algorithm 1 Emission or forwarding of an invocation request.
emission or forwarding of a Service Invocation Message :
if it exists an infostation in the one-hop neighborhood then

forward request to the infostation
remove the Service Invocation Message from the cache

else
check LRCI list for good carriers
for number of emissions is less than Eemit

if good carriers are found then
forward a copy of the Service Invocation Message
Update the best contact time with an infostation relative to this

invocation message
else

if local stock related to this Service Invocation Message > 0
forward a copy of the Service Invocation Message
decrement the stock

endif
endif

endfor
endif

infostation contact time of the best carrier of each invocation
request will be recorded in the lists of the local node in
order to be compared later with those of the new nodes that
appear in the neighborhood of the current carrier. A copy of
each invocation request will only be forwarded toward a new
neighbor if its infostation contact time is more recent than
the locally recorded value. As a result, this process prevents
from forwarding multiple copies to the same node. On the
other hand, bad carriers will receive a copy from the stock
of copies dedicated to them only when the number of good
carriers is less than Eemit in the neighborhood of the carrier
node. The stock will be decremented, and when this stock is
empty no more copies of the message will be forwarded to
the bad carriers.

In order to select the best next carriers among its neighbors,
the local host checks the content of the LRCI list and chooses
the nodes with the most recent infostation contact time. Ser-
vice invocation messages will be stored, carried and forwarded
by intermediate carriers in the same manner.

When a node discovers that it exists in its one-hop neigh-
borhood an infostation, it forwards to this infostation all the
service invocation requests it has in its cache and that are still
valid, and removes them from its cache of messages. This
infostation is expected to either deliver the service itself or
forward the request to the appropriate infostations.

Any invocation request copy will stay alive until its lifetime
expires or its number of hops is zero. Moreover, each message
will store in its header the route it followed to reach the
infostation.

D. Forwarding of service responses

The next event is the reception of the reply from the
infostation toward the client node. The infostation will send
the reply message with a reverse routing, in other words, send
the message back on the route it has just traversed. Reverse
source routing can be reliable if the mobility of the nodes
in the network is relatively slow. In fact, TAO is designed to
function in ICHN, where mobile nodes are volatile and end-
to-end paths between nodes cannot be maintained all the time.
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As a result, a forwarding mechanism must be applied when the
reverse source routing fails at some point (i.e., a disconnection
in the route is encountered).

Algorithm 2 Management of the forwarding mechanism of
the service response.
emission of a Service Response Message
if the original-service-requester is connected then

forward the Service Response Message to the original-service-requester
remove the Service Response Message from cache

else
if next id recorded in header is connected (reverse source routing) then
forward the Service Response Message

else
scan NL list for a node of id recorded in the header
if id found in the neighborhood then

forward a copy of Service Response Message
remove the id of the node from the header of the message registered in

the cache
endif

endif
endif

When such a disconnection occurs, the node carrying the
message will perform a multiple-copy message forwarding
algorithm dedicated to the service responses (Algorithm 2).
A copy of the service response will be forwarded to the best
neighbors (setting higher priority to the nodes closer to the
destination). Thus, all of the new carriers will try to resume
the source routing process. If they cannot resume this process,
they forward a copy of the message when they encounter a
better carrier than themselves.

E. Management of neighborhood changes

Algorithm 3 Management of the service messages after the
contact with a new neighbor.
forwarding service messages toward the newly arriving neighbor:

if event is arrival then
if the new neighbor is a good carrier or size of stock > 0 then

foreach valid request in the local cache do
forward the request to the new neighbor

endforeach
if the size of the sock > 0 then

decrement the stock

endif
endif
foreach valid response in the local cache do

run algorithm 2
endforeach

endif

The last two above-mentioned events are triggered when
changes occur in the one-hop neighborhood of a node. When
a new neighbor joins the one-hop neighborhood of another
node, the LLCI and LRCI lists are updated using the pieces
of information obtained from the beaconing process. Then,
the current carrier is expected to check if it exists in its
local cache some messages (requests or responses) that should

be delivered. If so, it conditionally forwards copies of these
messages to its new neighbor using Algorithm 3. If the new
neighbor has a date of contact with an infostation that is more
recent than those of the other neighbors of the current carrier,
this one will forward to this new neighbor all the service
invocation requests it has and that are still valid. The service
responses stored locally will be forwarded by the current
carrier to this new neighbor only if this one is the destination
or has been used as intermediate node to forward the request
(i.e., if this one appears in the reverse source path header of
the response).

Algorithm 4 Management of the disappearance of a neighbor
to the mobile node.
disappearance of a neighbor:
if event is disappearance then

if the node is an infostation then
update the LLCI list with the time and the id values of the infostation

included in set NL

endif
if the node is a mobile node then

update the LRCI by eliminating the id and time values of the

respective disconnecting neighbor

endif
endif

As Algorithm 4 shows, when a node is notified of the
disappearance of an infostation from its one-hop neighborhood
(i.e., from the neighbor set NL), it updates its LLCI list with
the ID and the date of the last beacon of the infostation,
that has been removed from the neighbor set. Otherwise, if
the disconnected neighbor is a mobile node, all the related
information will be removed from the NL and LRCI lists.

III. SIMULATION

In this section, we present the simulation results we ob-
tained for TAO regarding the service delivery performances
in comparison with a simple routing protocol RANDOM. The
RANDOM routing protocol has the same characteristics as
TAO, but instead of relying on the time heuristic implemented
in TAO, RANDOM relies on a random mechanism in choosing
the next carriers of the service invocation messages. The main
objective of these simulations is not to compare the global
performance of TAO with other protocols such as [7], [8]
and [9], but instead to assess the effectiveness of the time
heuristic in delivering messages between a mobile node and
a fixed infostation. The simulations have been performed on
the OMNeT++ network simulator. In these simulations, we
focus on a simple, but realistic, hybrid network composed of
only one infostation providing a service and a set of mobile
devices carried by pedestrians. A part of these pedestrians act
as clients, forming a set of nodes that request services from
the infostation.

A. Setup

The simulation environment we consider is a square open
area of 1 km2. The infostation is located in the middle of this
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area. All mobile nodes move according to a random waypoint
mobility model with a speed of 0.5 m/s. The communication
range of the mobile devices and of the infostation is approx-
imately 30 m. After discovering the service they are looking
for, the mobile clients invoke this service every 3 minutes.
In our experiments, we have not assigned any lifetime or
maximum number of hops to any message for both protocols.

We ran the simulations for each routing protocol, varying
the number of nodes forming the network. For each setup,
we made 10 simulation runs with a different random seed. A
warm up period of 10 minutes is used in the beginning of the
simulations before clients start to generate invocation request
messages, to allow LLCI, LRCI and NL lists to be initialized.
The simulation is run for another 1 hour before stopping all the
invocation requests from all the clients. Finally, the simulation
is left for 10 minutes to allow all the messages to be delivered.

We present below the obtained results. The objectives of
these experiments was to measure the ability to satisfy the
client service delivery with a small number of message copies,
where we have fixed the number of copies (size of the stock)
to 3 copies for both protocols and the maximum number of
emissions Eemit to 3.

B. Results
Each of the following graphs contain curves for both TAO

and the RANDOM routing protocols, while changing both the
number of clients and the number of mobile nodes forming the
network. The two metrics we are studying are the satisfaction
ratio and the delay. The satisfaction ratio is the percentage of
successful service invocation (i.e., the number of invocations
for which a client node receives their response from an
infostation), while the delay is the total time needed by a
successful invocation message to travel from the client node
toward an infostation and on the way back toward the same
client node.
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Figure 2. Satisfaction ratios of TAO and RANDOM Routing Protocols

First, we analyze the satisfaction ratio of each of the
protocols in order to study the impact of increasing the number

of nodes forming the network on the performance of each
protocol. Three scenarios for each protocol are presented in
Figure 2, where each scenario is characterized by the number
of clients found in the network. As we notice, when having few
nodes in the network, the satisfaction ratio of both protocols
is almost the same. This observation is coherent with what
is expected, because, due to the limited number of neighbors,
TAO and RANDOM will select most of the time the same
carriers. The performance of TAO increases with the number
of nodes forming the network due to the selection of good
carriers among a large set of neighbors. On the contrary, the
performance of RANDOM decreases due to the bad selection
of next carriers.
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Figure 3. Delay of TAO and RANDOM Routing Protocols

Based on (Figure 3), we notice that when the network
is formed of a few number of nodes, the delay values are
relatively high. This is totally normal, since few nodes with
limited transmission range and random waypoint mobility have
to cover a large area. When the number of mobile nodes
increases in the network, the average delay of RANDOM
remains relatively high due to the random choices of carriers
that contribute in transmitting the invocation messages toward
the infostations. On the contrary, the average delay of TAO
decreases due to the presence of more carriers that can fill
the gap between the client and the infostation and the ability
of TAO in choosing good carriers to perform this operation.
As a result, the mechanism used by TAO to choose among the
carriers of service invocation messages results in shorter delays
and higher delivery ratio than what RANDOM can offer.

Finally, the application we utilized in these primary sim-
ulations was simply a mobile node invoking an infostation
and waiting for the response back. This was done to study
the effect of the time heuristic implemented in TAO. Since
the number of hops and the lifetime message parameters are
directly related to the application and the expected delays
in the targeted network, we did not specify any limits over
these two parameters. So, the number of messages that are
disseminated in the network increases continuously. That’s
why we do not give in this paper details about the network
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load and the efficiency of TAO regarding this point precisely.
Nevertheless, the measurements we conducted show that the
number of messages disseminated by TAO and RANDOM is
approximately the same.

IV. RELATED WORK

TAO combines the originality of being designed to support
service invocation and to specifically target hybrid intermit-
tently connected MANETs. Indeed, most of the research
work concerning intermittently connected MANETs consider
networks solely formed of mobile devices and multi-purpose
communication. However TAO uses the ”store, carry and
forward” principle and several techniques that are shared with
many protocols in delay-tolerant and opportunistic networking.
In the remainder of this section, we present some representa-
tive routing protocols.

The Message Ferrying paradigm is a mobility-assisted ap-
proach [8]. It introduces non-randomness to the node mobility
and exploits it to provide physical connectivity among nodes.
Two variations are introduced both with movement constraints.
The first is targeting the message ferries, which are special
nodes introduced as data carriers toward specific positions to
collect data. The second forces the clients to move toward the
ferries in order to send and receive messages. Although this
approach ensures reliability, it introduces a lot of constraints
on the mobility of clients, which is considered disturbing and
impractical in real life.

The constraint of intervening with clients’ mobility was
addressed by other protocols that aimed to benefit from the
natural uncontrolled movements of nodes. The most general at-
tempt is the flooding-based routing protocols such as Epidemic
Routing [9]. In such types of protocols, messages are flooded
in the network and stored by all available neighbor nodes. No
precautions are considered to limit the number of messages
exchanged and forwarded. Therefore, network congestion is
very likely to happen, especially in high density regions.

Some approaches resort to probabilistic solutions [5], [6]
and prediction techniques [10] to choose the best relay nodes
for each specific message. For routing, these protocols rely
on the context and history information in order to compute
delivery probabilities and predictabilities. A history-based
approach such as the one described in [7] relies on an
algorithm to predict the future movements and patterns of
the node and route packets according to these predictions.
Such algorithms can achieve high efficiency and delivery ratio,
but the major drawback is assuming that a node is able
to register a large amount of contact history in its buffers,
taking into consideration that the majority of the devices
forming such networks are small portable devices with limited
capabilities and capacities. Moreover, computing histories and
predicting movement patterns is a tricky problem, especially
in environments composed of numerous mobile devices that
move following irregular patterns, such as those held by
pedestrians in a city. On the contrary, TAO simply utilizes
recent history to predict near future. TAO tends to estimate
the distance separating the nodes and the infostations in the

network, relying on the disconnection times recorded locally
by the mobile nodes. By this approach we aim to reduce the
complexity and the resources needed to take correct routing
decisions.

V. CONCLUSION

Intermittently connected hybrid networks is a quiet original
perspective that can be exploited to provide nomadic people
with a wide access to pervasive services, eliminating the need
for any expensive infrastructures, such as those provided by
GSM operators.

In this paper, we have proposed a new simple time-aware
opportunistic routing protocol, called TAO, devoted to service
invocation in ICHN. TAO implements a multiple-copy mes-
sage forwarding algorithm, source routing mechanisms, and a
time-stamping-based heuristic that aims at selecting the best
next message forwarder(s) among a set of neighbor nodes.

TAO is a recent work, and its evaluation through real
conditions is still in progress. TAO will shortly be included in
a service-oriented middleware platform. Furthermore, in the
future, we would like to improve the service delivery process
by implementing a handover mechanism in the infostations,
thus allowing to provide nomadic people with a continuous
access to a given service. Then, a service will be delivered all
the time to the client by the best infostation, which will be,
the most of the time, the nearest infostation.
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Abstract—The Session Initiation Protocol is an application
layer protocol with increasing impact on signaling in mo-
bile networks and mobile applications. However, it lacks the
possibility to enforce the abidance of special communication
constraints after session parameters have been negotiated. In
this work, an approach of compulsory services is presented,
which allows peer user agents in communication sessions set up
by the Session Initiation Protocol to mutually prove each other
that transmitted data has been processed by a trusted third
party. This is realized by enforcing a set of compulsory services
implemented by trusted third parties. Technically, in the session
initiation phase the signaling messages are therefore modified
according to a rule base in special policy servers. During data
transmission, an involved user agent first passes its message
to the compulsory service, receives a corresponding token as
acknowledgment and finally transmits this token along with the
message to the peer user agent. There, based on the validity
of the token, further actions can be taken. The usability is
demonstrated by three examples including location verification
of mobile users.

Keywords-SIP-Services; Trusted Third Party; Public-Key-
Cryptography; Location Verification; Call Recording.

I. INTRODUCTION

The Session Initiation Protocol (SIP) is an application
layer protocol developed by the IETF with focus on creating,
modifying and terminating communication sessions with one
or more participants [1]. It is designed according to design
principles similar to HTTP, and therefore is well suited for
IP-based networks. It also allows for extending the protocol
with new features that not necessarily must be supported by
all clients.

Although SIP is primarily used for Internet telephone calls
and video conferencing, due to its flexibility it can also be
applied to other domains such as instant messaging. In the
context of next generation networks and the IP Multimedia
Subsystem (IMS) specified by the 3GGP in TS 23.228, SIP
is used as a session control layer to provide a standardized
interface to services between mobile users and signaling
infrastructure.

The architecture of a typical SIP configuration consists of
several entities of which the most important in the context
of our work comprise user agents (UAs) and the signaling
infrastructure elements, i.e., registrars and proxies. One or
more user agents register themselves with a SIP username
at a registrar, which implements a location service mapping

usernames to network addresses. For session initiation, a UA
sends an INVITE message to the peer user agent. Those
messages are typically passed through one or more proxies,
which are responsible for routing SIP messages and thereby
are able to enforce a call policy.

After the session has been established between the in-
volved user agents, the data transmission phase will fol-
low. Here, none of the signaling infrastructure components
has further access to the information exchanged. Hence,
although desirable in many application scenarios like the
enforcement of mutually agreed on centralized call recording
or the mutual provision of reliable information about the
residence of UAs, the standard SIP provides no means for
enforcing certain properties or the processing of transmitted
data.

In order to facilitate the enforcement of specific pro-
cessing constraints during the data transmission phase, we
developed an approach that enables user agents to mutually
prove that a given piece of transmitted information has been
processed by a set of trusted third party services called
compulsory services in a predefined manner. The set of
involved compulsory services is deduced from policy servers
and contained in the SIP-negotiation messages. The services
themselves are hosted by external providers.

The remainder of the paper is structured as follows:
Section II presents the state of the art in form of related
work. Section III then describes the principles of compulsory
services comprising the theoretical concepts, the structure
of compulsory service assignments in the SIP-negotiation
phase, the necessary extensions to SIP and discussion of
the data transmission protocol. In Section IV, three example
scenarios are presented that profit from compulsory services.
Finally, Section V concludes the paper.

II. RELATED WORK

SIP services can be classified into being active during
the session initiation or focusing on modifying the data
transmission phase. During the session initiation, services
can run on signaling infrastructure or on user agent equip-
ment depending on the task the service performs and aim
at enforcing parameters for the following data transmission
phase according to a set of rules [2]. Device independent
services, for example services taking actions when systems
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are not available or busy, are run on signaling infrastructure,
e.g., using SIP-CGI [3]. Services comprising device specific
information like location or call waiting alerts are executed
on UA equipment. SIP services typically take the following
steps:

1) Modification of headers and forwarding of incoming
requests based on a set of rules.

2) Receipt of replies to forwarded requests, modifying
the replies and returning them to the client.

3) Generating requests to other services by creating and
sending appropriate messages.

4) Generation of responses to incoming requests and
sending the results to the client.

Approaches to the specification of services that are run
on UA equipment have been proposed with SIP Call Pro-
cessing Language (CPL) [2] or Language For End System
Services (LESS) [4]. These approaches might be useful for
implementing UAs that dynamically adapt to an incoming
set of compulsory services during the session initiation.

A hybrid approach is the concept of SIP Back to Back
User Agents (B2BUAs) working as a man in the middle
in the SIP signaling process and therefore incorporating a
UAC and UAS at the same time for the transmission of
a given message. A B2BUA keeps track of the state of
connections it has established and has full control over
all signaling messages [1]. Extensive research has been
done in developing domain specific languages for B2BUA
programming, enabling applications like seamless device
handover [5] [6]. Other approaches like DiaSpec focus on
the automatic generation of includable source code from
telephony service specifications [7]. In comparison, our
approach does not aim at modifying the delivered content
but rather extending it with a token certifying that a piece of
information in a message has been processed by a trusted
third party, namely a compulsory service in a predefined
manner.

Services in the data transmission phase have especially
been in the focus of research and have been developed in
the context of lawful interception (LI) [8]. Focused on the
interception of voice transmissions, signaling infrastructure
typically modifies INVITE and ACK messages in the SDP
information in order to enforce the redirection of the packet
through a special recording gateway [9]. This way, the
internet telephony service provider in charge is able to
apply logging or packet sniffing tools to the data stream.
Contrary to our approach, the employment of the recording
services can be concealed from the communicating user
agents. Another downside of these approaches is that it is not
possible to avoid repudiation of received packages, which in
contrast can be implemented by our compulsory services.

III. COMPULSORY SERVICES AND SIP-SESSIONS

In this section, we present our approach to enforcing the
interaction of user agents with compulsory services in SIP
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Figure 1. System architecture showing services known by policy servers
and two communicating user agents.

initiated communication sessions.

A. System Architecture

We propose a system architecture as depicted in Figure
1. A policy server (PS) within an administration domain
is associated to 1 . . . n services. Before starting the SIP-
negotiation, a user agent queries its PS, which has an inte-
grated set of rules stating which services have been defined
as compulsory for the interaction between the two involved
user agents. Those services are called compulsory services
(CS). Conceptually, these services act as trusted third parties,
enabling clients to mutually guarantee that data sent to the
other user agent has also been sent to and processed by
each CS. This is realized by forcing each involved user
agent to request tokens with a limited time of validity from
the assigned compulsory services. These tokens are only
issued by the service if the user provides service-specific
required data. The tokens are then appended by the UA
to data transmissions, which will only be accepted by the
receiving user agent if the token is valid. Before initiating a
session with a SIP-INVITE, a user agent provides its policy
server the identities of himself and his peer and receives a set
of CSs along with the specification of their communication
interface, also including their service access points SAPs.
The SIP-INVITE is then extended by this set and sent to
the peer UA, which again contacts his own policy server.
The reply sent back to the first UA is extended by the set
of CSs that were received from the peer and those received
from his own policy server.

As this process runs the risk that two clients might agree
on ignoring the tokens and circumvent the enforcement of
the compulsory services, our approach is based on the pre-
condition that each involved policy server is within the same
domain of interest with one of the user agents, i.e., for a
given policy server, at least one user agent insists on abiding
its claimed compulsory services.
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More precisely, a compulsory service i was defined as a
tuple: CS i = (SAP , X, f,D,Cert , g) with the following
semantics: SAP is the service access point of the CS
represented by an URI. The set X represents the domain
of data CS i is interested in to finally create a token.
However, in general this data is not passed to CS i by an user
agent genuinely, but is rather pre-processed by the function
f : X 7→ D. For example, D can be defined as the set
of all hash values of elements in X . The Cert element
represents a public-key certificate associating a public key
K+

CSi
with the SAP and also states that CS i owns the private

key K−
CSi

. The set of all encrypted elements of D is denoted
as C(D) =

{
x|∃y ∈ D : K−

CSi
(y) = x

}
.

The last element g is statically defined as a constant g : 7→
{once ,periodicTime(t),periodicPacket(t),always},
formalizing when tokens need to be generated for a data
packet. periodicTime(t) states that at least every t seconds
a valid token has to be used. Similarly, periodicPacket(t)
implies that at least every t packets a new token has to be
provided. In Section III-C the necessary extensions to SIP
are discussed.

A compulsory service CS i provides an external interface
to user agents with a function CS i : D 7→ C(D) ∪ {⊥},
which generates the desired tokens. The process of token
generation within CS i for a request CS i(f(x)) is based on
two steps: first, the argument f(x) is sent to a processing
function p : D 7→ {true, false}, e.g., for logging f(x) to a
database or consulting third parties to verify information. Its
result is a boolean value. If this value is true, the token is
generated by computing the digital signature of f(x) using
K−

CSi
and returned to the calling user agent. Otherwise, ⊥

will be the result, symbolizing invalid tokens:

CS i(f(x)) =

{
K−

CSi
(f(x)), if p(f(x)) = true

⊥, otherwise
(1)

Finally, the calling user agent transmits all tokens 1, . . . , n
alongside the message x to his peer where the validity of
each token is checked:

K−
CSi

(f(x)) is valid⇔ K+
CSi

(K−
CSi

(f(x))) = f(x) (2)

The formalism describing which services are defined as
compulsory for a communication session is discussed in the
next section.

B. Assigning Compulsory Services to SIP-Sessions

In this section, the process of rule selection at a policy
server in the domain of interest of one of the two involved
user agents is presented. Therefore, sets Users, Roles and
Services have been defined. The schema is illustrated in
Figure 2.

The set Users contains all known user agents and Roles
all role identifiers. Users can be assigned to roles given by
an user-role-relation UR ⊆ Users × Roles . The set of all

URUsers Roles

RS

RS P(Services)

RS Relation Set

Sessions

Figure 2. Rule base representing user-role-service-assignments.

currently assigned roles r ⊆ Roles for a user u ∈ Users
is denoted as r(u). Furthermore, the set of all compulsory
services has been defined as Services and its power set
as P(Services). The time-dependent role assignment to
users at a certain point of time is represented by the set
Sessions ⊆ Users ×Roles . The actual rule base is defined
using the relations RS ⊆ (Roles × Roles) × P(Services)
and similarly RS . RS states, which compulsory services
have to be enforced in the communication between two user
agents with specific roles, while RS contains forbidden ones.

In complex scenarios, each involved user agent, ua1

and ua2, has its own policy server PS 1 or PS 2 within
its domain of interest. In all cases, ua1 generates a SIP-
INVITE according to the rules imposed by PS 1. For this
purpose PS 1 provides a set of compulsory services Sua1

that
will be integrated into the handshake message. Additionally,
ua2 has the policy server PS 2 within its domain of interest.
The latter will will be provided with Sua1

as well as ua1

and will return a set Sua2
of desired compulsory services

and a boolean value indicating if all services in Sua1
are

acceptable. In accordance to the extensions made to the
original SIP-INVITE by ua1, ua2 will extend the reply
with his set of compulsory services Sua2 induced by the
rule base of his own policy server PS 2, too.

A policy server PS i within the domain of interest of a
user agent uai computes the set of compulsory services Suai

according to its rule base by evaluating:

Suai = {cs ∈ Services|∃S ∈ P(Services)
. ∃r1, r2 ∈ Roles : r1 ∈ r(ua1)

∧r2 ∈ r(ua2) ∧ (r1, r2, S) ∈ RS ∧ cs ∈ S} (3)

The elements in the set of services Suak
received in a

handshake message from a peer are tested for policy con-
flicts using RS . In case of conflicting policies, the session
initiation is canceled.

Eventually, each involved user agent knows the union set
of all enforced compulsory services Sua1,ua2 = Sua1∪Sua2 ,
which is fixed for the duration of the session.

The next section describes how SIP-messages are ex-
tended in order to allow for the transmission of Sua1,ua2

to the user agents.
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C. Integration into SIP

In order to agree on a set of compulsory services between
two user agents, the SIP messages at the initiation of a
session need to carry information about these services. This
guarantees that the user agents are able to reject the session
establishment in case one of the user agents does not accept
the compulsory services required by the other party.

The inclusion of additional information into a SIP-
message may be achieved by different means. Possibilities
are to define an additional header field, to send the infor-
mation within the body of the message or to use multipart
bodies when the SIP message already contains a body part
(e.g., an SDP body) [10]. Making use of the message body
to include the additional information is reasonable if the
additional information is extensive and contains structured
information. If a user agent encounters an unknown header
field, the header will simply be ignored. This solution has the
advantage that a user agent that is not able to process new
header fields may be detected to be incompatible. If a user
agent is not able to decode multipart messages it will issue
a 415 Unsupported Media Type response to signal
its inability to process the message. In this work, to add
the information, adding the required compulsory services to
the body of the SIP-messages has been chosen. This requires
only little modification of established user agents and allows
for great flexibility when implementing a suitable container
format for the description of the compulsory services. The
definition of the container format is omitted here, but it will
include all the information contained in the definition of a
compulsory service as stated in Section III-A.

Each user agent follows the same steps when a session
is established as depicted in Figure 3. The calling user
agent ua1 requests the set of compulsory services Sua1

from its policy server PS1 by providing it with the identity
of the desired peer. It then includes the received services
Sua1

in the SIP-INVITE message, which will be forwarded
to the called user agent ua2. The called user agent first
examines if the certificates of the compulsory services are
valid and then checks if it is able to provide the necessary
information for all services. If one of these checks fails, the
INVITE request will be rejected by generating a 406 Not
Acceptable response. If the services pass this validation,
user agent ua2 – analogous to ua1 – queries PS2 for the
required compulsory services for a session with ua1 and
whether the services contained in Sua1 are acceptable. If so,
it includes Sua2 into the 200 OK response or sends a 406
Not Acceptable otherwise. User agent ua1 will perform
a validation of the services required by ua2, too. If the vali-
dation fails, the session will be terminated by an immediate
BYE request. Otherwise the session will continue with the
data transmission phase as described in Section III-D.

SIP is also able to modify the parameters of an active
session, which is achieved by the reinvite mechanism of the

PS1
ua2

Sua1

ua1 ua2 PS2

INVITE

(Sua1)

INVITE

(Sua2)

Sua1,ua1

Sua2,

Sua2

(true | false)

(true | false)

Figure 3. Communication during the the SIP session establishment.

protocol. This will be used when a compulsory service is no
longer reachable or other problems with the services occur.
The re-invitation will renegotiate all the compulsory services
for each user agent and terminate the session in the same
manner as an initial INVITE in case the services do not
pass the verification steps at each user agent. This gives the
services’ administrators the ability to change or remove a
service without interrupting the data transmission phase and
without termination of the session. If the re-invitation was
not successful, i.e., one of the compulsory services is not
reachable or the user agent is not able to provide all the
necessary information for one of the services, the session is
terminated by issuing a BYE request.

D. Data Transmission Protocol

With the extended session initiation being completed,
user agents ua1 and ua2 can start their communication
as shown in Figure 4. Before actually sending a message
x to its peer, however, each user agent has to contact all
services contained in Sua1,ua2

first in order to have its
message’s content processed and signed by the respective
compulsory services. Consequently, the unavailability of any
CS leads to the abortion of a session. Since different services
might require different representations of x, the requesting
user agent ua1 will locally perform a service-specific pre-
processing function fCSi

and provide CS i with fCSi
(x).

Depending on whether a service’s processing function pi
works as an idempotent call or not, making use of a reliable
communication protocol (e.g., TCP) between user agents and
CSi is required. This is in order to prevent inconsistencies
caused by the repeated processing of a message fCSi

(x)
due to a lossy channel. CS i replies to requests with a token
K−

CSi
(f(x)) that ua1 will then forward to ua2 alongside the

other services’ tokens and the original message x.
We propose two alternative solutions for this kind of

extended data transmission: The first one is to define a
minimal container format bundling the set of required to-
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ua2ua1 CSi
f(x)

K-
CSi

(f(x))

(x, K-
CSi

(f(x)))

Figure 4. Compulsory service integration in the data transmission phase.

kens K−
CSi

(f(x)) and the original message x into a single
packet. This tight coupling of a message’s content and its
associated tokens within one packet is necessary in order to
avoid any inconsistencies that might otherwise arise from
the loss of packages containing messages or tokens when
using unreliable communication channels. Another possible
solution to this problem is to embed this kind of compulsory
service related information into existing protocols. In case of
RTP this could for example be accomplished by assigning a
new dynamic payload type PT in the RTP header [11] [12].
This allows to avoid defining a wholly new message format
by making a minor extension to a standardized protocol a
multitude of clients is already speaking. Hence, making use
of the latter approach is recommended whenever it seems
feasible. Either way, just as desired, only those clients that
can either handle such a specific container format or can
cope with an existing protocol’s extension will be able to
correctly process and validate incoming packets as well as
give adequate responses.

Upon receiving a message from ua1 user agent ua2 will
decompose the received packet and then try to validate the
contained tokens in order to locally prove that service CS i

has processed and approved the content of x. If any of the
tokens required by Sua1,ua2 are found to be absent or illegal,
the discovering user agent will terminate the current session
or at least reject the fraudulent message(s).

Dependent on the service-specific value of gCSi , both
the sending and the receiving user agent know when to
request and accordingly expect a fresh token from service
CS i. The constant value of g thereby indirectly synchronizes
the two user agents’ expectations of when an updated token
signed by CS is required. Each time one of the agreed on
compulsory services demands the usage of a new token, the
sending user agent has to repeat the procedure described at
the beginning of this section in order to acquire a fresh token.
Otherwise the peer client will reject incoming packages until
a valid token arrives or even quit the session.

As already stated before, it has been defined as a pre-
condition that each user agent uai at least abides by the
rules imposed by the policy server PS i that it is assigned
to. This is required since the policy servers have no means
for supervising the correct usage of compulsory services
once the peer-to-peer communication session between the

two user agents has been established. Hence, full abidance
of the whole set of negotiated services has been achieved
by having ua1 and ua2 controlling the rules introduced by
PS 1 and PS 2 respectively.

IV. EXAMPLE SCENARIOS

In this section, three example scenarios and use cases are
presented that can be realized using compulsory services.

Location Verification: Especially for mobile user agents
the current location of the peer user agent could be of high
interest but may be tampered with. Location Verification is
the process of proving positions claimed by users [13]. In the
context of SIP-sessions this can be realized by implementing
a location prover as a compulsory service. In general, a
location prover is able to verify the claimed location of
a given user agent or entity, e.g., by employing trusted
infrastructure like ultrasound sensors in rooms. Assume
two communicating user agents that intend to exchange
information x along with a verified position l, describing
the residence of the sending UA. This results in a message
structure m = (x, l). Furthermore, let CS be a location
verification compulsory service that has been assigned to the
session. Given the message m = (x, l), the pre-processing
function f has to be defined as: f(m) = l, i.e., only the
location l will be transmitted to CS . There, the processing
function p will return true if the claimed location could be
verified and false otherwise.

The correctness of l is checked and confirmed with a token
K−

CS(l) or with ⊥ if l does not correspond to the residence
of uai. According to the delay that is caused by CS when
contacting the location proving infrastructure, CS is defined
with an appropriate periodicity g. Finally, after checking the
correctness of the received token, the peer user agent applies
the same processing steps when sending messages to uai.

Non-Repudiation Receive: In order to prevent two com-
municating UAs ua1 and ua2 from repudiating the receipt of
a message m, a non-repudiation compulsory service CS is
assigned to the session. The service has a pre-processing
function f(m,K−

uai
) = K−

uai
(hash(x)), which is used

to digitally sign the hash value of a previously received
message m. The processing function p is then implemented
as the logging of K−

CS (hash(m)) to an attached database.
This way, CS is able to generate a log of all messages that
have been received by the user agents ua1 and ua2. The
generated token K−

CS (K
−
uai

(hash(m))) is finally sent to the
peer user agent by piggy-backing it on a message x in order
to acknowledge the receipt of m, thereby preventing the UA
from repudiating it later.

Interception and Recording: The assignment of com-
pulsory services to SIP-Sessions can also be used for com-
plete logging of communication sessions on behalf and on
the agreement of the user agents ua1 and ua2. In many
countries, mutual agreement on the recording of calls is
claimed by law. The interception or recording of all pieces
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of transmitted information is generally more suitable for
non real time applications, e.g., instant messaging based on
SIP. The periodic requests for attached compulsory services
Sua1,ua2 = {CS 1, . . . ,CSn} introduce a delay d given by
the maximum round trip time (RTT ) between user agents
and compulsory services:

d = max ({t|∃s ∈ Sua1,ua2 : t = RTT (s, ua1)

∨t = RTT (s, ua2)}) (4)

An appropriate compulsory service CS would define a pre-
processing function f corresponding to the identity function,
i.e., f(x) = x. The processing function p here returns true
if the received data x could be recorded. This is finally
confirmed by a ticket K−

CS(x), which is sent along with
x to the receiving user agent. There, if the token is found
to be invalid, stating that x has not been correctly recorded,
the processing of x can be stopped.

V. CONCLUSION AND FUTURE WORK

We presented an approach that enables SIP user agents
to mutually force each other after session initiation to prove
that sent data has been additionally processed by a trusted
third party in advance, which has been denoted as a compul-
sory service. During session initiation using an extension of
SIP the compulsory services are negotiated, each pre-defined
by a pre-processing function and a processing function. A
user agent aiming for sending information to its peer first
transmits the pre-processed information to all compulsory
services and receives individual tokens certifying this inter-
action. These tokens are finally passed to the peer user agent
alongside the original information. During the initiation of a
session, the involved user agents extend signaling messages
according to a set of compulsory services that are in each
case deduced from an attached policy server. This policy
server is defined within the same domain of interest of the
user agent. We outlined how SIP signaling messages can be
extended with a set of compulsory services and discussed
aspects of communication between user agents and compul-
sory services as well as the interaction between two user
agents. Finally three applications of compulsory services in
the fields of location verification, avoidance of repudiation
of message receipt and agreement upon centralized call
recording have been presented.

Future work has to concentrate on developing a descrip-
tion language for compulsory services, on optimizing the
piggybacking mechanisms for user tokens and evaluating
aspects of efficiency.
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Abstract— Collision memory in IEEE 802.11 Distributed 
Coordination Function (DCF) has been detected. The 
collision memory can increase the physical collision rate and 
this effect is inherent to any DCF type of countdown. In this 
paper, we introduce a collision memory avoidance 
algorithm, called Constrained Priority Countdown Freezing 
(CPCF). The CPCF can completely or partially remove 
collision memory depending on how many priority freezing 
steps are allowed. Since DCF’s well known countdown 
decreases the contention overhead, but increases collision 
memory effect, the solution is to find the compromise 
between the two, in order to achieve good performance in 
both low and high load network conditions. The CPCF 
achieves this by limiting the countdown process, and thus 
reducing the collision memory, while still producing 
significant countdown effect.  

Keywords – collision memory; constrained freezing; 
backoff freezing; DCF countdown; wireless MAC. 

I.  INTRODUCTION 

The basic channel access method for wireless networks 
with distributed access is IEEE 802.11 Distributed 
Coordination Function (DCF) [1]. DCF has one 
distinguished feature called backoff freezing mechanism, 
which allows count down of priority through multiple 
Contention Resolution Periods (CRP), where priority is 
chosen from certain Contention Window (CW). Freezing 
the countdown process after loosing the medium 
contention is the key component of DCF, which insures 
shorter contention overhead. This reduction of contention 
overhead is called countdown effect [2][6].  

However, in our previous work [3], we have seen that 
countdown freezing mechanism has impact on collision 
rate. In [3], it can be observed that DCF-like countdown 
protocol called Binary Priority Countdown – DCF 
Countdown (BPC-DC), which is essentially binary 
countdown version of DCF protocol, exhibits increased 
collision rate when compared to Binary Priority 
Countdown – Decrement After LCI only (BPC-DAL) 
protocol, which chooses new priorities before each CRP. 
In [3], it is concluded that the reason for increased 
collision rate is collision memory.  

Collision memory occurs due to freezing of the priority 
countdown, which, as a result, preserves priority 
collisions. If the freezing of the countdown is not 
constrained, like in DCF, priority collision always leads to 
physical collision. This can increase physical collision rate 
and this effect is called collision memory effect. 

In this paper, we propose collision memory avoidance 
algorithm called Constrained Priority Countdown Freezing 
(CPCF). CPCF protocol puts constrains on freezing 
mechanism of DCF in order to achieve short contention 
overhead and low collision rate. 

The rest of the paper is organized as follows. In 
Section II, the related work is presented. Section III 
explains in details collision memory, while in Section IV 
we introduce a new collision memory avoidance algorithm 
called CPCF. Section V verifies proposed protocol using 
the ns-2.33 simulator and comments on simulations 
results. In Section VI, we consider future work and 
conclude.  

II. RELATED WORK 

Medium Access Control (MAC) protocols which use 
Priority Number (PN) to resolve the medium contention 
are called priority contention protocols. These protocols 
schedule competing Stations (STA) regarding their 
priorities, allowing higher priority competitors to access 
the medium earlier. Priority number PN is chosen from the 
set of allowed values called Priority Space (PS). If a 
priority contention protocol employs priority countdown, 
then lower PN should indicate higher priority (e.g., IEEE 
802.11 DCF protocol).  

DCF uses priority number PN as the number of 
consecutive time slots in which STAs have to wait before 
starting transmission to the medium. DCF requires a STA 
to calculate Backoff Counter (BC), which is essentially a 
priority number PN, after each transmission. BC is chosen 
randomly from the priority space PS limited with the CW. 
After the channel is sensed to be idle for a Distributed 
Inter Frame Space (DIFS) interval, a STA decrements BC 
when the medium is idle in the current time slot, and BC is 
frozen when another STA is transmitting. When BC is 
decremented to zero, STA accesses the medium. 
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The 802.11 DCF function has been excessively 
studied. This included different analysis and enhancements 
in order to explain or fix DCF’s drawbacks. A new 
protocol, called Enhanced DCF (EDCF), was introduced, 
supporting Quality of Service (QoS), and it became a new 
standard [1]. Also, various enhancements were proposed to 
increase throughput or influence fairness or delay [7][8].  

The throughput increase is done mainly through CW 
[7] adaptations in order to reduce collisions or contention 
overhead, while different Inter Frame Space (IFS) values 
are used to achieve fairness and low delay for different 
types of traffic [1]. 

III.  COLLISION MEMORY  

DCF countdown allows unconstrained priority freezing 
after losing the medium contention. The priority chosen by 
the STA that has lost the medium contention is counted 
down through multiple CRPs, until it reaches the highest 
priority and either wins the medium access or enters the 
collision. When two or more STAs choose the same 
priority in CRP, priority collision occurs. If the priority 
collision occurs between the highest priorities chosen, the 
physical collision occurs in the observed CRP. Obviously, 
in a single contention there can be multiple priority 
collisions without any physical collision.  

Collision memory can be defined as the ability to 
preserve priority collisions from previous CRPs, which 
have occurred during the countdown freezing process. 
Collision memory can increase the physical collision rate 
and this effect is called collision memory effect. The 
collision memory effect occurs due to countdown freezing 
mechanism. After losing the medium contention, STAs 
decrement their priority numbers PN with the winning 
priority from the current CRP and freeze decremented PN 
values to be used in the next CRP. All STAs that have 
experienced a priority collision, will remain in priority 
collision in the next CRP, and can potentially cause 
physical collisions. 

Collision memory can be preserved through one or 
more CRPs, depending on the protocol's “memory size”. 
For instance, DCF has infinite collision memory since it 
can theoretically freeze countdown indefinitely. 
Remembering priority collisions from previous CRPs is a 
major drawback when combined with countdown 
mechanism, which increases STA’s priority after each 
CRP.  The DCF’s unconstrained priority countdown with 
freezing insures that all priority collisions eventually 
become collisions with the highest priority and therefore 
cause physical collisions.  

This can be avoided if we constrain the DCF’s backoff 
procedure. In [3], it is shown that protocol without 
countdown freezing mechanism, can achieve lower 
collision rate. However, such protocol also shows 
increased contention overhead due to lack of the DCF’s 
countdown effect. Therefore, deep investigation of DCF’s 
countdown mechanism with freezing is important, if both, 
low collision rate and short contention overhead, are 
desired.  

IV. COLLISION MEMORY AVOIDANCE ALGORITHM 

The reason causing collision memory effect, which can 
decrease overall throughput, is DCF's unconstrained 
priority countdown freezing mechanism. Let’s consider the 
following formula: 

∑
=

=
m

i
iCM pmP

1

)(  (1) 

∞= ,...,1m   

where PCM(m) is the probability that a STA has 
experienced the priority collision due to collision memory, 
after it has frozen its priority m times. Since collisions are 
remembered due to freezing of priority, PCM(m) is equal to 
the sum of m probabilities denoted with pi, where each pi 
represents the probability that a STA has experienced the 
priority collision in i-th step of priority freezing. From this 
formula it is clear that the bigger m we have, the higher 
probability PCM(m) becomes. Obviously, the PCM(m) 
probability has direct influence on physical collisions. 
STAs that are in countdown can win the medium 
contention after several consecutive CRPs, and have 
higher chance of experiencing the physical collision due to 
high PCM(m)  probability.   

Therefore, in order to reduce collision memory effect, 
the priority freezing can be constrained in a way that we 
can control how many times can priority be frozen and 
decremented before choosing a new priority. We call this 
collision memory avoidance algorithm, a Constrained 
Priority Countdown Freezing (CPCF).  

CPCF STA has a counter called freezing counter and a 
countdown freezing limit k. Parameter k defines the 
maximum number of times we can freeze and countdown 
priority, before choosing a new priority value.  The 
parameter k is used to limit the actual number of 
countdowns m from (1): 

km ,...,1=  (2) 

In (2), m is constrained, and the maximum number of 
CRPs in which a STA can countdown its priority is equal 
to k. Besides partially constraining countdown freezing, 
CPCF can also completely remove it by not allowing 
STAs to freeze their priorities. This is done by setting the 
freezing limit k to zero (k=0), which forces STAs to 
choose new random priorities in each CRP. In this case the 
PCM(m)  is equal to zero, since STAs have no memory of 
priority collisions that occurred in the past. 

The algorithm works as follows. In the beginning, all 
STAs choose their priorities randomly from certain CW, 
and reset their freezing counters to freezing limit k. CPCF 
STAs that have lost the medium contention will decrement 
freezing counter by one, and decrement their priority with 
the winning priority from the current CRP, just like in 

131Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         144 / 453



DCF. When freezing counter becomes zero, a STA must 
choose a new priority number and reset freezing counter to 
freezing limit k. This way, STAs that have lost the medium 
contention can countdown their priority at most through k 
consecutive CRPs.  

A STA that has won the medium also chooses the new 
priority number, and resets the freezing counter to k. After 
collision, a STA doubles its CW. Initial value is set to 
CWmin, and can be increased until it reaches the CWmax. 
This mechanism is identical to the DCF’s Binary 
Exponential Backoff (BEB) mechanism [4]. Obviously, 
DCF countdown mechanism is CPCF mechanism with 
k=∞. 

V. SIMULATIONS 

The performance of the proposed CPCF protocol is 
verified using the network simulator ns2, version 2.33. The 
simulator is upgraded with the CPCF module based on ns2 
mac-802_11Ext module [5]. The main performance 
measure is the network throughput achieved, whereas 
collision probability graphs are presented for reference. 
For comparison with CPCF, a basic 802.11 DCF MAC 
protocol was used. Simulations include verification of 
CPCF’s collision memory avoidance algorithm using 
different values of k.  

In the network scenario used, a simple wireless ad-hoc 
network where all n STAs can hear each other is 
simulated. STAs positions are fixed and chosen at the 
beginning of the simulation, with STAs randomly 
choosing coordinates from the predefined area. Each STA 
with address a has one ftp flow (bulk packet transfer) 
directed towards the STA with address (a+1)/modulo n. 
Flows are started gradually, from the beginning of the 
simulation, every 0.1s. Ftp flow is carried over tcp (tcp 
receiver window is 20 packets wide). Two sets of 
scenarios are simulated, with tcp packet sizes set to 250 
bytes in one, and 2000 bytes in the other set. No MAC 
segmentation is used and capture effect is turned off. The 
number of active STAs is increased gradually from 2 to 
20, simulating the most frequent numbers of STAs in 
actual ad-hoc networks. Simulations are repeated with 
different k and CWmin parameters. In addition to CPCF 
parameter k, other Physical Layer (PHY) and MAC 
parameters used are inherited from ns2 802_11Ext class. 
Table 1 shows fixed parameters used in all simulations. 

PHY bandwidth of 6 Mbps is chosen to emphasize the 
influence of packet lengths used in simulations (250 and 
2000 bytes). Low PHY bandwidth produces greater ratio 
between packet transmission time and overhead than high 
PHY transfer rates. This way, overall throughput is less 
affected by overhead, and more by transferring of large 
collided frames. Therefore, when packets are large (2000 
bytes) and low PHY bandwidth is used, collision rate has 
more influence on throughput than would have for faster 
PHY. Short packets (250 bytes) represent the real-time 
traffic and have smaller aforementioned ratio, so keeping 
the contention resolution period short becomes more 
important, even with low PHY bandwidth. 

In simulations, both DCF and CPCF use three different 
CWmin values (15, 31 and 63). For each CWmin value, four 
different freezing limits k are used (0, 1, 2 and 6). 

Figures 1, 2 and 3 show the throughput results when 
both protocols use CWmin=15, CWmin=31 and CWmin=63, 
respectively.  

TABLE I.  FIXED CPCF PARAMETERS 

Parameter Value 

SIFS 16 µs 

Slot Time 9 µs 

ShortRetryLimit 7 

RTSThreshold 3000 bytes 

PHY bandwidth 6 Mbps 

 
DCF countdown achieves good results when the number 
of STAs is low (up to 4) due to countdown effect. The 
benefit of DCF’s countdown effect is especially visible in 
Figure 2a and 3a where CWmin is 31 and 63, respectively. 
When CWmin insures low collision rate, reducing the 
contention overhead becomes extremely important, 
especially when packets are short (collision loses are less 
expensive in terms of throughput), and thus DCF achieves 
better results than CPCF. When the number of STAs 
becomes large, DCF shows poor performance. This can be 
explained with collision memory, which increases overall 
collision rate when the number of STAs increases.  

CPCF protocol shows good performance, in both low 
and high load conditions, depending on the freezing limit k 
used. For large k value (k=6), CPCF has the ability to 
countdown longer and can significantly reduce the 
contention overhead. This is very important when the 
number of collisions is low (STA count is low). However, 
long countdown can increase collisions due to collision 
memory and this is the reason why k=0, k=1 show better 
performance when the number of STAs gets large.  

The really interesting effect occurs when the number of 
STAs becomes very large (above 15). Since the smallest 
parameter k=0 insures no collision memory effect, it was 
expected that it would produce the lowest collision rate. 
However, this was not true. When the number of STAs 
gets large, k=0 and k=1 graphs show small but definite 
difference in collision rate in favor of k=1 (Figures 4, 5 
and 6). There is obviously another mechanism affecting 
collisions besides collision memory.  

One possible explanation can be found in disturbed 
distribution of PN choices because of constrained 
countdown freezing. This introduces complex relationship 
between contention overhead and collision probability. 
This is visible in the Figure 3a and 3b when the number of 
STAs is 20. CPCF k=0 exhibits better throughput results 
for short packets than for long packets, when compared 
with k=1. Surprisingly, k=0 achieves good throughput 
results due to shorter contention overhead and not due to 
lower collision rate as expected. This is confirmed in 
Figure 6, where it is visible that the k=1 shows lower 
collision rate than k=0. Therefore, constrained countdown 
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freezing mechanism should be further investigated in the 
future. 

 

  
Figure 1.  Throughput CWmin =15: (a)  tcp packet size 250 bytes (b) tcp packet size 2000 bytes 

  
Figure 2.  Throughput CWmin =31: (a)  tcp packet size 250 bytes (b) tcp packet size 2000 bytes 

 

  
Figure 3.  Throughput CWmin =63: (a)  tcp packet size 250 bytes (b) tcp packet size 2000 bytes 
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Figure 4.  Collision probability CWmin =15 

 

 
Figure 5.  Collision probability CWmin =31 

 

 
Figure 6.  Collision probability CWmin =63 

VI.  CONCLUSION AND FUTURE WORK 

In this paper, we have elaborated collision memory and 
have proposed a new protocol that can reduce collision 
memory effect. The backoff freezing mechanism of DCF 
protocol causes collision memory effect by preserving 
once developed priority collisions, which can increase the 
physical collision rate. In order to solve the problem, a 
new collision memory avoidance protocol called 
Constrained Priority Countdown Freezing (CPCF), is 
introduced. The CPCF constrains the priority freezing with 
freezing limit k. Freezing limit defines the maximum 
number of contention resolution periods in which a STA is 
allowed to decrement and freeze its priority. Simulations 
have shown that by constraining the countdown freezing 
mechanism, better throughput results are achieved 
compared to DCF protocol. However, the simulations have 
also shown that countdown effect and collision memory 
effect are not the only effects occurring in CPCF type of 
countdown. Surprisingly, the most constrained version of 
CPCF protocol (when k=0), which has no collision 
memory, can have higher collision rate and lower 
contention overhead compared to less constrained versions 
(k=1, k=2). An investigation of this effect should be 
subject of the future work.  
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Abstract—In this paper, a novel index search algorithm
is proposed for quantized equal gain transmission (QEGT)
codebook based closed-loop multiple-input multiple-output sys-
tems. The codewords are grouped into a small number of
categories by utilizing Grassmannian beamforming criterion.
Then, the optimal centroid is selected within those of the
groups, which maximizes the signal-to-noise ratio or capacity
criterion. Hereby, the optimal index of QEGT codebook is
determined within the group of the selected centroid. Monte-
Carlo simulations are presented to show that the codebook
index search complexity is halved, whilst maintaining almost
the same throughput.

Keywords-Codebook; Closed-loop MIMO; Limited feedback;
Grouping; Grassmannian beamforming.

I. I NTRODUCTION

For closed-loop multiple-input multiple-output (CL-
MIMO) communication systems, the transmit beamforming
(TxBF) technique alleviates the negative effect of fading
channel by exploiting spatial diversity due to the increased
number of MIMO fading channel paths. The TxBF requires
feedback of channel state information (CSI) from the re-
ceiver to the transmitter. Such CSI feedback can potentially
incur excessive overhead due to the multiplicity of channel
coefficients, and thus a small number of feedback bits are
sent via a feedback path for the transmitter to recreate the
TxBF vector. These systems are known as limited feedback
systems (see [1] and the references therein). To reduce
the bandwidth requirement of the feedback systems, finite
rate techniques have been proposed for the cases of TxBF
[2]-[4]. In these limited feedback systems, the receiver
chooses a precoding matrix from a finite set of precoding
matrices, called codebook, on the basis maximizing the
effective capacity or signal-to-noise (SNR) after combining,
and sends the corresponding bits, which denotes index, to the
transmitter. The codebook design strategies which have been
suggested use either numerical optimization methods [4]-
[8] or random vector quantization (RVQ) method [9]. Such
random codebooks have been shown to be asymptotically
optimal as the number of feedback bits and transmitted
antennas increase [10], [11].

Among various codebooks for the TxBF, the QEGT code-
book is the optimal precoding matrix for maximizing the

capacity with a per-antenna equal power constraint. Also, it
has modest transmit amplifier requirements than other TxBF
techniques, since it does not require the antenna amplifiers
to modify the amplitudes of the transmitted input signals
[5]. Similar to other codebook based CL-MIMO systems,
QEGT codebook needs a larger size codebook which gives
better performance than a small size one, as the number of
transmit antennas increases. In other words, the codebook
size increases exponentially with the number of transmit
antennas to maintain a given effective capacity or SNR loss
with respect to the ideal non-quantized system [3], [4], [8].
The increased codebook size can cause a feedback delay
due to the large amount calculation of excessive search (full
index search) [4],[5], and also reduce the effectiveness of
the precoding matrix at the transmitter [12]. It can be seen
that the feedback delay may lead to negative effects on
information capacity or symbol error rate [13]-[17]. Non-
exhaustive methods for searching unstructured codebooks
at the expense of increased memory requirements have
been well researched in [18]. Hence, employing an efficient
codebook index search algorithm becomes essential.

In this paper, an efficient codebook index search algorithm
with Grassmannian beamforming criterion is proposed for
finding optimal precoding matrix of QEGT codebook based
CL-MIMO systems. Monte-Carlo simulations are presented
to show that the normalized complexity is halved, whilst
maintaining almost the same achievable throughput compar-
ing to the full index search algorithm when the number of
transmit antennas is more than three.

The remainder of the paper is organized as follows.
Section II reviews CL-MIMO communication with TxBF.
In Section III, we propose reduced complexity QEGT code-
book index search algorithm which relies on a grouping
strategy. In Section IV, the results of previous sections are
demonstrated, and related discussions are given. Finally,
concluding remarks are given in Section V.

II. SYSTEM OVERVIEW

The CL-MIMO system relying on the TxBF and using
Nt transmit as well asNr receive antennas is considered.
TheM -dimensional complex transmit symbol vector at the
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channel instantm (for m = 0, 1, . . .) is denoted by1sm =
[sm,1 · · · sm,M ]

T ∈ C
M×1 with sm ∼ CN (0M×1, IM ) and

M ≤ min{Nt, Nr}. The vectorWsm is sent through the
channel whereW ∈ C

Nt×M is the precoding matrix. Then,
the received signal vectorym at theNr receive antennas
can be written as

ym =

√

ρ

M
HmWsm + nm, (1)

wherenm ∈ C
Nr×1 denotes the noise vector withnm ∼

CN (0Nr×1, INr
) and ρ denotes the SNR. The matrix

Hm ∈ C
Nr×Nt represents uncorrelated Rayleigh falt fading

channel matrix with i.i.d. entries distributed according to
CN (0, 1).

The evolution ofHm is modeled by a first-order Gauss-
Markov process [19]

Hm = ǫHm−1 +
√

1− ǫ2Gm, (2)

where Gm ∈ C
Nr×Nt has i.i.d. entries with distribution

∼ CN (0, 1). The noise processnm in (1) is indepen-
dent of Gm and H0. The time correlation coefficient
ǫ (0 ≤ ǫ ≤ 1) represents the correlation between elements
hm,i,j and hm−1,i,j (wherehm,i,j denotes the(i, j) entry
of Hm). We assume all the elements ofHm have the
sameǫ. The evolution variableǫ obeys Jakes’ model [20]
according toǫ = J0(2πfDT ), where J0(·) is the zeroth
order Bessel function,T denotes the channel instantiation
interval, andfD = vfc

c
denotes the maximum Doppler

frequency using terminal velocityv, carrier frequencyfc,
andc = 3× 108m/s.

In a TxBF system, the key question is how to designW

to maximize the system performance. For this reason,W

should be chosen to maximize the receive SNR in order
to minimize the average probability of error and maximize
the capacity. In general, it can be determined by applying
the singular vector decomposition (SVD) [21]. However,
accurate quantization and feedback of this precoding matrix
can require a large number of feedback bits quantized
TxBF techniques provide a solution for this problem by
quantizing the optimal precoder at the receiver. Specifically,
the precoder is constrained to be one ofN matrices, which
is called a codebook. If the codebook ofN matrices is
known to both the transmitter and the receiver,L = log2N
bits of feedback are required for indicating the index of
the appropriate precoding matrix [22]. Denote the precoding
QEGT codebookW = {Wk}

N

k=1 andWk ∈ U(Nt,M). A
procedure to generate the QEGT codebook for TxBF system
is clearly given in six steps [5].

1a bold lower case lettera denotes the vector, a bold capital letterA

denotes a matrix,A ∈ Cm×n denotes complex matrixA havingm row
andn column,AH denotes the conjugation transposition of matrixA, IM
denotes theM×M identity matrix,0m×n denotes them× n zero matrix,
U(m,n) denotes the set ofm × n matrices with orthogonal columns,
‖·‖

F
denotes the Frobenius norm of a matrix,log

2
(·) denotes the base

two logarithm, anddet(·)denotes the determinant of a matrix.

We assume that the receiver perfectly knows the current
CSI by channel estimation algorithms. In order to maximize
the system performance, two optimum codebook index se-
lection criterions are presented: one is the SNR selection
criterion and another is the capacity selection criterion.In
the SNR selection criterion, theW should be selected to
maximize the receive SNR, thus the selection criterion can
be expressed as follows [4]

W = argmax
Wk∈W

‖HmWk‖F . (3)

Another precoding matrix selection criterion is the maximum
capacity, which can be written as follows [23]

W = argmax
Wk∈W

log2 det
(

IM +
ρ

M
WH

k HH
mHmWk

)

. (4)

From (3), (4), the optimal precoding matrixW satisfy both
SNR and capacity maximization criterions.

III. PROPOSEDINDEX SEARCH ALGORITHM

In order to reduce the complexity of index search al-
gorithm for QEGT, we propose a new codeword grouping
algorithm. In the second subsection, the optimal precoding
matrix index selection algorithm was presented among the
generated groups.

A. Grouping the codewords of QEGT

The prcoding matrices in the codebook are divided into a
given number groups. Assuming that the QEGT codebook
elements are uniformly quantized, the precoding matrices
can be arranged intoP groups, each group havingQ precod-
ing matrices(N = P ×Q). The proposed grouping strategy
uses Grassmannian beamforming criterion to generateP
groups of codeword. Also, another grouping strategy using
Lloyd’s algorithm will be addressed briefly to compare
performance for the proposed algorithm, which has already
studied in [25]. The major difference between these two
grouping strategies is that the key idea of proposed algorithm
uses index elimination, while the Voronoi cell is used in
[25]. Also, the proposed algorithm has characteristic thatthe
precoding matrices in the QEGT codebook are distributed
always evenly to each group, while the grouping strategy
using Lloyd’s algorithm is not always doing so.i.e., if we
have N = 16, P = 4, Q for the proposed algorithm is
always 4,Q for Lloyd’s algorithm has a value between 3
and 5. Thus, the calculation of proposed algorithm is always
minimum comparing to the approach in [25]. This can be
extended more generally, which will be shown in Section
IV.

1) Grassmannian beamforming criterion: Using Grass-
mannian beamforming criterion, it can be maximized that the
minimum distance between any pair of lines spanned by the
codebook matrices on Grassmann manifold [4], [24]. And it
provides an approach for finding optimal line packings. We
outline the process as the following.
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Figure 1. Centroid selection using Grassmannian beamforming criterion.

Figure 2. Grouping the precoding matrix using chordal distances.

• Step 1: Generate candidate reference codebooks
{Wc

i }
N

i=1 by deleting thei-th index matrix fromW.
Thereby the number of candidate reference codebooks
is N = card (W), wherecard(·) denotes the cardinal-
ity of a set. LetN c = card (Wc

i ).
• Step 2: Select the optimal candidate codebookWc

opt

from the candidate codebooks which has maximized
minimum distance between each pair of matrices. This
can be expressed as follows

d (Wk,Wl) =

√

1−
∣

∣WH
k Wl

∣

∣

2
, (5)

δ (Wc
i ) = min

(Wk,Wl)∈W
c
i

d (Wk,Wl) , (6)

and

Wc
opt = argmax

Wc
i
∈{Wc

i }
N

i=1

δ (Wc
i ) . (7)

• Step 3: IfN c is not equal toP , letW = Wc
opt which is

previously selected. And repeat step 1 and step 2 until
N c = P , as shown in Fig. 1.

• Step 4: The deleted precoding matrices (in step 1) are
assigned to its nearest centroid by using the chordal
distance as in (5). This procedure generates new groups
which only have one centroid in each of them, as shown
in Fig. 2, wherecp, p = 1, 2, . . . , P are the centroid
indices.

Figure 3. Example of QEGT codebook grouping whenNt=2, N=64 and
M=1.

2) Lloyd’s algorithm: To illustrate the grouping strategy
with Lloyd’s algorithm, we consider the case ofNt=2,
N=64 andM=1. The 1st element of the TxBF vectors
corresponding to the 1st transmit antenna can be forced
to be real-valued owing to the rotation-invariant property
of BF vectors [4]. Then, the 2nd element of the TxBF
vectors corresponding to the 2nd transmit antenna can be
plotted on the complex-valued plane, as seen in Fig. 3, which
illustrates eight groups of TxBF vectors as the result of
Lloyds clustering algorithm. In the notation ofwi,j seen
in Fig. 3, i represents thei-th element of the TxBF vector
corresponding to thei-th transmit antenna andj denotes the
index of the TxBF vector in the QEGT codebook. Fig. 3
also magnifies a group of eight TxBF vectors at the right,
where the cluster centroid is indicated by a square mark(�),
while the others are indicated by triangles(△). In the same
way, we can group the precoding matrices in the QEGT
codebook, when the number of transmit antennas is higher
than or equal to three. The more detailed grouping strategy
using Lloyd’s algorithm has been well documented in [25].

B. Group index selection criterion for QEGT codebook

Among the various centroids, the best of the centroids
copt is selected, which maximized the receive SNR

copt = argmax
cp∈Cset

∥

∥HmWcp

∥

∥

F
, (8)

or channel capacity

copt = argmax
cp∈Cset

log2 det
(

IM +
ρ

M
WH

cp
HH

mHmWcp

)

,

(9)
whereCset is the set of{c1, c2, . . . , cp}. And then, the
optimal precoding matrix indexmopt is determined within
the group of the selected best centroid, which maximized
the receive SNR as follows

mopt = argmax
mq∈Mset

∥

∥HmWmq

∥

∥

F
, (10)

or channel capacity

mopt = argmax
mq∈Mset

log2 det
(

IM +
ρ

M
WH

mq
HH

mHmWmq

)

,

(11)
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where mq, (q = 1, 2, . . . , Q) represents the precoding
matrices of the chosen centroid group andMset is the set
of {m1, m2, . . . , mq}.

From the above process, proposed scheme needs only the
search ofP +Q indices within QEGT codebook. It is much
smaller than the number of full index search algorithm in
(3), (4). For this reason, the entire search complexity is
significantly reduced. Also, considering the highly tempo-
rally correlated fading channels, the group of the selected
centroid as in (8), (9) almost constants. Therefore the entire
search complexity is more reduced by researching only the
Q indices.

The problem now becomes how to determine the number
of groups,P and the number of elementsQ in the group,
when QEGT codebook sizeN is fixed. The proposed
grouping rule can be applied that the number of groups,
P should be the same or the nearest integer to the value of
N/P when the precoding matrix in the QEGT codebook are
distributed almost evenly to each group.

IV. SIMULATION RESULTS

In this section, we perform Monte-Carlo simulations to
investigate the achievable throughput performance of the
proposed algorithm in MIMO channels. The CL-MIMO
system is equipped withNt transmit antennas, andNr

receive antennas, we use the notationNt × Nr to denote
Nt transmit andNr receive antenna system. In order to
show the performance in vehicular environments, simulation
parameters employed in IEEE 802.11p/WAVE standard [26]
are used. In IEEE 802.11p/WAVE, the TxBF system assumes
mobile speed 50km/h, carrier frequency of 5.9GHz, band-
width of 10MHz, and feedback interval of 5ms, thus, typical
time correlation coefficient isǫ=0.020. In our systems, only
low mobile speed is supported (less than 60km/h), this
is supported in 3GPP LTE and IEEE 802.16p standards.
And adaptive modulation coding is assumed for orthogonal
frequency division multiplexing system whose DFT/IDFT
size is 512. The simulations were run with over 1.5 million
iterations per SNR point. Codebook for the QEGT system
was designed based on Grassmannian beamforming criterion
[5]. The entire codebook size for 3 transmit antennas is 16,
and the entire codebook size for 4 and 5 transmit antennas is
64. The maximum capacity selection criterion is used for the
optimal precoding matrix selection. The feedback channel is
assumed to be error free. Also, we assumed that the channel
estimation and synchronization are perfect and there is no
spatial correlation amongst transmit and receive antennas.

The achievable throughput performance of the proposed
and the full index search ones which have3 × 2, 4 × 3
and 5 × 4 systems are shown in Fig. 4. We assumeP
is 4 and 8 for 3 transmit antennas and 4 or 5 transmit
antennas, respectively. Fig. 4 shows the performance of
proposed algorithm, the proposed algorithm (curve label
‘proposed algorithm’) performs almost the same as those

Figure 4. Throughput versus SNR when mobile speed is 50km/h.

Figure 5. Comparison of the calculated indices for QEGT codebook both
the full index search algorithm and the proposed algorithm.

of the approach in [25] (curve label ‘algorithm in [25]’).
And those performance almost achieve the full index search
algorithm (curve label ‘full index search’).

Fig. 5 shows how much the QEGT codebook index
search complexity is reduced in comparison to the full
index search algorithm. When the proposed codebook index
search algorithm using group strategy based on Grass-
mannian beamforming criterion is applied,i.e., we have
(N, P, Q) = (16, 4, 4) or (64, 8, 8), we have almost
the same performance comparing to the full index search
ones, while maintaining the lowest codebook index search
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complexity. From the results of Fig. 5, the optimal grouping
is that the value ofP should be nearly the same at the
value ofQ. In other words, the value ofQ may vary around
the nearest integer ofN/P . Thereby, the codebook index
search complexity is halved, whilst maintaining almost the
same throughput when the number of transmit antennas is
more than three.

V. CONCLUSION

In this paper, we have investigated the codebook index
search problem for CL-MIMO systems. A complexity re-
duced index search algorithm for QEGT codebook is pro-
posed which uses grouping strategy based on Grassmannian
beamforming criterion. From the simulation results, as the
QEGT codebook size increases, the QEGT codebook index
search complexity of the proposed algorithms were signifi-
cantly decreased comparing with that of the full index search
algorithm. Moreover, the achievable throughput performance
of our proposed algorithm were almost the same as those of
the existing full index approaches.
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Abstract—In this paper, a differential codebook indexing
scheme is proposed for limited feedback system over noisy
feedback channels. A lot of research has been done for limited
feedback system assuming error free feedback. In practical
systems, the feedback information experiences noisy feedback
channels which cause feedback information partially all totally
useless. Prior research about differential precoding focuses on
the codebook design criterion which minimize the quantization
distortion. The proposed scheme focuses on how to minimize
the effect due to feedback errors. The relationship of feedback
errors and limited feedback system performance is analyzed in
this paper. Using the analytical results, an optimal differential
codebook indexing scheme is proposed to improve the system
performances when the feedback bits less than 3 bits and
exceed 4 bits, respectively. From some selected numerical
results, the proposed differential codebook indexing scheme
provides non-negligible performance improvements in terms
of average bit error rate than the systems without indexing.

Keywords-Indexing, Differential codebook, Temporal correla-
tion, Limited feedback.

I. I NTRODUCTION

Transmit beamforming for multiple-input multiple-output
(MIMO), which is also known as precoding, has been widely
adopted in wireless communication standards (WiMAX,
3GPP-LTE [1]). It uses some type of quantized channel
state information (CSI) at the transmitter to offer good trade-
off between performance gain and the required amount of
feedback bits [2]–[4]. The accuracy of CSI at the transmitter
depends on the feedback bits used. For block to block
fading channel model, the channel realization is considered
to change independently. But in low mobility scenarios, the
temporal correlation always existed between adjacent chan-
nel realizations. Quantized differential feedback improves
the quantization resolution utilizing the temporal correlation
of the channels [5], [6]. In temporally correlated channels,
the channel realization is changed slowly, as well as the
optimal precoder. Thereby, quantizing the whole channel
space is waste the feedback resource. Quantized differential
feedback scheme quantizes the specific channel subspace
instead of whole space, and the codebook for current time
instant is various over time and depends on the previous
precoder and the channel long term statistic [7]–[9]. The
proposed schemes indicate that quantized differential feed-
back scheme can greatly improve the system performance.

In prior researches, the feedback channel is assumed to be
error free and delay free for simplicity. In this case, the in-
dexes are arbitrarily assigned to the set of codewords. How-
ever, the feedback error cannot be avoided although many
techniques (lower modulation order, high channel coding
redundancy, etc.) are used in feedback transmission [1]. The
feedback errors causes that the transmitter applies precoding
with undesired precoder. The effects of feedback error to the
performance of general codebook based precoding system
have been analyzed, and the principle of codebook index
algorithms have been proposed in [10], [11]. And index
assignment scheme for beamforming system are proposed to
minimize the effects from feedback errors. These algorithms
demonstrated the procedures of codebook index which have
no consideration of computation complexity.

In this paper, a complex reduced codebook index algo-
rithm is proposed when the feedback information is more
than 4 bits. The proposed algorithm can be realized with
low complexity circuit. Also, the index assignment scheme
is applied in quantized differential feedback system. The
differential precoding system with proposed codebook index
algorithms effectively lowers the error floor introduced by
the feedback errors. We analyze the effects of feedback
errors to the limited feedback system, the performance
of proposed scheme is evaluated and compared with the
performance of the long term evolution (LTE) codebook with
or without noisy feedback channels, respectively. In orderto
make the index assignment is applicable when the number
of feedback bits is more than 4 bits, a suboptimal index
assignment scheme is proposed which shows more flexible
trade-off between performance and calculation complexity.
Without loss of the generality, we compared the perfor-
mance of the LTE codebook with the differential codebook
proposed in [8], which preserves per-antenna equal power
constraint property like the former codebook.

The rest of this paper is organized as follows: Section
II shows the system overview of general limited feedback
system and quantized differential feedback system. Section
III introduces the index assignment schemes in codebook
based limited feedback systems. Section IV illustrates the
application of index assignment scheme to the quantized
differential feedback system. And the simulation results are
shown in this part. Finally, the conclusions are shown in
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Figure 1. Block diagram of limited feedback system.

Section V.

II. SYSTEM OVERVIEW

In this section, the limited feedback system and quantized
differential feedback system are introduced. The codebook
design criterion is also introduced.

A. Limited Feedback System

A MIMO system employingMt transmit antennas and
Mr receive antennas is assumed in this paper. The block
diagram is shown in Fig. 1. The transmit symbols at the time
instantτ are denoted bysτ = [sτ,1, · · · , sτ,V ]T , whereV
denotes the number of data streams (also called transmission
rank), and1 ≤ V ≤ min {Mt,Mr}. The received signal is
represented by

yτ =

√

ρ

V
HτFτsτ + nτ , (1)

where ρ is signal-to-noise ratio (SNR),Fτ ∈ C
Mt×V

denotes the precoder at time instantτ . Without loss of
generality, we assume that each column ofF is normalized.
nτ denotes the additive white Gaussian noise (AWGN)
vector at time instantτ with distribution ofCN (0, 1). The
matrix Hτ ∈ C

Mr×Mt represents a spatially uncorrelated
but temporally correlated Rayleigh fading channel, which is
modeled by the first-order Gauss-Markov process

Hτ = ǫHτ−1 +
√

1− ǫ2Gτ , (2)

whereGτ has the same size ofHτ with i.i.d entries and
represents the evolution ofHτ . The ǫ ∈ [0, 1] denotes the
time correlation between the channel coefficient of adjacent
time instants. In this paper, theǫ obeys Jakes’ model [12],
[13].

Assuming perfect channel knowledge of the current chan-
nels at the receiver, the mutual information is known to be

I (Fτ ) = log2

(

det
(

IV +
ρ

V
F∗

τH
∗
τHτFτ

))

. (3)

The optimal precoder without quantization can be obtained
via singular value decomposition (SVD) of channel. In
limited feedback systems, a codebook is known by the
transmitter and receiver, the precoderFτ is selected from
the codebookFτ = {Fτ,i}Ni=1, where N denotes the

codebook size. The receiver selects favorite precoder from
the codebook and sends the index back to transmitter. There
is no argument on that precoder selection is based on mutual
information maximization criterion, which is shown as the
following

Fτ = argmax
Fτ,i∈Fτ

{I(Fτ,i)} . (4)

B. Differential Feedback Framework

In temporal correlated channels, the quantized differential
feedback can virtually increase the codebook size. Quan-
tizing the specific subspace instead of the whole channel
space improves the quantization resolution. The differential
codebook generates points on Grassmann manifold which
are centered by the previous precoder. The differential
codebook is shared by the transmitter and receiver, as well as
the codebook update criterion. A quasi-diagonal differential
codebook is proposed in [5]. The spherical cap differential
codebook with adaptive cap radius is proposed in [7]. These
differential codebooks can be categorized into total power
constraint codebook since they change the power and phase
of each antenna to achieve the maximum throughput. In
LTE standard and its advanced version (LTE-A), the equal
gain transmission property is considered to be the basic
requirement of the precoding scheme. In order to fairly
compare the performance degradation of limited feedback
system and quantized differential feedback system over
noisy feedback channels, we use the differential equal gain
transmission (DEGT) codebook proposed in [8].

The DEGT has flexible trade-off between performance
and codebook design complexity. Assuming the scalar de-
sign scheme which utilizes the structure of initial codebook,
the DEGT codebookF ′ = {F′

i}Ni=1 can be designed as the
following

F′
i = ejα∠Fi,0 (5)

whereexp(·) denotes the exponential function,j =
√
−1,

∠A denotes the phase matrix ofA, andFi,0 denotes thei-th
codeword of initial codebookF0. The scalar factorα decides
the range of differential codebook covered the Grassmann
manifold. It should be designed appropriately according to
the channel temporal correlation and can be determined
using iterative simulation. The capacity-α relationship for
different channel temporal correlation is illustrated in Fig. 2.
The codebook update criterion can be expressed as follows

Fi,τ = Fi,τ−1 ◦ F′
i (6)

where ◦ denotes the matrix element-wise multiplication.
Note that, the codeword index inFτ selected by the receiver
also is the differential codeword index inF ′. Thereby, the
whole codebookFτ is not necessary to be constructed at
the transmitter.
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Figure 3. Example of 1 bit error flow chart (3 bits feedback).

III. I NDEX ASSIGNMENT FORDIFFERENTIAL

CODEBOOK

In this part, the codebook index assignment scheme is
introduced. The codebook within 3 bits feedback can be
calculated directly. For the codebook over 4 bits feedback,
the computation complexity is too huge to calculate directly.
We illustrate a grouping index assignment to reduce the
complexity.

A. Codebook Index Assignment within 3 bits

The illustration of index variation when 1 bit error occurs
in 3 bits feedback sequence is shown in Fig. 3. In this paper,
we assume that 1 bit error occurs per feedback at most, since
it already is a high probability. Based on the relationship
shown in Fig. 3, the codebook index assignment procedure
can be applied as follows

1) Generate all possible combinations of theN code-
words in the codebook with different sort. The number
of the possible combinations isN !.

2) Calculate the total Hamming distance between pair
of different codewords of each combination. This is

shown in follows

C =
N−2
∑

i=0

N−1
∑

j=i+1

Ψ {d (Ii, Ij)}
∥

∥

∥
F′

i

H
F′

j

∥

∥

∥

2

F
, (7)

whereIi denotes the binary format ofi-th codeword
index.d(x, y) denotes the Hamming distance between
binary sequencex and y. The functionΨ· is shown
as follows

Ψ {a} =

{

1 if a = 1
0 otherwise

, (8)

The optimal codebook can be found by searching for
the largestC.

B. Codebook Index Assignment over 4 bits

The number of combinations of the codebook with more
than 4 bits feedback is too large to calculate by com-
puter. We proposed a suboptimal codebook index assignment
scheme by dividing the codewords into several groups called
reference codebook. This shows flexible trade-off between
calculation complexity and performance. Suppose the size
of original codebook isN . The processes of reference
codebook generation can be applied as follows

1) GenerateN = card (F ′) reference codebooks with
N − 1 codewords in each reference codebook by
deleting one codeword from the original codebook.
The functioncard(·) denotes the cardinality of a set.

2) Find the codebook with maximized minimum Chordal
distance between each pair of codewords in the refer-
ence codebook as shown in the following

Wt = argmax
Wk(1≤k≤N)

{

min
F

′

i
,F′

j
∈F ′

k

d
(

F′
i,F

′
j

)

}N

i=1

, (9)

d
(

F′
i,F

′
j

)

=

√

M −
∥

∥

∥
F′

iF
′
j
H
∥

∥

∥

2

F
(10)

3) Repeat the step 1) and 2) until the size of reference
codebooks areR which is possible to use the algorithm
introduced in Section III-A. The optimal reference
codebookW = {Wi}Ri=1 is obtained by sorting the
reference codebook with that algorithm. We assume
the setW ′ = F ′ − W which contains the deleted
codewordsW ′ = {W′

i}N−R

i=1 . We considered the
optimal reference codebook hasR groups and each
group has single element at the first.

4) Move the codewords to the groups fromW ′. The
group index can be determined as the following

r = argmax
1≤i≤R,1≤j≤N−R

{∥

∥

∥
Wi

HW′
j

∥

∥

∥

F

}

, (11)

5) Repeat step 4) until all elements inW ′ is moved to
W. Sort the each group using the algorithm in Section
III-A. Appending the index sequence of the codewords
in group to the group index sequence. The suboptimal
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codebook index assignment can be finished by these
procedures.

IV. SIMULATION RESULTS AND DISCUSSIONS

Monte-Carlo simulation is employed to obtain the perfor-
mances of proposed scheme and conventional schemes. A
MIMO system is considered which has 4 transmit antennas
and 2 receive antennas. The number of data stream is
one. The channel is modeled with first order Gaussian
Markov process as described in Section II-A. The number of
feedback bits is set to be 4 to consistent with LTE standard.
The temporal correlation factorǫ is assumed to be 0.991
and 0.997 which approximate to be 10 km/h and 3 km/h
for LTE system. Correspondingly, the differential codebook
scalar factor is set to be 5 and 8 respectively.

For quantized differential feedback system, once the error
takes place in feedback, the codebook saved at transmitter
and receiver becomes different and the difference will be
accumulated. The initial codebook will be launched per 100
iterations in the simulation to break the accumulation.

Fig. 4 shows the comparison of LTE codebook and
the differential codebook introduced in Section II-B. We
assume the user equipment mobility is 10 km/h, and the
scalar factor is 5. The bit error rate (BER) of feedback
channel is assumed to be10−3.The performances are same
for LTE codebook with or without index assignment. But
the differential codebook shows performance improvement
by using index assignment. Note that, the LTE codebook
outperformed DEGT codebook after 9 dB since the error
accumulation problem degrades the performance of DEGT
scheme.

Figs. 5 and 6 show the comparison of DEGT codebook
with or without index assignment when feedback error is
10−3 and10−4, respectively. The mobility of user equipment
is 10 km/h in Fig. 5 and that is 3 km/h in Fig. 6. The
index assignment scheme provides significant performance
improvement in both low mobility and high mobility sce-
nario.

Fig. 7 illustrates the relationship between the BER per-
formance and initial codebook launching interval. The SNR
is 10 dB, the mobility of user equipment is 10 km/h. The
BER of feedback channel is assumed to be10−3. The
index assignment scheme can increase the initial codebook
launching interval.

V. CONCLUSIONS

In this paper, an index assignment algorithm for quantized
differential feedback scheme is proposed. By using the
index assignment to minimize the effects from the feedback
error, the proposed scheme significantly improves the BER
performance of the differential precoding system in the noisy
feedback channels. For the codebook with more than 4
feedback bits, we also introduced a practical algorithm to
make index assignment realizable.
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Figure 4. Performance comparison of differential codebook and LTE
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Abstract—Mobile network operators providing e-mail services 

require mail systems to process large volumes of e-mail traffic 

to and from mobile terminals.  Mail gateways, particularly 

those that accept e-mail messages from external systems and 

transfer them with store-and-forward communication, require 

much higher throughput that conventional mail gateways 

cannot provide. Mail gateways are also required to preserve 

consistent data and to provide queued services in order. We 

propose a mail gateway system for mobile e-mail services 

based on a distributed in-memory key-value-store (KVS) to 

meet four requirements of high-throughput, high-speed 

responses, scalability, and availability. We propose KVS to 

achieve these requirements, which can store messages 

physically in a queue structure and preserve the consistency of 

data in respective queues. We present a method of high-

throughput access to pipeline messages on an active TCP 

connection that is linked to a queue on mail gateways and its 

backup queue in KVS. The mail gateways have a management 

function for each backup queue in KVS to both preserve 

consistency and avoid problems in the system. We evaluated 

the performance of the KVS we propose and a mail gateway 

corresponding to the KVS. The results proved both the KVS 

and mail gateway achieved the high throughput that was 

required. 

Keywords-MTA (mail transfer agent); KVS (key-value-store);  

in-memory data grid. 

I.  INTRODUCTION  

 The growth in the number of users of mobile e-mail 
services has led to an explosion in the volumes of e-mail 
traffic encountered by mobile network operators. For 
example, one mobile network operator has more than 10 
million active users and their e-mail system processes more 
than 10,000 e-mail messages per second. 

A large-scale e-mail system is composed of mailbox 
servers storing the e-mails of their users and mail gateway 
servers. Mail gateway servers function as mail transfer 
agents (MTAs), process incoming e-mail messages from 
external systems, and transfer them to their destinations, such 
as MTAs on the Internet and mailbox servers. Architectures 
with mail gateways proposed in [1] are flexible and 
extendable, and these gateways can stabilize e-mail services 
by controlling traffic [2]. Mail gateways in mobile e-mail 
systems also serve to provide billing processes and e-mail 
security, transcode e-mails, and provide other processes.  

Mail gateways generally relay e-mail messages with 
store-and-forward communication that incoming e-mails are 
stored in a local queue located within non-volatile storage, 
which are then forwarded to the destination server. The three 
main advantages of store-and-forward communication are 
quick response, control of traffic to avoid burst traffic, and 
guaranteed e-mail delivery. The main disadvantage of this 
communication is low throughput because non-volatile 
storage, such as that in disk and a storage system is accessed, 
which is a bottleneck in relaying e-mail messages. 

 Mail gateways in mobile e-mail systems require high 
throughput, high-speed responses, scalability, and 
availability. High-throughput and high-speed responses are 
particularly important for three reasons of: 1) preventing 
mobile terminals from failing to send e-mails, 2) minimizing 
connections between mail gateways and  mobile terminals to 
avoid congestion in both e-mail systems and wireless 
networks, and 3) reducing the number of mail gateway 
servers. We set the following target values from our 
experience and expertise as a systems integrator of mobile e-
mail service, which has more than 10 million subscribers; 
high-throughput means a mail gateway should process more 
than 1,000 e-mails per second, and high-speed response 
means a mail gateway should respond to a received message 
within 100 milliseconds. 

 Well-known MTA software, such as sendmail [3] and 
postfix [4], fail to meet the high-throughput requirement 
because their throughput is less than 100 e-mail messages 
per second [5]. We proposed a method of improving 
throughput where mail gateways used the method to reduce 
access disk I/O requests and parallelized these requests while 
attaching them to storage area network (SAN) storage 
systems [5]. A mail gateway could process 850 e-mail 
messages per second and have a response of 80 milliseconds 
by adopting this method, but this approach failed to meet the 
requirement for scalability because it was necessary to scale-
out too many configurations and too many operations for the 
storage and servers of mail gateways. Moreover, its 
performance has recently been insufficient for the 
requirement for throughput.  

Scalability and availability for e-mail systems have also 
been proposed. Christenson et al. proposed an e-mail system 
using a network file system (NFS) [7], and Saito et al. [8] 
and Behren et al. [9] proposed an e-mail system using a 
distributed storage system with a hash table. Koromilas et al. 
[11] proposed an e-mail system using Cassandra [10], which 
is a distributed key-value-store (KVS) software. However, 
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these proposed systems were mainly designed for the 
functions of mailboxes, and few considerations were given to 
mail gateways. These systems, therefore, failed to meet the 
requirements of high throughput and high-speed responses. 

 There have been many efforts in the last few years on 
distributed in-memory KVS or in-memory store technology 
for high throughput and high-speed responses. A distributed 
in-memory KVS is composed of multiple nodes, and stores 
replicated data in the memory of multiple nodes without 
accessing non-volatile storage. It has been adopted in 
banking systems [12], stock exchange systems [14], 
telecommunications [15], and other fields. The systems using 
it meet the four requirements of high throughput, high-speed 
responses, scalability, and availability. 

Here, we propose a distributed in-memory KVS designed 
for mail gateways and mail gateways based on it. Four main 
questions need to be answered in adopting in-memory KVS. 

 What is an appropriate architecture for mail 
gateways for mobile e-mail services to meet all four 
requirements of high throughput, high-speed 
responses, scalability, and availability?  

 How do they achieve both consistent data and 
preservation of order for in-order queues for several 
KVSs? Mail gateways also require these properties 
for mobile e-mail services. 

 How do they efficiently store e-mail messages in 
KVS to achieve the requirement for high 
throughput? In other words, the method of storing 
messages requires high write throughput. 

 How do they avoid system problems and recover 
quickly, without having impact on mobile terminals? 
In addition, the process for mobile terminals should 
be executed within several seconds.   

The rest of the paper is organized as follows. The 
background and related work are introduced in Section II. 
Section III presents the system architecture and design. 
Section IV describes the implementation and the results 
obtained from evaluating performance. Section V concludes 
the paper. 

II. BACKGROUND AND RELATED WORK 

Fig. 1 outlines an example of the system structure for a 
mobile e-mail service. One function of mail gateways (GWs) 
is that they can accept e-mail messages from external 
systems, such as mobile terminals and MTAs on the Internet, 
via messaging protocols, such as simple mail transfer 
protocol (SMTP) and multimedia messaging services (MMS). 
They can also relay e-mail messages to MTAs or internal 
mailboxes.  Their traffic to MTAs is generally larger than the 
traffic to mailboxes. Mobile terminals can also access mail 
gateways to retrieve e-mail messages from the mailboxes, 
via the Internet message access protocol (IMAP), post office 
protocol (POP), and MMS. 

 Mail gateways adopt store-and-forward communication 
to relay messages via SMTP and MMS. They can also adopt 
this communication to transfer other message data, such as 
billing data and notification messages related to e-mails, 
while processing messages via IMAP and other protocols. 

Mail gateways with store-and-forward communication store 
e-mail messages on their disks while waiting for relays. 
Therefore, they can respond to acceptance of e-mail 
messages promptly after storing them. This efficiently 
reduces receipt errors for e-mail messages from mobile 
terminals, and reduces their impact in both e-mail systems 
and wireless networks. 

Relaying messages may be instantaneous, but this may 
also be delayed if the destination MTA is unavailable or 
cannot be reached due to network error. Mail gateways will 
keep re-trying to make deliveries for a certain period, such as 
several hours or a few days. 

 Mail gateways control congestion in MTAs with a 
destination queue of e-mail messages. Mail gateways also 
manage queues that have billing data and other messages.  
Mail gateways are required to manage many queues and 
have consistent messages in these queues. 

Mobile 

terminal

MTA

Mail GW

Mailbox

MTA

Wireless  

network

INTER

-NET

SMTP

/MMS

POP/ 

IMAP/ 

MMS

Mobile carrier network

 
Figure 1.  Example of  system structure for mobile e-mail service. 

We briefly overview related work in what follows. First, 
we explain studies on conventional mail systems and then we 
describe some efforts on in-memory KVS.  

A. Mail  system architecture 

 Jeun et al. proposed an architecture for a cluster-based e-
mail system with an MTA-MDA structure [1] on 
conventional mail gateways, which equals the mail 
gateways-mailbox structure discussed in this paper. This 
architecture was highly scalable, highly available, 
inexpensive to develop, and had low maintenance costs. 
Since this system used sendmail [3] and postfix [4] with a 
network file system (NFS), it did not perform satisfactorily 
to satisfy the requirement for throughput.  

The scalability and availability of e-mail systems have 
been discussed [8], [9], [11], where scalability has been 
achieved by using distributed storage systems. The 
performance of one e-mail system with distributed KVS, i.e., 
Cassandra [11], is superior to some others, but it is still 
inadequate to meet the requirement for throughput. Using 
distributed KVS instead of a conventional storage system 
provides easy scalability and availability. KVS distributes its 
data to multiple servers with a consistent hash method [17], 
[18], which is similar to the methods proposed by Saito et al. 
[8] and von Behren et al. [9]. 

Facebook [19] uses distribute KVS, i.e., HBase [20], for 
its messaging service [21]. They selected it for its scalability, 
consistency, performance, and other reasons. However, they 
did not evaluate it. 

 KVS is a major approach to achieving requirements such 
as scalability, high performance, and availability. 
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B. In-memory store  efforts 

Many efforts have been expended on distributed in-
memory KVS or in-memory technology for high throughput 
and high-speed responses. In–memory KVS memcached 
[16], which is known as high throughput KVS, is used as a 
cache by many companies, such as Facebook and Twitter 
[22]. As memcached is a single server and is not replicated in 
multiple servers, it cannot be a persistent data store. 
However, distributed in-memory KVS, such as the IBM 
WebSphere eXtreme Scale [12], can store replicated data in 
the memory of multiple nodes for persistent storage. They 
have higher performance than disk-based KVS, such as 
Cassandra and HBase. Nevertheless, they have two 
disadvantages compared with disk-based KVS. The first is 
data are lost if all nodes having replicated data are down at 
the same time. However, as power supplies are duplicated at 
the data center and data are backed up to disks periodically, 
there is little probability that data will be lost. The second 
disadvantage is that their storage capacity is smaller because 
memory is more expensive than disks.  

As previously mentioned, mail gateways are required to 
manage queues and keep data consistent. There are a few 
KVSs storing data in a queue structure, but WebSphere 
provides a queue service [13]. Its function of queuing was 
developed as a thin layer on top of a typical KVS structure, 
which can store one simple set of key values. It stores a 
meta-data managing queue in KVS, and does not physically 
store data in a queue structure. However, there are no 
solutions to resolving the issues with mail gateways 
described in Section I. 

III. PROPOSED  ARCHITECTURE AND DESIGN  

  We first present the mail gateway architecture based on 
distributed in-memory KVS and the KVS architecture for it 
in this section. We then propose methods of resolving the 
issues described in Section I.  

A. Architecture  for Mail Gateway System  

The architecture for the mail gateway system is outlined 
in Fig. 2. There are mail gateway (GW) modules and in-
memory KVS modules in each node. These modules are 
independent of each other, and communicate with other 
modules in other nodes. The load balancer (L4 switch) 
dispatches incoming message to mail gateway modules and 
monitors a TCP port of the mail gateway modules to switch 
over the path to a non-responding one.  

Mail gateway modules receive incoming messages and 
process them in their memory without accessing their disks. 
Mail gateway modules back them up (store) in two KVS 
modules on request. In addition, mail gateway modules also 
store them in their own queue. Thus, three replicated 
messages are in memory in respective nodes to avoid them 
from being lost. Backup in the in-memory only enables high-
speed responses.   

Mail gateway modules provide consistency and tolerance 
against partitioning in the consistency, availability and 
partition-tolerance (CAP) theorem [6]. In addition, 
availability is important for e-mail services. In this 

architecture, the availability of a whole system composed of 
many mail gateway modules is provided by the load balancer 
switching over a path to mail gateway modules. In addition, 
there is no single point of failure in the system. 

Fig. 2 shows the queue in mail gateway modules are 
backed up in two KVS modules. KVS modules have a queue 
structure that physically store messages in queues in their 
memory. (Details on KVS are described below.)  In other 
words, a queue in mail gateway modules synchronizes two 
backup queues in a KVS module. Mail gateway modules 
have many queues of messages to guarantee their order (first 
in, first out) and they manage the flow to avoid congestion. 
KVS modules also have the same queues of mail gateway 
modules for backup. These mail gateway systems attached to 
KVS have a scalable structure, because they make it easy to 
add nodes. 

Mail gateway modules relate their own queue to backup 
queues in two KVS modules. They select KVS modules 
from a group of KVS modules with a set configuration, not 
using hash distribution on request such as that with 
Cassandra. Next, they send parameters such as queue length 
and access accounts, and create backup queues. After that, 
the mail gateway modules start the service to relay messages 
with store-and-forward communication. The mail gateway 
modules store a message in backup queues and its queue. 
Next, they forward the message to its destination and delete 
it from the backup queues and its own queue. They 
occasionally replace messages to back up intermediate states 
to process messages. These communications (i.e., storing, 
deleting, and replacing messages) achieve queue data are 
synchronized between mail gateway modules and KVS 
modules.  

Mail gateway modules monitor backup queues in KVS 
modules with responses of synchronization and heart-beat 
health checks. If they detect faults in a backup queue, they 
isolate it and replicate another backup queue in another KVS. 
If a mail gateway module’s service is down, it reboots, and 
obtains all data in the backup queue in KVS modules to 
continue e-mail services. If it cannot reboot, the KVS 
module moves messages from the backup queue to a 
program to continue sending them in the same node.  
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Figure 2.  Architecture for mail gateway system. 
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B. Architecture for KVS with in-order queues structure 

As previously mentioned, KVS modules have a queue 
structure in memory to back up queues in mail gateway 
modules. Mail gateway modules synchronize their own 
queue to two backup queues in respective KVS modules. 
KVS modules support that messages are stored in queues in-
order and they retrieve them in-order.  

Mail gateway modules have functions of distributing 
messages to KVS modules having backup queues. KVS 
modules allow them to access the queue. They can access a 
message in the structure with a queue’s name key and 
message-id key. This is different from WebSphere [12]  in 
that data in a queue are physically located in respective KVS 
modules. 

This structure where data in queues are physically stored 
in respective KVS modules has the following advantages. 
The first advantage is that the number of communication 
messages is reduced while mail gateway modules and KVS 
modules are synchronized. That has an impact on the 
throughput of mail gateways systems. An order index (i.e., 
metadata for queues) has to be built to preserve the order for 
in-order queues. The metadata in general KVS, such as 
WebSphere, are stored as KVS data to preserve queues [12]. 
Therefore, they have to access a message and several 
metadata while synchronizing one message. The proposed 
KVS modules, on the other hand, physically have the 
metadata as a table in their own memory, and they only have 
to access one message while synchronizing themselves.  

The second advantage is that queue data can be quickly 
recovered if there is trouble, such as network error or nodes 
are down. For example, if a mail gateway module reboots, it 
retrieves all data in queues from a KVS module 
synchronized with it. It can immediately obtain a block 
including many messages in queues. If a typical KVS were 
used instead of the proposed KVS modules, mail gateways 
could only obtain one message immediately and they would 
have to access metadata in the queue every time they 
obtained it. In addition, since these messages are distributed 
to KVS (respective nodes) with the hash table, mail 
gateways access many nodes with respect to each message 
and metadata. Thus, the queue structure can significantly 
reduce recovery time.  

The third advantage is the availability of mail gateway 
systems. As previously mentioned, their availability is 
provided by the load balancer switching over a path to mail 
gateway modules. Mail gateway modules without 
synchronized KVS modules close their own TCP ports and 
suspend their own services. If a KVS module has some fault, 
the load balancer can definitely isolate mail gateway 
modules by closing their ports. If typical KVS were used 
instead of the proposed KVS modules, all mail gateway 
modules could access these KVS modules while faulty KVS 
modules would not be isolated, and the impact of these faults 
would spread to whole systems.  

C. High-throughput method to access  KVS  

To preserve order in in-order queues and achieve the 
requirement for high throughput, mail gateway systems 
adopt the following method of communication. Fig. 3 

outlines the flow for the method of communication between 
a mail gateway module and a KVS module. A mail gateway 
communicates with a KVS module with persistent 
transmission control protocol (TCP) connections. One queue 
of a mail gateway module and one queue of a KVS module 
are linked with two connections; these are via a respective 
path in different network segments. One connection is active 
for the communication message, and the other is on standby 
when network error occurs in the active path. Since one TCP 
connection is used to achieve communication in order, the 
order in the queue is preserved. 

First, a mail gateway module connects to a KVS module 
with an authentication message, and it sends a request 
creating a queue whose parameters, e.g., queue length and 
access accounts, are requested by it. After a KVS module 
accepts the request, it creates a queue in its memory and this 
queue is related to the connection in its management table of 
queues. This sequence means the mail gateways have 
obtained ownership of the queue.  

The mail gateway module sends pipelined-requests on an 
active connection to the KVS module. The KVS module 
immediately receives pipelined requests and processes them. 
Finally, the KVS module immediately sends pipelined 
responses on the connection. The KVS module obtains an 
internal queue lock while processing messages from the 
connection. The requests and the responses include a 
“transaction number”, i.e., the number it has already 
processed, and a “sequence number”, i.e., the number it 
requires for matching requests and responses. The number of 
transactions is checked to preserve the order in queues. 
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Figure 3.  Method of comunication between mail gateways and KVS 

Thus, this method of communication can provide high-
throughput and consistent storage in queues. Typical KVS, 
such as memcached, Cassandra, and Dynamo are generally 
used in systems that have many low-performance clients that 
access KVS with many connections. However, the mail 
gateway modules in the proposed system are high 
performance and there are an equal number of mail gateway 
modules and KVS modules. There are two ways of 
efficiently communicating data via networks; the first is by 
communicating with many connections, and the second is by 
multi-communicating with several connections. The former 
in this mail gateway system can decrease performance 
because KVS modules control (obtain and release) internal 
locks by processing one message from each connection. The 
latter reduces the number of locks that are controlled. 
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However, the latter is susceptible to the control of TCP flows 
because there are large message traffic flows on the 
connections. There is the method of avoiding this impact, i.e., 
a mail gateway module can use a sufficient number of 
queues to adjust message traffic on the connection. Therefore, 
we selected the latter, which we evaluated and explain below. 

The above issue is similar to those with the method of 
communication between parallel and serial communications. 
In other words, our proposed method of communication 
between mail gateway modules and KVS modules is similar 
to serial communication on TCP connections. 

D. Mail Gateway’s Management of KVS 

Mail gateway systems require consistency for e-mail 
services. Mail gateway modules have a management table 
for each backup queue in KVS modules to preserve 
consistency (summarized in Table. I). They manage two 
states of one queue, i.e., a “network state” and a 
“synchronized state”. The network state indicates the state of 
a network path. Network state (A) means the state of the 
active connection, and (S) means the state of the standby one. 
The network state is updated in these two cases, where mail 
gateways are connecting and network error is caused during 
synchronization or heart-beat health checks. Mail gateway 
modules switch over to standby connection in seconds when 
active connections are unavailable. 

The synchronization state indicates whether the queue is 
synchronized or not. Mail gateway modules check the 
number of transactions to monitor the synchronization state, 
(which is the number KVS has already processed to preserve 
the order of queues), in responses from KVS. A mail 
gateway module uses this table in synchronization, heart-beat 
health checks, and other processes. If the synchronization 
state is no good (NG), a mail gateway deletes all data in this 
backup queue in KVS and re-synchronizes the data in the 
entire queue. 

When mail gateway modules store a message in a queue, 
they send a message to the KVS modules indicated in this 
table. They succeed in storing the message after receiving all 
responses from KVS modules.  If they cannot receive all 
responses before timeout, which is seconds, they retry to 
send the message on a standby connection and change the 
network state. Finally, when they fail to store it in KVS, they 
isolate this backup queue, and create a backup queue in 
another KVS by using any conditions. 

TABLE I.  MANAGEMENT TABLE FOR BACKUP QUEUES 

Queue Name 
(dst.domain) 

KVS Network 
State (A) 

Network 
State (S) 

Sync. 
State 

Number of 
Transactions 

hitachi.com NodeB Run Ready Sync 18000 

NodeC NG NG NG - 

xxxxxx.com NodeD NG Run Sync 3000 

NodeE NG Run Sync 3000 

 

IV. IMPLEMENTATION AND EVALUATION 

 We first present the implementation of the proposed 
system in this section and the methodology we used to 

evaluate it. We evaluated the throughput of one KVS module, 
the throughput of mail gateway modules corresponding to 
two KVS modules, and the process time for recovery. 

A. Implementation and methodology for evalution 

Mail gateway modules and KVS modules were 
implemented with event driven architecture [23] developed 
in the C language. We designed their performance, 
especially throughput that could be scaled up with increasing 
CPU frequency. 

 Mail gateway modules support SMTP, IMAP, and other 
protocols. Mail gateway modules can have 1,000 queues at 
maximum. Although the length of a queue can be configured 
for more than a million messages, it is limited by the 
memory size of each module. These queues are used for 
storing e-mail messages, billing their data, and storing and 
forwarding their notification messages and other messages. 
The queues for e-mail messages via SMTP services can also 
provide several functions; a control function for the e-mail 
traffic of each destination MTA or mailbox server, a control 
function for rates, which shows how many messages to send 
per second, a function for regulating the receipt and sending 
of e-mail messages, and a function for timeout to transfer 
them.  

First, we evaluated the transaction throughput for a single 
KVS module. Second, we evaluated throughput via the 
SMTP of mail gateway modules corresponding to KVS 
modules. Next, we evaluated how quickly the system 
recovered from server incidents. 

B. Throughput of  proposed KVS  

There were two nodes that had dual processor dual cores 
and 4 GB of RAM, and they were connected to two Gigabit 
Ethernet networks. One node includes a KVS module, and 
the other included a test program. The test program 
generated the workload to the KVS modules, received 
responses, and evaluated throughput, i.e., the number of 
transactions per second. One transaction was a set where a 
message was stored and deleted because the transaction of 
relaying an e-mail message with storage and forwarding 
includes a set. 

We evaluated the KVS module for different-sized 
messages from 0.4 to 20 KB. The reason we evaluated these 
sizes for messages is that they represent the greatest volume 
of e-mail traffic in mobile e-mail services from our 
experience. The KVS module had one queue and the test 
program sent messages to the queue with one active 
connection. 

We also evaluated memcached [16] to compare it with 
the evaluation of the proposed KVS module. Memcached has 
a very simple KVS that does not have lock control, a queue 
structure, or other functions; therefore, its throughput is 
known to be high. 

Fig. 4 plots the transaction throughput for a single KVS 
for different sized messages. The throughput for the 
proposed KVS modules for 0.4 KB is 200,000 transactions 
per second, which is twice the throughput of memcached. 
The throughput for the proposed KVS for 1 KB is 100,000 
transactions per second, which is 1.4 times the throughput of 
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memcached. The throughput for the proposed KVS for more 
than 2 KB is limited by the 1-Gbps network, just like it is for 
memcached. Thus, the experimental results proved the 
proposed KVS modules met the requirement for high 
throughput to store messages. In addition, it proved the 
method of communicating messages with pipelining on one 
active connection was efficient. 
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Figure 4.  Transaction throughput of KVS for different sized messages  

C.  Throughput  of mail gateways attached to KVS  

There were two nodes that had six processor dual cores 
and 32 GB of RAM, and they were connected to two Gigabit 
Ethernet networks. One node included a mail gateway 
module, and the other included two KVS modules and two 
kinds of test programs. All programs are connected via 
Gigabit Ethernet network. The first was a test client program 
that generated the workload of e-mail messages to the mail 
gateway modules via SMTP, received responses, and 
evaluated throughput, i.e., the number of messages per 
second. The second was a test server program that received 
e-mail messages from the mail gateway module. The mail 
gateway module received an e-mail message from the test 
client program and stored it in backup queues in two KVS 
modules. After that, the mails gateways sent a response to 
the message to the test client program and concurrently 
transferred it to the test server program. 

We evaluated a mail gateway with a workload composed 
of 70 percent 1KB-messages and 30 percent 10KB-messages, 
to simulate realistic message traffic for mobile e-mail 
services.  

We compared our evaluations of the proposed method 
using KVS modules with a conventional method where mail 
gateways used a redundant array of independent disks 
(RAID) storage with a method of streamlining disk I/O 
requests [5]. Accessing disks to store messages is a 
bottleneck for throughput when the conventional method is 
adopted. A past experiment by Kinoshita et al. [5] adopted 
the conventional method to compare its performance with 
well-known MTA software; the throughput for sendmail [3] 
was less than 20 messages per second, and the throughput for 
postfix [4] was 80 messages per second.  

Fig. 5 compares the throughput and average response 
times of the proposed and conventional methods. The 
throughput for the proposed mail gateway module is 3,600 e-
mail messages per second, which is 4.4 times the throughput 

of the conventional method. The throughput is less than that 
of a single KVS, i.e., 11,000 transactions per second. This 
means accessing KVS modules no longer creates bottlenecks 
in throughput. The average response time for the proposed 
mail gateway module is 14 milliseconds, which is an fifth of 
the response with the conventional method. Thus, the 
experimental results prove that the proposed mail gateway 
module meets both the requirements of high throughput and 
high-speed response described in Section I.  
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Figure 5.  Throughput and average response time. 

D. Time for Recovery 

As previously mentioned, one advantage of the proposed 
system is its quick recovery of queue data. A mail gateway 
module or a KVS module can reduce the time for recovery to 
immediately obtain a block that includes many backup 
messages for queues. We evaluated the time for recovery for 
different numbers of messages in the block. 

There were two nodes that had six processor dual cores 
and 32 GB of RAM, and they were connected to two Gigabit 
Ethernet networks. One node included a mail gateway 
module, the other included KVS modules and a stored e-mail 
program. First, the program stored messages in the mail 
gateway module. The mail gateway module stored a number 
of messages in the backup queues in two KVS modules and 
its own local queue. We then shut down the mail gateway 
module to simulate the server down, and rebooted it. After 
that, the mail gateway module obtained all its messages from 
a backup queue in a KVS module. This process meant 
recovery from trouble with mail gateway modules.  

We evaluated the time it would take for this recovery 
process where the mail gateway module obtained all 
messages from a backup queue in a KVS module. The 
message size was 1 KB and the queue had 500,000 messages.   

The experimental results are given in Fig. 6, which prove 
that the more messages there are in a block, the shorter the 
recovery time is. The recovery time for 1,000 messages was 
5.9 seconds, which is a fourteenth of the recovery time for 
one message. The case of one message in a block was the 
same as the method of recovery for a typical KVS, such as 
memcached or WebSphere (with a thin layer of queue 
service implemented) [12]. In addition, if a typical KVS is 
used instead of the proposed KVS modules, there is more 
than double the access to the metadata of queues in KVS. 
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Therefore, the recovery time for using typical KVS is more 
than 160 seconds; which cannot be adopted for mobile e-
mail services. Thus, the experimental results proved the 
proposed system met the requirement for rapid recovery 
described in Section I.  
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Figure 6.  Recovery time for different numbers of messages in block  

E. Potential for Lost Messages 

This system stores messages only in the memory of 
multiple nodes. If all nodes having replicated data are down 
at the same time, this system loses messages. Therefore, it 
has to be located in a data center that has a stable power 
supply. The power supplies of all nodes are generally 
duplicated in the data centers of mobile network operators. In 
addition, mail gateway modules have to store messages for 
several hours, or days at maximum. Thus, there is a very low 
probability of messages being lost in this system. 

V.  CONCLUSION 

We presented a mail gateway system based on distributed 
in-memory KVS to satisfy the four requirements of high 
throughput, high-speed responses, scalability, and 
availability for mobile e-mail services. 

We proposed KVS, which can store messages physically 
in a queue structure and provide consistent data in respective 
queues. To preserve order in in-order queues and achieve the 
requirement for high throughput of backup to KVS, we 
proposed a method of pipelining messages on an active TCP 
connection that linked a queue in mail gateway modules and 
its backup queue in KVS modules. In addition, mail gateway 
modules switched over to standby connection in different 
network segments in seconds when active connection was 
unavailable. The mail gateway modules had a management 
table for each backup queue in KVS to avoid system 
problems. The system recovered almost immediately within 
seconds to obtain a block including many backup messages 
for queues. 

We evaluated the performance of one KVS module, the 
performance of a mail gateway module that corresponded to 
two KVS modules, and the process time for recovery. The 
results proved both the KVS modules and the proposed 
system met the requirement for high throughput. The 
throughput for the proposed KVS module was 200,000 
transactions per second with 0.4-KB messages, which is 

superior to memcached. The throughput for a proposed mail 
gateway module was 3,600 e-mail messages per second, 
which is 4.4 times the performance of the conventional 
method. Since the proposed KVS was adopted for mail 
gateways instead of conventional storage, the process of 
persistently storing messages was no longer a bottleneck to 
throughput. 
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Abstract—In this paper, we describe a work in progress for
transmission of JPEG2000 images using an unequal power allo-
cation algorithm and single carrier frequency domain equalization
technique over a block fading frequency selective channel.The
optimization algorithm exploits the hierarchical structure of the
JPEG2000 images and uses a distortion model along with the
channel state information for allocating optimal values of power
on each coding pass to minimize the end-to-end distortion. The
single carrier frequency domain equalization technique combats
the negative impact of inter symbol interference and inter carrier
interference in a frequency selective channel. Two antennas at the
transmission terminal are utilized to evaluate the performance
of our system in a multi input single output scenario using
space time block coding scheme. The simulation results present
that integration of the unequal power allocation techniquewith
orthogonal frequency division multiplexing yields a higher quality
than when single carrier frequency domain equalization is used
instead. In addition, the transmit diversity technique enhances the
peak signal to noise ratio of the received image for about 2.5dB.
These results prove that our power allocation algorithm is more
compatible with orthogonal frequency division multiplexing than
single carrier frequency domain equalization, and it yields spacial
diversity in a multi transmitter antenna system.

Keywords- JPEG2000; unequal power allocation; single carrier
frequency domain equalization; space time block coding; wireless
image transmission.

I. I NTRODUCTION

Transfer of multimedia streams with high reliability of the
received signal, and high data rate over wireless channels is be-
coming more attractive in the current mobile era. The increasing
demand of access to multimedia data and the hostile behavior
of wireless medium impose challenges in maintaining the total
available bandwidth, the total transmission power, and quality
of the transmitted stream. To address these challenges, we need
to alleviate the sources of disturbance in wireless channels, such
as fading, interference, shadowing, path loss, and multipath, by
providing an effective data protection technique.

The inherit redundancy contained within multimedia signals
and bandwidth limitation require compression of image and
video streams before transmission. JPEG2000 is one of the
recent and advanced source coding techniques for image coding.
This standard provides some degrees of protection against errors
in noisy channels with the help of an error-resilient feature. The
error resilient tool is able to detect errors but it can not correct
any of them in the code-stream. Once an error is detected, the
rest of data is discarded and resynchronization mechanism of

the received data is performed [1]. Therefore, the error resilience
tool of JPEG2000, by its own, is insufficient for alleviatingsever
channel impairments. A higher degree of protection is achievable
with the aim of the hierarchical structure of JPEG2000 coded
bitstream in which some bits hold more important information
compared to others. This scalable coded bitstream enables us to
provide higher protection over the more important bits. Different
techniques such as Unequal Error Protection (UEP) and Unequal
Power Allocation (UPA) are introduced in the literature to
enhance the transmission of scalable coded bitstreams. TheUEP
methods apply Forward Error Correction (FEC) coding with
different coding rates to different portions of the bitstream,
based on the importance of each portion. The UPA techniques
distribute the total available power for transmission of animage
unequally over the bitstream in such a way that more power is
allocated to the more important bits.

Transmission of JPEG2000 images using UEP techniques over
slow fading non-frequency selective channels has been widely
investigated in [2]-[5]. In [2], UEP is achieved in JPEG2000
code-streams by using Reed Solomon (RS) block codes. In [3],
Banisteret al. make use of Viterbi algorithm to jointly optimize
source rate and channel rate for the purpose of UEP. In [4], the
authors employ product coded streams which consist of Turbo-
codes and RS codes to obtain UEP. In [5], the authors obtain
UEP using RS channel coding for the header and convolutional
coding for the body of the image bitstream. Protection of
JPEG2000 images over slow fading non-frequency selective
channels using UPA schemes has been reported in [6] and
[7]. Atzori employs an optimized UPA scheme in [6] based
on increasing JPEG2000 image quality as well as RS channel
coding to protect coded bitstream. In [7], we proposed an
optimized UPA scheme based on minimizing the total end to end
distortion of JPEG2000 images, which proved its effectiveness
in improvement of the Peak Signal to Noise ratio (PSNR)
performance and at a lower complexity in comparison with the
existing UEP techniques.

Evaluation of UEP for JPEG2000 image transmission over
frequency selective channels is investigated in [8]-[11].Houas
et al. prove the efficiency of their UEP technique with rate
compatible punctured convolutional codes in an OFDM system
[8]. In [9], the layer structure of the JPEG2000 is exploitedby
protecting data in top layer with an FEC code, and the perfor-
mance is analyzed in an OFDM transmission system. In [10],
authors achieve UEP with the means of an optimal joint source-
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channel coding and consider progressive image transmission
over differentially space-time coded OFDM system. Sethakaset
et al. propose an UEP scheme in the spatial domain through
enhanced beamforming algorithms over closed loop multiple
input multiple output OFDM system [11]. Despite the extensive
reports on the performance evaluation of UEP techniques for
image transmission over frequency selective channels, effective
performance of an optimized UPA scheme for transmission of
JPEG2000 images in frequency selective channels has not been
analyzed. To address this issue, we prove the efficiency of
our proposed optimized UPA scheme for frequency selective
channels in [12] by combining the UPA algorithm with the
OFDM technique.

All the literature reports on multimedia data transmissionover
frequency selective channels, with UEP or UPA, make use of
OFDM to combat the negative impact of Inter symbol Interfer-
ence (ISI) and Inter Carrier Interference (ICI). The multicarrier
implementation of OFDM technique leads to several drawbacks
including large Peak-to-Average Power Ratio (PAPR) and high
sensitivity to carrier frequency offsets [13]. To tackle these
issues, OFDM is implemented in the base station of a cellular
network for downlink data transmissions, and Single Carrier
Frequency Domain Equalization (SCFDE) is adapted at the end
user station for uplink data transmissions. SCFDE is comparable
with OFDM in terms of complexity, while it avoids the draw-
backs associated with OFDM [13]. In this paper, we integrate
our proposed UPA scheme with SCFDE to provide protection
for uplink transmission of JPEG2000 coded bitstreams in block
fading frequency selective channels. Moreover, we obtain full
spatial diversity in our transmission by using Alamouti’s Space
Time Block Coding (STBC) scheme [14]. Continuation of this
work includes further investigation on the impact of SCFDE and
STBC on the bit budget of the JPEG2000 coded bitstream for
the possible amount of conservation on the bandwidth.

The rest of this paper is organized as follows: Section II
provides a brief overview of JPEG2000 image coding, SectionIII
presents the system model, the simulation results are presented
in Section IV, and Section V concludes the paper.

Notations: [·]H and |·| denote the Hermitian transpose and
the absolute value Operations, respectively.[·]

ik
refers to the

(i, k)
th entry of a matrix.[·]i means theith entry of a vector.

Q represents anN × N FFT matrix whose(i, k)th element is
given by 1/

√
Nexp (−j2πik/N) where 0 ≤ i, k ≤ N − 1.

Bold uppercase letters denote matrices, bold lowercase letters
represent vectors and lowercase letters denote scalar variables.

II. REVIEW OF JPEG2000 IMAGE CODER

In the JPEG2000 image coder, the first operation is to (option-
ally) partition a source image into a number of rectangular non-
overlapping blocks called tiles. Then Discrete Wavelet Trans-
form (DWT) is applied to the tile which transforms the samples
into spacial frequency subbands at different levels of resolution.
The first level of decomposition consists of four subbands LL1,
LH1, HL1, HH1 [15]. The LL1 subband is the lowest resolution
of the tile and is a down-sampled low-resolution representation
of the original tile-component. The LL1 subband can be further
decomposed by applying DWT. This process can be repeated to
obtain different resolution levels. Then, each resolutionof each
tile component is further partitioned into precincts. Within every
subband, each precinct contributes one packet to the code-stream

HL1

HH1LH1

Precinct

Code-Block

Subband

Resolution 
Level 1HH2LH2

HL2
LL3 HL3

LH3 HH3

Fig. 1: Components of a JPEG2000 transformed image

of the image. Precincts are not a partition of image data and do
not impact sample data transformation or coding. Precinctsare
used to reconstruct the resolution [2].

Each subband is partitioned into small blocks, called code-
blocks, where quantization and bit-plane coding are initiated.
The packets furnished by the precincts identify their header and
body from the contributions of the code-blocks belonging tothe
relevant precinct. Starting from the Most Significant Bit (MSB),
the coder scans through the bit-planes of each coding pass.
Each of the coding passes collects the relevant informationabout
the bit-plane data. Based on the significance of a particularbit
location and its neighboring, location of each bit in the coding
passes is decided. The encoder uses this information to generate
a compressed bitstream or a code-stream [1]. Fig.1 illustrates
a 3 layer decomposition of a source image using DWT and its
partitioning into four resolution levels, subbands, precincts, and
code-blocks.

To increase the robustness of the JPEG2000 bitstream against
error propagation along the code-stream, error resilient feature is
introduced in the standard. Small size code-blocks are indepen-
dently coded and included with resynchronization markers.As
a result, errors do not propagate beyond the code-block whose
bit-stream is corrupted, and the markers keep synchronization
between the encoder and decoder in case of occurrence of
bit errors. JPEG2000 standard also provides a mechanism to
combine all the packet headers within the main header. This adds
an advantage to the decoding process of the received data stream,
if the main header can be transmitted in an error-free medium. It
is necessary to correctly decode the header of a packet in order
to extract the code-block contributions to the body of the packet
[1], [15].

III. SYSTEM MODEL

The overall system block diagram that we are implementing
in this study is shown in Fig. 2. We have presented detailed
explanations on the functionality of the JPEG2000 encoder,
Structure Information Retrieval, UPA optimization, and the
Power Adjustment units in [7]. For the sake of completeness,
we present a short overview of these units here. The JPEG2000
encoder transforms the format of an input image into JPEG2000
format and generates a scalable coded bitstream. The Structural
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Fig. 2: System block diagram

Information Retrieval unit recovers the required information,
such as the number of code-blocks and the number of coding
passes within each code-block, from the source coder and passes
them to the UPA optimization unit. In the UPA optimization
unit runs Simulated Annealing optimization algorithm on the
coded bitstream of the JPEG2000 image. This algorithm aims at
minimizing the total end to end distortion of the received image
by allocating optimal amount of power to each coding pass.
During the process of power allocation, the UPA optimization
unit obtains the total available power to distribute among the
coding passes (e

′

total
) from the power adjustment unit. The

UPA optimization unit assumes an Additive White Gaussian
Noise (AWGN) channel for the transmission medium. The
fading impact of the channel is taken into consideration in the
Instantaneous Power Adjustment unit by altering the amount
of power allocated to each coding pass by the UPA algorithm.
In part C, we will describe the functionality of the power
adjustment unit. The bitstream and the power assigned to each bit
are categorized intoNB blocks. Before the transmission instant,
every block of data is appended with cyclic prefix, and two
consecutive blocks ,nth and(n+1)th where (n = 1, 2, ..., NB),
are passed to the Space Time Block Encoder. The received
terminal includes the model of a typical SCFDE receiver.

A. Channel Model

The wireless communication channel is considered to be block
fading frequency selective, where two antennas are used at the
transmitter side, and one antenna at the receive terminal. First,
we will elaborate the transmission model in the case of one
transmit antenna, and then we will expand it to two transmit
antennas in part D. The channel impulse response for thenth

transmission block is given byhn = [h0 h1 ... hm−1]
T wherem

is the channel memory length andn = 1, 2, ..., NB. We append
the beginning of each transmitting block of data with a size of
N×1 with the lastm samples of the same block to eliminate the
impact of Inter Block Interference (IBI). At the receiver side, the
first m samples of every block is discarded and onlyN samples
are processed. We can account for the addition and removal
of the cyclic prefixes by forming the channel into a circulant
matrix for everynth transmission block. Thus, assuming a single
transmit antenna, the received signal is given by

rn = Hn

√

Enxn + vn n = 1, 2, ..., NB (1)

where rn is thenth received block of data,Hn is anN × N
circulant matrix for thenth transmission block with entries
[Hn]ik = [hn](i−k) mod N and [hn]i = 0 for i > m − 1. vn
is anN × 1 additive white Gaussian noise vector with mean of
zero and variance of 1/2 per dimension. SinceH is a circulant
matrix, it can be eigen-decomposed to form

Hn = QH
ΛnQ (2)

Λn is a diagonal matrix of sizeN×N for thenth transmission
block, in which the diagonal elements are [16]:

[Λn]ii =
√
NqH

i



hn

N−m
︷ ︸︸ ︷

0 0 ... 0





T

i = 1, 2, ..., N (3)

whereqi is theith column of the matrixQ. The channel impulse
response varies for every transmission block of data, and so
does the diagonal elements ofΛ. These elements are in fact the
eigenvalues of the channel matrix(H).

B. Single Carrier Frequency Domain Equalization Model

In [17], a thorough overview of SCFDE with STBC scheme is
presented, and we use this scheme to form our receiver model.
At the receiver side, initially a serial to parallel conversion
is performed and then the redundant cyclic prefix data are
discarded. As known from its name, the equalization of SCFDE
is carried on in the frequency domain. Thus, we transform
the received time domain blockrn into frequency domain by
applying the FFT

Qrn = QHn

√

Enxn + Qvn = Λn

√

Enxn + Qvn (4)

The next step is to equalize the signal using Minimum Mean
Square Error (MMSE) estimator. Our MMSE-SCFDE for the
nth received block is given by a diagonal matrix of sizeN ×N
with the following elements [17]:

[Wn]ii =
[ΛH

n ]ii

|[Λn]ii|2 + 1
SNR

(5)

where SNR is the Signal to Noise Ratio. The output of the
MMSE equalizer will beyn = Wnrn and can be transferred to
time domain by applying the IFFT to recover the original data
given byx̂n = QHy

n
. Then we can apply a hard decision slicer

on the recovered data, and pass it to the JPEG2000 decoder to
generate the received image.
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Fig. 3: Transmission block format for SCFDE-STBC [17]

C. Instantaneous Power Adjustment Unit

Our proposed UPA algorithm in [7] assumes an AWGN
channel at the time of optimal power allocation to the coding
passes. The Instantaneous Power Adjustment unit compensates
for the effect of fading by using the instantaneous values ofthe
channel impulse response

En =
E

′

n

α+
∣
∣
∣
∑m−1

k=0 hk

∣
∣
∣

2 (6)

wherehk is the kth tap channel impulse response for thenth

transmission block andm is the channel memory length or the
total number of taps.E

′

n is the assigned power to the bits within
thenth transmission block andEn represents the corresponding
power of the bits after the effect of channel fading is taken into
consideration.α is small constant value which prevents new zero
values in the denominator when the channel is sever and the
fading factor is small. In addition, this constant value avoids
very large adjusted power to keep the power amplifiers perform
in their linear region. For this part, we assume that the Channel
State Information (CSI) is available at the receiver side and can
be communicated to the transmitter. There are plenty of papers
in the literature that report on the estimation of CSI using pilot
assisted techniques or blind estimation methods [18], [19].

D. Space Time Block Coding for Transmit Diversity Scheme

In our system design, we employ two antennas at the trans-
mitter side to benefit from spacial diversity. This increases the
reliability of the wireless link and improves the quality ofthe
received image. We can also conserve energy by maintain similar
received image quality as the single transmit antenna case,
however at a lower transmit power. To explain the functionality
of the space time block encoder unit and the linear combiner unit
in Fig. 2, we follow the proposed transmit diversity methodology
in [17]. The two antennas, deployed at the transmitter terminal in
Fig. 2, send two transmitting blocks of data (z1 and z2) to the
channel. Figure 3 presents the structure of these data blocks.
In this structure, cyclic prefixes are appended to each block
and then discarded at the receiver side in order to eliminate
IBI and shape all the channel matrices circulant. An important
assumption that we consider in this part for the transmission of
the STBC structures is that the channel impulse response remains
constant over two consecutive blocks of data. The available
power for transmission at any of the two antennas is half of
its value in the single transmit case. This helps to keep the total
transmit power constant. The linear combiner methodology is
detailed in [17] and we will follow the same principle.
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Fig. 4: PSNR performance comparison between combination ofthe
UPA algorithm with SCFDE and OFDM

IV. SIMULATION RESULTS

We develop our simulation results using Kakadu as the
JPEG2000 image coder to encode image of Lena with a size
of 512×512 at a rate of 0.25 bit per pixel (bpp). We use Binary
Phase Shift Keying as the modulation scheme for the codestream
obtained from the codec, and assume that the header information
is transmitted error free. Based on our previous experiments in
[7], the value ofα in (6) is set to be 0.01. We analyze the perfor-
mance of our proposed UPA scheme with SCFDE technique by
calculating the PSNR of the received image transmitted through
block fading frequency selective channels. Figure 4 compares
the PSNR performance of the system when the UPA algorithm
is used alone for image transmission over block fading non-
frequency selective channels, and when it is combined with
either SCFDE or OFDM to eliminate the effects of ISI and
ICI in frequency selective channels. In Fig. 4, a degradation
in the PSNR of the received image is noticeable as the number
of channel taps increases. For example, at an SNR value of
10 dB, integration of UPA and SCFDE lowers the PSNR of
the system in a 2-tap channel for about 6 dB in comparison
with the single tap channel. The latter is also lowered by about
2.2 dB compared to the case where only UPA is used for
transmission over frequency flat channels. However, this loss in
the PSNR performance is not notable when SCFDE is replaced
by OFDM. The reason is that our UPA algorithm eliminates the
effect of channel to compensate for the instantaneous and av-
erage fading. However, SCFDE technique requires the circulant
channel structure to obtain multipath diversity and enhance the
system performance as the number of channel taps increases.
This implies that OFDM is more compatible than SCFDE with
our UPA optimization algorithm to combat the negative effect
of ISI in frequency selective channels, and maintain high quality
of the received image. This figure also suggests that for SNR
values greater than 18 dB, the proposed system, which combines
UPA and SCFDE, has a superior performance in a single tap
channel in comparison to the other scenarios. Figure 5 illustrates
the improvement in the PSNR performance when two transmit
antennas are employed at the transmitter side using Alamouti’s
STBC scheme. At an SNR value of 10 dB, this diversity scheme
contributes to an increment of about 2.5 dB in the PSNR of
the received image transmitted through 2-tap frequency selective
channel. Thus, we are able to receive the image with a higher
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quality at the receiver, or conserve energy by bounding the
quality of the received image.

(a) (b)

(c) (d)

Fig.6: Visual comparison of ”Lena” at 0.25 bpp, transmittedat SNR=20 dB over
Block fading frequency selective channels (a) 1-tap hannel& 1 transmitter an-
tenna, PSNR=32.70 dB (b) 1-tap channel & 2 transmitter antennas, PSNR=33.74
(c) 2-tap channel & 1 transmitter antenna, PSNR=22.10 (d) 2-tap channel & 2
transmitter antennas PSNR=26.47

Figure 6 presents a visual comparison for transmission of
”Lena” over block fading frequency selective channel usingthe
UPA algorithm and SCFDE technique. The image is transmitted
through a single and 2-tap channels with different number of
transmitter antennas. It is clear that the visual quality ofthe
received image is enhanced when the number of transmitter
antennas increases. In addition, increasing the number of channel
taps lowers the quality of the received image.

V. CONCLUSION AND FUTURE WORKS

In this paper, JPEG2000 images are transmitted through fre-
quency selective block fading channels using an UPA algorithm
and SCFDE technique. The optimization algorithm allocates
unequal power to each coding pass based on its contribution
to the quality of the received image. The simulation resultsfor

the image of Lena imply that combination of the UPA algorithm
and the OFDM technique leads to a higher image quality than
combining the algorithm with the SCFDE technique, while both
methods combat the negative effects of ISI and ICI. In this paper,
Alamouti’s STBC diversity technique is also incorporated within
the proposed system, and the results prove the effectiveness
of using two transmit antennas, at the transmitter side, in the
PSNR enhancement of the received image. The continuation
of this work is to compare the performance of the system at
different encoder bit budgets when different number of transmit
antennas. This will show us the effectiveness of using two
transmit antennas in preserving bandwidth.
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Abstract— Green IT and smart grid technologies have changed 

electricity infrastructure more efficiently. Recent advances in 

wireless and mobile communications technologies facilitate 

context-aware power management systems which can offer 

situation-based services in digital home. In this paper, we 

propose a novel smart home energy management system 

(SHEMS) with hybrid sensor networks. Hybrid sensor 

networks consist of two types of sensors: the power 

information monitoring sensor (PIMS) and the environment 

information monitoring sensor (EIMS). To maximize the 

hybrid sensor network lifetime, we propose a new routing 

protocol based on cooperation between PIMS and EIMS, 

which we named the CPER. In order to verify the efficiency of 

our system, we implemented our system in real test bed and 

conducted some experiments. The results show that the 

reduction in service response time, the average number of 

packet transmissions, and energy consumption is 

approximately 29.8%, 42.3 and 17-22%. 

Keywords- home energy management system; smart Grid; 

wireless sensor networks (WSNs); pattern-based control, hybrid 

sensor networks 

I.  INTRODUCTION 

Environmental problems, such as climate change or the 
exhaustion of natural resources are the one of the most 
important issues around the world in recent years. These 
problems are mainly because of the excessive use of energy. 
To deal with these problems, recently, smart grid technology 
is emerging and a lot of related works have been done by 
various researchers and scientists around the world.  

Smart grid [1] is defined as a next generation power 
network that delivers electricity from suppliers to consumers 
based on two-way communications. This makes it possible 
for the suppliers and consumers to dynamically respond to 
changes in energy consumption, demand and grid condition, 
which improves grid reliability and energy efficiency.  

As a part of the smart grid, the micro grid is a low 
voltage network that interlinks with small distributed power 
systems. The micro grid provides an independent power grid 
that interconnects the renewable energy plants with the 

power storage systems, such as load systems that govern 
device control in apartments and other dwellings. To 
enhance the function of micro grids, both energy 
management systems (EMS) and distributed automation 
systems (DAS) are needed.  

The smart grid [2] designs a smart place which is defined 
as the energy-efficient place that provides the power-aware 
and user-centric services according to demand-response 
(DR) based on an advanced metering infrastructure (AMI) 
between the users and the power provider. The AMI is the 
infrastructure which monitors the digital meters, delivers the 
power consumption information, and controls the various 
devices.  This infrastructure provides the cost and status of 
the power consumption to the users. The AMI offers an 
accurate demand forecast to the providers for load 
management and the revenue protection. 

As renewable energy generation and storage systems 
increase, the power system should manage the demand-
response and the power consumption load-balancing with the 
power storage device. These power systems merge the power 
provided from the power provider and the power generating 
from the renewable energy source. The different frequency 
and voltage are important issue when integrating renewable 
energy systems into the conventional power networks. 
Research on distribution and transmission considering 
integration of the renewable energy system is needed. 

Recent studies of energy-aware systems focus on energy 
monitoring system [3], [4] and energy-savvy device design 
[5]. Energy monitoring systems [6], [7] allow inhabitants to 
see energy consumption and control electronic devices to 
minimize the power consumption of individual appliances. 
Such systems typically do not consider situation analysis or 
user satisfaction. Most studies of energy-savvy device design 
aim to decrease standby power consumption only for specific 
devices. 

To enhance the scalability and effectiveness of power 
management, existing home network systems and energy-
aware systems [3] should consider additional fundamental 
factors as follows: 
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1) A deployment of wireless and mobile sensor-dependent 
environments: To guarantee QoS and reason adaptive 
services, existing systems deploy a large number of sensors 
and then analyze the associated context. For example, crime 
and disaster prevention services depend on the continuous 
detection of sensor data. These services do not provide 
effective power consumption, and do not consider system 
resources or battery lifetimes, but they do guarantee high-
quality service. 

2) The centralized or device-specific scheme: To analyze 
contexts and provide service, existing systems use 
centralized server schemes or service-specific device 
schemes.  However, centralized schemes require increased 
numbers of sensors to enhance the services that they provide. 
Moreover, to balancing the demands on system resources 
this scheme levels the QoS down according to the statuses of 
devices and sensors. Service-specific devices, which may 
deliver either static and predefined services are difficult to 
scale while maintaining appropriate responses to situational 
changes, such as environmental changes, interruptions, 
events, movements, or conflicts. 

3) The static rule-based inference: Existing systems 
determine the services that they control according to 
predefined thresholds or on/off schedules. These systems 
have static policies and service rules with regard to the 
predefined event analysis and the service determination. 
Furthermore, due to the high dependency of the device 
intelligence, the previous systems are less efficient at device 
control and power consumption in situation management. 

Therefore, an energy-efficient system needs to provide 
effectiveness in power management and user satisfaction for 
implementing the smart grid. Furthermore, such system must 
interconnect with intelligent devices, systems, networks, and 
service provider (SP) by network and information 
convergence. 

Recent work on the smart grid focuses on the load 
management with AMI and wireless communications 
infrastructure. The smart grid only collects and monitors the 
energy status from a home without the consideration of the 

service management and the power consumption efficiency. 
Therefore, a power-aware home network system needs to 
interconnect with the smart grid and manage the energy-
efficient services based on the demand-response for 
implementing the fine grid. Furthermore, the system has to 
cooperate with the AMI and the renewable storage for the 
reusability of the smart grid infrastructure.  

Considering these requirements of the next generation 
power grid, we have designed a smart home energy 
management system (SHEMS). Our system is composed of a 
smart energy management gateway (SEMG), a smart energy 
management server (SEMS), and hybrid sensor networks. 
Our system automatically collects the sensed environmental 
information and efficiently controls the various consumer 
devices based on hybrid sensor networks. 

II. SMART GRID’S BACKGROUND 

A. Network Architecture of Smart Grid  

Smart grid basically has the capability to sense power 
grid conditions, measure power consumption, and control 
devices with two-way communications. Smart grid makes it 
possible for the both SP and consumer to dynamically 
respond to changes in energy consumption, demand and grid 
condition. Furthermore, reliable and secure access to 
facilities is crucially important to the success of smart grid. 
Smart grid is typically composed of three network segments: 
home/building area networks (H/BANs), AMI or field area 
networks (FANs), and wide area networks (WANs). Smart 
grid consists of four parts, which are an electricity generation, 
transmission, distribution and consumer part (see fig. 1). 
Smart grid considers improvements in efficiency of all parts 
(i.e. from a generation part to a consumer part). 

The generation part consists of various power plants such 

as a fossil fuelled power plant, nuclear power plant, 

hydroelectricity plant, and renewable power plant. Safety 

and reliability are most important factors in a generation 

part of smart grid. In smart grid, information about the 

 
 

Figure 1. Concept of a smart grid (architecture and keyword) 
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condition of the plant and environment is transmitted to 

administrators via IT infrastructure, thereby making the 

power plants more safe and reliable. Furthermore, smart 

grid is able to synchronize and adjust the voltage output of 

the added generation without damaging the whole system.  

The transmission and distribution part play a role in 

optimizing the electricity transmission and distribution. That 

is, the loss and cost during transmission and distribution 

have to be minimizedm Alternating current (AC) is typically 

preferred since its voltage easily amplifies by a transformer, 

which minimizes resistive loss in the conductors used to 

transmit electricity over long distances. Recently, high-

voltage direct current (HVDC) is used to deliver electricity 

due to the advantage of which is to transmit large amounts 

of electricity over long distances with lower costs and losses. 

In addition, key technologies enabling transmission and 

distribution part deployment are distribution automation 

system (DAS), supervisory control and data acquisition 

(SCADA), robust faulty detection, self-healing, and so on. 

The consumer part is an end user (or consumer) of 
electricity and consists of many types of consumers such as 
home, building, and industry. Main role of this part is to 
gather and transmit various contexts such as power 
consumption or state of power system. Furthermore, this part 
manages electric vehicle (EV) charging and local renewable 
energy sources. In addition, because the smart grid’s goal is 
enhancement of energy efficiency through response to many 
conditions in supply and demand, the smart meters are 
deployed to gather various contexts which are applied to 
calculate the supply and demand. 

B. Communication Standardization for Smart Grid  

There are some short and medium range wireless 
communications technologies emerged in the field of smart 
grid.  

1) IEEE 802.11 (WiFi): The IEEE 802.11 protocol is a 
set of standards for implementing a wireless local area 
network (WLAN), which is suited for high-data-rate 

applications over large areas. The IEEE 802.11 standard, 
commonly referred to as WiFi, is the most accepted 
technology for indoor wireless communications.  The basic 
shortcoming of this standard is the high power requirement 
of devices.  

2) IEEE 802.15.1 (Bluetooth): IEEE 802.15.1 standard, 
commonly referred to as Bluetooth, is an open wireless 
technology standard for transmitting and receiving data over 
small areas. Bluetooth utilizes short wavelength radio 
transmissions in the ISM band from 2400 to 2480 MHz, 
creating personal area networks (PANs) with high levels of 
security. The Bluetooth protocol is well suited for low-
power/low-data-rate applications. The main shortcoming of 
this standard is scalability. That is, Bluetooth networks 
support up to only eight devices. Another shortcoming is its 
periodical waking up and synchronization with the master 
device of Bluetooth networks.  

3) IEEE 802.15.3 (UWB): IEEE 802.15.3 is a MAC and 
PHY standard for high-rate WPANs. There are two major 
types of application that uses UWB communication. The first 
type of application is for high-data-rate (over 1 Mb/s) 
communications such as multimedia content transmission. 
The other type of application is for low-data-rate (below 1 
Mb/s) such as wireless sensor networks. The main 
shortcoming of this technology is similar to that of WiFi. 
That is, the high power requirement.  

4) IEEE 802.15.4 (ZigBee): ZigBee is a standard which 
is employed in many home networking solutions because 
ZigBee has a low-power and low-cost characteristics. The 
ZigBee provides various network topologies such as a cluster 
tree, self-healing mesh network, or star topology, according 
to application’s requirements. In this way, the fixed and 
mobile devices can be configured flexibly. In addition, a 
ZigBee device using carrier sense multiple access with 
collision avoidance (CSMA/CA) does not require scheduling 
special wake-up events in order to communicate and 
maintain synchronization. Thus, ZigBee presents itself as a 
much better candidate (for wireless communication in the 
HAN) than UWB, WiFi, and Bluetooth [8].  

 
 

Figure. 2. Overview of the smart home energy management system  
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III. SYSTEM ARCHITECTURE 

A. Overview of SHEMS 

In this section, we present the overall system architecture 
of SHEMS. Fig. 2 shows an overview of the proposed smart 
building energy management system. The proposed system 
consists of hybrid sensor networks (the power information 
monitoring sensor + the environment information monitoring 
sensor), the smart energy management gateway (SEMG), 
and the smart energy management server (SEMS). We 
present our system in more detail below:  

 The Hybrid Sensor Networks: To establish the 
proposed hybrid sensor networks, we utilize an 
intelligent sensor that is used for sensing the context 
as well as controlling the device according to rules 
or policies. For example, the environmental 
information monitoring sensor (EIMS) basically 
plays a role of information (e.g. the temperature, the 
humidity, the intensity of illumination, etc.) sensing 
and transmission to SEMG. However, it also directly 
controls a TV, a fan, and a light. In addition, the 
hybrid sensor networks consist of the two types of 
sensors: the power information monitoring sensor 
(PIMS) and EIMS. These sensors operate based on 
the proposed routing algorithm, the CPER.  

 SEMG: SEMG can efficiently distribute various 
tasks related to the energy management service 
based on the hybrid sensor networks. It also 
interoperates with various mobile devices, such as 
smart phone, PDA, notebook PC using IEEE 
802.15.4 (ZigBee), IEEE 802.11 (WLAN) 
technology.  

 SEMS: SEMS performs complex tasks, such as load 
forecasting, user and device authentication 
/authorization, complex events analysis, etc. SEMS 
also manages the whole building energy and 
environmental information, user and device profiles. 
In addition, it performs a task of interconnection 
with other SEMSs. 

B. Hybrid Sensor Network 

In this subsection, we address the hybrid sensor networks 
architecture used for the proposed home energy management 
system. Our hybrid sensor networks consist of many smart 
sensor nodes. They can perform several tasks, such as 
gathering real-time energy consumption and building 
environmental information as well as controlling the various 
consumer devices. The proposed hybrid sensor networks are 
divided into two groups: PIMS group and EIMS group. 

1) PIMS: This is mainly used for gathering the power 
consumption and the power state of the consumer device 
directly connected to PIMS. It is also used to directly control 
the consumer device. It has ZigBee and power line (PL) 
based communication capability in order to automatically 
establish sensor networks. The information about the power 
consumption and the power state collected by PIMS is 
transmitted to the SEMG. The SEMG analyzes this 
information and then generates a power consumption pattern. 

If an energy management operation is needed, the SEMG 
sends the control signal to PIMS in order to control and 
manage the consumer device. PIMS broadcasts its sensor 
identifier (SID) periodically once it enters the local hybrid 
network, so that the SEMG can recognize PIMS.  

2) EIMS: This sensor monitors the environmental 
information, such as the temperature, the humidity, the gas 
(LPG and LNG), carbon monoxide (CO), the intensity of the 
illumination, the user’s movement, etc.  This sensor also 
generates a device control signal and directly transmits it to 
PIMS in order to control the consumer device. Like PIMS, 
EIMS has ZigBee-based communication capability in order 
to establish wireless sensor networks. 

3) CPER - Cooperation between the PIMS and EIMS 
based Routing protocol 

The main goal of the CPER protocol is to increase the 
lifetime of the hybrid sensor networks through the 
cooperation of the two types of sensors (PIMS and EIMS).  
The important difference between the two types of sensors is 
that one operates using the electrical power from the power 
socket directly and the other operates using that from a finite 
battery. We utilize these properties to route a packet from the 
source to the destination.  

A number of existing wireless sensor network routing 
protocols, such as the ones found in [9] and in [10], do not 
consider an adaptive allocation of the system resources and 
the user-centric service aspects; they are not adequate in 
ubiquitous environments where novel services are provided 
for various users. Therefore, we propose a new routing 
protocol that is cooperative method between PIMS and 
EIMS, which is called CPER. We design our routing 
protocol suitable for home energy management services. The 
proposed protocol establishes the wired and the wireless 
sensor networks, based on cooperation between the two 
types of sensors in order to maximize the network lifetime. 
The protocol utilizes difference between the two types of 
sensors as mentioned above. The CPER protocol works as 
follows:  

 * Clustering: The SEMG determines a cluster-head 
depending on the node’s power supply types. That is, the 
SEMG initially elects a node with a direct power source as a 
cluster-head. In the case of a node with battery-powered 
node, the SEMG applies the simplified LEACH [11] -based 
protocol to the cluster-head selection. 

 * Route discovery: (1) (default) If the source should 
discover a route to the destination, it broadcasts a route 
request packet (ROUTE_REQ) to its neighbors. If a node 
receiving a ROUTE_REQ does not know a route to the 
destination, the node inserts its own address into route 
tracking field of the packet and transmits a modified packet 
to its neighbors. In this way, paths are tracked. A typical 
problem for many ad hoc routing protocols is the needless 
packet flooding. To avoid the unnecessary packet flooding 
(e.g., endless packet circulation), each node only forward 
packets it has not yet seen. In addition, a ROUTE_REQ 
carries a form of expiration information, such as maximum 
number of hops in order to avoid unnecessary packet 
transmission. When receiving ROUTE_REQs that have 
different route, it selects a ROUTE_REQ with the minimum-
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hop path and sends a route reply a packet (ROUTE_RE) to 
the source node. (2) (cooperation with PIMS) If a node 
receiving a ROUTE_REQ has PIMS as its neighbor; does 
not know a route to the destination, it adds its own address to 
the packet and transmits (unicast) the ROUTE_REQ to 
PIMS. Long-distance transmission causes the significant 
energy consumption due to the attenuation characteristics of 
radio-frequency (RF) signals. Therefore, we use the battery-
operated EIMS for short-distance transmission and use PIMS 
for relatively long-distance transmission. In addition, 
because PIMS also have the wired communication (i.e., 
PLC) capability, this makes the service response time faster.  

* Data forwarding: Considering the requirements of 
network architecture for a home energy management service, 
we use the next-hop routing scheme. This approach supports 
some level of fault tolerance and makes our system more 
robust and resilient to node mobility. 

4) Implementation: The hybrid sensor networks consist of 
two types of sensors: PIMS and EIMS (see fig 3). We 
designed each sensor node with sensing, controlling and 
networking abilities. Each sensor node automatically 
establishes the hybrid sensor network using proposed scheme 
and protocol. We designed PIMS using the 8-bit 
microprocessor, and a ZigBee transceiver for communication 
with other sensors and the SEMG. We use the ZigBee 
technology due to its low-cost and low-power characteristics 
[12]. PIMS also has a power line communication (PLC) 
module to communicate with the SEMG and other PIMSs. A 
wireless link has many advantages, such as high scalability 
and easy deployment compared with a wired link. However, 
since a wireless link also has a number of drawbacks, such as 
decreasing signal strength, frequent signal collision, and 

fading, our system balances between the wireless link and 
the wired link. EIMS is equipped with a low power 8-bit 
microprocessor and a ZigBee module for communication 
with other sensors and the SEMG, much like PIMS. EIMS 
analyzes the user’s situation and surroundings and operates 
the rule-based engine through the main processor group 
composed of the low-power 8-bit microprocessor and 
memory. EIMS has various sensor modules, such as 
temperature, humidity, gas detection (LPG, LNG, CO), 
Carbon dioxide, and object detection.  

C. Architecture of SEMG 

1) Middleware Architecture: Fig. 4 shows middleware 
architecture of the SEMG. It consists of various components. 
We will present the core modules in more detail.   

 Context Manager: It gathers the sensor data and 
categorizes the situational events for the 
classification and storage to Knowledge Repository. 
This module assorts the meaning events that their 
values have the effects of the service status or the 
conflict situation. It transmits the meaning events to 
Inference Engine and requests the pattern 
verification to Pattern Correlator. 

 Inference Engine: In order to reasoning and 
predicting the adaptive service, this module validates 

 
 

Figure. 3. Prototype of the EIMS and the PIMS 

 

Figure 4. Middleware architecture of SEMG 

 
Figure 5. (a) Prototype and (b) hardware blockdiabram of the SEMG  
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the correlation the events with the service pattern 
and analyzes the contexts receiving form Knowledge 
Repository. It decides whether or not to maintain the 
service and conflict solution to Service Manager 
with the pattern and policy. 

 Service Manager: This module monitors the service 
status and maintains the personalized service. 
Moreover, this is used to determine the transmission 
of the service status according to the domain 
interconnection and correlation policy. 

 Configuration Manager: For the convergence and 
the interconnection, this module manages the 
heterogeneous contexts which consist of the status of 
intelligent device, the system, and the network in a 
scalable fashion. When the environmental elements 
change in various situations, this module transmits 
the control signal that reconfigures the address and 
status. 

 Energy Monitoring Engine: This module monitors 
the total and moment power consumption. Thus, this 
analyzes the pattern of consumption and verifies the 
correlation with service. When the power status 
suddenly changes or made up the novel pattern, this 
module interworking with Inference Engine actively 
organizes the differential service.  

 Pattern Correlator: For the convergence of the 
network, the device, the service, and the system 
resource, this module generates the patterns and 
analyzes the correlations. In addition, this module 
influences the policy modification and the service 
prediction based on efficiency QoS requirements. 

2) Implementation: Fig. 5 shows the prototype and 
hardware block diagram of SEMG. The main processor is 
based on 32-bit powerful ARM922T SoC (System on Chip) 
microprocessor. It is used for analyzing the complex events, 
operating the middleware, and processing the pattern 
generation. It also controls PIMS and EIMS. The 
communication group consists of a ZigBee transceiver, and 
Ethernet and WLAN modems. We used a 250kbps/2.4GHz 
ZigBee transceiver and 10/100Mbyte Ethernet modem for 
communication. A smart phone or a smart pad using IEEE 

802.11 (WLAN) can receive the energy management service 
via a WLAN modem. The electricity monitoring group plays 
a part in monitoring the power consumption and the power 
state. Furthermore, when electricity leakage or overvoltage 
happens, the SEMG recognizes abnormal events and 
autonomously takes steps to counteract or alleviate these 
problems. The power group is composed of a SMPS and a 
power regulator.  

We also implemented the SEMS to process various 
complex tasks (e.g. electric load forecasting, three-dimension 
(3D) simulation based on the energy management), a user 
and device authentication/authorization). There are various 
electric load forecasting methods and techniques, such as 
neural network based method [13] and time-series based 
model [14]. We adopted an ARIMA model, because in 
theory, it is the most typical model and possible to easy 
implementation. 

IV. EXPERIMENT AND RESULT 

Fig. 6 (a) shows the service response time by the number 
of information requests per minute. Even though the number 
of service requests increases, our system using CPER 
protocol maintains certain levels of delay of the request and 
response. Our system also gradually decreases the slope of 
the service response time according to a new routing 

 
 

Figure. 6. Comparison of (a) the service response time, and (b) the everage number of packet transmissions at each EIMS 

 

Figure 7. total power consumption of the test bed 
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protocol based on cooperation between PIMS and EIMS, 
whereas not cooperating with PIMS when routing rapidly 
increases the service response time due to the frequent 
packet collision and packet loss. The results show that the 
service response time reduction using our system is 
approximately 29.8% under conditions for generating 100 
service requests per minute. Fig. 6 (b) presents the average 
number of packet transmissions at each EIMS by the number 
of information requests per minute. Similar to the result 
shown in Fig. 6 (a), proposed system using CPER protocol 
gradually decreases the slope of the average number of 
packet transmissions at each EIMS. The results show that the 
reduction of the every number of packet transmissions using 
our system is approximately 42.3% under conditions for 
generating 100 service requests per minute. Because the 
battery power consumption at a sensor node is proportionate 
to the number of packet transmissions, we can increase the 
network lifetime through our hybrid sensor networks. Fig. 7 
illustrates the results of total power consumption for 7 days. 
The results show that the power saving using our system is 
approximately 17-22% by utilizing our energy management 
services, such as light control by using sensing data from 
EIMS, shutting up the standby power, the remote power 
control using a smart phone, etc. 

V. CONCLUSION 

Green IT technology is emerging and many related works 
have been done by various researchers around the world. In 
this paper, we propose a smart home energy management 
system (SHEMS) architecture based on hybrid sensor 
networks to make consumer devices more energy efficient 
and intelligent. We also present a new routing protocol to 
increase the hybrid sensor networks lifetime. We named this 
routing protocol the CPER, whose basic idea is in 
cooperation between the power information monitoring 
sensor (PIMS) and the environment information monitoring 
sensor (EIMS). We implemented our system, and we design 
and develop related hardware and software. We expect that 
our work will contribute to the development of novel home 
energy management system. In order to verify the efficiency 
of our system, we implemented our system in real test bed 
and conducted some experiments. The results show that the 
reduction in service response time, the average number of 
packet transmissions, and energy consumption is 
approximately 29.8%, 42.3 and 17-22%.  

As a part of our future works, we are doing research into 
novel context awareness technologies and trying to apply 
them into an energy management system. Furthermore, we 
are developing a self-organized energy management system 
for various environments. 
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Abstract— In order to prove that the improved RF algorithm 
had higher accuracy, the comparing analysis was conducted 
adapting ECG data. In pre-processing stage, Band-pass Filter 
was adapted among Wavelet transform, Median Filter, Finite 
impulse response and others. As a result, the modified Random 
Forest classifier showed increased more accuracy than SVM, 
MLP and other researchers’ results. Thus, continuous studies 
on the selection of the filters and methods, which can efficiently 
delete baseline-wandering at pre-processing phase and 
accurately extract R-R interval, should be taken place.  

Keywords-ECG; R-R interval; HRV; SVM; MLP; Random 
Forest; classifier; accuracy. 

I. INTRODUCTION  
ECG (Electrocardiogram) is an electric signals released 

by heart activities, which is used as a reference that can 
identify conditions and diseases of the heart [1].  ECG 
consists of five ripple marks; P, Q, R, S and T, which verify 
signals according to height of ripple marks and features of 
interval, and also can compose ECG data through decision 
making whether disease exist or not.  There is arrhythmia 
which can be detected by ECG signals, which generally 
means irregularly fast and slow blood beats [2].  There is 
MIT-BIH Arrhythmia Database which published for research 
on arrhythmia. 

Signals of ECG are generally experimented based on R-
R interval and QRS-Complex extracted data from ECG. 
Tsipouras, Fotiadis, and Siderise [3] detected and classified 
arrhythmia according to generated features of heart beat from 
R-R interval signals. Firstly, they detected signals with blood 
beats verifying from arrhythmia signals, and then, 
arrhythmia extraction tasks were secondly conducted with 
six features released from arrhythmia signals. SVM and 
MLP classifiers are the most frequently used on ECG 
experiments. Asl [4], who experimented HRV, proceeded the 
experiment by two ways; GDA (Generalized Discriminant 
Analysis) method which is Dimension reducing method was 
applied into one case of the experiment and GDA was not 
adapted in another case. 

However, it is necessary that experiments on the 
performance of Random Forest classifier which has differing 
algorithm compared to SVM and MLP are needed to 
improve accuracy on experiment results in arrhythmia. Thus, 
in this study, comparative analysis on accuracies between 
SVM and MLP classifier was conducted to find out 

performance of Random Forest classifier. In addition, 
comparative analysis between parallel data of other 
researches which experimented with R-R interval extracting 
and results of this study was also undertaken.  R-R interval 
signal data were verified and constructed, drawing on beat 
annotation provided by MIT-BIH Arrhythmia Database, and 
also, modifications of classifier algorithm were attempted.     

In this study, there are three different contents in each 
paragraph state below: 

The explanation related to data as well as the process of 
the experiments was represented in the Section 2. Then, the 
explanation of the algorithm and the results were commonly 
noticed in the Section 3. Finally, the conclusion of this study 
and the direction of further researches were recorded in the 
Section 4. 

 

II. RELATED WORKS 
Meanwhile, there were a lot of experiment concerned 

with ECG signals and have been applied various filters and 
classification algorithms. In the case of filters, there were 
Chazal’s [5], Michael’s [6], Martinez’s [7] works, and so on.  
Chazal experimented with median filter [5], Michael tested 
with FIR (finite impulse response) [6], and Martinez tested 
with wavelet transform [7], however, we experimented with 
the band-pass filter like Markovsky [8], Taouli [9], and 
Gholam-Hosseini [10], the band pass filter was judged to be 
superior to the others and efficient to distinguish the 
wavelets of ECG by separating whether narrow or wide 
wavelet. 

In the case of classification algorithms, most of which 
were generally SVM (Support Vector Machine), MLP 
(Multilayer Perceptron), and DT (Decision Tree), Chau [11], 
Asl [4], and Bsoul et. al. [12] experimented with SVM and 
Zhang [13] with the combination of PCA (Principal 
Characteristics Analysis) and SVM. Also, Inan [14], 
Yaghouby [15], and Ozbay [16] tested with MLP and 
Quinlan [17] and Exarchos [18] with DT. And also, Mahesh 
[19] experimented with Random Forest, Logistic Model 
Tree, and MLP in classifying the cardiac diseases. Now-a-
day, it has come up to more than 90% of accuracy in 
classifying ECG signals, This paper try to research another 
method to obtain more accurate rate of classification than 
existing ones by using the revised Random Forest classifier.  
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III. DATA AND PRE-PROCESSING 

A. MIT-BIH Arrhythmia Database 
MIT-BIH (The Massachusetts Institute of Technology 

– Beth Israel Hospital) Arrhythmia Database [20] is a 
researched data related arrhythmia analysis with supports 
receiving from Boston’s Israel Hospital and MIT since 1975.  
MIT-BIH Arrhythmia Database is the first arrhythmia data 
which can be universally used to detect and evaluate 
arrhythmia, and total data records are digitalized records 
from 360 samples per hour per channel.  It is ECG records 
which had been researched in BIH arrhythmia laboratory 
between 1975 and 1979, measuring patients’ movements 
such as walking through two channels during 24 hours.  The 
database consist of 48 data: 23 numbers of records which 
were randomly collected from recorded 4000data sets were 
selected from 40% of outside patients and 60% of 
hospitalized patients. And other 25 numbers of data 
included significant arrhythmia signals in clinic although the 
data were collected from the same patients group. 

 

B. Feature extraction of R-R interval 
R-R interval means time of R wave in a human’s brain 

from one certain peak to a next peak, and each R-R interval 
consists of one cardiac cycle.  Fig. 1 indicates R-R interval 
[21]. 

 

 
Figure 1. A sample image of R-R interval 

 
R-R interval is continuously generated as a form of 

continuous time, which is repeated. Sequence of R-R 
interval are transformed when QRS detector is applied in to 
ECG signals [22].   

Sequences of R-R interval are constituted through time 
succession, and each sequence which corresponds to 
immediate heart proportion is defined by the below formula 
[22]. 

                                    Fi = 1 / RRi                              (1) 
 

In general, HRV analyzes HRV in extracted R-R 
interval using HRV Analysis and constructs HRV data 
based on analysis information of the extracted HRV.  HRV 
is distinguished into below properties Mean, RMSSD, 
SDNN, SDSD, NN50, pNN10, pNN5 and so on.  In this 
study, the data properties were classified into total 25 
categories including Mean, RMSSD, SDNN, pNN50 and 
others.  

 

• Mean: inquiring meaning of the 32 number of R-R 
interval values in each segment. 

• RMSSD: meaning the average value of RMS (Root 
Mean Square) among gaps of intervals from R-R 
interval. 

• SDNN: meaning standard deviation of the gap of R-
R interval. 

• pNN50: meaning proportions from total section in 
cases that the gap of R-R interval is over 50cm. 

Fig. 2 indicates the feature extraction of R-R interval, 
and Fig. 3 illustrate HRV analysis. The filter is not only 
used to delete unnecessary components (frequency 
components), but also exchange measured data; distances, 
speeds, accelerations, temperature and strengths, into 
electric signals. For example, there are Median Filter, finite 
impulse response, Wavelet transform, Fourier transform and 
Band-pass Filter, which function as the device (stated 
above).  

In this study’s experiments, since Biomedical Startup 
Kit 3.0 provided by NI LABVIEW (National Instrument 
LABVIEW) was applied in extraction tasks, Band-pass 
Filter provided by the kit was adopted.  (Fig. 4) Band-pass 
Filter was designed to filter noises with combining low-pass 
and high-pass in a single filter [23]. 

 

 
Figure 2. Feature extracion in R-R interval 

 

 
Figure 3. HRV analysis 

 

 
 Figure 4. Input and output modes of Band-pass Filter 

 
High-pass and low-pass of the filter were configured at 

25Hz and 10Hz respectively. Configured filters erased 
noises of the data signals, and extracted R-R interval 
through deleted signals.  Then, R-R interval was designed a 
form to be experimented by WEKA which was used in the 
classifier experiment. Finally, designed data were 
experimented by Random Forest [25] classifier, which was 
one of the classifiers provided by WEKA. Fig. 5 and 6 
indicate arrhythmia data before feature extraction and after 
the extraction.  Extracted signals were classified into normal 
signals and arrhythmia signals according to their intervals 
and heights. RF is an algorithm belonged to ‘tree’. The 
accuracy of RF was reinforced compared to AF (Atiral 
Fibrillation) in [27] which had been compared in this study. 
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And the experiment was performed in [4] with SVM and 
MLP algorithms applied. In terms of the accuracy of the 
result, RF relatively showed a higher performance. 
Therefore, the experiments were undertaken based on RF 
and the algorithm was also modified to improve the 
accuracy in this study. 
 

 
Figure 5. Arrhythmia data before feature extraction 

 

 
Figure 6. Arrhythmia data after feature extraction 

 
 

IV. BODY 

A. Modified algorithm of Random Forest classifier and 
formula 

1) Modified algorithm of Random Forest 
In 1998, through a research, Ho noticed that Random 

Subspace is a method to select randomly from each tree 
with grown subsets using.  And after a year, Breiman used 
new analysis data which was designed to extract results 
randomly in the original analysis data [24]. Random Forest 
which is an algorithm that selects random vectors is a 
specially designed ensemble technique for Decision Tree 
classifier [25]. Each Decision Tree uses random vectors 
created from certain possibility distributions.  When the tree 
grow, Decision Tree defines random vectors to segregate 
each node from selected input features of F numbers rather 
than totally investigates input features of F numbers selected 
randomly [25]. It has a input feature called Forest-RI and 
Forest-RC: Forest-RI is a way which randomly select a 
vector of the RI, Forest-RC divides input data into the beat 
condition when input features of F numbers reach universal 
linear compounding [25]. In modified algorithm in this 
study, Forest-RI was designed to select the most frequent 
signals and Forest-RC was designed to classify arrhythmia 
chased by the algorithm. And Best-First decision tree (B-F 
tree) was applied rather than Decision Tree.  
      In general, Decision Tree which classifies target 
variables has had an aim that classified a given data. Also, 
selecting the most related variables and target variables, tree 
compounds categories and separates the most related 
category, which tree has a limitation according to features of 
the basic data. 
      Thus, tree cannot guarantee the best accuracy because 
tree becomes too sophisticated and the rate of the classificati 
on shows low performance when the features of the data are 
not vertically classified to certain variables. Therefore, to 

complement these drawbacks, B-F Tree is applied to modify 
algorithm. B-F Tree which is a method that extends nodes 
with best-fit order rather than fixed orders minimizes errors 
which come from all nodes needing separation with the 
most efficiently separated nodes added in each experiment 
stage.  In each stage, tree extends with the most modified 
subset selecting.  And the constructed process is expanded 
when all of the nodes reach a certain number or a pure node 
[26].  At a stage of pruning, the first B-F Tree can conduct 
two methods; pre-pruning and post-pruning.   
      When tree is growing, pre-pruning stops its growth, if 
data, which are divided, are not practical.  The second post-
pruning, which continuously extends nodes until all of the 
trees are completely extended, and it selects with extended 
data numbers and sorts of the average error estimates-  
minimizing [26].  Two cases were made based on all data of 
the final tree and extended selecting numbers. 
 

2) Formula 
      Through experimenting Random Forest classifier, 
Accuracy, Sensitivity, Specificity and PPV (Positive 
Predictive Value) were measured after TP (True Positive), 
TN (True Negative), FP (False Positive) and FN (False 
Negative) had been extracted.  The formula is stated below. 
   

Accuracy  = TP +TN / TP + TN + FP + FN             (2) 
Sensitivity  =  TP / TP + FN                       (3) 
Specificity  =  TN / TN + FP                      (4) 

PPV =  TP / TP + FP                          (5) 
 

If results of the formulas are needed to exchange into 
percentage, each results of the formulas is just multiplied 
100. 
 

B. The method of the experiment 
In this study’s experiments, R-R interval was extracted 

as two wave forms; Narrow and Wide with Band-pass filter 
using. In constructed arrhythmia data, N (Normal) and ~  
(Change in signal quality) signals were the most frequent 
beats: N means the regular wave form and ~ reveals that 
wave forms become to shift their current form.  V 
(Premature Ventricular Construction) and A (Atrial 
Premature Beat) signals, which are commonly mean 
arrhythmia, had been generated the most frequently in this 
study’s experiments, therefore, the algorithm was modified 
based on those the most frequent beats.  In the modified 
algorithm, Forest-RI preferentially chose N (Normal) and ~   
(Change in signal quality) signals, and Forest-RC were 
designed to classify V (Premature Ventricular Constraction) 
and A (Atrial Premature Beat) signals after chasing them.  
And then, after N and ~ signals were separated, Forest-RI 
was constructed to chase and classify other signals as well.      
The modified Random Forest algorithm is stated below. 
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• Forest-RI firstly chases F = N (Normal) and  
F = ~ (Change in signal quality), then verifies them. 

o N = Normal signal 
o ~ = altering signals // Forest-RI means 

input selection 
• Forest-RI chases V (Premature Ventricular 

Constraction) and  A (Atrial Premature Beat)   
• Forest-RC distributes V and A into arrhythmia // 

Forest-RC means the highest separation 
o V = Arrhythmia 
o A = Arrhythmia 

• Forest-RI chases other signals and distributes, 
excepting N, ~, V and A signals 

• Forest-RI and Forest-RC are repeated 
• Forest-RI / Forest-RC are ended 

In this study, apart from the modification of Forest-RI 
and Forest-RC, Beat-First decision tree (B-F Tree) was 
applied rather than Decision Tree in order to reduce out-of-
bag. B-F Tree, which uses best-fit order to extend nodes 
without fixed orders, stops its growth otherwise segregated 
data do not show actuality, and it makes decisions with 
finally extended data volumes adapting. Thus, it can decrease 
out-of-bag rates more easily than Decision Tree as 
minimizing extended volumes and branches.  When Forest-
RI and Forest-RC had been able to chase and classify 
selectively, TP (True Positive) showed relatively high values 
before its modification, while values of FP (False Positive) 
were decreased. And out-of-bag was relatively reduced 
compared to the past experiments when B-F Tree had been 
applied. Therefore, its accuracy remarkably higher than the 
results of other established experiments. A selected datum 
was experimented to identify that the performance of B-F 
Tree was more excellent than Decision Tree.  From the result, 
two facts stated below were revealed. The accuracy of 
Decision Tree was 90.69%: its volume and leave were 341 
and 171 respectively, whereas the accuracy of B-F Tree was 
93.37% as its volume and leave of tree were 567 and 284 
respectively. This study’s actual classifier experiments were 
conducted with Random Forest classifier in WEKA–3.6.2 
version Fig. 7. In the experiments, R-R interval had been 
extracted at the pre-processing stage, and extracted data were 
then corrected to be experimented by WEKA. Experiments 
using WEKA had been firstly compressed, Random Forest 
classifier experimented the compressed data. The experiment 
using Random Forest was undertaken by k-fold-cross-
validation method. Seperating data as k number of times of 
the same size section, k-fold-cross-validation method is a 
means that, an experimental section is selected among other 
sections and the others are used as training materials [25].  
According to these sequences, each section is repeated in 
order to be used exactly once only, and total out-of-bags 
added by k number of times of the total experiments.  In this 
study, configuring k to 10, experiments had been performed 
by using 10-fold-cross-validation, and then, Accuracy, 
Sensitivity, Specificity and PPV (Positive Predictable Value) 
were measured based on extracted figures of TP, TN, FP and 
FN. And Accuracy, Sensitivity and Specificity were just 
measured from feature data of HRV in this study. 

 
Figure 7. The process of the experiments 

 

C. The results of the experiment 
1) Accuracy comparison on the modification of the 

algorithm of Random Forest classifier between pre-results 
and now 

In this study, an algorithm of RF (Random Forest) was 
modified to chase preferentially selected signals in order to 
improve its accuracy of results. Fig. 8 indicates differences 
between before its modification and after. 

 

 
Figure 8. Accuracy comparison of the results of Random Forest algorithm 

modification between before and after  
 

Data were selected based on consequences of K&L’s 
experiment [27]. The sequence of the results stated at the Fig 
8 is from RF (now) to RF (pre-result): RF (now) is results of 
the experiment after the modification, RF (pre-result) is 
results before the modification. From the Fig. 8, the 
algorithm after the modification shows more accurate than its 
counterpart before the modification.  
 
 

2) Accuracy comparision among established researches, 
SVM, MLP and Random Forest 

Table 1 indicates extracted results of Sensitivity, 
Specificity and Accuracy on R-R interval experiments which 
were conducted by established researches and Random 
Forest classifier. 
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TABLE 1.  MEASUREMENT OF SENSITIVITY (SEN), SPECIFICITY 
(SPE) AND ACCURACY (ACC) 

Arrhythmia 
Data 

Sensitivity(%) Specificity(%) Accuracy(%) 
K&L RF K&L RF K&L RF 

Record_ 
no 

201 96.44 99.71 39.52 88.23 65.46 99.28 
202 80.79 99.62 94.64 72.73 88.72 99.2 
203 81.36 99.89 21.92 71.43 63.37 99.77 
210 96.89 100 0 0 94.73 100 
217 72.78 99.51 94.22 27.27 90.86 98.81 
219 96.86 99.81 64.20 89.66 91.39 99.63 
221 92.25 99.86 50.66 94.87 65.24 99.76 
222 92.25 100 50.66 0 65.24 100 

Average 90.226 99.75 61 63.1 82.14 99.55 
 

TABLE 3. ACCURACY ANALYSIS AMONG RF, MLP AND SVM 

 
TABLE 2.  RESULTS ON FEATURE DATA OF R-R INTERVAL EXPERIMENTED BY RANDOM FOREST CLASSIFIER 

Record TP TN FP FN PPV SEN SPE ACC 
201 1748 60 8 5 99.54 99.71 88.23 99.28 
202 2081 24 9 8 99.56 99.62 72.73 99.2 
203 2972 10 4 3 99.86 99.89 71.43 99.77 
210 2352 25 0 0 100 100 0 100 
217 2246 6 16 11 99.29 99.51 27.27 98.81 
219 1600 26 3 3 99.81 99.81 89.66 99.63 
221 2066 37 2 3 99.9 99.86 94.87 99.76 
222 2567 0 0 0 100 100 0 100 

Average 2204 23.5 5.25 4.125 99.745 99.8 55.52 99.55 
 

Table 1 indicates the results of K&L, RF: K&L is 
Tateno’s experiment [27], RF is this study’s experiment.  
When it comes to comparison among them, it is stated 
below: 
       While the result of the 210 sector is the best in K&L’s 
experiment, RF shows better performance as high as 5.27% 
compared to K&L. 

Table 2 represents results that 8 number of feature data 
were experimented by Random Forest (RF). 

After values of TP, TN, FP and FN had been 
previously extracted, PPV (Positive Prediction Value 
percentage), SEN (Sensitivity percentage), SPE (Specificity 
percentage) and ACC (Accuracy percentage) were measured, 
and then, the Average was calculated.  Including those data, 
all of the other data showed over 90% of accuracy rates as 
well. 

Thus, it could be regarede that Random Forest classifier 
extracted efficient Accuracy in the results of total data. 

  In order to analyze the accuracy of RF, Table 3 shows 
Accuracy rates among SVM, MLP, and RF. The sequence of 
the table is in order; RF -> MLP -> SVM.  Through Table 3, 
it could be obviously comprehended that the accuracy of RF 
reaches approximately 100% compared to others. 
 
 

3) Results cpmparison of HRV experiments between this 
study and established researches 

Asl [4], which is the comparison of HRV (Heart Rate 
Variability) experiments on HRV, was used SVM  (Support 
Vector Machine) and MLP (Multilayer Perceptron), and 
conducted by two ways; one was the case that GDA 
(Generalized Discriminant Analysis) which is ‘Dimension 
reduce’ method was adapted into the experiment and another 
was the ‘GDA’ was not adapted  (no GDA) in common.        

 
Thus, in this study, experiments were undertaken by 

two ways called ‘All data’ and ‘Shorten’ methods: total 25  
number of properties were used in ‘All data’ method and the 
only 13 number of properties were used in ‘Shorten’ method.  
And Random Forest, MLP and SVM were commonly 
selected as algorithms of the experiments. Results of the 
experiments were then differently compared by cases: the 
results of ‘All data’ was compared with ‘no GDA’ [4] and its 
counterpart of ‘Shorten’ was compared with ‘GDA’.  

From the results of the experiment, ‘GDA’ shows better 
performance on ‘Accuracy (ACC)’ than ‘no GDA’ on HRV 
and SVM at 0.27% and 0.67% respectively. From the case of 
this study’s consequence, ‘Shorten’ method indicated higher 
‘Accuracy’ on MLP and SVM at 1.05% and 3.12% 
respectively. 
 

TABLE 4. Results comparison of the experiment on HRV 
Method SEN 

(%) 
SPE 
(%) 

ACC 
(%) 

Average 

MLP No GDA 90.64 98.51 98.22 95.79 
GDA 92.63 98.98 98.49 96.7 
Shorten 100 90.9 98.96 96.62 
All data 100 83.33 97.91 93.746 

SVM No GDA 92.57 98.88 98.49 96.646 
GDA 95.77 99.4 99.16 98.11 
Shorten 100 66.67 97.91 88.2 
All data 100 83.33 94.79 92.7 

RF Shorten 100 90.9 98.96 96.62 
All data 100 90.9 98.96 96.62 

 
In terms of the comparison between ‘GDA’ and 

‘Shorten’ method, although its ‘Accuracy’ was high at 
0.47% when ‘Shorten’ method had adapted MLP, its 
‘Accuracy’ was low at 1.25% when SVM was used.  Finally, 
when RF (Random Forest) was adapted into the experiment, 
their ‘Accuracy’ (between the cases of MLP and SVM) 

Record_no Accuracy(%) 
RF MLP SVM 

201 99.28 83.69 81.27 
202 99.2 96.42 96.23 
203 99.77 80.42 77 
210 100 96.38 95.69 
217 98.81 75.95 68.45 
219 99.63 92.89 92.89 
221 99.76 86.36 82.31 
222 100 77.34 74.87 

Average 99.55 86.18 83.58 
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were at 98.96% at the same time. Why this study’s results 
did not show remarkably higher performance than Asl [4] 
could be assumed that there was the lack of efficiency in the 
experiments of this study compared to Asl [4]’s research on 
‘pre-processing’ as well as ‘Dimension reduction’ of  the 
data. 

 

V. CONCLUSION AND DIRECTION OF CONTINUOUS STUDY 
 

In this study, the Accuracy rates among SVM, MLP and 
Random Forest classifiers were adapted into the comparative 
analysis of their performances using MIT-BIH Arrhythmia 
Database.  Biomedical Startup Kit used the data extraction of 
R-R interval at pre-processing phases and Random Forest 
classifier provided by WEKA was used with its algorithm 
modified. In order to emphasize differences between the two 
groups, the algorithm of Random Forest classifier was 
modified by below three steps: 

• The algorithm was changed to select high-frequent 
signals previously instead of random selection 

• The algorithm was corrected to detect arrhythmia 
signals in the best-fitted segregation and classify 
them. 

• Best-First decision tree was applied instead of 
Decision Tree. 

      As a result, the accuracy of Random Forest classifier 
could be remarkably maximized, and classifier did not show 
only higher performance than SVM and MLP classifier, but 
could also minimize out-of-bags.  And, it was proved that the 
modified algorithm presented higher accuracy rates 
compared with the results of K. Tateno’s researches in the 
aspect of the accuracy.  

Consequently, despite of that remarkably high results 
were gained on the improvement of 10% accuracy rate, there 
were lower results at pre-processing phase than B. M. Asl’s 
research process in terms of the next areas; exceeding 
limitation on Dimension reduction and used Band-pass Filter 
as well as efficient section separation of R-R interval. 
Therefore, after this study, it should be researched to select 
filter which can efficiently erase baseline-wandering in pre-
processing phase and investigate methods that can accurately 
extract R-R interval. 
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Abstract  —  We propose a new method for scalable routing 

in large wireless mesh network: the democratic routing scheme. 

In this new schema, the nodes are divided into components 

according to their connectivity classes. As oppose to 

hierarchical routing, here, all nodes in the component are 

equal. The routing decisions are performed according to nodes 

connectivity structure together with a proper routing 

performance metric. Every node holds a view including its 

neighbor set and a dynamic connectivity model of the network. 

The node uses the view to understand which of its topology 

changes should be announced and to identify the set of nodes 

that should get this specific update.  In this way, the routing 

overhead is significantly reduced, and, yet, the necessary 

routing information is available. 

Index Terms — Wireless mesh network; scalable routing 

algorithms; connectivity models. 

I. INTRODUCTION 

Various wireless networks have evolved into the next 
generation to provide better services. A key technology, 
Wireless Mesh Networks (WMN), has emerged recently [1]. 
A WMN is dynamically self-organized and self-configured, 
with the (possibly mobile) nodes in the network 
automatically establishing and maintaining mesh 
connectivity among themselves. In such systems, the implied 
routing protocol directly affects scalability, efficiency, and 
reliability. 

When the network is large, hierarchical routing protocols 
tend to achieve better performance [2-10]. Hierarchical 
routing protocols build a hierarchy of nodes, typically 
through clustering techniques. These protocols divide the 
nodes in the network into backbone nodes and regular nodes 
arranged in clusters. Every cluster uses a cluster head node 
that is a part of the backbone. The cluster head node acts as 
a local coordinator of transmissions within the cluster and is 
responsible for keeping and updating routing information 
beyond the cluster. However, explicit clustering schemes 
have several drawbacks [3]:  

 Clustering usually requires that the cluster heads 
will be more powerful (battery life, transmission 
range and capacity) than the regular nodes in the 
clusters. Unless being intentionally designed so, the 
cluster head may become a bottleneck.  

 The complexity of maintaining the hierarchy 
compromises the performance of the routing 
protocol. There is a significant overhead in the 
maintenance of the cluster (e.g., electing the cluster 
head and maintaining the cluster‟s members); 

 The centralization and load of the cluster-heads 
routes; 

 The routing path may be longer than a direct path;  

 Clustered protocols are sensitive to failures of the 
cluster heads;  

 The fragmentation of the network nodes into 
clusters may result in a large number of clusters.  

 Change of cluster heads results in routing changes 
and hence generates routing overhead. 

In this research, we propose a completely different 
method for scalable routing in large WMN, the democratic 
routing scheme. In this new schema every node holds a 
view. The view includes the node neighbor set and a 
dynamic connectivity model of the network. Using its view, 
the node can keep updated information on the network and 
can perform educated routing decisions. The dynamic 
connectivity model represents the network topology in a 
compact structure (O(n), where n is the number of nodes in 
the network) and can be updated in an efficient manner to 
capture the dynamic changes in the network topology, as 
nodes move from one place to another while establishing 
and releasing links.  On one hand, this model should be 
small to avoid unnecessary updates (meaning, high 
overhead); on the other hand it should be detailed enough to 
allow good routing decisions. The dynamic connectivity 
model is updated whenever an essential change in the 
network accrues. The node uses the view to understand 
which of its topology changes (for example, link 
establishment or link release) should be announced and what 
is the exact set of nodes that should get the specific update.  
In this way the routing algorithm overhead is significantly 
reduced and, yet, the necessary routing information is 
available.  

We choose to describe our new concept using an 
extension of the cactus-tree model of Dinitz et al. [11] and 
the two-level cactus-tree model [12] to enjoy their elegancy 
and simplicity. However, these models support incremental 
maintenance only and they do not support node-deletion and 
edge-deletion (link release). Thus, we extend the models to 
support node-deletion and edge-deletion for low 
connectivity levels. 

This paper is organized as follows. In the next section, 
related works are listed. In section III, basic definitions are 
described. Section IV presents the connectivity model 
dynamics.  Section V describes the new democratic routing 
scheme. Finally, conclusions and further research topics are 
given in Section VI.  
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II. RELATED WORK  

Typically, when wireless network size increase flat 
routing schemes become infeasible because of link and 
processing overhead. One way to solve this problem and to 
produce scalable solutions is hierarchical routing. The 
common way of building hierarchy is to group nodes 
geographically close to each other into explicit clusters. In 
explicit clustering schemes, each cluster has a leading node 
(cluster head) to communicate to other nodes on behalf of 
the cluster. An alternate way is to have implicit hierarchy. In 
this way, each node has a local scope. Different routing 
strategies are used inside and outside the scope.  

Cluster head-Gateway Switch Routing (CGSR) [7] is 
typical of explicit cluster-based hierarchical routing. A 
stable clustering algorithm, Least Cluster head Change 
(LCC), is used to partition the whole network into clusters, 
and a cluster head is elected in each cluster. A mobile node 
that belongs to two or more clusters is a gateway connecting 
the clusters. Packets are routed through paths having a 
format of “Cluster head–Gateway Cluster head–Gateway…” 
between any source and destination pairs. 

Additional well known explicit clustering routing 
protocol is the Hierarchical State Routing (HSR) [5]. It is a 
multilevel clustering-based Link State routing protocol. It 
maintains a logical hierarchical topology by using the 
clustering scheme recursively. Nodes at the same logical 
level are grouped into clusters. The elected cluster heads at 
the lower level become members of the next higher level. 
These new members in turn organize themselves in clusters, 
and so on. The cluster head summarizes link state 
information within its cluster and propagates it to the 
neighbor cluster heads (via the gateways). 

The basic idea in the Zone Routing Protocol (ZRP) [6] is 
that each node has a predefined zone centered at itself in 
terms of number of hops (implicit cluster). For nodes within 
the zone, it uses proactive routing protocols to maintain 
routing information. For those nodes outside of its zone, it 
does not maintain routing information in a permanent base. 
Instead, on-demand routing strategy is adopted when inter-
zone connections are required. 

A recent study [3] considers a routing technique which 
can implicitly cause nodes that are in the “center” of dense 
areas to act as cluster heads (“natural clustering”). Using the 
Metrical Routing Algorithm (MRA) [4], it maintains a 
dynamic set of coordinates to every node. Thus, if the 
coordinates of the destination are known, the MRA sends a 
message to this destination through the shortest path based 
on the estimated metrical distances.   

We propose a new democratic routing scheme which can 
be classified as an implicit clustering.  In this scheme, the 
nodes are logically divided into their connectivity classes 
(components). The components do not have component 
heads and the traffic is handled in a complete democratic 
manner. That is, in our scheme all nodes are equal. The 
routing decisions are performed according to nodes 
connectivity structure together with a proper routing 
performance metric (for example, minimum hops metric). 

Unlike other implicit clustering schemes, in our solution, 
nodes do not have geographic location information on the 
other nodes (coordination). In addition, we use the same 
routing protocols for routing inside and outside the 
connectivity components.  

III. DEFINITIONS  

Let G=(V,E) be a weighted undirected connected multi-
graph without loops induced from a specific network 
topology, where every vertex represents a node in the 
network and every edge between two vertices represents a 
wireless link between a pair of corresponding nodes that are 
in communication range.  

A minimal edge-cut C of G is an edge set whose removal 
disconnects G and removal of any proper part of C does not 
disconnect G. If |C|= k then C is called a k-cut. If C={e} 
(that is |C|=1) then the edge e is called a bridge.  Two 
vertices {u,v} are called k-edge-connected if no k'-cut, k' < 
k, separates u from v. It is well known that the property 
``there exist k edge-disjoint paths between u and v in G'' 
defines the same relation as k-edge-connectivity. The 
equivalence classes of this relation are called the k-edge-
connected classes (k-classes for short). The partition of V 
into the (k+1)-classes is a refinement of the partition of V 
into k-classes. Thus, the connectivity classes have a 
hierarchical structure.  

For a k-connected graph, its connectivity model 
represents both its (k+1)-classes and its k-cuts. For example, 
the well known bridge-tree model of a 1-connected graph 
represents its 1-cuts (the so-called bridges) and its 2-classes 
[16]. Similar, the cycle-tree connectivity model of a 2-
connected graph represents its 2-cuts and its 3-classes [13] 
[14]. These connectivity models are, in fact, special cases of 
a more general connectivity model called the cactus-tree 
model [11]. The cactus-tree model [11] of a k-connected 
graph represents both its (k+1)-classes and its k-cuts.  

For the simplicity of this short presentation, we assume 
that the network is not highly connected and use the bridge-
tree model of [16] together with the cycle-tree model of [14] 
[15] for each 2-class in the graph. This joined two-level 
connectivity model is, in fact, a special case of the two-level 
cactus-tree model of [12]. Using the general model of [12], 
our result can be easily adjusted to highly connected 
networks.  

By definition, the size of this connectivity model is O(n), 
where n is the number of nodes in the network. If n is very 
large, it is possible to divide the network according to 
geographic location and to define proper gateways nodes to 
connect the networks parts.    

Let S be a sub-set of V. The induced graph G(S) consists 
of the vertices S and all edges in E connecting vertices in S. 
For a 3-class S, the associated 3-componnet graph is the 
induced graph G(S) together with virtual edges. The virtual 
edges represents cycles in the cycle-tree model that are 
attached to distinct vertices of S. The 3-commponent mimics 
the connectivity structure of S in a localized fashion [13].  
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IV. CONNECTIVITY MODEL DYNAMICS 

Each node in the network holds a view. The view of node 
v includes: 

 The global connectivity model of the network (the 
bridge-tree and the cycle-tree of each 2-class), 

 Its local connectivity model: the cactus-tree model 
of v‟s 3-componnent graph.   

 The set of v‟s neighbors  

In this section, we describe the dynamics of the 
connectivity model. The vertex insert and edge insert 
procedures are given in [12]. Here, we provide an intuitive 
explanation, and present two examples for the model 
completeness. For formal description of these procedures, 
see [12] [14]. We add new procedures to support vertex 
delete and edge delete. Note that the new transformations 
described here are designed for the simple case of low 
connectivity only.  

Regarding a new vertex insertion, the vertex is inserted 
as a singleton. Meaning, until edge insertion it act as an 
isolated node. The corresponding connectivity models are 
trivial. 

Regarding a new edge e=(u,v) insertion (new link 
establishment), there are four cases according to the relation 
between the vertices u and v.  The four cases are: u and v 
belong to distinct 1-classes, u and v belong to the same 1-
class but to distinct 2-classes, u and v belong to the same 2-
class but to distinct 3-classes, u and v belong to the same 3-
class.  

The change in the connectivity models due to new link 
establishment between two nodes belonging to separated 
networks (1-classes) is a simple connection of the two 
representing models by adding a new bridge associated with 
the new link e. To connect nodes with higher connectivity a 
simple squeeze operation is performed on the path-of-edges-
and-cycles, in which the set of all nodes along the path are 
replaced by a single node [12] [14].  

The following new procedure defines the vertex deletion 
operation.  

Void VertexDelete(v) 

Begin  

1: for every edge e attached to v do {  

2:  remove edge (e); } 

3: release vertex v; 

End 

This procedure functionality includes releasing of all the 
edges attached to this vertex and then releasing the vertex 
resources (memory etc.). 

Theorem 1 

The procedure VertexDelete(v) correctly updates the 

connectivity models.  

Regarding an edge deletion operation (see EdgeDelete 
procedure below), we have three cases. Assume that the 
edge e=(u,v) needs to be deleted. First, the vertices u and v 
can belong to the same 1-class but to distinct 2-classes.  
Second, the vertices u and v can belong to the same 2-class 

but to distinct 3-classes. In the third case, u and v belong to 
the same 3-class.  

Consider the first case (u and v belong to the same 1-
class but to distinct 2-classes).  

Lemma 2 

Assume that e=(u,v), u and v belong to the same 1-class but 

to distinct 2-classes. Then, e is a bride in the graph and has 

direct representation in the bridge-tree model. 

Proof 

By bridge definition. 

In this case (steps 1-3 in the EdgeDelete procedure 
below), the global connectivity model is changed by 
removing the edge which represents e in the model. The 
local connectivity models of u and v are not affected since u 
and v do not belong to the same 3-class (component).   

Consider the second case (u and v belong to the same 2-
class, but to distinct 3-classes).  

Lemma 3 

Assume that e=(u,v), u and v belong to the same 2-class but 

to distinct 3-classes. Then, e has direct representation in the 

cycle-tree model of the 2-class. 

Proof 

Since u and v belong to the same 2-class but to distinct 3-

class there are exactly two edge-paths between u and v. One 

path consists of {e} and let us denotes the second one by P. 

Removing e together with any edge from P result in a 

minimal cut that separates u and v and must be represented 

in the cycle-tree. That is, the cycle L= {e}U{P} is in the 

cycle-tree.  

In this case (steps 4-6 in the EdgeDelete procedure 
below), the global connectivity model is changed by 
transforming the cycle which include the edge which 
represents e into a path of bridges by removing this edge. 
The local connectivity models of u and v are not affected 
since u and v do not belong to the same 3-class and to the 
same 3-componnent. In addition, by definition, the cycle L is 
not represented by a virtual edge in the 3-componnets of u 
and v.  

  Consider the third case (u and v belong to the same 3-
class, denoted by S). Removing an edge in this case might 
result a fragmentation of the 3-class S.  Formally, now we 
have two cases: u and v can belong to the same 4-class or 
they can belong to distinct 4-classes. If u and v belong to the 
same 4-class (steps 18-23 in the EdgeDelete procedure 
below) then the global connectivity model will not change 
(the class S is still a 3-class) as a result of removing e. Only 
the local cactus-tree might change as follows. The node that 
represents S is replaced with a cactus-tree (implanting the 
model instead of the node). This is done via 3-componnent 
discovery operation in addition to virtual edges that result 
from the cycle-tree. 

In the second case (steps 7-17 in the EdgeDelete 
procedure below), the node that represents S in the global 
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connectivity model, should be replaced with a cycle-tree that 
will represent S as a 2-class (implant the model instead of 
the node). That is, if u and v belong to distinct 4-classes then 
the removal of e will change the 3-class S and turn it to a 2-
class. The cycle-tree that represents S is generated from the 
cactus-tree model of the 3-componnent associated with S in 
the following manner. Let T be a path in the cactus-tree 
between the node that represent the 4-class of u and the node 
that represents the 4-class of v. Every 3-cut that is 
represented by an edge on this path is now a 2-cut. Thus, the 
cycle-tree of S is a sequence of cycles (each of size 2). All 
nodes in the cactus-tree before the path T stay in one 3-class, 
and all nodes after this path stay in one 3-class. Each node in 
the path T is now a 3-class.  In addition, each node in these 
new 3-classes should construct a new local connectivity 
model: the cactus-tree of its new 3-class. This is done via 3-
componnent discovery operation in addition to virtual edges 
that result from the cycle-tree.  

Void EdgeDelete(u,v) 

Begin  

1: if (u and v belong to the same 1-class  

       but to distinct 2-classes) do { 

2: Remove e from the bridge-tree; 

3: Update u and v global models;}  

4: else if (u and v belong to the same  

       2-class but to distinct 3-classes) do 

{ 

5: Remove e from the cycle-tree; 

6: Update u and v global models;       } 

  7: else if (u and v belong to the same  

       3-class but to distinct 4-classes) do 

{ 

8: find the path between u’s 4-class and 

       v’s 4-class in the cactus-tree; 

9: create the proper cycle-tree from the 

       cactus-tree; 

10:  implant the new cycle-tree in the    

       global model; 

11:  Update the global models of all nodes 

       in the 3-class; 

12:  for every new 3-class created do{ 

13:     discover the 3-componnet; 

14:    add virtual edges according to the  

            cycle-tree; 

15:    calculate the cactus-tree; 

16:     for every node in this 3-class do{ 

17:  Update the local model; } } } 

18: else if (u and v belong to the same  

       4-class) do { 

19:  discover the 3-componnet; 

20: add virtual edges according to the  

            cycle-tree; 

21: calculate the cactus-tree; 

22:  for every node in this class do { 

23: Update the local model; } } 

End 

The example plotted in Figure 1 describes a delete edge 
operation, where e=(u,v) and the vertices u and v belong to 
the same 3-class (denoted by N2 in the figure). The induced 
graph is presented in (a); the global connectivity-model of 

this network is presented in (b), it consists of all 1 and 2 – 
minimal cuts of the graph. In (c), the 3-componnent 
corresponding to the 3-class N2 is presented together with 
the local model of the vertices in the 3-class N2. In addition, 
we can see the transformation of this 3-class due to the 
removal of the edge e, with the proper transformation of its 
cactus-tree model (representing the minimal 3-cuts of 3-
class N2) into a cycle-tree (representing the minimal 2-cuts 
of 3-class N2). Finally, (d) shows the updated global 
connectivity model. 

Theorem 4 

The procedure EdgeDelete(v) correctly updates the 

connectivity models.  

V. THE DEMOCRATIC ROUTING SCHEME  

In this section, we describe the democratic routing 
scheme. As mentioned before, each node has its view. The 
node uses the view to decide which of its topology changes 
should be announced and the exact set of nodes that should 
get the specific update.   
 
 

 

 
Figure  1.  Deleting an edge between vertices belonging to the same 3-

class but to distinct 4-classes 
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When a new node joins the network it performs an Insert 
vertex operation. As a result, its view is initiated. Next, the 
node discovers its neighbors. For each link establishment 
between the node and an adjusted node, the node received 
the neighbor‟s global and local connectivity model. Once an 
update is required on the global connectivity model, an 
„update global model‟ message is broadcast to all nodes. 
This message includes the origin node identity, a sequence 
number generated in the origin node, and the update 
description. An important observation is that a node which 
receives two distinct „update global model‟ messages can 
join these messages into one message including both updates 
and by that to reduce the routing overhead.  

Once an update is required on the local connectivity 
model, an „update local model‟ message is send to the nodes 
in the 3-componnent only. If there are no updates to the 
connectivity models, no updates messages are sent.   In 
component discovery message, each node which belong to 
the specific 3-class responses with its neighbors set.  

As a node move from one place to another its links 
changes. Some new links are added, some old links are been 
released. The node continues to update the necessary routing 
information and the truly important network topology 
changes are continually monitored.    

Since the connectivity models can be decomposed 

according to the network topology, it is possible to divide 

the network to sub-networks and to define the models for 

each part. Using special nodes as gateways can solve the 

problem of connecting the sub-networks.  

VI. CONCLUSION AND FUTURE WORK   

In this on-going research, we proposed a new democratic 
routing scheme. In this scheme all nodes are equals and 
routing decisions are based on the nodes view of the 
network. To limit the routing algorithm overhead, the nodes 
use connectivity model to decide which node should be 
informed of a topology change if any.  

Future work includes implementation of this scheme and 
evaluation of the algorithm performance comparing to others 
scheme for scalable routing in large wireless mesh networks.  
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Abstract—Meeting traffic demand and enforcing fairness are
often times necessary but conflicting objectives for resource
allocation in wireless networks. Due to the resource sharing
nature of wireless networks, without a mechanism for enforcing
fairness, simply assigning resources to meet traffic demand of
some network flows can lead to resource starvation of other
network flows. Balancing these two objectives is more complex
multi-hop wireless networks, as the resource contention could be
indirect. In this paper, an algorithm is introduced to allocate time
slots in TDMA-based multi-hop wireless networks to achieve a
designated a balance between meeting traffic demand and enforc-
ing fairness. Numerical results show that the algorithm performs
significantly better than other resource allocation algorithms. The
introduced algorithm is well suited for distributed TDMA-based
wireless networks, such as ECMA-368 based UWB networks.

Index Terms—Congestion control, fairness, multi-hop wireless
network, optimization, quality of service, resource allocation,
TDMA.

I. INTRODUCTION

Quality of Service (QoS) and fairness are both important
yet often times mutually conflicting objectives for resource
allocation and scheduling in wireless networks. Due to the
resource sharing nature of a wireless environment, meeting
the QoS of some flows without addressing the fairness issue
may lead to resource starvation of other flows. The problem
of balancing QoS and fairness becomes more complex when
the network spans more than a single hop. This is evident in
Fig. 1.

In Fig. 1, a flow contention graph is composed of three
one hop flows {A,B,C}. Due to some underlying network
topology, flow B contends with both flows A and C, while
flows A and C do not contend with each other directly. Hence,
a transmission of either flow A or flow C would block flow
B. Two time slots are assumed available for the three flows to
use. Each flow is assumed to require one time slot to meet its
traffic demand. As we can see, the resource allocation strategy
at the top leaves flow B no time resource to use, while the
resource allocation strategy at the bottom can serve all traffic
demands.

The problem of maximizing the time slot allocation effi-
ciency in TDMA wireless networks by exploiting the spatial
reuse is NP-complete [8]. Several algorithms [8], [10] have
been introduced to probabilistically achieve the maximum
resource allocation efficiency without considering QoS and
fairness.

QoS and fairness of resource allocation in wireless networks
have been studied in separate contexts extensively. Various

Fig. 1. Resource Allocation Problem in Multi-hop Wireless Networks

fairness measures have been introduced. Some solutions are
designed to achieve specific objectives, such as proportional
fairness [1] and max-min fairness [2]. Algorithms to achieve
those objectives are usually complex. Other resource allocation
algorithms, such as DRAND [4], provide a level of fairness
and spatial reuse in multi-hop ad hoc networks without spe-
cific objective functions but involve much less computational
complexity. These algorithms enforce fairness in the absence
of QoS requirement, hence can be applied when every flow
impose infinite traffic demand. On the other end, various
resource allocation algorithms are introduced to solely meet
the QoS requirements. Schemes, such as [5], allocate time
slots on a flow by flow basis to meet their traffic demands and
can easily lead to unfair congestion situations.

Several algorithms [9], [11] have been introduced to address
the tradeoff between QoS and fairness by dynamically allo-
cating time slots based on traffic loading and flow contention.
In [3], a gradient method based resource allocation scheme
is introduced to gradually regulate the data rate of end-to-
end flows so that a utility function can be maximized across
the network under the underlying flow contention constraint.
Such schemes require adjusting allocated resources in a highly
dynamic manner. However, demand assigned TDMA-based
wireless networks, such as WiMedia networks [6], [7], expect
such resource assignment to be static over a period of time.
Hence, the aforementioned schemes are not suitable for such
a deployment.

In this paper, a Demand Aware Fair resource allocation algo-
rithm (DAF) is proposed to allocate time slots in TDMA-based
multi-hop wireless networks. The DAF algorithm considers
the requirement of QoS and fairness jointly, where QoS is
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measured by the amount of traffic demand that is being served.
The number of assigned time slots remains static during flow
holding (active) times. To meet the traffic demand and to
preserve fairness among multiple flows, DAF is designed to
achieve the following objectives in TDMA-based multi-hop
wireless networks:

• A flow is guaranteed a minimal number of time slots,
called fair share when it has infinite traffic demand. This
imposes a basic standard of fairness.

• The traffic demand of a flow is met when it is lower than
the fair share of the flow.

• Achieve a prescribed balance between serving the traffic
demand and reducing congestion.

We show that the proposed DAF algorithm meets the
traffic demand and enforces the predefined fairness. DAF is
well suited for distributed TDMA-based wireless networks,
such as a WiMedia network, in which nodes advertise their
available time slots to their 2-hop neighbors and then exchange
messages to reserve time slots for new flows.

We introduce several important concepts in Section II. In
Section III, the DAF algorithm and its objective is described.
Numerical results are given in Section IV. Section V concludes
this paper.

II. SYSTEM MODEL

In this section, we present and develop several concepts for
modeling the resource allocation problem in a TDMA-based
multi-hop wireless network.

A. Maximal Common Slot Set

In this paper, a one-hop flow is simply referred to as a
flow. A flow is always considered bidirectional so to take into
account both data and acknowledgement transmissions.

In a TDMA-based wireless network, a flow f can only have
transmissions in a time slot s during which its sender and
receiver are not participating in transmissions for other flows.
The time slot s is then said to be available to flow f .

Definition 1: A set of time slots S is said to be commonly
available to a group of flows F , if ∀s ∈ S and ∀f ∈ F , s is
available to f . S is said be a common slot set of F . F is said
to be a common flow group of S.

A time slots set S, a flows group F , and their relations can
be modeled as a bipartite graph G = (S + F,E). An edge
exists between s ∈ S and f ∈ F if and only if s is available
to f . A common slot set S and its common flow group F
forms a complete bipartite graph.

Definition 2: A group of flows F is said to be the maximal
common flow group of its common slot set S, if and only if S
does not have another common flow group F̃ so that F ⊂ F̃ .

Definition 3: A set of time slots S that has a maximal
common flow group F is said to be a maximal common slot
set (MCSS), if and only if 1) No other time slot set S̃ has F
as its maximal common flow group, and 2) No other time slot
set S̃, S̃ ⊂ S has a maximal common flow group F̃ such that
F̃ ⊃ F .

The first requirement means that the complete bipartite
graph formed by S and F includes all time slots that are
available to F . The second requirement means that a maximal
common slot set does not contain any common slot set that
serves more flows than it does.

The significance of the maximal common slot set is that
a TDMA frame can be partitioned into disjoint maximal
common slot sets, where each MCSS set has a designated
maximal flow group it can serve.

A simple way to obtain MCSSs is to start with individual
time slots and their maximal common flow groups, and then
group those time slots that have identical maximal common
flow groups. The process stops when no two time slot sets have
identical maximal flow groups. The maximum computational
complexity is of O(n2), where n is the number of time slots. In
this paper, we do not study the algorithm of obtaining maximal
common slot sets.

B. Maximal Common Slot Set based Flow Contention Graph

In wireless networks, two transmissions may cause strong
interference between each other if they overlap in time,
frequency and space. In this paper, only single carrier TDMA-
based multi-hop wireless networks are treated. Hence, only
time and space domains can be explored, which manifests as
TDMA operations and spatial reuse, respectively. To precisely
capture the exploration of time and space, we introduce the
concept of Maximal Common Slot Set based Flow Contention
Graph (MCSS-FCG).

Definition 4: Two flows are said to be contending flows for
each other if their simultaneous transmissions cause strong
interference to each other and subsequently result in transmis-
sion failures. Under a protocol model, two flows are said to be
contending for each other if the source or the destination of
one flow is within the nominal communication range of that
of the other flow.

A Flow Contention Graph (FCG) captures all flow con-
tention information. The mapping from a nodal graph to a
flow contention graph is well known [12] and illustrated in
Fig. 2. In Fig. 2, all five flows are considered bidirectional.
Each flow in the nodal graph is converted into a vertex in the
flow contention graph. An edge exists between two vertices in
a flow contention graph if and only if the corresponding two
flows contend with each other.

Definition 5: A maximal clique is a set of vertices that
induces a complete graph, and is not a sub-graph of any other
complete graph. A degree of a maximal clique is defined as
the number of vertices in that clique.

A flow contention graph can be decomposed into a set
of maximal cliques as shown in Fig. 3. In Fig.3, the flow
contention graph is composed of three maximal cliques,
{A,B,C}, {B,C,D} and {D,E}. Each clique is a complete
graph and is not a sub-graph of any other complete graph in
the flow contention graph.

Definition 6: A Maximal Common Slot Set based Flow
Contention Graph (MCSS-FCG) is just a flow contention
graph with respect to a maximal common slot set. All time
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Fig. 2. Nodal Graph and its Flow Contention Graph

Fig. 3. Maximal Clique Decomposition of a Flow Contention Graph

slots in a maximal common slot set are available to all flows
in the MCSS-FCG.

A MCSS-FCG is only meaningful with respect to its max-
imal common slot set. MCSS-FCGs associated with different
maximal common slot sets are distinct. Flows that are assigned
time slots in different maximal common slot sets do not
contend with each other. We note that, when all time slots
are available to all flows in the network, there exists a
unique MCSS-FCG in the network, which is the overall flow
contention graph itself.

An example of maximal common slot sets of their MCSS-
FCG is illustrated in Fig. 4. There are 7 flows, {A,B, ..., G},
in the overall flow contention graph. Each flow has some
particular time slots available in the frame for its use. Three
maximal common slots are assumed to be identified. Each
maximal common slot has a flow contention graph that is
formed by its common flow group. A flow may reside in mul-
tiple MCSS-FCGs. For example, all three maximal common
slot sets are available for flow A. Hence, flow A resides in all
three MCSS-FCGs.

C. Fair Share in a MCSS-FCG

Definition 7: A fair share is defined as a number of time
slots that shall be assigned to a flow when every flow in the
network imposes infinite traffic demand that can saturate the
network.

Assigning fair shares to flows when flows contend among
one another in a traffic overloaded network enforces a standard
of fairness. Since flows that are assigned with time slots in

Fig. 4. Maximal Common Slot Set and its MCSS-FCG

Fig. 5. Max-min Fair Share Assignment

different maximal common slot sets do not contend with each
other, the fair share is only meaningful with respect to a
specific MCSS-FCG. When a flow resides in multiple MCSS-
FCGs, this flow has a fair share value in each MCSS-FCG.

Fair shares can be assigned based on a specific objective
or assigned arbitrarily based on service agreement. To give an
intuitive idea of fairness, the normalized max-min fair share
assignment in a perfect graph studied in [2] is shown in Fig.
5. It is feasible to allocate and schedule 1

3 time slots to Flows
A, B, C, and D and allocate 1

3 time slots to Flow E. The
fairness nature of this allocation is that no flow can increase
the assigned amount of time slots without reducing the time
slots of other flows that are already assigned with less or equal
amount of time slots.

In our resource allocation algorithm study, a simple rule of
assigning fair shares is used. The fair share for a flow in a
MCSS-FCG that has L time slots in the associated maximal
common slot set is set to L

d , where d is the highest degree of
all maximal cliques the flow resides in.

III. RESOURCE ALLOCATION ALGORITHM

At any point in time, a TDMA-based multi-hop wireless
network may be serving existing flows while a new set of flows
may be initiated in the network. The traffic demand of these
new flows can be expressed in bits per frame. To negotiate the
traffic demand to be served, a signaling process can compute
and then reserve time slots for these flows on selected routes.
Our DAF resource allocation algorithm used by the signaling
process strives to achieve the following objectives:

• The portion of traffic demand within the fair share of a
flow should be fully met.

• Minimize the cost associated with inadequate serving of
traffic demand and the cost associated with allocating
time slots above fair shares.

DAF is executed over a set of MCSS-FCGs. DAF com-
prises two processes, namely the inter-graph process and the
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intra-graph process. The inter-graph process selects, in each
iteration step, a maximal common slot set and its associated
MCSS-FCG to execute the intra-graph process. Its selection
of the maximal common slot set is critical to meet the traffic
demand. The intra-graph process assigns time slots in the
selected MCSS-FCG with an objective to balance between
QoS and fairness.

We note that, for a real implementation in a distributed
manner, the computational complexity of obtaining a complete
MCSS-FCG can be large. To reduce the control overhead
and computational complexity, a MCSS-FCG used for com-
putation may cover only the maximal cliques where the
underlying flow resides. Once the computation is finished,
the source/destination of the underlying flow can advertise its
assignment results to the source/destination of a contending
flow. To ensure a feasible time slot assignment, the final
time slot assignment of a flow can be set to the mini-
mum among all assignments of this flow suggested by the
sources/destinations of this flow and contending flows. Such
an assignment computed in a distributed manner could be sub-
optimal. Nevertheless, we proceed in the following to describe
the algorithm in its centralized form.

A. Inter-Graph Process

The following notations are used:
• Denote by {Gn}, n = 1, 2, ..., N , the set of MCSS-FCGs.

Denote by {clkn}, k = 1, 2, ...,K, the set of maximal
cliques in Gn. Denote by dkn the degree of clkn.

• Denote by {sl}, l = 1, 2, ..., L, the set of flows in {Gn}.
Denote by ql the outstanding traffic demand of sl.

Algorithm 1: Inter-Graph Process

1 For each Gn, set the maximal degree d̂n of Gn to be
d̂n = maxKk=1 d

k
n;

2 Sort {Gn} in an ascending order of {d̂n};
3 Denote by ni the original index of the ith MCSS-FCG in the

sorted set;
4 for i = 1, 2, ..., N do
5 Execute the intra-graph process based on Gni . Denote by q

ni
l

the traffic demand served in Gni for sl after the intra-graph
process;

6 for l = 1, 2, ..., L do
7 ql := ql − q

ni
l ;

8 Remove sl from {Gn} if ql == 0;
9 end

10 Update {d̂n}. Sort {Gn} in an ascending order of {d̂n};
11 end

The inter-graph process is specified by Algorithm 1. The
process utilizes the time slots of a MCSS-FCG ahead of other
MCSS-FCGs, if its flow contention level is the lowest (i.e.,
the highest degree of all of its maximal cliques is the lowest
compared to other MCSS-FCGs). By doing this, the traffic
demand of a flow can be served as much as possible before
this flow enters the competition for the precious time slot
resources with other contending flows in those high contention
level MCSS-FCGs. Once time slots are assigned to a flow in
an intra-graph process, the demand of this flow is reduced

accordingly. If the demand of a flow is fully met, the flow
is removed from the set of MCSS-FCGs. Hence, the inter-
graph process aggressively reduces the flow contention levels
of MCSS-FCGs in each iteration.

The computational complexity of the inter-graph process
is identified to be O

(
NW +N2L+N3

)
, where W denotes

the complexity of intra-graph process, N denotes the number
of MCSS-FCGs, and L denotes the number of flows in the
network. The result comes with the worst case assumption
for the sorting complexity known as O

(
k2
)
, where k is

the number of elements for sorting. The derivation of the
complexity is straightforward and hence omitted in this paper
due to the page limit.

B. Intra-Graph Process

The intra-graph process iterates over maximal cliques in a
MCSS-FCG. For each maximal clique, an intra-graph resource
allocation algorithm calculates the number of slots to be
assigned to each flow within the maximal clique. If a flow
resides in multiple maximal cliques, the number of time slots
assigned to the flow in this MCSS-FCG is set to the minimum
of all values assigned to the flow.

The trade-off between meeting the traffic demand and
preserving fairness takes the center stage of the resource
allocation algorithm. The intra-graph resource allocation al-
gorithm executed over a maximal clique strives to achieve all
objectives listed at the beginning of Section III. The algorithm
minimizes the total cost incurred from inadequate serving of
traffic demand and allocating time slots beyond a fair share.

The cost functions associated with inadequate serving of
traffic demand and allocating time slots beyond a fair share can
be quite general as long as they have the following properties.

Denote by u(z) the cost function induced by allocating z
time slots above the fair share of a flow. With respect to a
maximal clique, denote by xi and fi the actual number of
time slots allocated to flow i and the fair share of flow i,
respectively. We need

• u(zi) = u(xi − fi) and u(xi − fi) = 0,∀xi ≤ fi.
• u(z) is a strictly convex and strictly increasing function

w.r.t. z.

Hence, the total cost induced by allocating time slots above
fair shares is

∑
i u(xi − fi)Ixi≥fi , where I is an indicator

function. Ixi≥fi = 1 if xi ≥ fi, otherwise Ixi≥fi = 0.
Denote by v(z) the cost function induced by inadequate

serving of traffic demand of a flow, where z denotes the traffic
demand that is not served after the allocation. Denote by Ri

the data rate (in bits per slot) that can be achieved for the
transmission of flow i. Denote by qi the traffic demand (in
bits per frame) from flow i. We need

• v(zi) = v(qi −Rixi) and v(qi −Rixi) = 0,∀ qi
Ri

≤ xi.
• v(z) is a strictly convex and strictly increasing function

w.r.t. z.

Hence, the total cost induced by inadequate serving of traffic
demand is

∑
i v(qi −Rixi)I qi

Ri
≥xi

.
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The optimization problem for achieving all objectives spec-
ified in Section III is described below:

min
x1,x2,...,xL

wu

L∑
i=1

u(xi − fi)Ixi≥fi + wv

L∑
i=1

v(qi −Rixi)I qi
Ri

≥xi
.

(1)
The problem is subject to the following constraints:

• The portion of traffic demand within the fair share of a
flow should be fully met.

Rixi = qi,∀
qi
Ri

≤ fi. (2)

• The actual assigned resource is no greater than qi.

Rifi ≤ Rixi ≤ qi,∀
qi
Ri

≥ fi. (3)

• The total number of slots assigned in a maximal clique
is no larger than sn, where sn is the total number time
slots in MCSS-FCG Gn.

L∑
i

xi ≤ sn. (4)

The cost functions are weighted by wu and wv , which can be
used as preferences given to QoS and fairness, respectively.

To help solving the optimization problem 1, the following
derived functions are introduced.

• Denote by Ui(x) the rate of cost increase induced by al-
locating time slots beyond fair share for flow i. Precisely,
we define

Ui(x) = wu
∂u(x− fi)

∂x
. (5)

Note that, Ui increases with respect to x, since ∂Ui(x)
∂x =

wu
∂2u(x−fi)

∂x2 > 0.
• Denote by Vi(x) the rate of cost decrease induced by

inadequately serving traffic demand for flow i. Precisely,
we define

Vi(x) = −wv
∂v(qi −Rix)

∂x
. (6)

Note that, Vi decreases with respect to x, since ∂Vi(x)
∂x =

−wv
∂2v(qi−Rix)

∂x2 < 0.
Hence, Vi(x)−Ui(x) is a non-increasing function with respect
to x. We call Vi(x)−Ui(x) the characteristic function of flow
i.

The intra-graph resource allocation process is specified by
Algorithm 2. The algorithm essentially does the following: 1)
when the rate of cost decrease in inadequately serving traffic
demand is less than the rate of cost increase in allocating extra
time slots beyond fair share, the assignment moves towards the
fair share; 2) when the rate of cost decrease in inadequately
serving traffic demand is more than the rate of cost increase
in allocating extra time slots beyond fair share, the assignment
moves towards meeting the traffic demand of the flow; 3) the
number of time slots assigned to a flow is set to a value
between the fair share and the traffic demand such that the
assignment balances these two conflicting costs.

Algorithm 2: Intra-Graph Algorithm

1 for any flow i that has qi ≤ Rifi do
2 Set x̂i =

qi
Ri

as the number of time slots to be assigned;
3 end
4 for any flow i that has qi > Rifi do
5 Calculate the max value and the min value of Vi(x)− Ui(x).

In fact, we have
Vi(fi)− Ui(fi) ≥ Vi(x)− Ui(x) ≥ Vi(

qi
Ri

)− Ui(
qi
Ri

);
6 end
7 Put all max and min values of Vi(x)− Ui(x) into one set Φ. Sort

the elements of Φ in an increasing order. Denote the sequence by
φj , j = 1, 2, ..., J ;

8 for j = 1, 2, ..., J do
9 for all flow i = 1, 2, ...L̃ that do not have final slot

assignments do
10 Calculate xi as follows:

xi =


fi φj ≥ Vi(fi)− Ui(fi)
qi
Ri

φj ≤ Vi(
qi
Ri

)− Ui(
qi
Ri

)

x|Vi(x)− Ui(x) = φj o.w.

11 end

12 if
L∑
i
xi ≤ sn then

13 Set φH = φj and φL = φj−1;
14 Break;
15 end
16 end
17 for all flow Ω = {i} that have φL ≤ Vi(xi)− Ui(xi) ≤ φH do
18 Solve the equation array

Vi(xi)− Ui(xi) = Vj(xj)− Uj(xj), i ∈ Ω and
L∑

l=1
xl = sn, L is the total number of flows;

19 end
20 Set x̂i = xi;

Fig. 6. DAF algorithm
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Solving the equation array at Step 15 in Algorithm 2
gives the precise optimal solution, but can be computationally
expensive, as V (.) and U(.) can be nonlinear polynomials as
defined earlier. Hence, the bisection method can be used to find
a solution arbitrarily close to the optimal solution with much
less complexity. At Step 15 in Algorithm 2, the following
bisectional iteration should be executed. In each iteration step,
set φ̂ = φL+φH

2 and set xi = {x|Vi(x) − Ui(x) = φ̂}. If
L∑

l=1

xl < sn, set φH = φ̂. If
L∑

l=1

xl > sn, set φL = φ̂. And then

go to the next iteration. The iteration ends when the difference

between
L∑

l=1

xl and sn is less than a negligible error margin.

A graphic representation of the resource allocation results
of the intra-graph algorithm is shown in Fig. 6. The intra-
graph algorithm is shown as one step in the inter-graph
process. The characteristic function of each flow is evaluated
against a common water filling level, which is fundamentally
determined by the network scenario. A flow should be served
exactly an amount so that its associated characteristic function
level is closet to the common water filling level.

In the following, we prove that Algorithm 2 solves the
optimization problem in Eq.1.

Theorem 1: For any functions u(z) and v(z) that possess
the general properties described above, the optimization prob-
lem 1 has the following optimal solution:

x̂i =


qi
Ri

if qi ≤ Rifi

fi if qi > Rifi and γ > Vi(fi)− Ui(fi)

∈
(
fi,

qi
Ri

)
if qi > Rifi and γ = Vi(x̂i)− Ui(x̂i)

qi
Ri

if qi > Rifi and γ < Vi(
qi
Ri

)− Ui(
qi
Ri

)

(7)

where γ > 0 is selected so that
L∑
i

xi ≤ sn.

Proof: From Eq. 2, we have x̂i =
qi
Ri

, ∀qi ≤ Rifi. This
indicates that we only need to solve the problem for qi > Rifi,
so that qi

Ri
> xi and xi > fi. Hence, identity functions in Eqn.

1 can be subsequently removed and the problem is reduced to
the following:

min
x1,x2,...,xL̃

wu

L̃∑
i=1

u(xi − fi) + wv

L̃∑
i=1

v(qi −Rixi) (8)

s.t.


fi ≤ xi ≤ qi

Ri

L̃∑
i=1

xi ≤ sn −
∑
j

qj
Rj

, qj ≤ Rjfj
(9)

Let Qt =
∑
j

qj
Rj

, qj ≤ Rjfj . We have Qt to represent the

total number of time slots assigned to those flows whose traffic
demands are less than their fair shares.

Based on the Karush-Kuhn-Tucker conditions, we have

∂

(
wu

L̃∑
i=1

u(x̂i−fi)+wv

L̃∑
i=1

v(qi−Rix̂i)

)
∂x̂i

+∂βi(Rix̂i−qi)
∂x̂i

+ ∂σi(fi−x̂i)
∂x̂i

+
∂γ

(
L̃∑

i=1

x̂i−(sn−Qt)

)
∂x̂i

= 0

βi(Rix̂i − qi) = 0

σi(fi − x̂i) = 0

γ

(
L̃∑

i=1

x̂i − (sn −Qt)

)
= 0

βi ≥ 0, σi ≥ 0, γ ≥ 0

⇔



Ui(x̂i)− Vi(x̂i) +Riβi − σi + γ = 0

βi(Rix̂i − qi) = 0

σi(fi − x̂i) = 0

γ

(
L̃∑

i=1

x̂i − (sn −Qt)

)
= 0

βi ≥ 0, σi ≥ 0, γ ≥ 0

For the case σi > 0, we have x̂i = fi. Consider the following
sub-cases.

1) For βi = 0, x̂i <
qi
Ri

, we have Ui(fi) − Vi(fi) + γ =
σi > 0. Hence, γ > Vi(fi)− Ui(fi).

2) For βi > 0, we have x̂i =
qi
Ri

. Since we have qi > Rifi,
and x̂i = fi is contradictory to x̂i = qi

Ri
, this case is

abandoned.
For the case σi = 0, x̂i > fi, consider the following sub-cases.

1) For βi > 0, we have x̂i =
qi
Ri

and Ui(
qi
Ri

)−Vi(
qi
Ri

)+γ =
−Riβi < 0. Hence, we have γ < Vi(

qi
Ri

)− Ui(
qi
Ri

).
2) For βi = 0, x̂i <

qi
Ri

, we have Ui(x̂i)−Vi(x̂i)+ γ = 0.
Hence, γ = Vi(x̂i)− Ui(x̂i) and fi ≤ x̂i ≤ qi

Ri
.

Theorem 2: Algorithm 2 achieves the optimal solution for
the optimization problem in Eq.1.

Proof: Assume
L∑

l=1

ql
Rl

> sn. Otherwise, the optimal

solution is x̂l =
ql
Rl

.
At the end of step 13 in Algorithm 2, we have identified

two bounds φL and φH . Due to the execution of Step 10 and
11, setting γ = φL and setting x̂l according to Eq. 7, we will

have
L∑

l=1

xl > sn. Setting γ = φH and setting x̂l according to

Eq. 7, we will have
L∑

l=1

xl ≤ sn. Hence, the optimal solution

exists for γ ∈ [φL, φH ].
Consider those flows {i} where Vi(fi)−Ui(fi) < φL. Since

φL ≤ γ, we have Vi(fi) − Ui(fi) < γ. At the end of Step
13, we already set x̂i = fi, which is the optimal solution
of these flows according to Theorem 1. Consider those flows
where Vj(

qj
Rj

) − Uj(
qj
Rj

) > φH . Since φH ≥ γ, we have
Vj(

qj
Rj

) − Uj(
qj
Rj

) > γ. At the end of Step 13, we already
set x̂j =

qj
Rj

, which is the optimal solution of these flows
according to Theorem 1. The remaining flows have Vk(xk)−
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Uk(xk) = γ, which is the optimal solution for them according
to Theorem 1.

Assume the bisection method to be used at Step 15.
The computational complexity of the intra-graph process is
O
(
L2 + L log2

φH−φL

∆

)
, where L denotes the number of

flows in the MCSS-FCG, and ∆ denotes the negligible error
margin. The derivation of the complexity is straightforward
and hence omitted in this paper due to the page limit.

IV. NUMERICAL RESULTS

In this section, the performance of DAF is demonstrated
through numerical experiments. The benefit of the inter-graph
process is demonstrated by Scenario 1, where MCSS-FCGs
are simple so that the algorithm execution order over the list
of MCSS-FCGs has a more significant impact on the time slot
assignment than resolving the flow contention in each MCSS-
FCG. The benefit of the intra-graph process is demonstrated
by Scenario 2, where MCSS-FCGs are complex so that it
is critical to address the trade-off between meeting traffic
demands and preserving fairness within each MCSS-FCG.

We compare the time slot allocation results obtained by
DAF to those obtained by DRAND [4]. Furthermore, we
extend DRAND to an enhanced version that employs our inter-
graph process. We refer to the enhanced version of DRAND
as E-DRAND. E-DRAND selects, in each iteration step, a
maximal common slot set and its associated MCSS-FCG to
execute the generic DRAND algorithm. E-DRAND helps iden-
tify the benefit of the inter-graph process. Numerical results
show that DAF performs significantly better than DRAND and
E-DRAND.

A. Simulation Model

The inputs of our program include flows, their traffic
demands, and MCSS-FCGs, so that the program does not
implement control protocols or graph computation algorithms
to prepare these input parameters. We did not conduct our
simulation using a full fledged network simulator, such as
NS-2, since a generic program can provide us rich scenarios
with flexible input parameters, without the involvement of
inessential network events in a full fledged network simulator.

The example function u(z) that represents the cost induced
by allocating extra time slots above the fair share is set to
u(z) = z, z ≥ 0, equivalent to u(x − f) = x − f, x ≥ f .
Hence, we have Ui(x) = wu. The example function v(z)
that represents the cost induced by inadequately serving traffic
demand is set to v(z) = 1

q−z − 1
q , 0 ≤ z ≤ q, equivalent

to v(q − Rx) = 1
Rx − 1

q , 0 ≤ x ≤ q
R . Hence, we

have V (x) = wv

Rx2 . Under this setting, the cost induced by
inadequately serving traffic demand increases drastically when
more traffic demand is not served.

We set the weights for these cost functions so that their
rate of changes are about the same. Assume a typical flow
requires 50 time slots among 256 available time slots. We set
wu

wv
= 1

2500R . For a concise presentation, we assume a common
data rate R = 1 bit per slot for all flows.

Fig. 7. Network Scenario 1

The criterion for fairness is defined with low computational
complexity. The fair share for a flow i, in a MCSS-FCG, Gn,
is set to be equal to sn

dn
i

, where dni is the maximum degree of
all maximal cliques flow i resides within Gn, sn is the number
of time slots available in Gn. An assignment is said to be fair
for flows in the MCSS-FCG, if every flow in the MCSS-FCG
is assigned an amount of slots that is larger than or equal to
its fair share.

To quantitatively evaluate the performance of the algo-
rithms, we compare the values of the objective function
specified in Eq. 1 calculated on the overall contention graph.
The objective function specified in Eq. 1 represents the total
cost incurred from inadequate serving of traffic demand and
allocating time slots beyond a fair share.

B. Network Scenario 1

A network scenario with a relatively low flow contention
level is studied to highlight the benefit of the inter-graph
process. In this setup, fairness is a lesser issue, since traffic
demand can be well served by using a particular order in which
the inter-graph process selects MCSS-FCGs. The scenario is
illustrated in Fig. 7.

There are 4 new flow arrivals. Each flow has an opportunity
to utilize some time slots. Three maximal common slot sets
and their corresponding MCSS-FCGs are identified. Flow 3
can utilize 136 time slots in total (36 from MCSS 1 and 100
from MCSS 2), however it has to contend with many other
flows in two maximal common slot sets. Flow 4 can utilize
120 time slots without facing any contention from other flows.
Two traffic demand patterns are simulated. They are specified
by their corresponding traffic demand vectors in Table I and
Table II. Traffic pattern 2 has slightly higher traffic demand
than traffic pattern 1. The results under traffic pattern 1 and
traffic pattern 2 are shown in Table I and Table II, respectively.

DAF is shown to meet the joint QoS and fairness require-
ment much better than DRAND and perform about the same
as E-DRAND does, as it achieves the lowest objective function
value. This result highlights the significant benefit of using our
inter-graph process.
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TABLE I
SLOT ASSIGNMENT COMPARISON UNDER TRAFFIC PATTERN 1

Flow ID Demand (slots) DAF DRAND E-DRAND
#1 35 35 28 35
#2 70 52 46 65
#3 35 35 35 35
#4 100 100 100 100

Objective Value -70.6374 -59.5093 -67.2527

TABLE II
SLOT ASSIGNMENT COMPARISON UNDER TRAFFIC PATTERN 2

Flow ID Demand (slots) DAF DRAND E-DRAND
#1 50 36 24 36
#2 50 50 42 50
#3 50 50 46 50
#4 100 100 100 100

Objective Value -49.5556 -24.9617 -49.5556

TABLE III
SLOT ASSIGNMENT DETAILS UNDER TRAFFIC PATTERN 1

Flow ID FCG #1 FCG #2 FCG #3
#1 35
#2 18 35
#3 18 17
#4 100

The time slot assignment in each MCSS-FCG under traffic
pattern 1 is shown in Table III. The following observations
can be drawn from traffic pattern 1’s results:

• The advantage of the inter-graph process can be clearly
seen. Flow 4 is assigned as many slots as possible in G3

due to the effect of the inter-graph process, so that its
high demand does not interfere with other flows.

• Traffic demands of flow 1 and 3 are completely served
due to their relatively low traffic demand levels. Flow 1’s
assignment in G2 is slightly above its fair share (33 slots)
since assignment for flow 2 and 3 in G1 has relieved the
contention in G2. Again, the advantage of the inter-graph
process is evident.

• Time slots of G2 are not all utilized, since a flow only
accepts the minimum of all assignments it receives from
all maximal cliques within a graph.

The time slot assignment in each MCSS-FCG under traffic
pattern 2 is shown in Table IV. The following observations
can be drawn from traffic pattern 2’s results:

• Traffic demand of flow 1 cannot be fully met due to its
high level of traffic demand in the only MCSS-FCG, G2,
it resides in. Note that its assignment is above its fair
share.

• Flow 2 and 3 are in a topologically similar position, as
the degrees of their maximal cliques are equal in G1 and
G2 and they contend with similar set of flows. When
traffic demand levels of flow 2 and 3 become more even
compared to theirs in traffic pattern 1, their traffic demand

TABLE IV
SLOT ASSIGNMENT DETAILS UNDER TRAFFIC PATTERN 2

Flow ID FCG #1 FCG #2 FCG #3
#1 36
#2 18 32
#3 18 32
#4 100

Fig. 8. Network Scenario 2

can be fully met.

C. Network Scenario 2

A network scenario with a higher flow contention level is
studied to highlight the benefit of the intra-graph process. In
this setup, more fairness problems would need to be addressed
by the intra-graph process and algorithm. The scenario is
illustrated in Fig. 8.

There are 6 new flow arrivals. Three maximal common slot
sets and their MCSS-FCGs are identified. Flow 2, 3, 5 and
6 are in a high contention level among each other in various
MCSS-FCGS {G1, G2, G3}. Two traffic demand patterns are
simulated. They are specified by their corresponding traffic
demand vectors in Table V and Table VI. Traffic pattern 4
has slightly higher traffic demand than traffic pattern 3. The
results under traffic pattern 3 and traffic pattern 4 are shown
in Table V and Table VI, respectively.

DAF is shown to meet the joint QoS and fairness require-
ment much better compared to DRAND and E-RAND, as
it achieves the lowest objective function value. This result
highlights the significant benefit of using our intra-graph
process.

The time slot assignment in each MCSS-FCG under traffic
pattern 3 is shown in Table VII. The following observations
can be drawn from traffic pattern 3’s results:

• All traffic demand requirements are satisfied. This is due
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TABLE V
SLOT ASSIGNMENT COMPARISON UNDER TRAFFIC PATTERN 3

Flow ID Demand (slots) DAF DRAND E-DRAND
#1 50 50 17 22
#2 50 50 50 50
#3 50 50 35 39
#4 50 50 16 21
#5 50 50 50 50
#6 50 50 50 50

Objective Value -39.0000 103.7374 39.7865

TABLE VI
SLOT ASSIGNMENT COMPARISON UNDER TRAFFIC PATTERN 4

Flow ID Demand (slots) DAF DRAND E-DRAND
#1 60 42 17 19
#2 60 60 60 60
#3 60 60 35 37
#4 60 50 16 20
#5 60 60 60 60
#6 60 60 60 60

Objective Value 19.1905 158.7374 116.146

TABLE VII
SLOT ASSIGNMENT DETAILS UNDER TRAFFIC PATTERN 3

Flow ID FCG #1 FCG #2 FCG #3
#1 50
#2 18 32
#3 18 32
#4 50
#5 10 40
#6 10 40

to the fact that G1 and then G3 are able to sequentially
provide large amount of time slots for flow 2, 5, and 6,
which leads to a significantly lowered traffic demand in a
highly contended MCSS-FCG G2. As an example, flow
2 does not need to be assigned any time slots in G2.

The time slot assignment in each MCSS-FCG under traffic
pattern 4 is shown in Table VIII. The following observations
can be drawn from traffic pattern 4’s results:

• Flow 1’s traffic demand cannot be fully accommodated
in G2, since its contending flow, flow 3 has an increased
its demand. Note that flow 1’s assignment in G2 is surely
still above its fair share.

• The tradeoff between meeting traffic demand and main-
taining fairness thereby reducing potential congestion is
addressed by DAF. The time slots of G2 are not all
utilized, although flow 1 still has traffic demand to meet.
This is because many flows have been allocated time slots
beyond their fair shares.

V. CONCLUSIONS

In this paper, a demand-aware fair resource allocation
algorithm is proposed to allocate time slots in TDMA-based
multi-hop wireless networks with the objective of meeting

TABLE VIII
SLOT ASSIGNMENT DETAILS UNDER TRAFFIC PATTERN 4

Flow ID FCG #1 FCG #2 FCG #3
#1 42
#2 18 2 40
#3 18 42
#4 50
#5 20 40
#6 20 40

both traffic demand as much as possible while enforcing
a predefined fairness level. The algorithm projects the new
network flow arrivals onto multiple Maximal Common Slot
Set based Flow Contention Graphs and then executes an intra-
graph resource allocation algorithm over contention graphs
in a carefully selected order. The execution order strives to
reduce the flow contention as much as possible before the
intra-graph algorithm starts allocating time slots over each par-
ticular graph. The proposed intra-graph algorithm is proven to
minimize, over a maximal clique, a generic cost function value
incurred when inadequately serving traffic demand and serving
beyond fair shares. Numerical experiments are conducted to
demonstrate the effectiveness of the proposed algorithm. The
proposed algorithm is shown to well meet the traffic demand
and achieve the predefined fairness.
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Abstract—Communication in wireless networks raises the
so-called interference problem, which means that the transfer
of a message from some node a to a receiving node b can be
disturbed by the overlapping transmission of another node c
in interference range of node b. There are several approaches
to solve this problem, such as the exclusive reservation of
network-wide synchronized time slots in interference range
of both sender and receiver, which we formalize and study in
this paper. We first show that the interference problem can be
solved if each node knows the current communication and
interference topology of the network and the transmission
reservations of all nodes at any time, and if reservations take
place in a coordinated manner. We then analyze how far this
global status information can be reduced while preserving the
solvability of the interference problem. We apply our findings
to evaluate some existing reservation protocols concerning
their abilities to solve the interference problem, and identify
possible shortcomings.

Keywords—interference problem; reservation; TDMA;
neighborhood; wireless network.

I. INTRODUCTION

Wireless networks are a commonly used technology

these days. Basic problems of wireless networks, such

as varying channel quality, interference due to concurrent

transmissions, and energy shortage, have been addressed

by a variety of sophisticated approaches to channel cod-

ing and medium arbitration. However, today’s prevailing

contention-based medium access techniques are highly

prone to frame collisions when applied in multi-hop

networks, due to the interference problem, which is il-

lustrated in Figure 1. The figure shows the topology and

a scenario of a wireless multi-hop network. The topology

distinguishes communication links for data transfer, and

interference links that may prevent successful data transfer

if used concurrently. For simplicity, we assume that in this

network, all nodes use the same frequency and code. In the

scenario, nodes a and b want to exchange a message m.

For a successful transfer, it is necessary but not sufficient

that all nodes in communication range of node b (except

a) stay silent while m is being transmitted. If, e. g., a

transmission of node c, which is in interference range of

node b, overlaps with a’s transmission, the transfer would

fail.

To solve the interference problem, a variety of exclusive

reservation schemes using TDMA (Time Division Multiple

Access), FDMA (Frequency Division Multiple Access),

CDMA (Code Division Multiple Access), SDMA (Space

Division Multiple Access) or combinations thereof are

conceivable (see [1]).

In this paper, we study exclusive reservation schemes

based on TDMA, where time slots are synchronized

network-wide with an upper bound for clock offset. A

synchronization protocol with this property has been pub-

lished in [2]. To improve bandwidth usage, we additionally

consider SDMA. We stipulate that if two nodes a and

b want to communicate, they must reserve a free time

slot s exclusively in interference range of a and b. More

precisely, this means that s is not yet reserved for reception

by any other node in interference range of a, nor for

transmission by any other node in interference range of

b. It is obvious that by always following these reservation

rules, overlapping transmissions are safely avoided, and

the interference problem is solved.

In this paper, we formalize the interference problem

and define a global reservation criterion that builds on

complete status information to solve the problem in a

TDMA / SDMA setting. Because this criterion is too ex-

pensive to be implemented, we then examine how far the

complete status information can be reduced while still

solving the interference problem. This, finally, leads to

a local reservation criterion based on a reduced network

view and derived localized reservation status predicates,

which we prove to be equivalent to the global criterion.

Finally, we assess existing reservation protocols concern-

ing their abilities to solve the interference problem, and

identify possible shortcomings. In our future work, we

plan to devise efficient reservation protocols based on the

local reservation criterion, with nodes learning about their

relevant reservation status by simply observing reservation

traffic.

This paper is organized as follows: In Section II, we

formally define our network model. The global reservation

criterion is defined in Section III. In Section IV, we

provide an equivalent local reservation criterion that is

based on a reduced network view. In Section V, we an-

alyze existing reservation protocols, discuss related work

in Section VI, and draw conclusions in Section VII.

II. NETWORK MODEL

We now introduce our network model, which distin-

guishes between (wireless) communication and interfer-

ence links. We say that a node a is in communication range

of a node b if a transmission of a is received correctly by

b. Node a is in interference range of b if a transmission

of a can prevent the correct reception of a concurrent

transmission of some other node c to b.
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Figure 1. Illustration of the interference problem.

Definition 1. Let V be a set of nodes. Then (wireless)

communication and interference links are formally ex-

pressed by the following relations:

• CL =Df

{(a, b) ∈ V ×V : a is in communication range of b}
• IL =Df

{(a, b) ∈ V × V : a is in interference range of b}

We assume that there is only one antenna per node,

which means that a node can neither receive nor detect

any interference while transmitting. Furthermore, we

assume that all links are bidirectional, which can be

achieved in practice by taking suitable detection measures.

These assumptions are formalized by requiring CL and

IL to be irreflexive and symmetric. In addition, CL ⊆ IL

holds (we call this consistency criterion).

Based on the relations CL and IL, we define our model

of a (wireless) network, which is a graph with two kinds of

edges representing communication and interference links,

and where all pairs of nodes are connected through a path

of communication links.

Definition 2. Let V be a set of nodes, CL and IL be

relations expressing communication and interference links,

respectively. A (wireless) network is formally modeled as

a directed graph G = (V, L, E), where L = {cl, il} is a

set of labels, and E ⊆ V × V ×L is a set of edges. The

set E = Ecl ∪ Eil is composed of the following subsets:

• Ecl =Df {(a, b, l) ∈ V ×V ×L : l = cl∧CL(a, b)}
(communication links)

• Eil =Df {(a, b, l) ∈ V × V × L : l = il ∧ IL(a, b)}
(interference links)

In addition, the communication subgraph Gcl =Df

(V, {cl}, Ecl} has to be connected, i. e., ∀ a, b ∈ V :
∃ p =Df (vp

1 , . . . , v
p

|p|+1) ∈ V + such that ∀ i ∈

{1, . . . , |p|} : (vp
i , v

p
i+1, cl) ∈ Ecl, v

p
1 = a and v

p

|p|+1 =
b. We require that p is a cycle-free path, i. e., no node

occurs more than once in p. The length |p| of p is its

number of edges. The communication distance between

two nodes a, b ∈ V is defined as

dGcl
(a, b) =Df min

p∈ PGcl
(a,b)

|p| ,

where PGcl
(a, b) is the set of all cycle-free communication

paths starting in a and ending in b. The interference

distance dGil
is defined analogously.

Since CL and IL are irreflexive, no node has a

communication or interference link to itself. Since the

relations are symmetric, all links are bidirectional, i. e.,

∀ (a, b, l) ∈ E : (b, a, l) ∈ E, which is equivalent to

regarding an undirected graph. In the following, we write

G = (V, E) to refer to a network G = (V, L, E), since

the labeling is fixed.

We assume that the Single Network Property holds,

which means that all nodes are connected via some

path of communication links (this is already covered by

Definition 2), and no other nodes in interference range

that apply a different MAC protocol are active in the same

frequency band. This property can be satisfied in real

environments by sufficient topology control combined

with standardization measures and / or frequency and

spatial division. Furthermore, slot reservation is a long-

term functionality, which requires a sufficiently stable

network topology to prevent frequent loss of reservations

due to link breaks.

Next, we introduce several notions of neighborhood

between nodes:

Definition 3. Let G = (V, E) be a (wireless) network,

a ∈ V and i ≥ 0 an integer value.

i) The i-hop communication and interference neighbor-

hoods of a are defined as

CNi(a) =Df {b ∈ V : dGcl
(a, b) = i} .

INi(a) =Df {b ∈ V : dGil
(a, b) = i} .

ii) The maximal i-hop communication and interference

neighborhoods of a are defined as

CN≤ i (a) =Df {b ∈ V : dGcl
(a, b) ≤ i} .

IN≤ i (a) =Df {b ∈ V : dGil
(a, b) ≤ i} .

In the following, we also denote 1-hop communication

neighbors simply as neighbors. From the definition, it

follows that the 0-hop communication / interference neigh-

borhood of a node is the node itself. Since neighborhood

is defined w. r. t. the shortest path, i-hop neighbors are

not (i + j)-hop neighbors for any j > 0. However, i-

hop neighbors are also maximal (i + j)-hop neighbors

for every j ≥ 0. Because of the consistency criterion,

CN1(a) ⊆ IN1(a) holds for all a ∈ V .
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B

Figure 2. Illustration of the global reservation criterion.

Definition 4. Let G = (V, E) be a (wireless) network,

a ∈ V , P (a) ⊆ V and R(a) ⊆ V be unary relations over

V . Then we define

P (R(a)) =Df {c ∈ V : ∃ b ∈ R(a) : c ∈ P (b)}

Note that for all a ∈ V and i ≥ 0, the sets CNi(a),
CN≤ i(a), INi(a) and IN≤ i(a) are relations according

to Definition 4.

An example illustrating Definition 4 is the (1-hop) inter-

ference neighborhood of the communication neighborhood

of a node a, which is denoted by IN1(CN1(a)). Note that

a ∈ IN1(CN1(a)) holds, provided CN1(a) 6= ∅.

III. GLOBAL RESERVATION CRITERION

We assume that time is structured into macro slots,

which are subdivided into consecutively numbered micro

slots. The set of micro slots will be denoted by S in the

following; the notions micro slot, time slot and slot will

be used interchangeably. If a slot is reserved, then this

reservation holds for all following macro slots, until it is

released.

We now formally state the global reservation criterion

F s
TX(a, b), defining whether a time slot s ∈ S is free

for transmissions from node a to node b, where b is in

communication range of a. Informally, this means that s

is currently reserved neither for reception by any node

in interference range of a, nor for transmission by any

node in interference range of b. The reservation criterion

is called global, because it is based on global knowledge

about network topology and reservation status.

Definition 5 (Reservation status). Let G = (V, E) be a

network, and s ∈ S be a time slot. The reservation status

TXs ⊆ V × V of slot s defines, for all pairs of nodes

a, b ∈ V , whether s is reserved for transmissions from a

to b, provided b ∈ CN1(a). The following relations are

derived from TXs:

• TXs(a) =Df ∃ b ∈ V : TXs(a, b)
s reserved for transmission by node a

• RXs(a, b) =Df TXs(b, a)
s reserved by node a for reception from b

• RXs(a) =Df ∃ b ∈ V : RXs(a, b)
s reserved for reception by node a

Please note that the derived relations do not carry any

additional status information, but are introduced for better

readability of the global reservation criterion:

Definition 6 (Global reservation criterion). Let G =
(V, E) be a network, a, b ∈ V , b ∈ CN1(a), s ∈ S be

a time slot, and TXs be the reservation status of slot s.

The global reservation criterion F s
TX defines whether s is

free for transmissions from a to b:

F s
TX(a, b) =Df∀ c ∈ IN≤ 1 (a) : ¬RXs(c)∧

∀ d ∈ IN≤ 1 (b) : ¬TXs(d)

We recall that IN≤ 1 (a) and IN≤ 1 (b) include nodes

a and b, respectively. Therefore, the definition covers

the necessary condition that both a and b have reserved

s neither for transmission nor for reception. From the

definition, it follows immediately that the interference

problem can be solved if each node knows the current

communication and interference topology of the network

and the sending reservations of all nodes.

Figure 2 illustrates the global reservation criterion

F s
TX(a, b). In the figure, all nodes whose TXs reservation

status is required to solve the interference problem are

highlighted by the outer shape. This includes all nodes in

interference range of a and b (inner shapes), and nodes

c and d, but not node e. Nodes outside the interference

range of a (e. g., c and d) have to be considered if the

relation RXs is not directly available but is derived from

TXs. If, for example, a value RXs(f, g) is needed, it is

derived from TXs(g, f).

IV. LOCAL RESERVATION CRITERIA

In this section, we transform the definition of the global

reservation criterion F s
TX(a, b) into two local forms by re-

placing global predicates with local ones, thereby reducing

the status information required to solve the interference

problem. Local predicates are predicates that are defined

from the point of view of a single node. We proceed in two

steps: In Section IV-A, we introduce a local definition that

is based on local knowledge about nodes in interference

neighborhood, and show that it is equivalent to the global

definition. In Section IV-B, we introduce an assumption

about interference neighborhood such that only local

knowledge about nodes in communication neighborhood is

required to solve the interference problem, which provides

a basis for feasible reservation protocols.
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Figure 3. Topology pattern and local predicates to define the local reservation criterion with interference neighborhood.

A. Local Reservation Criterion with Interference Neigh-

borhood

In this section, we assume that nodes have access to

reservation status information of nodes in communication

and interference neighborhood. From this status infor-

mation, nodes can derive local predicates, which they

can use to determine whether the reservation criterion is

satisfied. Figure 3 shows a topological pattern that we

use to define the local reservation criterion. Interference

links are represented by dashed lines, communication links

(which are also interference links) by solid lines. The

arrow indicates that there is a request to reserve some slot

s for transmission from a to b. To check the reservation

criterion, status information expressed by local predicates

that are listed beneath the nodes is required. An arrow

from a predicate P to a predicate Q denotes that P is

used to derive Q. A dashed arrow indicates that predicate

values may not be directly available, which is the case if

the corresponding node is in interference range, but not in

communication range.

The global reservation criterion F s
TX(a, b) (see Defi-

nition 6) assumes b ∈ CN1(a) and is based on global

predicates TXs and RXs:

F s
TX(a, b) =Df ∀ c ∈ IN≤ 1 (a) : ¬RXs(c)∧

∀ d ∈ IN≤ 1 (b) : ¬TXs(d)

≡ ¬RXs(a) ∧ ∀ c ∈ IN1(a) : ¬RXs(c)∧

¬TXs(b) ∧ ∀ d ∈ IN1(b) : ¬TXs(d)

To finally replace global predicates in this definition, we

start by defining two local predicates:

Definition 7. Bs
TX,I(a, b) =Df b ∈ IN1(a) ∧ RXs(b)

Slot s is blocked (B) for transmission (TX) at node a

because of possible interference with a reception of b, with

b in interference range (I) of a.

Definition 8. Bs
RX,I(a, b) =Df b ∈ IN1(a) ∧ TXs(b)

Slot s is blocked (B) for reception (RX) at node a because

of possible interference with a transmission of b, with b in

interference range (I) of a.

Obviously, TXs(a, b) implies Bs
TX,I(a, b) and

RXs(a, b) implies Bs
RX,I(a, b). However, the predicate

TXs (RXs) carries the additional information which

node is the sender (receiver) in slot s. Inserting these

predicates, F s
TX(a, b) can be restated as:

F s
TX(a, b) ≡ ¬RXs(a) ∧ ∀c ∈ IN1(a) : ¬Bs

TX,I(a, c)∧

¬TXs(b) ∧ ∀d ∈ IN1(b) : ¬Bs
RX,I(b, d)

In this definition, some predicates are local to the

transmitting node a, while others are local to the receiving

node b. We now define further predicates to obtain a

definition of F s
TX(a, b) that is entirely local to a:

Definition 9. NAs
TX,TX(a, b) =Df b ∈ CN1(a) ∧

TXs(b)

Slot s is not available (NA) for transmission from a to b,

because b has already reserved this slot for transmission.

Definition 10. NAs
TX,I(a, b) =Df b ∈ CN1(a) ∧ ∃ c ∈

IN1(b) : Bs
RX,I(b, c)

Slot s is not available (NA) for transmission from a to b

because of a possible interference with a transmission of

some node c in interference range of b.

Inserting these predicates into the restated predicate

F s
TX(a, b) above yields:

F s
TX(a, b) ≡ ¬RXs(a) ∧ ∀c ∈ IN1(a) : ¬Bs

TX,I(a, c)∧

¬NAs
TX,TX(a, b) ∧ ¬NAs

TX,I(a, b)

Please note that first, this restatement of F s
TX(a, b)

is equivalent to the definition of the global reservation

criterion. Second, it is based on local knowledge about the

reservation status of nodes in interference neighborhood of

node a only, therefore, it is a local definition of F s
TX(a, b).

It now remains to be shown how node a can determine its

local values of these predicates.

We observe that the value of RXs(a) can directly be

obtained from the list of current reservations of a. To

determine the values of Bs
TX,I , the RXs values of all

interference neighbors of a are needed, which, however,

may be out of communication range. NAs
TX,TX(a, b) can

be derived from the TXs values of b. Finally, to calculate

NAs
TX,I(a, b), the Bs

RX,I values of b are needed. For

b to calculate its Bs
RX,I values, the TXs values of its

interference neighbors are needed.

Obviously, although the above definition of F s
TX(a, b)

is local, there still exists no reservation protocol that

can solve the interference problem in the general case,

as an exchange of status information with all nodes in

interference neighborhood would be required.

B. Local Reservation Criterion with Communication

Neighborhood

To determine the values of predicates Bs
TX,I(a, c)

and Bs
RX,I(b, d) of nodes a and b, status information

of interference neighbors c and d is needed. Since

these neighbors may not be in communication

range, it is not obvious how this information can
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Figure 4. Topology pattern and local predicates to define the local reservation criterion with communication neighborhood, with IN1(a) =
CN1(a) ∪CN2(a).

be acquired. Recall that in our definition of network,

we stipulate that all nodes are connected via some

path of communication links. Therefore, two nodes in

interference range are always connected by a path of

length ≤ n − 1, where n is the number of nodes in

the network. If we additionally assume that we can

control the topology to a certain extent, we may limit

the communication distance of nodes in interference

range to a value d, with 2 ≤ d. This means that

∀ a ∈ V : IN≤ 1 (a) ⊆ CN≤ d (a) holds. For conservative

decisions, we further assume that all nodes with a

communication distance of at most d are in interference

range, i. e., ∀ a ∈ V : IN≤ 1 (a) ⊇ CN≤ d (a). On the

whole, this means ∀ a ∈ V : IN≤ 1 (a) = CN≤ d (a) or

∀ a ∈ V : IN1(a) = CN≤ d (a) \ a, respectively.

In the following, we assume d = 2, which means that

all nodes in interference range, but not in communication

range have a communication distance of 2. This means that

in the following, ∀ a ∈ V : IN1(a) = CN1(a) ∪ CN2(a)
holds. Figure 4 extends the topological pattern of Figure 3,

capturing this assumption and adding auxiliary predicates

of nodes in communication range that are used to replace

predicates of nodes in interference neighborhood. The

meaning of arrows is as in Figure 3.

Definition 11. Bs
TX,C(a, b) =Df b ∈ CN1(a) ∧ RXs(b)

Slot s is blocked for transmission at node a because of

a possible interference with a reception of b, with b in

communication range (C) of a.

Definition 12. Bs
RX,C(a, b) =Df b ∈ CN1(a) ∧ TXs(b)

Slot s is blocked for reception at node a because of a

possible interference with a transmission of b, with b in

communication range (C) of a.

Note that the definition of Bs
TX,C(a, b) (Bs

RX,C(a, b))
slightly differs from the definition of Bs

TX,I(a, b) (see

Definition 7) (Bs
RX,I(a, b) (see Definition 8)), as nodes

in communication range instead of interference neighbor-

hood are considered. We remark that the formal defini-

tions of NAs
TX,TX(a, b) and Bs

RX,C(a, b) are the same.

However, for conceptual clarity, we prefer to use two

predicates.

Based on the assumption IN1(a) = CN1(a)∪CN2(a),
the predicates Bs

TX,I and Bs
RX,I can be derived from

the reservation status of nodes in communication range

as follows:

Bs
TX,I(a, b) =Df b ∈ IN1(a) ∧ RXs(b)

≡ b ∈ (CN1(a) ∪ CN2(a)) ∧ RXs(b)

≡ (b ∈ CN1(a) ∧ RXs(b))∨

(b ∈ CN2(a) ∧ RXs(b))

≡ Bs
TX,C(a, b) ∨ ∃ c ∈ CN1(a) :

(b ∈ CN1(c) ∧ RXs(b))

≡ Bs
TX,C(a, b) ∨ ∃ c ∈ CN1(a) :

Bs
TX,C(c, b)

Bs
RX,I(a, b) =Df b ∈ IN1(a) ∧ TXs(b)

≡ (b ∈ CN1(a) ∧ TXs(b))∨

(b ∈ CN2(a) ∧ TXs(b))

≡ Bs
RX,C(a, b) ∨ ∃ c ∈ CN1(a) :

Bs
RX,C(c, b)

This way, a can derive the Bs
TX,I values from its own

Bs
TX,C values and those of its neighbors (in general, the

Bs
TX,C values of all nodes in CN≤ d−1 (a) would be

needed). The Bs
TX,C values can in turn be determined by

each node from the RXs values of its neighbor nodes. The

Bs
RX,I values of b can be calculated from its own Bs

RX,C

values and those of its neighbor nodes (again, in general

the Bs
RX,C values of all nodes in CN≤ d−1 (b) would be

needed). The Bs
RX,C values can in turn be determined by

each node from the TXs values of its neighbors. This way,

a can derive F s
TX(a, b) by aggregating the predicates of

its neighbors.

V. ASSESSMENT OF EXISTING RESERVATION

PROTOCOLS

In this section, we apply the local reservation crite-

rion with communication neighborhood to assess exist-

ing reservation protocols for wireless networks. In many
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protocols, available bandwidth is modeled as an abstract

number (statistical reservations), for example Ticket-Based

Probing [3], the Liao01 Protocol [4] or Trigger-Based

Distributed Routing [5]. By their nature, these reserva-

tion protocols do not guarantee collision freedom, since

bandwidth cannot be reserved exclusively. Therefore, we

restrict ourselves to protocols with TDMA approaches,

i. e., protocols supporting the exclusive reservation of time

slots (deterministic reservations).

Some deterministic approaches, namely Bandwidth

Routing [6], On-Demand QoS Routing [7] and On-

Demand Link-State Multi-Path QoS Routing [8] use

CDMA in addition to TDMA to resolve conflicts between

neighboring nodes. However, they do not distinguish

whether slots are free for sending or free for receiving,

which can lead to an unnecessary blocking of slots. Other

protocols can be classified as pure TDMA approaches,

which in addition make this distinction. The Forward

Algorithm [9] is based on AODV [10] and calculates local

maxima for adjacent links, which are propagated during

route discovery. The slot reservation is done during route

reply. In the Liao02 Protocol [11], each node keeps track

of the slots of all nodes in its 2-hop-neighborhood and

the corresponding slot states (reserved or free) in send

and receive tables. Information about the 1-hop and 2-hop

neighborhood of a node is recorded in a separate table.

The reservation is done during route reply. We observe that

these reservation protocols consider the slot states Bs
RX,I ,

Bs
TX,I and NAs

TX,I only for nodes in communication

range, but not in interference range. This clearly limits

their scope and functionality, as collision freedom cannot

be guaranteed despite reservation.

In the following, we will look at two protocols support-

ing deterministic reservations in more detail, namely the

Race-Free Bandwidth Reservation Protocol [12] and the

Distributed Slots Reservation Protocol (DSRP) [13].

A. Race-Free Bandwidth Reservation Protocol

The Race-Free Bandwidth Reservation Protocol [12]

is an improvement of [11]. It is an on-demand, source-

based protocol, whose objectives are to support parallel

reservations and to avoid reservation races, which can

occur if reservations are processed simultaneously.

The protocol structures time into TDMA frames consist-

ing of control phase and data phase. In the control phase,

each node has an exclusive control slot, which can be used

to dynamically reserve data slots in the data phase.

For each node in 1-hop and 2-hop neighborhood, send

and receive tables recording slot states are maintained.

Besides the states free and reserved of [11], an additional

state allocated is used for unconfirmed reservations. We

note that the distinction between confirmed and uncon-

firmed reservations is useful for a (distributed) reservation

algorithm, but not required in our analysis of the interfer-

ence problem.

A wait-before-reject strategy is used, which means that a

QoS request is not rejected, if enough slots are expected to

become available with a predetermined acceptable delay.

To realize this, time-to-live timers are used, which reset

a slot status from allocated to free if the corresponding

request is not confirmed within a predefined amount of

time. Thus, reservation races can occur, if the slot status

is set back to free too soon.

All nodes periodically broadcast their send and receive

tables to their 1-hop and 2-hop-neighbors. In addition,

status updates are sent asynchronously when a slot state

is changed from free to allocated or from allocated to

reserved. It follows that the status information of the

predicates RXs and NAs
TX,TX is available, typically with

some delay. In addition, the values of the predicates Bs
TX,I

and NAs
TX,I are available, however, restricted to nodes in

communication range. From this, it follows that collision

freedom of data frames cannot be guaranteed despite

reservations. Also, propagation of slot status information

can only take place in the (exclusive) control slot of a

node, leading to some delay. Therefore, a QoS request

could be started by a neighbor before the status update

has been made. This could in fact lead to interference

due to double reservations of slots by neighboring nodes,

which the protocol claims to eliminate.

B. Distributed Slots Reservation Protocol

The Distributed Slots Reservation Protocol (DSRP) [13]

is an on-demand slot reservation protocol for QoS routing

in TDMA networks. The main objective is the reuse of

time slots. For example, slots with least conflict to other

mobile hosts or slots used by other mobile hosts can be

preferred.

As in [12], time is structured into TDMA frames con-

sisting of control and data subframe, which are subdivided

into slots. However, control slots are not exclusively

reserved for a particular node, which means that there is

contention for medium access, which may cause collisions

and unpredictable delays (e. g., of QoS requests).

Besides the hidden and exposed terminal problems, two

main problems considered are slot shortage for self-route

(because of an inappropriate slot choice, a pending QoS

request cannot be granted) and slot shortage for neighbor-

ing routes (because of an inappropriate slot choice, another

QoS request cannot be granted).

The slot states forming the (global / local) reservation

criterion are considered by the slot inhibited policies,

but interference is only considered between nodes in

communication neighborhood. Since the information is not

maintained proactively as in [12], it has to be exchanged

when needed. A potential sender x collects information

from its neighbors, determines its valid sending slots and

forwards them to the potential receiver y, which derives

the valid slots for a transmission on the corresponding

link. This means that the slot states RXs, Bs
TX,I (limited

to nodes in communication range) and NAs
TX,TX are

determined by x, and NAs
TX,I (also limited to nodes in

communication range) is evaluated by y.

Since this information exchange must happen in the

control subframe, there may be collisions and inaccurate

information due to delays. Furthermore, since the sending
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slots are not reserved in x when they are forwarded to

y, another QoS request could allocate these slots. Slot

reservation is not done until the QoS reply is propagated

through the network.

A slot adjustment protocol is used to solve the resulting

problems. But since this protocol is only invoked if reser-

vations collide directly at a node, problems could arise if

a neighboring node has reserved this slot in the meantime,

since this information is only kept in the reserving node.

To alleviate the slot shortage problems mentioned

above, slot decision policies are used to determine the

slots allowing the greatest reuse among the available slots.

According to the slot decision policies, the slots used for a

certain link are determined by the node three hops apart,

in order to find the most suitable slots. But this means

that the information on valid slots can already be outdated

when the slots to be assigned are calculated.

VI. RELATED WORK

The interference problem in wireless networks has

been extensively studied in previous work, using differ-

ent models to identify conditions for (non-)interference.

For a comprehensive survey of interference models in

wireless ad-hoc networks, we refer the reader to [14].

The purpose of an interference model is to determine

whether a transmission between a pair of nodes may be

successful. In general, this depends on many factors, such

as spatial placement of nodes, environmental conditions,

transceiver and channel characteristics, signal character-

istics and propagation, and temporal channel usage. This

makes the accurate treatment of interference a complex

task. In this section, we focus on network models, which

can be classified as graph-based models, physical models,

and statistical models:

• Graph-based models define a network as a set of

vertices representing, e. g., nodes, connected by edges

representing, e. g., communication links. The network

model we use in this paper belongs to this category.

• Physical models capture the characteristics of

transceiver and channel with different degrees of

detail, taking, e. g., Signal to Interference plus Noise

Ratio (SINR) into account.

• Statistical models express relevant aspects, e. g., the

transmission characteristics, in terms of a probability

density function.

Graph-based models may be seen as an abstraction of

physical and statistical models, leaving out parameters

such as received signal strength or the probability of

a successful reception. Different kinds of graph-based

models have been applied to interference modeling:

• In the connectivity graph, vertices and edges repre-

sent nodes and communication links, respectively. In

simple interference models, a transmission from a to

b is only disturbed by the overlapping transmission

of another node c 6= a directly connected to b. In

more sophisticated models, the transmission is also

disturbed by the overlapping transmission of other

nodes with a distance to b of up to 2 or 3 hops.

• In the interference graph, vertices and edges often

represent nodes and interference links, i. e., interfer-

ence between nodes. In [15], vertices represent links,

and edges model interference between links. In both

cases, it is straightforward to identify conditions for

(non-) interference.

• In [16], the connectivity and interference graph are

merged and augmented by sensing links. Here, a

connectivity link implies an interference link, which

in turn implies a sensing link. Connectivity links are

directed (whereas interference and sensing links are

undirected) and exist only if there is at least one

transmission according to the link.

In this paper, we have merged the connectivity and

interference graph to define the global reservation cri-

terion (Section III) and the local reservation criterion

with interference neighborhood (Section IV-A). We have

then reduced this graph to a connectivity graph in which

interference occurs if a receiver is in maximal 2-hop

neighborhood of another sender. This way, it is feasible

to define a local reservation criterion that is actually

implementable (Section IV-B). We have decided against

modeling sensing links, as concurrent transmissions of

nodes in sensing range, but not in interference range would

not be harmful.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have analyzed the interference problem

in wireless networks, considering exclusive reservation

schemes based on TDMA, where time slots are synchro-

nized network-wide with an upper bound for clock offset.

For this analysis, we have used a graph-based network

model with edges representing communication and inter-

ference links. In a first step, we have defined an obvious

global reservation criterion that solves the interference

problem, however, at the expense of global up-to-date

topology and reservation status. In a second step, we

have rewritten the global criterion into an equivalent local

form, thereby reducing the status information to solve the

interference problem. In a third step, we have rewritten the

local form, assuming that the interference range is limited

to maximal 2-hop communication neighborhood, and have

argued that this local form is actually implementable.

Based on this local form, we have assessed a selection of

existing reservation protocols and have identified a number

of shortcomings.

In our future work, we will broaden our study of

existing reservation protocols and develop a taxonomy for

their assessment. Furthermore, we will make an effort to

develop reservation protocols that solve the interference

problem by implementing the second local reservation

criterion. We note that it is not clear which additional

assumptions are to be made to solve the problem of

inaccurate or outdated topology and reservation status.
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Abstract—Fulfilling the heterogeneous quality of service (QoS)
requirements of individual users is a central theme in future
wireless networks. The addition of relay nodes introduces some
new challenges towards achieving this target. In this work,
we study the problem of resource allocation in advanced-relay
scenarios. To this end, we propose the design of an efficient
QoS-aware scheduler that strikes a balance between the latency
and the bit rate requirements of individual traffic flows. The
proposed scheduler is implemented at the donor eNB and the
relay node by adapting to the additional challenges introduced by
the relay node’s wireless backhaul link. Finally, via system level
simulations for the downstream direction emulating traffic with
different bit rate and latency requirements, we demonstrate that
our algorithm is able to multiplex mixed traffic with small or no
violation of the individual QoS requirements, thereby achieving
significant gains over baseline approaches.

Index Terms—Quality of service; QoS; Relay; LTE; Resource
allocation; Scheduler; Backhaul link; VoIP; Video; Delay budget;
In-band Relays.

I. INTRODUCTION

One of the key functionalities to improve the cell-edge user
throughput in the Long Term Evolution Advanced (LTE-A) is
the support of relay nodes (RN), [1], which are low power
transmitting nodes typically deployed at the cell-edge or cov-
erage holes. Currently, LTE-A supports only non-transparent
relays, or type-1 relays. These type-1 RNs appear to the User
Equipment (UE) as an eNB with an independent coverage area
whereas to the evolved NodeB (eNB), or base station, they
appear as an UE with special capabilities.

In contrast to an eNB, the RNs do not have a wired
connection to the core network, hence all data from/to the
relay has to be forwarded through a wireless backhaul link
established between the RN and a regular eNB, which, in this
scenario is called Donor eNB (DeNB). Non-transparent (type-
1) relays are classified depending on the way the backhaul
and access links are multiplexed: When the backhaul and the
relay access radio link use the same frequency band and they
are segregated in the time domain, the relay is referred to
as in-band relay. The relays are classified as out-band, when
the backhaul link and the relay access links are allocated to
different frequency bands. For in-band relays, special frames
are reserved for the RN communication with the DeNB, the
so-called MBSFN frames. During these frames, the RNs are
only allowed to receive data from the DeNB, and they refrain
from transmitting in order to avoid self interference.

In an advanced relay scenario, the eNBs and RNs have
to host a mix of different traffic types. For instance, while
some users are using Voice over IP (VoIP) services, some
other are browsing, others have active FTP services or have
active video streaming services. Each of these services has
different requirements in terms of bit rate, latency, jitter, delay,
etc. The presence of heterogeneous quality of service (QoS)
requirements, call for the design of sophisticated resource
allocation algorithms, that fulfill individual QoS requirements
and ensure that they are not violated.

Although all architectural aspects are defined by the stan-
dard, the resource allocation is still an interesting topic for
research. The fundamental questions that have to be answered
by a resource allocation algorithm, especially in a relay
enhanced scenario are:

• How to split/partition the resources at the DeNB between
the macro UEs (M-UEs) and the wireless backhaul link?

• How to allocate resources at the DeNB and at RN,
in order to satisfy the QoS constraints of the R-UEs
accumulated over both hops?

• How to coordinate the resource allocation at the DeNB
and the RN, so as to reduce the effect of interference on
the access links?

In this work, via the design of our novel resource allocation
algorithm, we focus primarily in answering the first two of
these aspects. The last one is being considered for future work.

A. Related Work

Resource allocation for satisfaction of heterogeneous QoS
requirements in presence/absence of relays has been an active
area of research over the past few years. In [2], Liu et. al.
propose a manner of scaling the delay influence on a QoS
scheduler in a multi-hop wireless mesh network. However,
this work does not consider the relay deployments in LTE-A,
and its specific requirements.

The support of QoS in LTE-Advanced for mixed traffic
is studied in [3] which divides the traffic types into two
types: real-time traffic and non-real-time traffic. The flows
belonging to the non-real-time traffic are scheduled based on
a proportional fair metric which is scaled by the respective
QoS requirements, and a scaled Max C/I approach is used
to scheduled the real-time traffic. But this work also does not
consider the resource allocation challenges in relay enhanced
scenarios.
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In [4] and [5], the issue of resource allocation for in-
band relays was studied. However, both of these contributions
focus on resource allocation only for flows with no QoS
requirements.

B. Our Contribution

We focus on the problem of QoS-aware resource allocation
in relay-aided future wireless networks. The description in this
paper is oriented towards in-band relaying in LTE-A, how-
ever the proposed resource allocation mechanism is generic
enough, and can be applied to other relay enhanced network
deployments as well, with heterogeneous QoS requirements.

The remainder of this paper is organized as follows: In
Section II, while highlighting the challenges associated with
QoS-aware resource allocation in an enhanced relay scenario,
we provide the description of the proposed algorithm. In
Section III, a short description of the simulation setup is
given, followed by the presentation and discussion of the
main simulations results, including comparison with baseline
approaches, in Section IV. Finally, a summary of the major
achievements and outlook for future work in this area are
provided.

II. PROPOSED QOS-AWARE RESOURCE ALLOCATION
IN RELAYING SCENARIOS

A. Two-stage Scheduler Structure

We propose to employ a two-stage scheduler for the OFDM
based downlink LTE system. Our LTE-A scheduler is therefore
composed of two main stages: the time-domain (TD) stage and
the frequency domain (FD) stage. The main function of the
TD stage scheduler is set up a candidate list of users which
are to be scheduled in a particular scheduling round. To this
end, the users are sorted according to predefined rules (e.g.,
round-robin, proportional fair) or a metric computations based
on their individual requirements. The TD scheduler also serves
another propose: it reduces the number of users that will be
forwarded to the next phase (the FD stage) thereby reducing
the complexity of the resource allocation process. After the
users are sorted, the created list is then forwarded to the FD
stage scheduler. It is worth-mentioning here that we assign
pending re-transmissions a higher priority so that they are
always placed on the top of the TD candidate list.

The FD stage scheduler is responsible for the actual al-
location of the frequency resource blocks to the users. All
the resources are visited one by one, and the user with the
highest metric is allocated the current resource block. After
each allocation, the residual QoS requirements (urgency) of the
scheduled user is updated. The allocation process ends when
all the resources have been allocated, or no data is available.

B. QoS Requirements

The QoS requirements are specified in LTE-A typically via
predefined Quality Class Indicator (QCI) [6]. QCI is an scalar
which refers to a set of fix service parameters that are used in

the packet forwarding decisions. Each one of the nine possible
QCI values defines the

• delay budget: the maximum acceptable packet delay,
• maximum block error rate,
• service priority index: a scalar ranging from one to nine;

the higher the index, the lower is the service priority.
• some QCIs also specify Guaranteed Bit-rate (GBR); the

specification of GBR for a particular service is left open
for the service provider.

In the following, we consider three of these QoS requirements
namely, the delay budget, the GBR, and the priority index,
while designing our QoS aware resource allocation algorithm.

C. Proposed Scheduling Metric

We start our studies by defining the QoS-scheduling metric
which is used to sort the UEs according to the data urgency.
The first step towards the definition of our scheduling metric
is to define the delay coefficient ωd(n, t) which represents the
effect of the packet delay on the metric computation: For a
packet belonging to the flow n, we define the delay coefficient
at the time instant t, as follows

ωd(n, t) = exp

(
β

dHOL(n, t)

DProfile(n)

)
(1)

where dHOL(n, t) is the head of line (HOL) delay of the flow
n at time t, DProfile(n) is the delay requirement of the flow
n as specified in its QCI, and β is an scalar factor which
pronounces the effect of the exponential function.

Using the delay metric from (1), we now define the overall
QoS-scheduling metric as:

m QoS(n, t) = max
[(

GBR(n)
R̄(n, t)

)
, 1

]ρ
· ωd(n, t)

P(n)
(2)

where R̄(n, t) is the average throughput of the flow n over past
few intervals, while GBR(n) and P (n) are respectively the
guaranteed bit rate and the service priority index of the flow
n as specified in its QCI. ρ is a factor which emphasizes the
rate metric if their R̄(n, t) is lower then the required GBR(n).

We observe that the proposed scheduling metric in (2)
consists of two main factors.

• The rate factor defined by the term inside max function
forces the fulfillment of the GBR(n): While R̄(n, t) is
smaller than GBR(n), the factor increases the metric,
otherwise it has no effect on the metric.

• The second factor is ωd(n, t) which has small influence
in the metric, if the delay is low, but increases the
metric exponentially as the delay gets closer to the packet
deadline.

We propose to employ the scheduling metric in (2) for sorting
the users in the TD scheduling stage and also to assign
resources in the FD scheduling stage, as discussed in Section
II-A. For our simulation results in the next sections, we choose
β = 5 and ρ = 4, respectively to pronounce the exponential
effect of delay budget and GBR constraints.
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D. Addressing Additional Challenges in Relaying Scenarios

The introduction of the second hop in a relay enhanced
network introduces additional challenges for the support of
QoS-aware services.

First and foremost, in such networks, the downlink resource
allocation for the relay user equipments (R-UEs) has to be
performed in two stages: In the first stage, while serving the
M-UEs, the DeNB transfers the user data from its buffers to
the serving relay node by scheduling resources to the backhaul
link. Afterwards, each RN schedules the received data to their
subordinate R-UEs. In other words, a packet destined to a R-
UE has to undergo two scheduling process, and each of them
results in extra packet delay. Therefore, a special attention
has to be given to the flows that are multiplexed through the
RNs. Hence, we define for the R-UEs the accumulated QoS
requirements as follows:

TDeNB-RN + TRN-UE ≤ DProfile(n) (3)

BUE

TDeNB-RN + TRN-UE
≥ GBR(n) (4)

where TDeNB-RN is time interval between the packet arrival at
the DeNB until it is received by the RN, TRN-UE is the interval
between the reception in the RN and the time that the packet is
received at the R-UE, and DProfile(n) is the delay requirement
of the flow n. Moreover, BUE is the volume of data transferred
in the time interval TDeNB-RN +TRN-UE and GBR(n) is the rate
requirement of the used flow.

Secondly, for in-band relays, the resources in the backhaul
link must be scheduled only during the MBSFN frames.
During these frames, the DeNB has to decide on how to
partition the available resources between the wireless backhaul
link and to the M-UEs. In this regard, we propose to bundle
all the relay UEs (R-UEs) with the same QCI (similar QoS
requirements) into a single flow with aggregate service require-
ments. Afterwards, the scheduler depending on the urgency of
the M-UEs and the aggregated R-UEs flows decides whether
a resource block is to be given to the backhaul link or to the
access link.

As mentioned above, from the scheduling perspective of the
DeNB, the backhaul link is a normal UE link, with QoS re-
quirements of all underlying flows merged into single/multiple
backhaul link “super flow”. Based on (3) and (4), we define
the GBR requirements for the backhaul link as:

GBR(B) ≥
∑

GBR(n), (5)

i.e., a sum of GBRs of all underlying flows. Furthermore,
the delay requirement at each scheduling node for the virtual
“super flow” is defined as:

DQoS-B =
DProfile

N
, (6)

i.e., we split the QCI-specified delay budget equally among
the N hops. Thus, we force the scheduler to send the packet
earlier than what it would normally consider in a single
hop scenario, thereby allowing the second hop scheduler the

possibility of delivering the data before the packet deadline. In
our scenario, a packet has to be forwarded through two hops,
namely backhaul and RN access links, thus the maximum
delay allowed at the first hop (DeNB) scheduler is restricted
to be:

DQoS-DeNB =
DProfile

2
. (7)

Note that, at the second hop (RN) scheduler, we extract the
information of the delay that the packet has already went
through, and adjust the packet HOL delay timer such that the
total packet delay across both hops is still within the DProfile
as specified in the service QCI.

III. SIMULATION SETUP

A. Deployment Scenario

The deployment scenario we have considered for our per-
formance evaluations is a single macro-cell with 1 DeNB and
1, 2, or 4 relay nodes attached to it. Note that in the remainder
of this work, we will only show results for the case of 2 relay
nodes due to the limited space. The macro-cell is modeled
as a hexagon with the DeNB at one corner and the RNs
located along the opposite side. The hexagonal shape thus
resembles one of the three sectors served by the DeNB, which
corresponds to the reduced single-cell layout specified in [7].
The interference from all neighboring cells at non-negligible
distance to the macro-cell is also considered in the model.

Within the macro-cell, a so-called “hot-spot” scenario is
assumed: A total of 25 UEs are placed such that a pair of 2
UEs (the R-UEs) always ends up in the coverage region of a
relay node and the remaining 21 UEs (the M-UEs) in the cov-
erage region of the DeNB. In addition, all UEs are periodically
relocated randomly within their respective coverage regions.
Due to this automatic re-positioning, no explicit motion model
or handover procedure has been considered in this work.

Finally, we would like to emphasize that the same sequence
of UE positions is replayed when simulating the macro-cell
without any relay nodes, such that the performance can be
directly compared.

B. Macro-cell Configuration

The used channel model complies with the 3GPP Case-
1 for urban macro-cells with an inter-site distance (ISD) of
500 m, as specified in [1], Table A2.1.1-1. The respective
configuration parameters for the DeNB-UE link are contained
in this table and in the following table, Table A2.1.1-2. We
will only recall the most important ones here for the sake of
completeness:

• Carrier frequency: 2 GHz
• Duplexing and bandwidth: FDD with 10+10 MHz
• TTI duration: 1 ms
• Speed: 3 km/h
• Penetration loss: 20 dB
• Path loss: Only NLOS term (for macro to UE) used
• 3-D antenna pattern with 15 degree electrical downtilt
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• DeNB antenna height: 32 m
• UE antenna height: 1.5 m
• Minimum distance between DeNB and UE: 35 m
• DeNB Tx power: 43 dBm

While fast fading is considered in our model, we have omit-
ted the log-normal shadowing for now, since the usual 1-D
correlated model proposed in [1] does not lead to meaningful
results when applied across a 2-D plane.

C. Relay Configuration

We also assume 3GPP Case-1 here with 2 outdoor relays,
thus complying with [1], Table A2.1.1.2-2. The respective
configuration parameters for the RN-UE link are contained
in Table A2.1.1.2-3 and A2.1.1.4-3. We will also recall only
the most important ones here:

• Carrier frequency, duplexing, bandwidth, TTI duration,
speed, and penetration loss: same as for macro-cell

• Path loss: Only NLOS term (for relay to UE) used
• 2-D omni-directional antenna pattern with 5 dBi gain,

2Tx and 2Rx antenna ports
• RN antenna height: 5 m
• UE antenna height: same as for macro-cell
• Minimum distance between RN and UE: 10 m
• RN Tx power: 30 dBm

Note that for the DeNB-RN link, we assume a gain of 5 dB to
account for the quasi-stationary reception conditions. A typical
signal to interference and noise ratio (SINR) map of the cell,
indicating also the RN locations, is shown in Figure 1.

D. Traffic Model

In our evaluation, we employ two different traffic types with
their distinct QoS requirements:

• VoIP traffic are emulated using a Constant Bit-rate (CBR)
traffic generator which creates traffic at rate of 128 kbps.
The QCI for this type of traffic is defined as QCI-1 [6]:
The packets are allowed to have a maximum end-to-end
delay of 100 ms, and the service priority is defined as 2.

• A second group of users are using video streaming
services. Due to the limitations of the mobile devices,

Fig. 1. Typical SINR map of DeNB plus 2 relay nodes (DeNB+2RN)
scenario. Two dark red spots towards the far end of hexagon indicate the
locations of the two relay nodes.

such as processing capabilities, we have chosen to limit
this service to a rate of 256 kbps. The QCI for this type
of traffic is defined as QCI-3 [6]: Maximum packet end-
to-end delay is 300 ms, and the service priority is 5.

The desired CBR is created by our traffic generator using a
fixed packet size of 256 bytes at appropriate time intervals:
8 ms for video and 16 ms for VoIP traffic.

IV. PERFORMANCE RESULTS

A. Baseline macro-cell-only scenario

We start our analysis by comparing the behavior of different
flows for the case where DeNB is the only transmitting
node serving the macro-cell. In order to provide a better
understanding of the system behavior, we have divided the
users into two groups:

• One group is formed by the users that would be in the
coverage area of the RNs had they been activated, and
we label these as R-UEs.

• The second group consists of the macro users (M-UEs)
which always connect to the DeNB regardless of the
simulated scenario (DeNB-only, or DeNB+2RNs).

Figure 2 depicts the Cumulative Distribution Function
(CDF) of the per-user throughput and delay for the two traffic
types (VoIP and Video) in each user category (M-UEs and
R-UEs) for the DeNB-only scenario with the proposed QoS-
aware resource allocation strategy. From the throughput CDFs
in Figure 2(a), we observe that VoIP users are able to achieve
their designated GBR requirement to a large extent. The mean
and 5%-ile TP values are 129 kbps and ca. 125 kbps for both
M-UEs and R-UEs. However, the achieved throughput of the
video UEs is significantly less as compared to the configured
GBR. In contrast to the configured 256 kbps for video users,
the mean and 5%-ile TP values for M-UEs are 226 kbps
and 201 kbps respectively, while for R-UEs these are only
around 208 kbps and 184 kbps respectively. We observe that
R-UEs suffer more as compared to the M-UEs, and this owes
to the fact that they are served over poorer radio conditions.
The impact on M-UEs is basically a consequence of R-UEs
throttling the performance of the overall system.

For the same scenario, we now focus on the end-to-end
packet delay CDFs in Figure 2(b). In line with our observations
regarding Figure 2(a), we note that the packet delays for both
traffic types and for both UE groups is quite high, and quite
often approaching the ultimate delay budget deadline, after
which the packets are discarded at the scheduler. The VoIP
95%-ile delays being 103 ms and 112 ms respectively for
M-UEs and R-UEs. Similarly, the video 95%-ile delays are
around 312 ms and 317 ms respectively for M-UEs and R-
UEs indicating that there is non-negligible network congestion
and packet discard ongoing in the system. Note that the slight
overshoot of delays beyond the delay budget can be attributed
to the extra delay caused by re-transmissions.
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Fig. 2. DeNB-only scenario with proposed QoS-aware resource allocation. Throughput and delay CDF comparisons for different UE groups (M-UEs and
R-UEs) and traffic types (VoIP and Video).
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Fig. 3. DeNB+2RN scenario with proposed QoS-aware resource allocation. Throughput and delay CDF comparisons for different UE groups (M-UEs and
R-UEs) and traffic types (VoIP and Video).

B. Relay enhanced scenario (DeNB+2RN) with proposed
QoS-aware resource allocation

From results in last sub-section, we conclude that though
the QoS-aware resource allocation attempts to fulfill the QoS
requirements, the level of satisfied users is quite low owing
to the congestion in network. In this sub-section, we consider
the same traffic pattern, but now in a relay enhanced scenario,
where two relay nodes are deployed to assist the DeNB.

In Figure 3, we present the throughput and delay CDFs
for the DeNB+2RN scenario with the proposed QoS-aware
resource allocation strategy. In contrast to Figure 2(a) for the
TP CDF in DeNB-only scenario, in Figure 3(a), we observe
that the rate requirements of both traffic types are fulfilled to
a large extent for both UE categories. The mean and 5%-ile

TP values for VoIP traffic type are 130 kbps and ca. 128 kbps
for both M-UEs and R-UEs. For the video UEs, we observe
that performance of R-UEs improve considerably as compared
to that in Figure 2(a). The mean and 5%-ile TP values being
261 kbps and 260 kbps respectively. For the video M-UEs,
we observe that there is still a fraction of M-UEs that are
not able to achieve the designated GBR. The mean and 5%-
ile TP values for video M-UEs are 252 kbps and 195 kbps
respectively.

Next, in Figure 3(b), we plot the CDF of the end-to-end
packet delays for proposed scheme in DeNB+2RN scenario.
Note that the end-to-end packet delay in this scenario cor-
responds to a sum of packet delays experienced over both
hops. We observe that adding relay nodes helps the system
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Fig. 4. DeNB+2RN scenario with conventional resource allocation (static resource partitioning plus proportional fair scheduler). Throughput and delay CDF
comparisons for different UE groups (M-UEs and R-UEs) and traffic types (VoIP and Video).

significantly, in comparison to the DeNB-only case in Figure
2(b). The mean packet delays for both services are significantly
reduced. The reduction for R-UEs delay comes from the fact
that the RN is able to serve them over better radio conditions,
while the reduction for M-UEs delay comes as a consequence
of reduction in resource consumption for R-UEs. Besides the
significant reduction of mean packet delays, 95%-ile delays are
also reduced. The VoIP 95%-ile delays are reduced to 87 ms
and 37 ms respectively for M-UEs and R-UEs. Similarly, the
video 95%-ile delays reduce to around 297 ms and 151 ms
respectively for M-UEs and R-UEs. The video R-UEs having
95%-ile delay of around 151 ms owes to the fact that the major
fraction in end-to-end delay for R-UEs comes from the first
hop, which in this case is assigned a delay budget deadline of
150 ms. Similar remark holds for the VoIP R-UEs.

In summary, we observe from Figure 3 that once suffi-
cient radio resources are available, the proposed QoS-aware
resource allocation mechanism facilitates to a very large extent
the satisfaction of heterogeneous QoS requirements in terms
of both latency and bit rate simultaneously.

C. Relay enhanced scenario (DeNB+2RN) with conventional
resource allocation

Finally, in this sub-section, we present the throughput
and delay CDFs for the same relay enhanced scenario
(DeNB+2RN), as in last sub-section, but with conventional
resource allocation in place of QoS-aware resource allocation.
To this end, we pursue static resource partitioning [4] at the
DeNB between the macro-access link and the backhaul link.
This static resource partitioning incorporates the fact that the
video users have twice the rate requirement of the VoIP users.
A regular proportional fair scheduler is employed with in the
partitioned spectrum to assign resources to various competing
users.

From Figure 4, we observe an imbalance with regard to
QoS satisfaction of users. In Figure 4(a), we note that though
the TP requirements for R-UEs are easily met, the observed
mean and 5%-ile values for M-UEs are only around 173 kbps
and 103 kbps for video, and around 123 kbps and 90 kbps for
VoIP users. Similar observations can be made from Figure 4(b)
depicting the delay CDF; we note that though the delays for R-
UEs are lower as compared to Figure 3(b), but the degradation
in the performance of M-UEs is rather drastic.

D. Comparison between proposed and conventional resource
allocation

In order to summarize the effectiveness of the proposed
QoS-aware resource allocation scheme for relay enhanced
networks, we present in this sub-section a comparison with
the conventional scheme, in terms of the fraction of satisfied
users. To this end, we define two alternative measures:

• µTP = Fraction of satisfied users w.r.t. throughput, defined
as the fraction of users (or samples) that achieve up to
95% of the configured GBR.

• µDLY = Fraction of satisfied users w.r.t. delay, defined as
the fraction of users (or samples) that are served within
the configured delay limits.

For the DeNB+2RN scenario, the fraction of satisfied users
w.r.t. TP and delay are presented in Table I for the proposed
and conventional schemes. Note that the values are obtained
respectively from Figure 3 and Figure 4. It can be seen
that especially for M-UEs, the fraction of satisfied users
is appreciably increased by employing the proposed QoS-
aware resource allocation scheme. For instance, the number
of satisfied video UEs increase from 8.1% to 88.8% w.r.t.
the achieved throughput, and from 74.7% to 95.3% w.r.t. the
experienced packet delay.
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TABLE I
DENB+2RN SCENARIO: FRACTION OF SATISFIED USERS µTP AND µDLY

FOR THE PROPOSED QOS-AWARE (PROP.) VS. THE CONVENTIONAL STATIC
RESOURCE PARTITIONING BASED (CONV.) RESOURCE ALLOCATION

UE type Fraction of satisfied users w.r.t.

achieved throughput experienced delay

Conv. Prop. Conv. Prop.

Video M-UEs 8.1% 88.8% 74.7% 95.3%
VoIP M-UEs 80.0% 99.4% 90.5% 99.0%
Video R-UEs 100.0% 100.0% 100.0% 100.0%
VoIP R-UEs 100.0% 100.0% 100.0% 100.0%

V. CONCLUSION AND FUTURE WORK

In this work, we have analyzed the performance of a
QoS-aware scheduler for in-band relaying scenario in LTE-
Advanced systems. The proposed scheduler addresses two
major issues. First, it guides on how to split resources between
macro users and the backhaul link at the DeNB scheduler
via the concept of “super flows”. Secondly, it facilitates
the satisfaction of QoS constraints for the R-UEs that are
scheduled in two distinct hops. The advantage of the proposed
resource allocation scheme in both these aspects has been
confirmed via system level simulations, which show significant
gains over conventional approaches, in terms of the fraction
of satisfied users.

Further work in this area will target an extension of the
overall resource allocation framework to interference coordi-
nation strategies for relays. We believe that coupling of the
proposed scheme with an efficient interference coordination
on access links [8] will lead to a better performance of the
cell-edge users especially for scenarios with a large number of
relay nodes (i.e., 4-10 RNs), where the interference inside the
macro-cell can easily degrade the overall system performance.
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Abstract— A growth of high speed Internet increases network 
traffic and applications that use voice, data, and multimedia 
services. Among those, Internet Protocol TeleVision (IPTV) 
service is rapidly proliferating all over the world. However, 
network infrastructure cannot accommodate the growth of 
IPTV. Therefore, this study suggested a bandwidth reservation 
mechanism using a traditional protocol to achieve a more 
stable IPTV service. We referenced the Multiple Stream 
Reservation Protocol (MSRP) that is a bandwidth reservation 
protocol in IEEE 802.1AVB and implemented a similar 
reservation mechanism in IPTV service environment; however, 
but our own mechanism improved the bandwidth reservation 
fail situations that are not supported by the original MSRP. 
Therefore, the proposed method is more stable for bandwidth 
reservation in the IPTV service environment. We examined the 
proposed method with network simulator, OPNET, and 
compared an end-to-end delay via the original IPTV service 
and with the end-to-end delay using our bandwidth reservation. 

Keywords - QoS; bandwidth reservation; IPTV  

I.  INTRODUCTION 

The growth of high speed Internet increases network 
traffic and applications that use voice, data, and multimedia 
services. Further, depending on the development of terminal 
devices capable of playing multimedia - such as Mp3 players, 
Portable Multimedia Players (PMPs), smart phones, and 
navigation etc. - many network application services have 
been created. Among those, Internet Protocol TeleVision 
(IPTV), which is highly regarded as a killer application 
service, is rapidly increasing in the world. Sufficient network 
resources are needed for supporting IPTV services [1]. 
However, the current network resource is insufficient due to 
heavy Peer-to-Peer (P2P) traffic and other traffic getting into 
network; further, there are times when average network 
service is impossible to achieve due to malicious traffic such 
as Distributed Denial of Service (DDoS). To achieve a stable 
IPTV service against harmful traffic, network bandwidth 
reservation is needed. The current IPTV service offers 
guaranteed Quality of Service (QoS) by Internet Service 

Providers (ISPs) to subscribers, but QoS is not guaranteed 
from subscriber networks to each user because the network 
transmission policy is best-effort [2]. 

The Institute of Electrical and Electronics Engineers 
802.1 Audio/Video Bridging Task Group (IEEE 802.1 AVB 
TG) is carrying out research among Ethernet-based digital 
media devices. First, high quality synchronization services 
are provided among several digital media devices in LANs. 
Second, there is a mechanism to make reservation resources 
for each service in addition to sets of default rules for 
managing resources. A third kind of research is on a traffic 
forwarding method through reserved bandwidth [3]. Our 
study is aimed to achieve Multiple Stream Reservation 
Protocol (MSRP) which is a kind of bandwidth reservation 
applied to the IPTV service using Internet Group 
Management Protocol (IGMP). However, MSRP does not 
handle some failed bandwidth reservation situations in the 
IPTV service environment. Therefore, we improved the 
original MSRP to handle failed bandwidth reservation 
situations, and our proposed mechanism can support higher 
QoS than traditional IPTV service. 

The remainder of the paper is organized as follows. In 
Section II, we introduce the existing bandwidth reservation 
methods such as Resource Reservation Protocol (RSVP), 
IEEE 802.1p, and MSRP. In Section III, we propose 
processes for various situations related to bandwidth 
reservation and reservation withdrawal with using IGMP, 
and in Section IV, we introduce the simulation and 
numerical results in. Section V presents the concluding 
remarks. 

II. RELATED WORK 

A. RSVP 

The Resource ReSerVation Protocol (RSVP), a kind of 
Integrated Service (IntServ), is a reservation mechanism 
executing on the transport layer. RSVP can be used by either 
hosts or routers to request or deliver specific levels of quality 
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of service (QoS) for application data streams or flows. RSVP 
defines how applications place reservations and how they 
can relinquish the reserved resources once the need for them 
has ended. RSVP operation will generally result in resources 
being reserved in each node along a path. RSVP does not 
transport application data but is rather an Internet control 
protocol, like ICMP, IGMP, or the routing protocol [4]. 
RSVP also provides receiver-initiated setup of resource 
reservations for multicast or unicast data flows with scaling 
and robustness. Figure 1 shows the reservation process via 
RSVP. 

 

 
Figure 1.  Reservation mechnism with RSVP 

Although RSVP can control the QoS level for application 
data streams or flows per specific users, every device must 
support RSVP and store the reservation state in each node 
along the path [4]. The implementation of RSVP is difficult 
because the path of traffic is not constant on the Internet. For 
this reason, RSVP was little used. To solve the problem of 
RSVP, the Differentiated Service (DiffServ) was proposed. 
DiffServ provides adequate QoS via prioritizing traffic. 

B. IEEE 802.1p 

One type of DiffServ, IEEE 802.1p that is operated at the 
data link layer, processes frames according to their priority 
on the Ethernet [5]. IEEE 802.1p defines eight different 
classes of available service, usually expressed through the 3-
bit priority field. The most important is priority 7 which 
corresponds to the network control frame, and priority 0 
which corresponds to the best effort traffic that is the least 
important frame. If some frame belongs to the multimedia 
service, then its priority is 4 or 5. In this case, the multimedia 
frame has higher priority than other best effort frames, so 
multimedia frame could be guaranteed QoS. Figure 2 shows 
the structure of Ethernet frame using IEEE 802.1p. 

However, IEEE 802.1p has two problems [6]. First, when 
two or more frames having the same priority arrive at the 
switch at the same time, some of these frames are discarded 
due to the limited queue size on the switch. If the time-
sensitive frame is discarded, then large jitters occur and the 
media cannot be guaranteed QoS. Second, the more the hop 
count increases, the more the potential delay of time-
sensitive frame increases due to the time-sensitive frame of 

other applications. The reason that transmission delay 
increases is due to accumulating delay by competition with 
the same priority frames and the effects of lower priority 
frame for non-preemption. Therefore, DiffServ is inadequate 
for specific applications. 

 

 
Figure 2.  The frame structure using IEEE 802.1p 

C. MSRP 

MSRP that is being studied in IEEE 802.1 AVB TG is 
used in Ethernet and works by making a sub spanning tree 
for specific traffic [7]. MSPR reserves bandwidth on the 
Ethernet, so the reservation path is fixed. In addition, MSRP 
does not cause delays by other traffic because MSRP is a 
kind of IntServ. 

In MSRP, a Talker means that the node can serve 
multimedia streaming to other nodes on the LAN, while a 
Listener receives multimedia streaming service from a 
Talker. MSRP starts a reservation when Talker announces 
that they can serve a multimedia service, or Listener 
announces that they want to receive a multimedia streaming 
service in the LAN. MSRP uses five types of messages. Each 
type is presented in Table 1. 

TABLE I.  MSRP MESSAGE TYPES 

Message Description 

Talker 

Advertise

Advertise for a stream that has not 
encountered any bandwidth or other network 
constraints along the network path from the 
Talker. 

Failed 

Advertisement for a Stream that is not 
available to the Listener due to bandwidth 
constraints or other limitations somewhere 
along the path from the Talker. 

Listener

Asking 
Failed 

One or more Listeners are requesting 
attachment to the Stream. None of those 
Listeners are able to receive the Stream 
because of network bandwidth or resource 
allocation problems. 

Ready 

One or more Listeners are requesting 
attachment to the Stream. There is sufficient 
bandwidth and resources available along the 
path(s) back to the Talker for all Listeners to 
receive the Stream 

Ready 
Failed 

Two or more Listeners are requesting 
attachment to the Stream. At least one of those 
Listeners has sufficient bandwidth and 
resources along the path to receive the Stream, 
but one or more other Listeners are unable to 
receive the stream due to network bandwidth 
or resource allocation problems. 

The Talker creates a Talker Advertise declaration 
message to announce to other nodes on the LAN and update 
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its MSRP table. A Talker Advertise message includes the 
MAC address of the Talker, declaration type, required 
bandwidth, etc. The bridge port 0, which receives the Talker 
Advertise message, then registers it in its MSRP table and 
sends it to other ports on the bridge. The bridge port 1 that 
receives the Talker Advertise message by bridge port 0 
registers the message in its MSRP table and compares the 
requirement bandwidth of the message with its available 
bandwidth. If the available bandwidth is larger than the 
required bandwidth, then the message is forwarded to the 
other node. Otherwise, the message is changed to Talker 
Failed message and forwarded. 

When A Talker Advertise message arrives at a Listener, 
if the Listener wants to receive the Talker’s service, then the 
Listener generates a Listener Ready message and sends it to 
the Talker. A Listener Ready message has only the StreamID 
of the Talker; StreamID consists of the MAC address of the 
Talker and an integer number. Bridgeport 1, which receives 
the Listener Ready message, reserves the required bandwidth, 
if port 1 has sufficient available bandwidth. When the 
bandwidth reservation is successful at port 1, the Listener 
Ready message is forwarded to the Talker by MSRP attribute 
propagation. The Listener Ready message arrives at the 
Talker, and the Talker then compares its MSRP table with 
the streamID in the Ready message. If the Listener Ready 
message is associated with a stream that the Talker can 
supply, then the Talker can immediately start the 
transmission for this stream. Figure 3 illustrates the MSRP 
reservation success process. 

 

 
Figure 3.  Bandwidth reservation success process 

In the cases of reserved bandwidth withdrawal, the 
Talker stops streaming or the Listener declines to receive the 
stream of Talker service. If the Talker wants to stop the 
services, then the Talker generates a Talker Failed message 
and sends it to the Listener, who in turn stops transmitting 
the stream. The bridge port 0, which receives the Talker 
Failed message, sends to some ports that have already 
reserved bandwidth for the stream of the Talker. The bridge 
port 1 that receives the Talker Failed message by port 0 
returns the reserved bandwidth and forwards the Talker 
Failed message. The Listener that receives Talker Failed 

message deletes the streamID of Talker Failed message in its 
MSRP table. In the case of bandwidth reservation failure, the 
outgoing port of bridge has insufficient bandwidth than the 
required bandwidth when the Talker Advertise message is 
forwarded. In this case, the Talker Advertise message is 
changed to Talker Failed message and forwarded. Then, the 
MSRP defines a bandwidth reservation/withdrawal and 
bandwidth reservation failed in the Ethernet. 

However, the bandwidth reservation fail situation was 
able to occur in MSRP. That can happen such as the state of 
the listener and available bandwidth is insufficient when not 
only the Talker Advertise message arrives but also when the 
Listener Ready message arrives at the port. MSRP, which 
has not been researched until now, can process only a few 
situations in which bandwidth reservation failed, so it is not 
effective in a QoS guaranteed environment. When a number 
of services share limited resources, bandwidth reservation 
failure will occur; this problem must be resolved. 

III. IGMP-BASED BANDWIDTH RESERVATION 

The Internet Group Management Protocol (IGMP) is a 
communications protocol used by hosts and adjacent routers 
on IP networks for the purpose of establishing multicast 
group memberships. IGMP is used to join and leave 
multicast group memberships. The latest IGMP is version 3, 
but we use IGMP version 2, which is widely used. We 
suggest a bandwidth reservation using IGMP, which is a 
similar MSRP mechanism, and implemented a bandwidth 
reservation/withdrawal process on IPTV multicast group join 
and leave. 

 In the case of terminal node send Membership 
Report message 

When a Membership Report message sent by a terminal 
node sends arrives at multicast-supported router, the router 
starts a streaming service to the node. As a result, 
intermediate device receives the Membership Report 
message, and the device needs to reserve bandwidth. When 
intermediate devices receive a Membership Report message, 
the device checks available bandwidth at incoming port. If 
the available bandwidth is can support the demanded 
multicast stream bandwidth of terminal node, then the device 
reserves the demanded bandwidth and forwards a 
Membership Report message. When available bandwidth of 
the device port is insufficient, the device discards the 
Membership Report message. In traditional IGMP, the 
intermediate device receives a Membership Report message, 
and the device broadcasts (or multicast) the message to 
restrict unnecessary traffic. However, we use a Membership 
Report message for bandwidth reservation, and the device 
does not broadcast but only sends the message to the 
multicast router side. Therefore, another terminal node sends 
a Membership Report message that is about the same 
multicast group for bandwidth reservation. We show this 
process in the Figure 4. 
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Figure 4.  Bandwidth reservation process with IGMP Membership Report 
                  message 

Check required bandwidth through
group address

Is available bandwidth sufficient
in the ingress port?

Update a bandwidth reservation 
management table of ingress port

(Ingress port Available bandwidth -= 
requirement bandwidth,

The number of node of Group Address += 1)

IGMP Membership Report 
message discard

Update a bandwidth reservation management 
table of egress port

(Engress port Available bandwidth -= 
requirement bandwidth,

Listener of Group Address += 1)

Is available bandwidth sufficient
in egress port?

IGMP Membership Report message recieved

IGMP Membership Report message forward

Yes

Yes

No

No

Group address is already reserved in 
ingress port?

Yes (need bandwidth reservation)

No (do not need bandwidth reservation)

Group address is already reserved in 
egress port?

Yes (do not need bandwidth reservation)

No (need bandwidth reservation)

Update a bandwidth reservation 
management table of ingress port

(The number of node of Group Address += 1)

Update a bandwidth reservation management 
table of ingress port

(Egress port Available bandwidth -= 
requirement bandwidth,

The number of node of Group Address += 1)

Release the reserved bandwidth in the 
ingress port

(Ingress port Available bandwidth += 
requirement bandwidth,

The number of node of Group Address -= 1)

 
Figure 5.  Bandwidth reservation flow chart in intermediate device 

A bandwidth reservation process in the intermediate 
device is as follows. First, it checks that the group address of 
Membership Report message is reserved on the ingress port. 
When the group address is already reserved, we only update 
the number of terminal node of the group address. When the 
group address is not reserved, the device check required 
bandwidth of the group address, then check whether 
available bandwidth is sufficient or insufficient for support 
required bandwidth. If the available bandwidth is insufficient, 

then it is regarded as bandwidth reservation failure, and the 
device discards the Membership Report message and sends a 
message that notifies that the required service cannot be 
provided due to insufficient bandwidth to the terminal node. 
On the other hand, if the available bandwidth is sufficient, 
then the device updates the bandwidth reservation 
management table of ingress port and allocates the 
bandwidth. The device checks the bandwidth reservation 
management table of egress port. If the group address is not 
reserved in the egress port, then we sue the same process for 
egress port as that used for ingress port. If the group address 
is already reserved in the egress port, then the device 
forwards the message to the multicast router side. However, 
if the available bandwidth is insufficient in the egress port, 
then release the reserved bandwidth in the ingress port and 
discard the message. We show this process in Figure 5. 
 

 
Figure 6.  Bandwidth reservation process via IGMP Membership Query 
                  message 

 In the case of multicast router sending the 
Membership Query message 

In this case, a terminal node that wants to join a multicast 
group or already has joined a specific multicast group, sends 
a Membership Report message to the multicast router for 
bandwidth reservation. This case is the same as that of the 
previous case in that the terminal node sends a Membership 
Report message. Figure 6 is shows the bandwidth reservation 
process via IGMP Membership Query message 

 
 In the case of terminal node sending a Leave Group 

message 
In this case, the terminal node does not receive a 

multicast stream any more, and an intermediate device needs 
to release the bandwidth of multicast stream of the terminal 
node. We define this process as “bandwidth withdrawal”. 
The device forwards the Leave Group message to the 
multicast router side after bandwidth withdrawal. The router 
that receives the Leave Group message sends a Membership 
Query message with the group address of the Leave Group 
message to other terminal nodes. After this, nodes that have 
received the Membership Query message via multicast send 
a Membership Report message, and this is similar to that in 
the case of terminal node sending a Membership Report 
message. Figure 7 shows the bandwidth reservation process 
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via IGMP Leave Group message, and Figure 8 shows the 
bandwidth withdrawal process in an intermediate device. 

 

Multicast router Intermediate device with IGMP snooping Terminal node

IGMP Report

IGMP Report

IGMP Query (Group-specific)

IGMP Query (Group-specific)

IGMP Leave Group

IGMP Leave Group

Bandwidth
Reservation

Bandwidth
Withdrawal

 
Figure 7.  Bandwidth reservation process via IGMP Leave Group message 

 
Figure 8.  Bandwidth withdrawl flow chart in intermediate device 

The bandwidth withdrawal process is as follows. When 
the ingress port of the device receives a Leave Group 
message, the device check the allocated bandwidth for group 
address in the message and then updates the bandwidth 
reservation management table of the ingress port and releases 
the bandwidth. If the number of terminal node of the group 
address specified in the Leave Group message is one, then 
the bandwidth reservation management table of the egress 
port also updates as according to the ingress port. If the 
number of terminal node of the group address in the egress 
port is more than one, then the device only subtracts the 

number of terminal node in the egress port, and forwards the 
Leave Group message. 

IV. SIMULATION RESULT 

To show the efficiency of the proposed bandwidth 
reservation via IGMP, we used the network simulator 
OPNET. We compared the traditional IGMP with our 
suggestion in terms of multicast streaming. We set up a 
network environment using 6 L3 switches that are 
intermediate devices, 10 terminal nodes, and the load time-
sensitive traffic, non-time-sensitive traffic at each link. 
Further, we used time-sensitive traffic with voice and video 
traffic. Therefore, each node sends the Membership Report 
message to the multicast router at different time intervals. 
Figure 9 shows our network topology. 

The traffic of each source is 100Mbps, and we set the 
outgoing stream frame size of each source to 125 Kbytes. 
For the analysis of end-to-end delay is according to network 
load. Therefore, we set different join times for each terminal 
node, as is shown in Table 2. 

TABLE II.  JOIN TIME OF EACH TERMINAL 

Terminal node Join time (sec) Terminal node Join time (sec)

User1 75 User5 85 

User2 80 User6 90 

User3 80 User7 90 

User4 85   

 

 
Figure 9.  The network simulation topology 

The traffic generation rate and characteristic follow that 
voice is Expedited Forwarding (EF), video is Assured 
Forwarding (AF), and non-time-sensitive traffic is Best 
Effort (BE). The EF traffic is used to transmit voice data, and 
it is a Constant Bit Rate (CBR) in the ATM network. The AF 
traffic is video data type such as MPEG-1, MPEG-2 and 
H.264. It is used by Video on Demand (VoD), video 
conferencing, etc. The AF traffic regards bandwidth with 
great importance, but it is less sensitive to delays than EF 
traffic. The BE traffic is used by legacy Internet services 
such as web services, e-mail and FTP. The BE traffic does 
not need real time transmission. Therefore, Walter et al. 
discovered that AF and BE traffics have self-similarity 
characteristic [8]. Figure 10 and Figure 11 show an end-to-
end delay with traditional IGMP, and after bandwidth 
reservation using IGMP, respectively. 
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Figure 10.  End-to-end delay with traditional IGMP 

 

 
Figure 11.  End-to-end delay after bandwidth reservation using IGMP 

In Figure 11, the traffic node is over 90%, and multicast 
traffics, except User1, do not transmit because User1 had the 
first IPTV streaming service after bandwidth reservation, 
while User5, and User6 cannot IPTV the streaming service 
because the available bandwidth is insufficient due to 
bandwidth reservation by User2 and User3. Therefore, the 
QoS of User1 is guaranteed. 

 

V. CONCLUSION AND FUTURE WORK 

Nowadays, as network infrastructure and device continue 
to advance, various network-based applications appear 
among those applications, IPTV is increasing rapidly 
worldwide. To support IPTV services, sufficient network 
resources are required. This paper proposed the MSRP 
mechanism to reapply to the IPTV environment. We applied 
a bandwidth reservation mechanism using IGMP message. 
The bandwidth reservation is similar to that of MSRP, and 
we improved the network resource efficiency to process the 
wasted bandwidth due to bandwidth reservation failure. We 

simulated our proposed method via OPNET, and the network 
simulator confirmed that the end-to-end delay of multicast 
traffic is shorter than that of the traditional method. 

In the following research, we expect longer channel 
zapping time than that of the traditional method because of 
the additional bandwidth process. Therefore, we need to 
improve channel zapping time to match that of traditional 
IGMP, and support suitable IPTV service. Furthermore, 
when wired/wireless devices join the same streaming service, 
a study is needed to achieve a bandwidth reservation 
mechanism to guarantee QoS among them. 
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Abstract—Emerging wireless communication systems use
MIMO-OFDM with adaptive modulation and Hybrid Automatic
Repeat Request (HARQ) techniques to enables high bit rate and
low packet error rate. In this work, a 3-Stage packet scheduling
algorithm that is HARQ aware is proposed, which supports real
time service with multi-level delay constraints and retransmission
constraints in OFDM systems. For performance analysis, three
Quality of Service (QoS) parameters namely packet loss rate,
fairness, and throughput are studied. Corresponding to these
three metrics and depending upon the delay and retransmission
constraints, a 3-Stage scheduling strategy is proposed. Itis
assumed that the packets are lost due to violation of the delay
constraint and/or channel induced error, even after allowing the
maximum number of retransmissions. Simulation result shows
that this novel 3-Stage scheduler achieves a balance between
the three QoS metrics, and could therefore be preferred over
Modified Largest Weighted Delay First, Proportion Fair, and
Max Rate schedulers, which can not simultaneously satisfy all
the three QoS metrics.

Index Terms—Proportion Fair, Max Rate, MLWDF, HARQ,
Throughput, Fairness, PLR

I. I NTRODUCTION

Orthogonal Frequency Division Multiple Access (OFDMA)
technology enables frequency agile resource allocation where
a set of sub-carriers can be allocated to a user terminal
based on the scheduling logic used. Hybrid Automatic Repeat
Request (HARQ) is essentially a combination of Forward Error
Correction (FEC) with Automatic Retransmission Request
(ARQ). The Third generation partnership project Long term
evolution (3GPPLTE) uses OFDM with link adaptation and
HARQ techniques to enable low packet error rate. Therefore,
it is essential to have a HARQ packet scheduler. In some of
the early work on wireless packet schedulers, errors in wire-
less transmission have not been considered. However, unless
HARQ attempts are given some priority by the schedular, it is
well known that overall performance of the application would
suffer [1], [2].

The Max Rate rule schedules those user whose channel
condition (In interference limited deployment typical in re-
use 1 OFDMA cellular system, it is the post processing
Signal to Interference Noise Ratio that is used in deciding

which user gets scheduled. For brevity, we refer this here
simply as channel condition.) is better than the other users
and thereby maximizes the throughput. A user whose channel
condition is bad, gets scheduled rarely and thus Max Rate
does not guarantee fairness. To increase the Fairness among
users Proportional Fair (PF) scheduler [3] was proposed. It
schedules the user by comparing the ratio of current data
rate to average data rate of a particular user so that fairness
can be addressed. Along with fairness and throughput, packet
delay is a key parameter to measure the performance of highly
delay sensitive, real time application like video streaming. PF
scheduler as such does not consider packet delay. Modified
Largest Weighted Delay First (MLWDF) algorithm [4] is able
to handle delay sensitive traffic well. It schedules the userby
comparing the combination of packet delay, current data rate
and average data rate in an optimal way.

In this paper, we consider all the three Quality of Service
(QoS) parameters namely: (i) packet loss rate (PLR), (ii)
fairness and (iii) sum throughput. Corresponding to the three
metrics we propose a scheduling strategy which has three
stages. From the quality of service (QoS) perspective of real
time traffic, it is essential to give priority to minimize packet
loss rate (PLR), maximize fairness and maximize throughput
simultaneously that is what this 3-Stage scheduler aim to do.
The 3-Stage scheduler is compared for real time traffic with
the Max Rate, the PF, and the MLWDF algorithm. Using
simulation results we show that the proposed scheduler gives
a good compromise between the three QoS metrics.

The remainder of the paper is organized as follows. In
Section 2, the LTE-like simulation model are presented thatis
considered in this paper. Section 3 discusses about the 3-Stage
scheduler followed by simulation results are shown in Section
4, while conclusion are given in Section 5.

II. LTE-L IKE SIMULATION MODEL

Fig. 1. depicts the downlink frame structure LTE Standard.
On frequency axis total bandwidth is divided into N sub bands
and in time axis into transmission time interval (TTI) each with
length of 1 ms. Here 1 sub band contains 3 physical resource
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Fig. 1. Shows OFDMA framing and channelization

block (PRB) and 1 PRB has 12 sub-carriers and 14 OFDMA
symbols. The simulation of 3-Stage, MLWDF, PF and Max
Rate have performed using seven hexagonal cells of 10 MHz
bandwidth with 50 PRBs and 2 GHz carrier frequency. There
are 3 sectors in a cell and each sector contains 10 users. Users
are uniformly located within the cell and constantly moving
at a constant speed of 8.33 Km/h in random directions. It is
assumed that each user reports its instantaneous downlink SNR
values on each PRB and at the beginning of each TTI to the
serving node. The reported instantaneous downlink SNR value
is used to determine the feasible data rate for one PRB. The
3GPP LTE Downlink system parameters are given in Table I.

An incremental redundancy HARQ protocol is used. The
HARQ process takes 2ms, i.e., 2 TTI round trip time and
maximum number of retransmission is limited to 4. It is
assumed that the scheduling interval is 1 TTI i.e. 1ms and
the number of PRBs that may be allocated to a user in each
scheduling interval is variable.

MLWDF [1], PF [4], Max Rate [4] algorithms are proposed
for the single carrier transmission. We modified these algo-
rithms to support multi-carrier transmission in the downlink
LTE system. In this simulation, retransmissions takes place
for each algorithm, if transmission of any packet fails. The
following QoS in equations (1), (2), (3) are used for perfor-
mance analysis.

Average throughput =
1

N ∗ T

∑N

i=1

∑T

t=1
t puti(t) (1)

PLR =

∑N

i=1

∑T

t=1
pdi

∑N

i=1

∑T

t=1
pai

(2)

Fairness =
1

N

(
∑N

i=1
t puti)

2

∑N

i=1
(t puti)2

(3)

where t puti(t), pdi , pai are the throughput, total size of
discarded packets and the total size of all packets that have

TABLE I
SIMULATION PARAMETERS

Parameters values

Carrier Frequency 2 GHz

Bandwidth 10 MHz

Number of Sub-carriers 600

Number of PRBs 50

Number of Sub-carriers per PRB 12

Slot Duration 1ms

Scheduling Time(TTI) 1ms

Number of OFDMA Symbols per Slot 14

FFT size 1024

HARQ scheme Incremental
redundency

Maximum Allowed retransmission
number

4

Total number of User 210

Number of Interferer cell 2

arrived into the buffer of user i at time t respectively.T and
N are the total number of slots for which simulation has done
and total number of users respectively. Referred to [5].

III. D ESCRIPTION OF3-STAGE SCHEDULER

3-Stage scheduler divides the users into three stage based
on how close the packets are from transmission deadline.
TFTi= Time for Transmission [2] is defined as the time
duration up to which packeti can stay in the buffer for
transmission. It has an integer value normalized by TTI
duration.
TFLi(n) = Time duration upto which packet is not dropped.
Equations (4) and (5) shows analytical description ofTFTi

andTFLi(n).
TFTi = k ∗ TTI (4)

TFLi(n) = TFTi −Wi(n) (5)

Where Wi(n) is waiting time for a Head of Line (HOL)
packet in ith buffer in nth TTI and k is an integer. The
proposed 3-Stage scheduler has following steps:

Step A. Divide the users into three stages depending upon
the value ofKmax (maximum value of k among all user)
and TFLi(n) such that distribution ofTFLi(n) along the
stages is in Geometrical Progression (GP). Stage 1 containsthe
users whoseTFLi(n) is one. Stage 2 contain the users whose
TFLi(n) value are 2, 3 or 2, 3, 4 or 2, 3, 4, 5 (depending upon
the value ofkmax) and the remaining users will be in stage 3.
Distribution of users for different value ofKmax is given in
Table II, users will be distributed similarly for higher values of
Kmax. GP is used here, because it gives a good compromise
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TABLE II
DISTRIBUTION OF USERS BASED ONTFL

TFL TFL TFL

stage1 1 1 1

stage2 2, 3 2, 3, 4 2, 3, 4, 5

stage3 4, 5, 6, 7 5, 6....13 6, 7...21

Kmax ≤7 8≤Kmax

≤13
14≤Kmax

≤21

among the three QoS metrics as shown by extensive simulation
results, some of which are shown in section IV . Instead of GP,
other progressions can be used to divide the users into stages
depending on the QoS requirement. For example if we keep
more number of users in the third stage compared to what GP
provides, it will give more throughput than GP gives. However
this increase will come at the cost of higher packet loss rate
and degraded fairness. Similarly if we put more number of
users into second stage performance of fairness may improve
at the cost of degradation of the performance of packet loss
rate and throughput.
In summary the purpose of the three stages are: -
Stage 1: To minimize the Packet Loss Rate.
Stage 2: To maximize the Fairness.
Stage 3: To maximize the Throughput.

From the QoS perspective of real time traffic it is essential
to give priority to minimize the packet loss rate, maximize the
Fairness and maximize the throughput respectively therefore
we schedule stages 1, 2 and 3 respectively.

Step B. Schedule the users of stage 1:- Consider the
channel matrix, where each column corresponds to the
different user of stage 1 and each row corresponds to a sub
band. Cij denotes the number of bits can be transmitted
through sub bandi to the user j. Depending upon the
modulation and coding scheme levels,Cij will have N

different Number of bits values i.e.NOB1, NOB2, NOB3,
NOB4.........NOBN . Define coordinate of eachCij which
is defined as (si, uj) and coordinate group ofNOBi i.e
CGNOBi

which contains coordinate of allCij which is equal
to NOBi. AssumingNOB1 < NOB2 < NOB3 < NOB4

<.........< NOBN , then to improve QoSCGNOBN
must be

allocated prior to theCGNOBN−1
and so on. Among the

Cij in coordinate groupCGNOBi
, Cij is allocated when

its coordinate is unique in that particular group. Otherwise
choose an unique combination from all possible combinations
such that sum throughput is maximized and allocate them.
Here in Table III NOB3 is 7, NOB2 is 6 and so on.
Coordinate Groups are defined by
CGNOB3

= {(s1,u3),(s2,u1),(s3,u1)}
CGNOB2

= {(s1,u2),(s2,u2),(s3,u3)}
To minimize the PLRCGNOB3

should be allocated first.
Since only coordinate(s1,u3) is unique so subband 1 is

TABLE III
EXAMPLE OF A SUB-BAND ALLOCATING IN STAGE 1

user 1 user 2 user 3

subband 1 5 6 7

subband 2 7 6 5

subband 3 7 5 6

Allocated
band

Subband
3

Subband
2

Subband
1

allocated to user 3. Now user 1 can be served by subband 2
or subband 3 so following are the possible combinations
combination 1: (s2,u1) + (s3,u2) = 12
combination 2: (s2,u2) + (s3,u1) = 13
choose combination 2 since sum throughput is maximum and
allocate them.

Step C. Schedule the users of stage 2:-
Schedule the users of stage 2 when itsCij is more thenCavg

in round robin fashion so that fairness can be maximized.

Cavg = 1

M∗N

∑M

i=1

∑N

j=1
Cij

WhereN = no of users in stage 2 and
M = number of sub bands left.

Step D. Schedule the users of stage 3:
Among all the users of stage 3 schedule the user whoseCij

value is equal toNOBN . There may be a case where a
user contains more than oneCij , whose value is equal to
NOBN in that case we schedule the user more than one time
provided available bits for transmission are sufficient. Again
we schedule the user whoseCij value is equal toNOBN−1

followed byNOBN and so on. This process will continue till
sub-band left.

IV. SIMULATION RESULT AND DISCUSSION

We simulate downlink physical layer Long Term Evolution
release 8 [6] along with the parameter mentioned in Section
II. Four types of real-time traffic sources with different delay
constraints are used, as given in Table IV. Fig. 2. shows PLR
performance of 3-Stage, PF, MLWDF and Max Rate with the
increasing number of arrival bits. 3-Stage scheduler improves
PLR performance by giving more priorities to the HARQ users
and the users closing to transmission deadline. A significant
degradation of the PLR performance in the Max Rate and PF
are because they do not consider delay of packets. As MLWDF
consider waiting time of packet so PLR of MLWDF is just
followed by 3-Stage scheduler.

Fig. 3. shows average user throughput of the 3-Stage, PF,
MLWDF, and Max Rate. From the figure, it can be observed
that among the PF, MLWDF, Max Rate, and 3-Stage, Max Rate
achieves the highest throughput as it consider only channel
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condition. The proposed scheduler gives throughput slightly
lower than Max Rate but higher than PF. MLWDF returns the
lowest throughput as it consider both channel condition and
waiting time of a packet however all four schedulers achieve
almost same throughput performance at a higher number of
arrival bits per frame.

The fairness performance of each scheduling algorithm is
shown in Fig. 4. It can be observed that the 3-Stage scheduler
achieves a fairness almost equal to that of PF and MLWDF.
The Max Rate returns the lowest fairness as it only considers
the best channel condition for the scheduling decision.

TABLE IV
TFT FOR FOUR REAL-TIME TRAFFIC SOURCES

Service Traffic class TFT

Voice Conversational 200ms

Gaming Conversational 400ms

Audio streaming Streaming 1500ms

Video streaming Streaming 2000ms
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Fig. 2. Shows plr vs. no of arrival bit per frame.

V. CONCLUSION

This paper investigated the performance of proposed al-
gorithm along with well known scheduling algorithm in the
downlink 3GPP LTE system. Using the TFL parameter, an
efficient scheduling scheme that always prioritizes urgentreal
time traffic users and HARQ users in OFDMA environment
has developed. Simulation results have shown that the pro-
posed scheduler scheme gives a good compromise among the
three QoS metrics.
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Abstract—Nowadays, the focus of network operation is no
longer on the coverage and basic services but it is rather
centered around the quality of experience that can be provided
to the subscribers and on the capability of smoothly operating
complex, interactive and increasingly data hungry applications
on mobile platforms. Despite the increased system capacity,
improved efficiency and sophisticated quality of service (QoS)
architectures, the right level of quality of experience (QoE)
requires application level differentiation. Using a single data
bearer for each user equipment (UE), which is a common
setup due to system and equipment limitation and the bearer
centric QoS architectures, represents a barrier in providing
true differentiation between simultaneously used applications.
This paper discusses possible application level differentiation
mechanisms either assuming a single data bearer per UE or
utilizing the potential of secondary bearers to prioritizeselected
applications. The mechanisms were evaluated and compared
by simulations focusing promoting web browsing over bulk
data transfer in a High Speed Packet Access (HSPA) network.
Results show that application differentiation mechanismsare
able to significantly improve the quality of experience.

Keywords-application awareness; HSPA; quality of experi-
ence; quality of service; simulation and modeling

I. I NTRODUCTION

The increasing prevalence of mobile devices with en-
hanced capabilities of running multimedia and web-based
applications requires network-side evolution to fully serve
the traffic demand. The nowadays spreading smart phones
give access to the full spectrum of Internet-based appli-
cations already familiar from desktop computers, such as
streaming multimedia, web browsing, mail, instant messag-
ing, micro blogging, etc., encouraging the usage of multiple
applications and services at the same time. A natural expec-
tation of the users is to have reasonably good access to all
applications even if they are run simultaneously, regardless
of their different QoS requirements. However, despite the
increased system capacity, high data rates and low latency
provided by the evolved systems such as HSPA [1] and
Long Term Evolution (LTE), there are still not enough
resources in the mobile networks (especially considering the
capacity limited last mile) to be able to smoothly support
this user behavior without active QoS management on the
network side. The end-user quality of experience greatly
depends on how well the network is able to fulfill the
QoS requirements of the applications [2]. Currently, due to
network and equipment limitations, the entire data traffic

of the users generated by the various applications is served
by one data bearer. The QoS architecture is bearer centric,
therefore all applications of the user receive the same service
regardless of their different quality requirements; this makes
it difficult for operators to enforce policies such as separately
demoting bulk traffic or promoting premium services or
applications. A possible solution is to use application aware
mechanisms that are able to provide differentiation among
the simultaneous applications run by the users. The require-
ment for application aware QoS has been raised not only in
mobile networks [3] but in the context of transport network
provisioning as well [4]. Research towards enhancing QoE
is important not only in future network architectures such as
LTE and beyond but also in HSPA networks, which today
serve the vast majority of mobile broadband users.

In HSPA systems, bearers are used to deliver traffic ac-
cording to a predefined set of QoS parameters over the radio
access network (RAN) between the UE and the Radio Net-
work Controller (RNC), referred to as the radio access bearer
(RAB) service, and between the RNC and the core network
(CN), referred to as the CN bearer service. A one-to-one
mapping between RABs and CN bearers is done at the
RNC to provide the Universal Mobile Telecommunications
System (UMTS) bearer service [5]. At bearer setup, the UE
can request certain QoS parameters such as guaranteed bit
rate (GBR) or traffic class (TC). Based on that and operator
policy settings, the Gateway GPRS Support Node (GGSN)
determines additional parameters such as traffic handling
priority (THP) and allocation/retention priority (ARP) and
signals them to the RNC. The RAB specific QoS parameters,
such as scheduling priority indicator (SPI) and discard timer
(DT) are set by the RNC based on a mapping provided by
the network operator or equipment vendor and signaled to
the Node B along with the GBR [6]. The GBR parameter
defines the target average bit rate that the air interface packet
scheduler at the Node B should try to guarantee to the bearer.
The SPI (an integer taking values from the range 0–15)
specifies the priority of the data flow served by the bearer.
DT gives the maximum allowed waiting time of the flow’s
packets (before being discarded) at the Node B buffers.
These parameters are used by the Node B packet scheduler
upon scheduling decisions. Once the active bearers receive
their GBR, the packet scheduler is supposed to distribute the
remaining air interface resources by considering the priority
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Figure 1. Concept of application aware mechanisms showing the entities
involved in the discussed single- and multi-bearer alternatives.

of the bearers. An efficient packet scheduling discipline is
the one implemented by the Proportional Fair with Required
Activity Detection (PF-RAD) [7] scheme, that is capable of
scheduling the bearers based on their weight. Accordingly,
in addition to the GBR, a pre-configured parameter, the
weight of the SPI class (wSPI) can be used, which is
configured in the Node B for each SPI (not signaled from
the RNC). Throughout this paper, we assume that the packet
scheduling is based on the PF-RAD scheme. This QoS
mechanism is not application aware as it is only able to
differentiate among RABs but not among applications. In
order to improve the situation, a couple of network-side
techniques can be used, including single-bearer and multi-
bearer mechanisms. Single-bearer means that the one data
bearer per UE limitation is kept but the bandwidth available
to the RAB is split between the applications in a predefined
ratio (referred to asin-bearer prioritization), as proposed in
[3]. Multi-bearer means to map the packets of applications
with different QoS requirements to separate radio access
and CN bearers, facilitated by the secondary PDP context
activation procedure [8] standardized by the 3rd Generation
Partnership Project (3GPP). This of course requires support
from both device and network side.

In this paper, we discuss in-bearer prioritization and
network requested secondary PDP context activation
(NRSPCA) in detail, study their advantages and disad-
vantages and evaluate them based on web browsing user
experience by conducting simulations in a HSPA network.
The concept of single- and multi-bearer solutions is shown
in Fig. 1. Results indicate that both mechanisms can con-
siderably help enhance web page download performance;
the apparatus required to implement the features can be the
key differentiator in choosing the one selected for practical
adoption in a real network.

The rest of this paper is organized as follows. In Sec-
tion II, in-bearer prioritization is discussed. Section III
provides an overview of NRSPCA and the related appa-
ratus. In Section IV, the simulation models used in the
performance evaluation of the proposed mechanisms are
presented and Section V contains the simulation results and
their interpretation. Finally, Section VI concludes the paper.

II. I N-BEARER PRIORITIZATION

The rationale behind single-bearer mechanisms is to
maintain compatibility with such UEs and network-side
implementations that are only capable of managing one data
bearer per UE but still improve the QoE when different
applications are simultaneously run by a user.

A plausible single-bearer mechanism capable of prioritiz-
ing traffic in the RAB is to mark packets in the CN according
to the priority of the generating application and use per-
priority packet buffering for each UE in the RNC Packet
Data Convergence Protocol (PDCP) layer. The different
buffers are served by Weighted Fair Queuing (WFQ) sched-
uler with configurable weights for the different priorities
[3]. This feature requires an application detection facility
in the CN, suitably in the GGSN as this is the node capable
of intercepting packets arriving from external networks
such as the Internet and investigate their application level
content. One possible realization of application detection
is Deep Packet Inspection (DPI), which can examine the
TCP/IP headers of the user traffic and (or) apply pattern
detection to recognize different applications. The resultof
the detection needs to be conveyed to the radio node where
the RAB is originated, i.e., to the RNC, where the in-bearer
prioritization takes place. The RNC is the best choice also
as the next entity capable of accessing the application level
data is the UE itself. Propagation of the application from
the GGSN can be implemented by mapping the detected
applications to priorities and marking the downlink (DL)
packets accordingly, e.g., by utilizing the 6-bit DiffServ
Code Point (DSCP) field of the inner IP header. The marking
is thus encapsulated by GPRS Tunneling Protocol (GTP) and
remains hidden from the transport mechanisms on the Gn
and Iu-PS interfaces. For priority mapping, the following
three levels may be used: middle priority for default traffic,
i.e., traffic corresponding to the original QoS settings of
the bearer; high priority for traffic to be prioritized; and
low priority for traffic to be deprioritized. Generalization to
additional priority levels is also possible.

In the RNC, the DL data packets are classified based on
their priority marking and transferred to the corresponding
per-priority PDCP buffer of the RAB. The amount of
data sent from a given PDCP buffer to the RLC layer is
determined by the WFQ mechanism and it is proportional
to the weight of the buffer. The apparatus required by the
mechanism is shown in Fig. 2. The solution is flexible as it
allows the definition of different weight for each SPI class.

In-bearer prioritization can only be applied to the DL
traffic as it is based on classification and WFQ scheduling
mechanisms implemented at the RNC, where packets are
multiplexed into the RAB. Such mechanisms are difficult
to implement for uplink (UL) traffic as the other end of
the bearer is at the UE. No other network element in
between the UE and the RNC has access to the applica-
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Figure 2. Implementation of in-bearer prioritization in the RNC radio
protocol stack.

tion level, therefore UE side extra functionality would be
required. Accordingly, network-side in-bearer prioritization
transparent to the UE is feasible only in DL. The benefit
of this solution is that it requires differentiation only atthe
radio network layer without involving any of the underlying
transport network functionalities. This keeps the solution
simple as the transport parameters and QoS mapping of the
radio access and CN bearers are kept unchanged during their
lifetime, thus no extra signaling is required.

III. SECONDARY PDP CONTEXT ACTIVATION

In the previous section, a single-bearer mechanism for
application differentiation was discussed; in this section, a
multi-bearer mechanism is presented that requires the use of
multiple data bearers per UE. In the context of NRSPCA, a
data bearer means both the radio access and the CN bearer,
not only the RAB as with in-bearer prioritization. Multiple
data bearers enable clean differentiation of applications
with diverse QoS requirements without need to change the
bearer-based QoS architecture. Additional bearer setup in
3GPP networks (such as HSPA or LTE) is a standardized
procedure called secondary Packet Data Protocol (PDP)
context activation, which can be requested either by the
UE or by the network. Since application awareness requires
that the network reacts to different applications of users,the
secondary PDP context has to be requested by the network.

According to the 3GPP specifications, there is a PDP
context for each data bearer that stores the service or Packet
Data Network (PDN) the user connects to (e.g., the Internet);
the IP address the UE uses in that PDN; and the QoS settings
that apply to the PDP context. There are two types of PDP
contexts: primary and secondary. Each different PDN to
which a user is connected has an associated primary PDP
context with default QoS profile attributes set according to
operator policy. Users may have multiple active primary
PDP contexts, one for each different PDN they connect to;
however, the QoS profile of each PDP context applies to all
traffic sent to or received from the corresponding PDN, i.e.,
although the access of different PDNs may be configured
with different QoS settings, there is no means to further
differentiate between traffic mapped to the same primary
PDP context. The requirement of finer QoS configuration is
the key motivation behind secondary PDP contexts, which
allow QoS differentiation for applications and services (e.g.,
web browsing, FTP, P2P, streaming) over the same PDN,

i.e., the Internet. Each secondary PDP context is associated
with a primary PDP context, from which the PDN itself and
the IP address of the UE are reused but the QoS profile
can be different. A primary PDP context may have multiple
secondary contexts assigned to it. Each PDP context, either
primary or secondary, has a separate data bearer consisting
of a RAB and a CN bearer for user plane data, i.e., the
QoS configuration of the bearer is applied not only on the
RAN (as with in-bearer prioritization) but consistently on
the CN as well, both in UL and DL directions, which gives
opportunity to prioritize applications end-to-end. Addition-
ally, as the solution is compliant with the RAB-based QoS
architecture, mapping of the bearers to the transport QoS
is straightforward, which results in a compact harmonized
end-to-end application aware QoS architecture.

The mapping of user-plane traffic to a certain PDP context
is based on the Traffic Flow Templates (TFT). A TFT is
created dynamically when a PDP context is activated and
defines what kind of traffic belongs to the new context based
on filters that can match, e.g., the IP address of the remote
server or the source and destination TCP/UDP ports. DL
TFTs are used in the GGSN for mapping DL user data to
the correct GTP tunnel whereas UL TFTs are used in the
UEs to implement the mapping in the opposite direction.

According to the standardized procedure of Network Re-
quested Secondary PDP Context Activation [8], the GGSN
triggers the UE to initiate the Secondary PDP Context
Activation procedure with the QoS parameters and UL
TFT specified by the GGSN in the first message. Thus, a
functionality located in the CN is able to trigger the setup of
secondary bearers with a predefined QoS configuration and,
what is also important, the mapping of UL traffic can also be
specified by the network. Using NRSPCA as an application
aware feature is possible in a way that in case an application
is detected in the CN (possibly via the same DPI mechanism
also used for single-bearer mechanisms) that should be
prioritized according to operator policy (e.g., HTTP traffic),
the NRSPCA procedure is initiated to establish a secondary
bearer with the desired QoS settings and the corresponding
DL and UL TFTs are created in order to map the traffic
belonging to the application into the new secondary bearer.
Since the UL TFT is also created by the network and
signaled to the UE, NRSPCA is suitable for treating both DL
and UL traffic in a uniform way. In either case, the detection
is done by the DPI located in the CN. After the application
that triggered the NRSPCA finishes, which can be noticed,
e.g., by activity detection, the secondary bearer should be
terminated.

IV. SIMULATION MODELS FOREVALUATION

In-bearer prioritization and NRSPCA were evaluated by
examining web page downloads in a simulated multi-cell
HSPA network. The radio network layout consisted of a
central cell surrounded by six other cells placed at 250 m
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Node B1
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GGSN RNC

Web and data servers on-site
router

Figure 3. Simulation topology

inter-site distance. Users were distributed in the 7 HSPA
cells, moving at an average of 3 kmph according to the
random way-point mobility model. Wideband Code Division
Multiple Access (WCDMA) air interface and handover
procedures between cells were modeled in detail. The sim-
ulation topology is shown in Fig. 3; on the Iub interface,
the Iub/IP/Ethernet protocol stack was used with different
capacity configurations of 5, 10 and 100 Mbps, covering the
range from heavy to no Iub congestion. Base stations were
connected to the RNC in a star topology and implemented
a Congestion Control (CC) algorithm [9].

Applications modeled in the simulation were TCP-based
bulk data transfer and web browsing, the latter consisting
of the complete HTTP/1.1 [10] protocol suite including
Domain Name System (DNS) queries over UDP for name
resolution. That is, users were executing file downloads and
web page retrievals during the simulation.

The web browsing quality of experience was studied
through the two most prominent quality measures: respon-
siveness, measured by web page download latency; and
speed, measured by the page download rate. The download
latency was the time between the user sending the request
and receiving the first data byte of the web page. The
download rate is the aggregated rate of TCP connections
measured over the interval between receiving the first data
byte of the main page and the download completion. Web
surfing was implemented so that a random web site was
selected from the list of top web sites [11] such as Google,
Facebook, Wikipedia, etc., and the objects of a web page
from that site were downloaded. For the simulation of web
traffic, a profile was built for each modeled web page to
record its main page size, the number and size of embedded
objects and the server name for each object (in order to
decide whether a DNS query was needed before establishing
a TCP connection to the server). After a page had been
downloaded, there was a random reading time in which no
web traffic was generated. Then, the user visited another
page from the same or another randomly chosen site.

For the sake of simplicity, two distinct user behaviors were
simulated: background users having one bulk data transfer
of continuous data download and multi-flow users with a
similar bulk data transfer and additional web surfing. At the
start of a simulation, there were 11 background users in
each cell (total of 77 background users in the system) and
there was one multi-flow user in the central cell. This setup
was created in order to show the maximum achievable gain.
With more multi-flow users, the gain would be smaller due
to the increased amount of concurrent HTTP connections;

Activation Procedure
Secondary PDP Context

Start of webpage
downloaddownload

Secondary PDP
Context activated

End of webpage Secondary
bearer release

NRSPCA setup latency FTP and HTTP in
separate bearers

5 sec
time

primary bearer: wSPI = 1

secondary bearer: wSPI∈ {1, 3}

FTP
HTTP

HTTP traffic switched
to secondary bearer

FTP and HTTP are multiplexed
in the same bearer

without
activity

Figure 4. Modeling of Network Requested Secondary PDP Context
Activation (NRSPCA) in the simulations.

however, relatively better service can be still provided tothe
HTTP connections since they are prioritized over the parallel
applications.

For in-bearer prioritization, the DPI functionality was
modeled in the GGSN so that DL packets were marked
according to the application: HTTP packets were high and
FTP packets were middle priority. DPI was assumed to be
perfect so that all packets were marked correctly accord-
ing to the corresponding application. This is possible as
the DPI mechanisms available are efficiently detecting the
applications with practically no latency, thus even the first
HTTP packet can be treated according to the predefined
QoS differentiation strategy. In-bearer prioritization was
implemented in the RNC according to Section II with WFQ
weights configured so thatwhigh : wmiddle = 9 : 1. Due to
the specified marking of HTTP and FTP, the weight of the
applications was alsowHTTP : wFTP = 9 : 1.

On the transport, all user-plane traffic was mapped to
the same Per-Hop Behavior (PHB) group. On the radio, the
default wSPI of all bearers was set to 1. There was no GBR
configured to any of the bearers.

The simulation model of NRSPCA is illustrated in Fig. 4.
In this case, the application detection was also done by
the DPI in the GGSN but instead of marking the packets
according to the application, the DPI triggered the activation
of a secondary PDP context whenever a starting web page
download was detected. Once the secondary bearer was
established, the HTTP traffic sent in either DL or UL was
mapped to that new bearer, whose wSPI was either set to
1 (i.e., the same QoS profile was used for primary and
secondary bearers) or 3 (i.e., a new, better QoS profile was
used for the secondary bearer in order to prioritize it over
the other bearers). The signaling messages of the secondary
PDP context activation were not simulated; instead, when a
HTTP packet was detected for a user in the gateway, a timer
was started that modeled the NRSPCA latency, i.e., the time
required for completing the NRSPCA Procedure. When the
timer expired, a secondary bearer was created for the HTTP
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Table I
SHORT LABEL AND DESCRIPTION OF SIMULATION SCENARIOS

label description

ref reference case (no application aware feature)

wfq in-bearer prioritization

nrspca-Z
nrspca-L

NRSPCA with secondary bearer wSPI = 1; ‘-Z’
denotes zero NRSPCA latency; ‘-L’ denotes random
NRSPCA latency between 0.8 –1 seconds

nrspca-Z-pro
nrspca-L-pro

NRSPCA with secondary bearer wSPI = 3; the
meaning of ‘-Z’ and ‘-L’ are the same as with nrspca

packets. During the NRSPCA setup, HTTP packets were
multiplexed with FTP in the primary bearer. After the web
page download was complete, which was detected in the
GGSN as 5 s without activity in the secondary bearer, the
release of the secondary bearer was triggered.

Since the transmission of HTTP packets on the Iub
interface is slower in the primary bearer during the NRSPCA
setup than later in the dedicated secondary bearer (as the
simultaneous applications of the users are still competingfor
the resources during this time), the first HTTP packets sent in
the secondary bearer may arrive at the UE earlier than some
of those sent through the primary bearer, potentially causing
out-of-order delivery at the UE that would eventually trigger
TCP Fast Recovery mechanism at the sender. In case the
secondary bearer is prioritized as well, this effect is even
more pronounced. In order to prevent this potential problem,
we propose that after the secondary bearer setup is complete,
the GGSN sends an end marker (GTP-U packet) [12] in
the primary bearer and starts forwarding subsequent DL
HTTP packets in the secondary bearer. Packets received
in the secondary bearer are buffered at the RNC until the
end marker arrives; on that occasion, the RNC transmits
all packets it has buffered in the secondary bearer in the
order of their arrival. After that, subsequent packets arriving
in the secondary bearer are transmitted instantly. The same
mechanism can be applied in UL as well, with the RNC
sending the end marker and the GGSN buffering the packets
in the secondary bearer. This mechanism is transparent to
the UE and requires only network-side modification; it was
implemented in all simulations presented in this paper.

For the NRSPCA setup latency, two configurations were
used in the simulation: it was either set to zero, modeling an
ideal case to assess the maximum achievable performance
of this technique or it was chosen randomly between 0.8 –1
seconds at each bearer setup to study the effects of a long
and variable setup latency on web browsing performance.

V. SIMULATION RESULTS

The simulated in-bearer prioritization and NRSPCA sce-
narios are summarized in Table I. The web browsing experi-
ence measured by the download rate and latency is shown in
Fig. 5, which displays the obtained results for the simulated
scenarios at different Iub capacities. Each simulation wasex-
ecuted with five random seeds and the results were averaged

 0

 100

 200

 300

 400

 500

 600

ref
w

fq
nrspca-Z
nrspca-Z-pro

nrspca-L
nrspca-L-pro
ref
w

fq
nrspca-Z
nrspca-Z-pro

nrspca-L
nrspca-L-pro
ref
w

fq
nrspca-Z
nrspca-Z-pro

nrspca-L
nrspca-L-pro

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

H
T

T
P

 d
ow

nl
oa

d 
ra

te
 [k

bp
s]

H
T

T
P

 d
ow

nl
oa

d 
la

te
nc

y 
[s

]download rate
latency

100 Mbps Iub cap.10 Mbps Iub cap.5 Mbps Iub cap.

Figure 5. Simulation results showing the average HTTP download rate
and download latency at different Iub capacities.
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Figure 6. Total amount of data downloaded in the bearers, also visualizing
the share between HTTP and FTP. For ref and wfq, there is only one bearer;
for the NRSPCA cases, the primary and secondary bearers are both shown.
Data labels represent the amount of HTTP traffic in MB.

to obtain the presented data. It is clear that, compared to
the reference case, the mechanisms providing the highest
HTTP download rate are those involving the setup of a
prioritized secondary bearer for HTTP traffic, i.e., scenarios
nrspca-Z-pro and nrspca-L-pro (regardless of the NRSPCA
setup latency), which is due to the compact end-to-end QoS
mechanism provided by the solution; in-bearer prioritization
(scenario wfq) also results in considerably high download
rate. The impact of the NRSPCA latency on download rate
is not significant as despite the latency of setting up the
bearer, the vast majority of HTTP traffic is still transmitted
in the secondary bearer.

Regarding HTTP download latency, in-bearer HTTP pri-
oritization and immediate secondary bearer setup for HTTP
(nrspca-Z or nrspca-Z-pro) considerably reduce the down-
load latency. This is due to that both types of mechanisms
prioritize already even the first HTTP packets (either by
allocating higher portion of the bandwidth to HTTP by
PDCP WFQ or separating HTTP into a secondary bearer
by NRSPCA), thereby reducing the queuing delay in the
RNC and Node B radio buffers. By comparing nrspca-Z
and nrspca-L, it is clear that higher NRSPCA setup latency
results in increased HTTP latency that deteriorates user
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experience compared to the immediate bearer setup case;
the reason is that it is the transmission of the first few
HTTP packets that determine the HTTP latency and these
packets are still transmitted in the primary bearer without
any differentiation until the secondary bearer is established.
It should be noted though that the HTTP latency is not
worse than the one experienced in the reference case, thus
in overall the user experience is improved. Prioritizing the
secondary bearer (scenarios nrspca-Z-pro vs. nrspca-Z and
nrspca-L-pro vs. nrspca-L) has no significant impact on the
download latency as at the beginning of a HTTP session, the
underlying TCP connection is still in slow start phase when
the main page is requested and sent and there are not many
packets on flight that would benefit from an increased wSPI
in case of nrspca-Z-pro; also, in case the secondary bearer is
set up with a latency, HTTP latency is determined by those
packets still transmitted in the primary bearer, which has
the same priority in the nrspca-L and nrspca-L-pro cases.
Therefore, in case of NRSPCA, it is the separation of the
HTTP packets into a secondary bearer and not the promotion
of the secondary bearer that principally reduces the radio
queuing delay and, consequently, the HTTP latency.

Besides HTTP download rate and latency, the total amount
of data transmitted in each bearer was also measured; these
results are shown in Fig. 6. In case of in-bearer prioritization,
the total amount of data downloaded in the bearer is similar
to that of the reference case, with the difference that HTTP
represents a higher portion of the overall downloaded data
due to the PDCP WFQ mechanism, and due to the fact that
the web browsing session was not terminated during the
simulation time; better circumstances resulted on increased
amount of downloaded pages during the simulation time.

Among all scenarios, the total amount of downloaded
HTTP data is the highest if NRSPCA is combined with
secondary bearer prioritization (nrspca-Z-pro) since thepri-
oritized secondary bearer does not have to share its band-
width with other applications, i.e., it is fully allocated to
HTTP traffic. With higher NRSPCA setup latency (nrspca-L
and nrspca-L-pro), there is also some HTTP data in the
primary bearer that is transmitted until the secondary bearer
is established; however, the amount is not significant in
comparison with the total HTTP data.

VI. CONCLUSION

In this paper, two alternative application aware mecha-
nisms applicable in HSPA systems, namely the in-bearer pri-
oritization and NRSPCA have been discussed and evaluated
based on simulations. The evaluation was focusing on the
use case of promoting web browsing traffic over bulk file
transfer. Results indicate that NRSPCA is able to separate
the applications efficiently. Together with its intrinsic,com-
pact, bearer-based end-to-end QoS mechanisms it provides
efficient differentiation and application specific services that
outperform the in-bearer mechanisms. The advantage of

the in-bearer prioritization is its transparency to the UE,
making it a completely network-side solution only requiring
support from the RNC; however, the fact that this solution is
easily applicable only for DL traffic makes it less attractive.
Nevertheless, the advantage of being transparent to the UE
makes the in-bearer prioritization a competitive solution
compared to NRSPCA-based solutions. Future work in the
studied area can be devoted to the analysis of application
aware methods in context of additional applications not
considered in this paper.
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Abstract— NGN architecture reused several standards from the 
IP world, as exemplified by the Session Initiation Protocol SIP, 
which is ubiquitous in the majority of these network components. 
However, the NGN management architecture simply presented a 
very generic management model that follows TMN. Several 
management technologies are proposed, such as Web services, 
CORBA and SNMP, to implement management solutions. 
Network and systems management standardizing bodies 
currently promote newer technologies that aim to solve known 
shortcomings to these. This paper proposes a management 
solution for NGNs based on recent IP world technologies. The 
presented solution was implemented in the form of a middleware 
to manage NGN elements. This middleware was used in the 
management of an element belonging to the IP Multimedia 
Subsystem platform, namely the Policy and Charging Rules 
Function.  

Keywords-component - NGN management; Middleware; 
technology integration; NETCONF; WBEM. 

I.  INTRODUCTION 
Next Generation Networks (NGNs) started a new era, 

where the convergence of different worlds truly began: both 
the convergence of fixed and the merger of 
telecommunications and the Internet technology become 
prevalent in NGN. In terms of network convergence, NGN 
proposed an extremely modular network architecture where 
control of the transport stratum is agnostic in terms of transport 
technology, thus allowing to integrate traffic from / to different 
access networks technologies. As related to technology 
integration, NGN reused several standards from the IP network 
world, as exemplified by the Session Initiation Protocol SIP 
that is ubiquitous in many of these networks components. 

Contrary to what happened with the innovative network 
architecture development, the management architecture 
specification is quite conventional. The existing documentation 
specifies a very generic architecture that follows the 
Telecommunication Management Forum (TMF) [1] 
management model. It proposes several management 
technologies such as Web services, CORBA and SNMP to 
implement the management solutions. The standardization 
bodies that have been working in the definition of management 
technologies in the area of network and enterprise management 
are Internet Engineering Task Force (IETF) [2] and 
Distributed Management Task Force (DMTF) [3].  

In the enterprise management area, the DMTF standardized 
several technologies like the Desktop Management Interface 
[4], the Web Based Enterprise Management (WBEM) [5] and 
the WS-Management [6], while promoting a vision of 

integrated management and including the management support 
for network equipment. In the area of network management, 
IETF has developed several technologies such as SNMP [7], 
COPS [8] and more recently NETCONF [9] that addresses 
several issues raised to the SNMP technology. NGN 
management has not cope with these evolutions. 

This paper proposes a new management approach, 
exploring the IP-world technologies for the management of 
NGN. The use of new standards is compatible with the novel 
TMF management model, but brings the inherent advantages 
associated with these standards. Given that NGN architecture 
scope includes aspects related to services and networks, we 
chose a management approach able to address both areas, 
relying in technology from system management (WBEM) and 
a technology from network management (NETCONF). WBEM 
is an open technology, very flexible, that can easily carry out 
integrated management of a complex management scenario 
such as a NGN network. Additionally, and being a popular 
technology with a vast number of implementations, it enables 
rapid prototyping of management solutions. NETCONF, on the 
other hand, has been specified by the IETF to manage network 
equipment and has been receiving much acceptance by both 
academy and industry.  

In order to allow an integrated management of various 
aspects of NGN, we proposed a solution that integrates, in the 
form of an adaptive middleware, the network and systems 
management. In order to validate our technology adaptation 
approach, a component from the IMS platform, the Policy 
Charging and Rules Function (PCRF) [10], was used as a test 
element. This paper thus describes a management solution that 
combines the flexibility and comprehensiveness of the WBEM 
approach with the NETCONF suitability to the computational 
requirements of network elements. Although our management 
concept is broader in order to be concise, we focused our 
implementation on the policy provisioning process, an adapter 
that allows transfer rules between a central server and a PCRF 
[10]. Of course, we need to show the reliability of such a mixed 
approach, witch requires some sort of technology adaptation, 
able to cope with data model transformation and protocol 
adaptation. 

This paper is organized as follows. Section II gives a 
general overview of the management technologies involved in 
this work, and Section III describes related work. Section IV 
describes the developed system and Section V analyses its 
performance, and conclusions are finally provided in Section 
VI. 
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II. TECHNOLOGY OVERVIEW 
WBEM [5] was initially proposed by companies from the 

desktop management area, and was later developed by the 
DMTF. WBEM specification includes a set of technologies 
imported from the web world, such as the HTTP based 
transport mechanism (CIM operations over HyperText 
Transfer Protocol (HTTP)) [11] and the XML based 
specification for the information encoding (CIM-XML). The 
data model used in the WBEM technology is the Common 
Information Model (CIM) [12], a data model proposed by the 
DMTF that aims to integrate management information of the 
desktop and of the network areas, witch thus seems specially 
indicated to our objectives. 

CIM is a three-layer object oriented data model, composed 
of a set of abstract classes and associations that model the 
generic common characteristics of the management fields such 
as networks, systems, users, etc., that developers extend in the 
form of derivate classes. CIM specification describes its basic 
modeling concepts and meta-schema design; the Managed 
Object Format (MOF) language specifies how information is 
rendered; and a Schema defines the semantics for a wide range 
of managed objects and relationships between them. Such a 
modular and extensible data model allows the integration of 
multiple management data and enables the development of 
integrated management solutions. CIM data model was later 
reused by DMTF in the specification of a new technology 
based on Web services, named WS-Management. 

CIM operations over HTTP [11] specify a vast diversity of 
operations (named methods in the specification terminology) 
including methods for classes and qualifier manipulation, 
methods for instance and property handling, methods for 
indication dispatch and for class method invocation. 

WBEM solutions include four components: the CIM client 
typically used by the human operator during management 
tasks, a CIM Object Manager (CIMOM) that is the main 
component of the system maintaining the dialogue with the 
CIM client and the management information, a CIM repository 
and CIM providers, that perform the interface between the CIM 
server and specific managed equipment such as a managed 
server or a router. 

WBEM technology received significant attention by both 
industry and academy, having been used as the enabling 
technology management solutions for various scenarios [13-
16]. Despite the completeness of its data model, WBEM 
technology is mainly used in the area of system management. 

WBEM architecture requires that providers be created for 
handling the CIM extensions. Given that, providers act as an 
adapter between the management server and the managed 
elements. Providers are the most appropriate element in the 
architecture to implement adaptation to management 
technologies. This can explain the associate amount of work in 
the literature [14, 15, 17, 18]. In [15], Yoon et al. describe a 
WBEM-based management system for residential gateways 
that interfaces the managed equipment through a SNMP 
interface. System features include equipment configuration, 
performance monitoring and equipment fault detection. Seo et 
al. [14], describe a Network Management System (NMS) for 

managing DiffServ-over-MPLS QoS in an inter-domain 
scenario, where in addition to interconnect SNMP and WBEM, 
it performs admission control using a COPS-RSVP interface, 
implemented in a dedicated provider. 

On the other hand NETCONF [9] is a management protocol 
standardized by the IETF in 2006 that defines operations for 
managing network devices, allowing to upload, retrieve and 
manipulate management configuration data. The protocol is 
based on a XML-encoded Remote Procedure Call (XML-RPC) 
over secure transports as SSH [19], SOAP [20], TLS [21] or 
BEEP[22]. In order to maintain the interoperability between 
NETCONF management solutions it was decided that SSH 
transport implementation was mandatory. The protocol 
modularity was promoted by means of a architecture composed 
of four layers: the content layer containing configuration data; 
the operations layer implementing the management operations; 
the RPC layer implementing the XML-RPC remote procedure 
call; and the transport protocol layer that implements the 
information transport between management entities. Although 
initial specification just included configuration operations, it 
was later standardized the NETCONF monitoring support [23]. 

The protocol was designed independently of the 
management data model, and therefore the RFC that specify 
the protocol does not include any considerations about the data 
model. So, the IETF NETMOD working group proposed a data 
modeling language named YANG [24] for the generation of 
the management data models. YANG defines a set of data 
nodes organized as a hierarchical tree. Each data node in the 
tree has a name and either a value or a set of child nodes. 
YANG schema is structured into modules and sub-modules 
that may be published by a standards organization, an 
enterprise or an industry forum [25]. A key YANG design 
feature is the modular extensibility. One YANG module may 
define additional data nodes augmenting the data nodes defined 
in another YANG module. YANG was adopted in this work as 
the NETCONF data model language. 

Although additional operations could be provided based on 
the capabilities advertised by the devices, the base protocol 
defines nine operations [9] for datastore data management and 
two operations [23] for the management of event notification 
information.  

During the recent years NETCONF has received much 
attention by both academia and industry, and several 
NETCONF Software Development Kits were developed [26-
29]. 

Ozianyi et al. [13] describe an XML-driven framework for 
Policy-based QoS management for a IMS network. The 
proposal consists in a NETCONF Network Management 
System (NMS) that implements policy based management of 
IMS Policy Control and Charging subset [10], integrated with 
a variety of network elements that include COPS-PR, Diameter 
and NETCONF support. They assess the bandwidth utilization 
and the communication delay between the management 
elements of the NETCONF and the COPS-PR technologies, 
concluding that compressed NETCONF interfaces perform 
better than COPS-PR interfaces, for some higher values of 
information (transferred configuration composed of more 
policies). 
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More recently Enns et al. proposed an update [30] to RFC 
4741 where they add a YANG module for NETCONF 
operations, removing his description from the XML Schema 
Definition. Also they create a username and the requirement 
for NETCONF servers to perform user authentication and 
permissions authorization according to the user profile. It has 
been developed by Perelman et al. [31] a reduced version of 
NETCONF original protocol, named NETCONF Light, that 
includes a subset of the original protocol, envisioned for 
devices with limited computing resources. Among the main 
differences from the original protocol highlights the lack of 
support filtering configuration for NETCONF light operations. 
Despite maintaining original protocol operations, this light 
version removes the possibility of defining a filter that limits 
the operations scope over the equipment configuration. 

III. SYSTEM DEVELOPED 
In our management concept, CIM server acts as the central 

management point of the IMS platform providing all the 
flexibility required for an integrated service and network 
management we then resort to NETCONF to network 
management, for flexibility and efficiency [32]. A new 
middleware then performs the technology adaptation between 
WBEM and the devices running NETCONF. Figure 1 
illustrates the overall system architecture from the management 
application to the managed device. 

 
Figure 1. System architecture 

 

As an implementation use case, we centered in the 
management of the PCRF, an IMS functional entity that 
performs admission control, resource management and 
charging, based on policies. For simplicity of discussion, we 
focused here on the development of a middleware that allows 
that policies specified by the system administrator in the NMS, 
to be pushed via NETCONF over SSH interface to the PCRF. 
In this section we describe the information model and the 
message sequences between the CIM server and the 
NETCONF agent. 

The NMS has been developed based on a CIM server with 
some extensions to the CIM data model. It was used a CIM 
client where the administrator performs the specification of 
policies, which in turn are delivered to the NMS. The system 
includes a repository that maintains the previously defined 
policies. A CIM provider that implements a NETCONF 

interface and communicates with the NETCONF agent makes 
the adaptation of policy information. The developed 
middleware consisted in an OpenPegasus provider based on a 
development platform named CIMPLE [33] and was developed 
in the C language. The development followed a modular 
architecture, having been created logic to decode WBEM 
messages, to encode XML components and to implement a 
NETCONF manager. The XML messages encoding is 
performed using a Xerxes-C library and the implementation of 
the NETCONF manager has been carried out using a 
NETCONF over SSH implementation [27]. 

A. Data model 
Policies that are used by the system define the behavior of 

PCRF, determining how to make admission control and how to 
manage network resources. A system policy is formally 
defined as an aggregation of policy rules. Each policy rule is 
composed of a set of conditions and a corresponding set of 
actions. The condition defines when the policy rule is 
applicable. Once a policy rule is activated, one or more actions 
contained by that policy rule may be executed. In our 
middleware development of reused some previous work [34] as 
well as the policy representation data model.  

The data model associated with NETCONF component was 
derived from the CIM component data model. CIM classes 
were converted into leaflists and association classes were 
converted as leafrefs. CIM class properties were implemented 
as leafs of a YANG equivalent built-in data type and were 
placed as leaf elements inside the leaflists. CIM class methods 
were declared as NETCONF operations with YANG module 
scope, since the language does not allow the method 
declaration with a scope associated with YANG constructs. 

B. Operation encoding 
Technology adaptation implies, besides the data model 

conversion, the matching between the operations of both 
technologies. TABLE 1 identifies the immediate matching 
between the WBEM and NETCONF operations. 

TABLE 1. WBEM and NETCONF operations match 
WBEM NETCONF 

GetInstance <get-config>/<get> 
EnumerateInstances <get-config> 
CreateInstance <edit-config> 
ModifyInstance <edit-config> 
DeleteInstance <delete-config> 
ExportIndication <notification> 

 

WBEM operations have a granularity of the object, given 
the nature of its object oriented data model. When some 
WBEM operation is performed, it affects an object. In the case 
of NETCONF, when some operation is performed it affects a 
complete document or a part of it, if a filter expression is 
provided to the operation. As formerly described, policies are 
represented as the aggregation of objects from several classes, 
and they are transferred in WBEM technology in a per-object 
basis.  

The message match mechanism described in the TABLE 1 
is extremely inefficient, since it would execute a NETCONF 
operation sending a small policy component, when it could 

220Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         233 / 453



receive the complete WBEM policy description and then send 
the full policy to NETCONF agent with a single operation. For 
instance in the read policy use case, the system needs several 
GetInstances to visualize the entire policy but only one <get-
config> to obtain the total policy from the managed device. On 
other hand, depending on the NETCONF agent capabilities, the 
<edit-config> should be preceded by the <lock> operation and 
succeeded by the <commit> and <unlock> operation, to 
atomize the submit operation. Most cases follow this trend: the 
direct operation match is inadequate. For example the policy 
creation process requires several WBEM CreateInstance 
operations and a single atomic <edit-config> operation in the 
NETCONF technology. Figure 2 illustrates the create policy 
use case where our middleware receives the complete list of 
policy components from WBEM component, and after 
recoding it, performs an atomic policy transfer to the 
NETCONF agent. 

WBClient NCClient NCParser

getPolicyActionInst()
getPolicyCondInst()

getEventSubscriptionInst()

mergePolicyComponents()
encodeNETCONFXML()

connect()
lock()

editConfig()
commit()
unlock()

NCAgent

createInstance()

getSessionProperties()

createEditSession()

editPolicyRule()

 
Figure 2. Policy creation sequence diagram 

IV. SYSTEM ANALYSIS 
This section presents the scenario used to evaluate the 

management system, defines the evaluation uses cases and 
evaluates the results. 

A. Test scenario 
The test scenario included three machines running the 

different applications: a machine that ran the CIM client, 
another that ran the CIM server with the developed provider 
and a third machine with the NETCONF agent. The network 
segment was isolated from the local LAN in order to avoid the 
network traffic to bias the evaluation results. The WBEM 
server was installed in a 2.0 GHz Intel Centrino with 1GB 
RAM, and the client was installed in a 2.6 GHz Pentium 4 core 
with 512 MB RAM, both running 2.6.34 Linux Kernel. 

The following use cases, typical for a PCRF, were 
considered for system analysis: (i) read the running policy from 
the Managed Device; (ii) edit the property "Caption" from the 
"UA_ActionNull" class and submit the changes; (iii) create a 
policy from scratch. For each use case the tests were 
performed, the traffic was captured and analyzed on the 
WBEM and on NETCONF interfaces of the middleware, and 
the memory consumption for each measured. 

B. Traffic analysis 
Upon execution of the three test cases, the WBEM network 

traffic captures were filtered, analyzed and quantified. TABLE 
2 contains for each test, the amount of traffic discriminated by 
each of the layers of the protocol stack, as well as their relative 
weight. To simplify the traffic analysis, the Secure Sockets 
Layer (SSL) support was separated of the rest: the session 
establishment process includes the connection and the 
authentication of the client in the WBEM server. 

TABLE 2. WBEM traffic 

 
Session 

Establish. 
Read  

Policy 
Edit 

 Policy 
Create 
Policy 

Packets 8 417 10 601 
Messages 1 102 2 45 

Comp. Kb % Kb % Kb % Kb % 

CIM-XML 0 0 206,3 69.68 4,2 73.07 103,9 61.33 
HTTP 0,8 60.51 62,9 21.24 0,9 15.59 26,8 15.8 
TCP 0,3 19.15 13 4.4 0,3 5.5 18,8 11.09 
IP 0,2 11.97 8,1 2.75 0,2 3.43 11,7 6.93 

Ethernet 0,1 8.38 5,7 1.93 0,1 2.4 8,2 4.85 
Total 1,3 100 296 100 5,7 100 169,4 100 

 

A read policy operation requires that 417 packets and 102 
messages are exchanged between CIM entities until the 
complete policy could be presented in the CIM client. A deeper 
analysis in the traffic exchanged shows that before showing 
any class, the CIM client performs at least three requests to the 
CIM server: GetClass, EnumerateInstanceNames and 
GetInstance. Additionally it was observed that the CIM client 
repeated those operations for each instance it receives, thus 
requiring a high number of operations. Apart from the 
messages exchanged between the CIM client and server, the 
generated traffic is further increased by the HTTP transport 
overhead, which exceeds 20% of generated traffic.  

By its turn, the edit policy is less demanding on traffic, just 
10 packets and 2 exchanged messages. In this case the high 
fragmentation of the policy in separated classes may be an 
advantage, because we only need to retrieve the policy class 
that contains the property that is intended to edit. For the policy 
creation, it took 601 packets and 45 messages. Paradoxically 
this test case requires more packets and less information (more 
than half on the read case) despite being the same policy. In 
this case, there are less messages exchanged, 45 versus 102. 
Editing a class requires two requests to the CIM server: 
GetClass and CreateInstance. 

Upon execution of the three test cases, the NETCONF 
network traffic captures were filtered, analyzed and quantified. 
TABLE 3 contains for each test, the amount of traffic 
discriminated by each component as well as their relative 
weight. We further indicate the load of session establishment. 
As before the session establishment corresponds to the 
establishment of an SSH connection with its key exchange 
between the NETCONF Manager and NETCONF Agent.  

The read policy use case from the NETCONF component, 
involve obtaining the policy from the running repository 
through the operation <get-config>. This operation is quite 
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simple, requiring only one message. The policy itself 
represents more than 80% of the traffic exchanged. For the edit 
policy use case, the changes are submitted by the NETCONF 
Manager, sending the policy component containing the change. 
The system policy follows the conceptual approach, events, 
conditions and actions: <UA_EventSubscription>, 
<UA_PolicyCondition> and <UA_PolicyAction> respectively. 
In this case exists a bigger granularity in the submitted changes 
comparing with WBEM, and by other way the NETCONF 
agent supports the candidate capability which means that four 
requests must be made to submit the changes in an atomic way: 
<lock>, <edit-config>, <commit> and <unlock>. Finally the 
create policy case, is the operation that spends more traffic, for 
the same reasons pointed before in the edit policy case. Entire 
policy plus the <lock>, <edit-config>, <commit> and 
<unlock> requests. 

TABLE 3. NETCONF traffic 

 
Session 

Establish. 
Read 

 Policy 
Edit  

Policy 
Create 
Policy 

Packets 41 23 19 27 
Messages 4 1 4 4 

Comp. Kb % Kb % Kb % Kb % 
XML 0 0 15,8 80.17 8,8 66.78 18,3 76.97 
RPC 0 0 0,2 1.2 0,9 7.14 0,9 3.99 
SSH 7,3 73.92 2,2 11.12 2,2 16.82 2,8 11.7 
TCP 1,3 12.93 0,7 3.65 0,6 4.49 0,8 3.56 
IP 0,8 8.08 0,4 2.28 0,4 2.8 0,5 2.22 

Ethernet 0,6 5.66 0,3 1.6 0,3 1.96 0,4 1.56 
Total 9,9 100 19,7 100 13,2 100 23,7 100 

 

C. Memory requirements 

An analysis was performed to the memory consumption in 
the WBEM server, in the SSH daemon and in the NETCONF 
agent during an entire edit operation, which comprehends the 
session establishment, the read and the edit policy procedures. 
The SSH daemon and the NETCONF agent showed a constant 
behavior during the entire process: SSH daemon occupied 
580kB and the NETCONF agent 1212kB. The memory used 
by the WBEM server grew from operation to operation: 
8924kB when the service was started, 9456kB when the 
session was established, 11076kB when NetConfSession 
instance was created, 14152kB when the policy information 
was read and 15052kB when the policy information was edited. 

 The software was subjected to profiling tools in order to 
detect problems with the resource usage (memory, processing). 
It analyzed memory usage; the time spent executing each 
method and the sequence of the application methods 
invocation. A framework named Valgrind was used to detect 
errors resulting from incorrect use of dynamic memory and a 
helper application named Callgrind recorded the call history 
among functions in a program's run, as a call-graph. The 
profiling analysis made to the system showed that there are no 
problems in memory usage and confirmed that results are 
coherent, since both emphasize Xerces-C methods as the most 
time and memory consuming. This is easily justified, since 
Xerces-C is used for parsing XML, and this corresponds to the 
major part of the processing. 

D. Load analysis and profiling analysis 
They were some load tests run in order to verify system 

stability and scalability. Tests were done using a command line 
CIM client (cimcli), invoked by some bash scripts that perform 
read policy requests to the system. Two types of tests were 
performed: a test where the WBEM server made several calls 
to different agents conducting a NETCONF request, and 
another test with the WBEM server making several requests to 
a same agent. 

Figure 3 illustrates the memory behavior of the WBEM 
server as result of the multi agent scenario. Tests show an 
increase in memory consumption, which means that the 
limitation for the reception of new requests from the CIM 
server is the memory of the machine where the process is 
running. Indeed this is what happens, because of 3500 
applications, the CIM server was only able to process 2961, 
reaching the limit of available memory (2GB), and the server 
process was killed by the O.S.  

 
Figure 3. Memory behavior in load tests 

 

In the single agent scenario, tests performed various 
requests to a same agent; the requests were executed in parallel, 
imposing a much higher load to the server. Figure 3 illustrates 
the behavior of memory consumption in this situation. In this 
case the memory behaves differently due the simultaneous 
requests and does not constitute the limitation because the limit 
has not been reached. However the processing power in server 
capacity CIM to answer the multiple simultaneous requests in a 
timely manner. The system was able to process 58 requests, 
rejecting the others by a timeout.  

V. CONCLUSION AND FINAL DISCUSSION 
This paper presents a NGN management solution based on 

ICT-world technologies. It consists in a CIM server 
middleware that integrates the two management technologies 
from the enterprise and the network management. WBEM is a 
widely used technology in the system management area, with 
plenty of implementations and commercial products. 
NETCONF is a newer network management technology that 
addresses SNMP shortcomings and has been receiving lots of 
attention. 

A management solution consisting of a technology 
integrating middleware allows by on hand to implement a 
management system capable of managing a vast diversity 
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equipment, as the functional entities that exist within the IMS 
platform; and by the other hand it allows to adapt the 
technologies, using the most appropriate management 
technology for each equipment type. Additionally, and using an 
integration technique that integrates the data models used in the 
telecom and the enterprise management [35], the proposed 
solution could cope with upper layers of the telecom 
management technology.  

Although a broader architecture was proposed, the 
discussion was centered on the implementation of the policy 
provisioning process, and the developed middleware was 
applied to the management of an IMS element named PCRF. 
The middleware was functionally evaluated and stress tests 
conducted in order assess its scalability and its applicability to 
a production scenario.  

The results show that these technologies scale in a 
promising way to its usage in a production network and, 
especially the need for NETCONF was evident considerably 
more efficient than WBEM closer to network elements. 
WBEM technology offers greater flexibility, allowing the 
management of a greater equipment range, given the vast 
richness of its data model. 
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Abstract—Radio access technology evolution resulted in two
alternative architectural solutions: Evolved HSPA (High Speed
Packet Access) systems with centralized architecture and LTE
(Long Term Evolution) systems with distributed, full packet
based architecture. Both systems are capable of providing
high data rates and low latency to the users. Due to factors
such as the need to preserve existing investments and reduced
operational costs, for the time being these systems will coexist
by sharing a common transport infrastructure and by provid-
ing services over the same areas. Good user experience over
these systems requires harmonized QoS (Quality of Service)
architectures and fair resource sharing mechanisms even in
case of transport congestion. Technological and architectural
differences of HSPA and LTE systems result in fairness
problems that are not handled well by existing mechanisms
designed for homogeneous environments. This paper proposes
a comprehensive solution which, as simulation results indicate,
has superior performance and handles the fairness and QoS
issues efficiently.

Keywords-HSPA, LTE, CC, multi-RAN, QoS

I. I NTRODUCTION

Smart phones are able to provide true multimedia expe-
rience and access to the multitude of Internet based appli-
cations and services such as streaming multimedia, mobile
mail, web browsing, instant messaging, micro blogging, etc.,
which dominantly use TCP (Transmission Control Protocol)
as transport protocol. This generates continuously growing
demand for increased radio access system capacity, high
user data rates and reduced latency. In parallel with the
penetration of smart devices, the radio access technology is
evolving as well. There are two main tracks of this evolution
defined by the 3GPP (3rd Generation Partnership Project):
evolved HSPA and LTE. On the one hand, evolved HSPA
improves the radio and transport capability of the WCDMA
(Wideband Code Division Multiple Access) systems via
additional functionalities mainly implemented at the NodeB
without changing the system architecture. On the other
hand, LTE proposes a full packet based technology with
new, flat architecture where the radio and the transport
network layers are packet switched and radio protocols are
terminated at the eNBs (evolved Node Bs). In LTE, the
latency of packet transmission is low because there are no
Radio Layer 2 RTXs (retransmissions) over the transport
network as opposed to the WCDMA/HSPA. Existing radio

access networks based on WCDMA/HSPA technology will
not necessarily be replaced by LTE but will coexist with
it in a heterogeneous environment, where in certain loca-
tions multiple radio access possibilities (WCDMA, HSPA,
LTE, etc.) will be provided to the users. This coexistence
increases the system capacity and diversity, preserves the
existing investments and provides a fall-back possibility
and redundancy. As the LTE transport network layer is
already packet based and HSPA is being migrated over
packet technology, the deployment of a common transport
network to be shared by the coexisting radio access systems
is an obvious choice that allows efficient management and
resource usage. These heterogeneous systems are referred
to as multi-RANs (Multi-Radio Access Networks) in this
paper. Harmonized QoS over multi-RANs is an important
enabler of proper user experience. Users should have the
same experience regardless of their point of attachment,
that is, they should be able to use their applications with
acceptable quality both over HSPA and LTE. Harmonized
QoS has two important enablers: consistent HSPA and LTE
QoS parameters, and QoS enforcement mechanisms able
to provide fair resource usage over the shared transport.
The former means that HSPA and LTE UP (user plane)
bearers providing the same service should have a set of
compatible QoS parameters. The latter requires coherent
mapping to transport services. Assuming packet transport
with DiffServ (Differentiated Services) based QoS architec-
ture, this can be achieved by marking packets of the same
application/service with the same DSCP (DiffServ Code
Point) regardless of the access technology (HSPA or LTE).
While the definition of harmonized HSPA and LTE QoS
parameters and mapping rules is a simple management task
for operators, QoS enforcement also raises problems that
are not of administrative nature. Transport congestion that
might occur in packet based networks (especially on the
capacity limited backhaul links such as microwave radio)
is handled differently in legacy (HSPA) and flat (LTE)
systems. This is due to the difference in architecture and
to technological constraints, such as the operation of the
Radio Layer 2 protocols in HSPA systems. The HSPA CC
(congestion control) mechanism, introduced by 3GPP [1],
has the additional scope to prevent RLC AM (Radio Link
Control Acknowledged Mode) RTXs over the Iub interface
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[2] as these can cause significant efficiency degradation. LTE
has no such standardized solution; currently, it relies on
the TCP CC mechanism, that, together with RED (Random
Early Detection), is able to resolve congestion and enforce
fairness among the connections. In LTE, this might be
enough but not for HSPA as it is not able to prevent RLC
AM RTXs [3].

When the transport is shared by the LTE and HSPA traffic,
congestion may cause fairness problems as HSPA traffic is
not TCP friendly, i.e, the TCP sources can achieve only a
limited throughput when competing for transport resources
with TCP unfriendly traffic [4].

The coexistence of GSM (Global System for Mobile
Communications), WCDMA and LTE on a shared transport
is mentioned in [5] but it does not deal with the fairness
problems in multi-RAN. An idea to use TCP friendly rate
control in HSDPA (High Speed Downlink Packet Access)
is described in [6] but considering only a homogeneous
environment. An alternative HSDPA CC algorithm based on
PDCP (Packet Data Convergence Protocol) / RLC packet
discard was presented in [7] that solves the fairness problem
only in case of DL congestion. Also, the applicability of the
solution is limited to TCP.

This paper discusses the problems of inter-system fair-
ness over capacity limited transport networks shared by
multi-RAN systems. A novel centralized CC and bandwidth
management algorithm is proposed, capable of resolving
congestion and enforcing the right level of QoS and fairness.
TCP and UDP (User Datagram Protocol) based user traffic
are handled in the same way, without compromising the QoS
and fairness. The solution is flexible, i.e., it can be used both
in homogeneous and heterogeneous systems. The actions
of the CC are based on the actual status of the system,
the available resources, the topology, the QoS and fairness
policies.

The rest of the paper is organized as follows. Section II
provides a detailed overview of the multi-RAN systems,
defines the fairness criteria and QoS requirements and deals
with the fairness problem in case of transport congestion.
Section III describes the proposed centralized CC algorithm.
Performance evaluation is given in Section IV and finally
Section V concludes the paper.

II. SYSTEM OVERVIEW

Multi-RAN systems are based on the cooperation of the
HSPA and LTE network elements. HSPA and LTE specific
architectural elements impose special fairness and QoS as-
pects whereas transport congestion requires a common CC.

A. The System Architecture of Multi-RAN Systems

The architecture of a multi-RAN system [8] (Fig. 1)
consists of HSPA and LTE network elements connected by
user and control plane interfaces. Access to the packet ser-
vices is granted through the SAE-GW (System Architecture

Figure 1. System architecture of a heterogeneous multi-RANsystem

Evolution Gateway). The eNBs are connected directly to
the SAE-GW via the S1-U interface. HSPA traffic can reach
the CN (core network) through the Iub that connects the
Node Bs to the RNC (Radio Network Controller). The RNC
is connected to the SGSN (Serving GPRS Support Node) via
the Iu-PS interface. The S1-C and S11 interfaces provide
the LTE control plane connectivity. The MME (Mobility
Management Entity) is responsible for the UE authentica-
tion, location tracking and subscription profile management
within the LTE system. Inter-system control plane connectiv-
ity is available via the S3 interface, whereas the S4 interface
provides mobility and control support between the SGSN
and the SAE-GW. From the RNC’s point of view, the SAE-
GW takes the role of the GGSN (Gateway GPRS Support
Node). The RNC is connected to the SAE-GW via the S12
interface when direct tunnel is established and indirectly
via the Iu-PS and S4 interfaces when no direct tunnel is
established. The S12 is based on the Gn-u interface between
the SGSN and GGSN in the legacy architecture (not shown).

B. Harmonized QoS in Multi-RAN Systems

The HSPA and LTE QoS architectures are bearer centric,
that is, the QoS parameters are defined and enforced on
bearer level. HSPA bearers and LTE EPS (Evolved Packet
System) bearers responsible for the UP connectivity between
the CN and the UE are mapped to RABs (Radio Access
Bearers) by the Radio Network Layer protocols terminated
at the RNC (HSPA) and at the eNB (LTE), respectively. In
both systems, the air interface packet scheduler has key role
in the QoS enforcement, therefore at bearer/RAB setup, the
related QoS parameters are signaled to the Node B/eNB.
The Node B receives the RAB specific QoS parameters
through the RNC: the SPI (scheduling priority indicator),
the GBR (guaranteed bit rate) and the DT (discard timer)
[9]. The SPI allows the definition of at most 16 distinct
priorities. For each SPI, a GBR and DT value can be
defined. HSPA flow and congestion control mechanisms
support the packet scheduler in the QoS enforcement. The
LTE systems allow the definition of 9 distinct QoS classes,
referred to as QCI (Quality Class Identifier) classes, that
is, upon setup, each EPS data bearer and the corresponding
LTE RAB are mapped to a QCI [10]. For each QCI, and
thus for each bearer, a GBR value can also be defined.
At the transport network, HSPA bearers, RABs and EPS
bearers are mapped to the transport QoS classes by DSCP
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marking. For each SPI or QCI, a separate DSCP can be used.
Note that the transport network QoS architecture should
be configured so that it gives full support to the HSPA or
LTE QoS. These parameters and mechanisms are sufficient
for QoS enforcement in homogeneous radio access systems.
Fairness is achieved if at a given Node B or eNB, bearers
having the same SPI or QCI respectively receive the same
level of service whereas bearers having different SPI or
QCI receive service proportional to their QoS parameters.
First, the packet scheduler should enforce the GBR of the
bearers, whereas the remaining air interface resource should
be distributed by considering the priority of the bearers.
Throughout this paper, we assume that both the HSPA
and LTE air interface packet schedulers implement the PF-
RAD (Proportional Fair with Required Activity Detection)
discipline [11], which is able to achieve optimal air inter-
face usage and QoS differentiation. In order to facilitate
the relative prioritization of the bearers, for each SPI/QCI
an additional parameter, the scheduling weight (wSPI and
wQCI respectively) is configured at each Node B/eNB. For
the sake of simplicity and without loss of generality, we
assume in this paper that the GBR of the bearers is zero, that
is, QoS differentiation is enforced solely based on thewSPI
and wQCI parameters. Fairness and QoS differentiation
between the QoS classesi andj is achieved if the following
expression is true:τi/τj ≈ wi/wj , whereτi andwi denote
the average measured throughput and the weight of QoS
classi, i.e., thewSPI in case of the HSPA and thewQCI
in case of the LTE. In multi-RAN systems, not only the
intra- but the inter-system fairness must be achieved as well,
i.e., user traffic belonging to the same application should
receive the same relative service both through HSPA and
LTE. One possibility is to give global meaning to the system
specific QoS parameters, i.e., within the multi-RAN system,
common QoS classes are defined with a set of well defined
common data bearer and RAB level QoS parameters (GBR,
weight, etc.). HSPA and LTE bearers are mapped to these
classes and their own parameters are derived from these
common QoS parameters. The inter-system fairness criteria
is that τi/τj ≈ wi/wj , ∀i, j ∈ HSPA or LTE bearer, that
is, the inter-system fairness is met ifτi/wi (the measured
and weighted average throughput) is approximately the same
for each QoS class in each radio access technology. In this
setup, there is no need for dedicated bandwidth allocation
to HSPA or LTE traffic over the transport network, thus the
transport network is truly a shared resource, allowing the
maximization of the multiplexing gain. That is, the resources
can be dynamically shared by the HSPA and EPS bearers.

C. The Impact of Transport Congestion

In heterogeneous systems, LTE and HSPA share the same
transport network as deploying separate transport for each
RAN is not a realistic option due to cost, efficiency and man-
ageability reasons. Despite the capabilities of the backhaul

transport protocols (resilience, high data rate, low latency,
QoS differentiation, etc.), transient congestion may occur
due to the capacity limited links such as microwave radio
or due to the overbooking of the high capacity aggregation
links. During congestion, connections experience increased
delay, packet drops and reduced throughput; additionally,
it may deteriorate the intra- and inter-system fairness as
well. Therefore, efficient CC mechanisms are needed. TCP,
the dominant transport protocol used by the majority of
data applications, has its own CC mechanism that reacts to
congestion by reducing the rate of the connection and by re-
transmitting the data that is assumed to be lost. Together with
RED, it is able to enforce fairness as well. In flat systems
such as LTE, where packet drops due to transport congestion
are transparent to the Radio Network Layer protocols, TCP’s
end-to-end CC mechanism is sufficient provided that its
latency or the experienced RTT (Round Trip Time) is
acceptable. In contrast, packet drops on the transport links
connecting the Node Bs to the RNC trigger RLC AM RTX
that has negative impact on the overall HSPA performance.
The functionality of the HSPA systems has been extended
by 3GPP [1] with means of detecting congestion without
specifying the CC algorithm itself. The specified framework
reuses the existing features of the HSPA systems and,
despite the technical differences, provides similar solutions
for UL (HSUPA, High Speed Uplink Packet Access) and
DL (HSDPA). The HSPA CCE (CC Entity) is located at the
Node B and it controls the rate of the connections either
via capacity allocations sent to the RNC (HSDPA) or via
grants issued to the UEs (HSUPA). Congestion detection is
possibly based on the Delay Reference Time and Sequence
Number IEs (Information Elements) included in the HS-
DSCH (High Speed Downlink Shared Channel) and E-
DCH (Enhanced Dedicated Channel) FP (Frame Protocol)
data frame headers. The information provided by these
IEs are used to detect delay build up (a common solution
is to compare the estimated delay against thresholds) or
packet drop (as frames are delivered in sequence, a missing
sequence number indicates a drop).

In DL, congestion is detected at the Node B [3], [12],
whereas UL congestion is detected at the RNC that informs
the Node B about it through the E-DCH FP CI (Congestion
Indication) control frame messages [13]. The CCE at the
Node B reacts to the detected DL congestion by reducing
the resource grants of the flows via Capacity Allocation
messages sent to the RNC. In a similar way, upon the
reception of the CI, the Node B reduces the UL air interface
resource grants to be provided to the UEs.

Efficient HSPA CC algorithms are not only being able to
resolve transport congestion but can also support the HSPA
QoS architecture by considering the QoS parameters of
the active bearers at CC decisions. The delay measurement
is an important element of the HSPA CC: delay must be
kept low so that random discards by RED are avoided and
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Figure 2. Concept of the centralized congestion control

(or) RLC timer expiration is prevented, i.e., the CC should
keep the transport buffers under moderate load in order to
prevent RLC AM RTXs. For further details on HSPA CC
implementation, the readers are referred to [3].

As for the reasons discussed above and because the
Node B and the RNC are topologically closer to each other
than the UE and the content servers, the HSPA CC feedback
loop is shorter than the end-to-end TCP CC loop. Therefore,
in case the narrow link is shared by HSPA and LTE, the rate
of the HSPA bearers is reduced first upon congestion. The
unused bandwidth is taken by TCP connections over LTE,
which continues until the total starvation of the HSPA bear-
ers [7]. Disabling the HSPA CC in multi-RAN environments
in order to prevent the self-starvation of HSPA bearers is not
a good option either as at congestion, RLC AM RTXs over
the Iub cause not only HSPA performance degradation but
as the rate of the HSPA bearers is not reduced any more,
now the LTE connections are going to starve [7]. Without
CC, the Node B defines the resource grants allocated to the
bearers so that the air interface resources are not wasted,
which might even increase the transport congestion.

As explained above, HSPA CC is needed but the existing
solutions are causing serious fairness problems in multi-
RAN systems. This paper proposes an alternative solution
that achieves fair operation by adapting the rate of both
HSPA and EPS bearers sharing the congested link.

III. T HE CENTRALIZED CONGESTIONCONTROL

The proposed centralized CC and resource management
solution is an efficient, flexible and versatile mechanism that
is capable of resolving DL and UL congestion in multi-
RAN (HSPA and LTE) and homogeneous (HSPA- or LTE-
only) systems, being a feasible alternative of the existing
HSPA CC mechanisms. It provides the enforcement of
the HSPA/LTE QoS architectures (or any other bandwidth
sharing or QoS differentiation policy) and it is able to
guarantee the intra- and inter-system fairness.

The architecture of the solution is shown in Fig. 2. For the
sake of simplicity, the description assumes that congestion
can occur only on the last mile and aggregation links, i.e., it
can affect only the traffic on the S1 and Iub interfaces. This
is a reasonable assumption as the backbone network is not

capacity limited due to the built in redundancy. In multi-
RAN or HSPA-only systems, the HSPA CC mechanisms
are replaced by the centralized CC, i.e., it takes over the
bandwidth control functionalities, whereas the HSPA flow
control mechanisms are only responsible to grant resources
to the HSPA RABs according to the needs of the packet
scheduler. The solution consists of the following elements:
DL congestion detection entities located in the Node Bs
and eNBs; UL congestion detection entities located in the
RNC and in the SAE-GW; the centralized CCE, the topol-
ogy database and DL per HSPA and EPS bearer shapers
located at the SAE-GW; UL per HSPA and EPS bearer
shapers located at the Node Bs and eNBs, respectively.
One possible mechanism to detect congestion is to use the
features of the ECN (Explicit Congestion Notification) [14]
but the centralized CC is expected to work with any other
congestion detection method as well. Congestion is detected
when the ratio of the received CE (Congestion Experienced)
marked IP packets exceeds a predefined detection threshold.
The benefit of the ECN is that it is an already existing
standardized functionality that provides explicit congestion
indication by setting the relevant fields within the IP packet
header [14]. The DL congestion detection entities residing
in the Node Bs/eNBs communicate directly with the CCE
via CI messages. The CCE identifies the source of the
CI messages indicating DL congestion based on the ID
of the sender coded into the message. For detecting UL
congestion at the Iub interfaces, the CCE uses the services
of the detection entity residing at the RNC, which sends
a separate CI message per each Iub interface whenever it
detects congestion. The ID of the Node B with congested Iub
interface is encoded to this message. Finally, UL congestion
on the S1 interfaces is detected by the detection entity
located at the SAE-GW that sends CI to the CCE.

The CCE uses a time window based congestion control
algorithm. During the window, the CIs are collected and
the throughput of the active bearers are measured in both
directions. At the end of each time window, provided that
no CI was received, the CCE starts a new window. If
a new CI was received, the CCE performs a CC action,
consisting of the following four procedures: (a) congested
link identification; (b) bandwidth recalculation for those
interfaces that share the congested link; (c) sending the
Bandwidth Allocation (BA) commands to the corresponding
per bearer shapers; (d) execution of the BA commands. One
CC action handles one congested link; if more congested
links are identified by the CCE, a separate CC action is
performed for each identified congested link. In this paper,
the time interval in which the CC actions are performed is
referred to as a CC period. During the CC period, no new
CIs are accepted from the same source, i.e., the received CIs
are ignored by the CCE.

Congested link identification.The CCE uses a topology
database, which contains two entries for each link in the
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network topology, one entry for each direction. Each entry
contains the link ID, denoted byk, the link capacityCk and
a list of Node Bs/eNBs whose Iub or S1 traffic is routed
via link k in the corresponding direction. For the sake of
simplicity, it is assumed that each Node B/eNB has one S1
or Iub interface and that the links are symmetric, i.e., the
link capacity is the same in both directions. The topology
database is continuously updated by the CCE, i.e., entries
are added or removed as the routes of the S1 and Iub change
at the end of each window. To identify the congested link(s),
the CCE ranks the links based on their likelihood of being
congested. For that, the CCE uses a heuristic scoring method
by which the following principles are considered: (a) link
k is considered to be congested if CI has arrived from a
Node B/eNB served by linkk and lk > l(TH), wherelk =

τk/Ck is the load of linkk, τk is the aggregated throughput
of the active bearers routed through linkk and l(TH) is
a predefined threshold for the link load; (b) if for a given
CI multiple links meet these conditions, the link at higher
aggregation level is considered to be the congestion point,
which provides a faster convergence to a congestion free
state and better inter-node fairness. The aggregation level is
represented by the number of served Node Bs/eNBs, denoted
by n(N). If each CI received during the window resulted in
the selection of a separate link, it does not matter which
link is selected first because the others will also be selected
later in the same CC period. The CCE calculates the score
sk of each link according to (1) and selects linkk with the
highestsk, i.e., considers that link as being congested.

sk =

{

n(N) if lk > l(TH) and CI is received
0 otherwise

(1)

Resource recalculation.After link k is selected, the CCE
recalculates the shaping rates of the corresponding active
bearers by considering the available resources, their QoS
parameters and the fairness policies:

Ri = r ·
wi

∑n
(b)
k

j=1 wj

· Ck where r < l(TH) < 1 (2)

whereRi is the calculated shaping rate of beareri, r is
a multiplicative decrease factor,wj is the weight of the
bearer defined in Section II-B andn(b)

k denotes the number
of bearers in the Node B/eNB set served by linkk.

Sending the BA command.Based on theRi shaping
rates of the bearers calculated in the previous step, the
bandwidth allocated to each affected Node B/eNB can be
determined by summing up the rate of the bearers being
served by the corresponding Node B/eNB. The bandwidth
allocated to a Node B/eNB must not exceed the minimum
of the link capacities along the route from the GW to the
corresponding Node B/eNB. If this condition is not met,
the minimum of link capacities must be allocated as the
bandwidth to the Node B/eNB and the deficit must be
reshared among the other Node Bs/eNBs. Here this method

Figure 3. Simulation topology

is referred to as deficit resharing. The allocated bandwidth
is sent via the BA commands to the per bearer shapers.

Execution of the BA command.The shapers distribute
the allocations among the active bearers (using a formula
analogous to (2)) and initiate a prohibit timer. If the timer
expires and no BA is received, the shapers start to increase
the rate of the active bearers with an additive increase
mechanism, clocked by the prohibit timer.

After BA commands are sent, the CIs of the
Node Bs/eNBs served by the congested link are ignored.
If there are remaining links with unhandled congestion, the
CCE continues with new CC actions until all the congested
links are handled, which is indicated by all link scores being
zero. At that time, the CCE starts a new time window,
accepting CIs again.

It is ensured by (1) that links with low load, which are not
congested, are never selected by the CCE. It is also ensured
that if the GW receives a CI, the CCE will perform a CC
action, which will resolve the congestion by reshaping the
corresponding bearers within a few CC periods. In addition,
the deficit resharing mechanism ensures that the CC action
does not induce further congestion on other links.

IV. PERFORMANCEEVALUATION

The performance of the centralized CC algorithm was ana-
lyzed with simulations. The simulation model implements in
detail the UP protocols and interfaces (shown in Fig. 1), the
Radio Layer 2 (PDCP/RLC/MAC) protocols, the transport
network layer protocols (Iub: UDP/IP/Ethernet, S1, X2 and
Iu-PS: GTP/UDP/IP/Ethernet, etc.) and the mobility proce-
dures including the relevant control messages. Intra-system
HOs (handovers) are modeled: hard HOs (HDSPA and LTE)
and soft HOs (HSUPA). The details of the simulation models
and the radio interface model can be found in [3].

The simulated logical topology (Fig. 3) consists of seven
multi-RAN sites, each deployed both with an LTE eNB and
a Node B. Each eNB and Node B is simulated with a one cell
one sector configuration. The HSPA users are connected via
HS-DSCH in DL and via E-DCH in UL to the RNC, whereas
the LTE users are connected via DL-SCH (Downlink Shared
Channel) in DL and via UL-SCH (Uplink Shared Channel)
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in UL to the LTE eNBs. The SGSN, the SAE-GW, the MME
and the RNC are considered to be co-sited. The FTP servers
are connected to the SAE-GW/SGSN via the Internet. The
CN consists of the RNC and the SAE-GW/SGSN/MME,
interconnected through the core router. The access part of
the network has a tree topology with 10 Mbit/s links. The
access network is connected to the CN with a 1 Gbit/s
link. The link capacities were selected in such a way that
only the access links can be congested. The performance
of the solution was analyzed by considering both DL (i.e.,
file downloads) and UL (i.e., file uploads) dominated traffic
mix. Accordingly, at each simulation case, the users had
either continuous file downloads or uploads to/from the FTP
servers (located at the Internet) depending on the traffic mix.
The TCP stack implemented the New Reno variant with
64 kB maximum advertised window size. At the transport
layer, each bearer was mapped to the same PHB (Per-
Hop Behavior). The minimum/maximum thresholds and the
maximum drop probability parameters of the RED algorithm
were set to 0.5, 1.0 and 0.1, respectively. At simulation start,
the users were distributed evenly among the cells. In order to
evaluate the performance of the solution under low, moderate
and high load, the amount of users per cell was increased
from 2 up to 6 in step of 1 that resulted in five distinct cases.
The total amount of active HSPA and LTE users was equal
in each case. The mobility model was random waypoint with
velocity of 3 km/h. Users were executing intra-system HOs
triggered according to the mobility procedures; therefore,
the amount of users connected to a given Node B/eNB was
changing depending on their actual location.

Three system alternatives were evaluated: (a) with no CC
at all except the end-to-end TCP CC; (b) with HSPA CC
only and (c) with centralized CC. When there is no CC in
the system, HSPA users (both in DL and UL) receive much
better service; their average throughput is at least 2.5 times
of the throughput of the LTE users (Fig. 4). The reason is that
the rate of FTP connections over LTE is reduced by the TCP
CC whenever packet drops due to congestion are detected.
In contrast, the RLC AM entity retransmits the dropped
packets of the FTP connections over HSPA, which prevents
TCP CC actions. The transport links are dominated by the
HSPA connections that can achieve reasonable throughput
whereas the RLC AM RTX rate is above 30% (Fig. 5).
When there is only HSPA CC in the system, due to the
shorter feedback loop, it detects congestion before the TCP
CC and the rate of the HSDPA connections is reduced until
their starvation (Fig. 6). This helps the LTE connections
dominate the transport links. Note that in most of the cases,
the HSUPA connections have lower throughput than the UL
LTE connections but they are not starving. This is because
the air interface capacity is narrower in UL than in DL,
therefore the HSUPA and LTE air interface schedulers keep
the rates of the UL flows at a lower level. Accordingly, the
transport is less congested in UL than in DL.

Figure 4. Per user average throughput if there is no CC in the system

Figure 5. RLC RTX ratio over the Iub interface in DL. Results with only
HSPA CC are omitted as HSPA connections are starving in that case.

The proposed centralized CC mechanism provides good
level of service for both HSPA and LTE connections; their
DL and UL average throughput is approximately the same
(Fig. 7). The RLC AM RTX ratio is kept at reasonably low
level (Fig. 5). If there is no CC or only HSPA CC used in
the system, the intra-system fairness (evaluated with Jain’s
fairness index [15]) is poor in DL and a bit better in UL
whereas the centralized CC is able to guarantee fair system
operation both in DL and UL (Fig. 8).

The capability of harmonized QoS enforcement of the
centralized CC was investigated in a scenario with two
common QoS classes: high priority (HP) and low priority
(LP). The SPI/QCI weights of the HSPA/LTE connections
(bearers) were set towSPIHP = wQCI

HP
= wHP = 2 and

to wSPI LP = wQCI
LP

= wLP = 1. The meaning of the
weights is defined in Section II-B. Three simulation cases
were considered with 2 (1 HP, 1 LP), 4 (2 HP, 2 LP) and
6 (3 HP, 3 LP) users per cell according to low, moderate
and high load (as before, the amount of HSPA and LTE
users was equal). The results show that the centralized CC
algorithm is able to provide harmonized QoS enforcement
in case of DL traffic (Fig. 9):τHP/wHP ≈ τLP/wLP both
in case of HSPA and LTE under each load (low, moderate
and high), which is according to the expectations defined in
Section II-B. Due to space limitations, the UL results, which
are similar to DL ones, are not included.

V. CONCLUSION

This paper provides an overview of the aspects of QoS
and fairness enforcement in multi-RAN systems sharing a
common packet based transport network. At congestion,
the users experience a fairness problem caused by tech-
nological and architectural differences of WCDMA/HSPA
and LTE systems. WCDMA/HSPA networks with Radio
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Figure 6. Per user average throughput with HSPA CC

Figure 7. Per user average throughput if the centralized CC is used

Figure 8. Jain’s fairness index in DL and in UL. Index value close to 1
indicates high level of fairness.

Figure 9. QoS differentiation capability of the centralized CC

Network Layer protocols such as RLC terminated at the
RNC require special CC mechanisms in order to avoid
performance degradation due to RLC AM RTXs over the
Iub triggered by packet discards at transport congestion. The
existing solutions work well in homogeneous HSPA systems
but due to their intrinsic properties, they fail in multi-RAN
environments. The centralized CC proposed by this paper
provides a viable solution to the fairness problem combined
with an efficient congestion handling and harmonized QoS
differentiation capability, regardless of the traffic type. The
solution is feasible both for DL and UL congestion control
and can be applied in homogeneous HSPA or LTE networks
as well. Simulation results confirmed that with centralized

CC, the available bandwidth is shared in a fair way among
the HSPA/LTE bearers regardless of the level of congestion.
High fairness index, low RLC AM RTX rate and almost ideal
QoS differentiation prove the superiority of the solution.
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Abstract—The Blom’s scheme for key agreement between
pairs of nodes requires exchange of a small amount of bits, uses
simple computations, and also authenticates each other. This
makes it attractive for use in Wireless Sensor Networks but, in
its original form, it has limitations because of the contending
requirements for large pairwise keys and limited memory in
the nodes. Our implementation of the Blom’s scheme uses
multiple keys, enabling it to derive large pairwise keys using
the limited memory resources, while retaining all the desirable
features of speed, compactness, and low energy usage. We
implemented our scheme in a MICAz mote and present some
experimental results on the memory, computation time, and
energy requirements. We compared the performance with other
public key cryptographic methods used in WSN. Our scheme,
using 382 bytes of RAM, was able to compute 128-bits pairwise
keys in times ranging from 34 ms to 1.9 s for networks with
capture thresholds of 32 and about 2,000 nodes respectively.

Keywords- Blom’s scheme; ad hoc networks; security; wireless
sensor networks; key pre-distribution.

I. INTRODUCTION

A wireless sensor network deployed in open environments
can be easily attacked. The radio communications can be
eavesdropped, and an adversary can even inject malicious
packets into the network. One important part in the chain of
defence is to protect the communication channel between the
nodes. This means encrypting the messages to protect con-
fidentiality. In addition, the receiving node must be able to
verify that the received messages are intact, fresh, and really
originates from the claimed sender. Proven cryptographic
techniques can be used to achieve these requirements. These
techniques rely on the use of secret keys known only to the
communicating parties. These keys must be distributed to
the nodes in a secure manner.

One approach to key distribution requires the base station
to generate all the keys which the nodes will use. Many early
works take this approach using a global master key, such as
in SPINS [1], and LEAP [2]. Obviously, if the master key
is compromised, so is the whole network.

A more secure approach would use unique pairwise keys
between nodes to limit the impact of any key compromise.
However, in ad hoc networks, the pairwise relationships

cannot be predetermined. In a network with N nodes, each
node has (N − 1) pairwise keys with all its neighbours and
a large amount of memory would be required to store them
all. Even if this is possible, a single node compromised
also affects the whole network. When deployed, nodes only
need to have common keys with their immediate neighbours.
Therefore, a probabilistic approach can be used. This was
done in [3] where nodes are given subsets of keys from
the global key pool. After deployment, pairs of nodes
discover shared keys to establish secure links. Even without
shared keys, pairs of nodes can attempt to use secured
mutual intermediary nodes to establish a secure link. If one
node becomes compromised, it only impacts on part of the
network.

A different approach requires pairs of nodes to contact
a trusted centre to provide their pairwise keys. Each node
needs only to be provided with a pre-shared key with the
trusted centre. This is the Key Distribution Centre (KDC)
scheme used widely in protocols such as Kerberos [4]. In
ad hoc mobile networks, this scheme is of limited use due
to the requirement for the trusted centre to be reachable at
all times.

Key pre-distribution schemes, on the other hand, pre-
deploy nodes with keying material which they will use to
derive pairwise keys with their neighbours. Such schemes
commonly use public key cryptography (PKC). An example
is the Diffie-Hellman (DH) protocol used widely in wired
networks. For WSN, the Elliptic Curve DH (ECDH) is
promising due to its less demand on resources compared
to other PKC methods. Several implementations have been
studied as in [5], [6], [7], [8]. These methods enable nodes
to derive a common secret key by exchanging some infor-
mation over the insecure channel. There is also the need for
nodes to authenticate each other, usually using a certificate
such as in the ECDH-ECDSA protocol implemented in
[9], or using the Menezes-Qu-Vanstone (ECMQV) protocol
[10], and that based on the ElGamal scheme [11]. We shall
refer to these ECC methods later when comparing their
performances with our scheme.

An interesting key pre-distribution scheme, which has
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implicit authentication, was proposed by Rolf Blom [12].
This scheme enables pairs of nodes to compute a common
secret pairwise key after exchanging a small number of
bits. The computation uses simple arithmetic operations and
requires only a few steps. This makes it attractive for use in
WSN. However, as shown later, in its basic form, it has
limitations due to the contending requirements for small
storage, large pairwise key sizes, and large number of nodes
in the network. This paper describes our modifications to
the scheme enabling it to derive large pairwise keys after
exchanging a small number of bits. We also report the results
of our implementation in a MICAz mote.

This paper is structured as follows. Section II presents the
background and some related works. Section III describes
our modifications to the Blom’s scheme using multiple-keys.
Next, in Section IV, we present the experimental results of
our implementation in a MICAz mote. We discussed some
of the security features and applications of our scheme in
Section V. Then, we made some comparisons with other
PKC methods in Section VI, and finally we gave our
conclusion in Section VI.

II. RELATED WORK

A. Background: Blom’s scheme

In this scheme, the base station generates a secret (m×m)
symmetric matrix S. Each node is assigned a unique (m×1)
column vector e.g., VA, and VB , for nodes A and B,
respectively. These vectors are called the node’s public
identifiers (IDs) or public vectors. The base station then
computes and stores in each node their private keys which
are row vectors Kx = V′x ·S. . These public IDs and private
keys form the keying material for the node.

Any two nodes can derive a pairwise secret key between
them. For example, between nodes A and B, the nodes
exchange their public IDs and then compute a common key,
KAB .

Node A: KAB = (V′A · S) · VB

Node B: KBA = (V′B · S) · VA

K ′BA = (V′B · S · VA)
′ = V′A · S

′ · VB

Since S is symmetric, KAB = K ′BA. An important feature
is that success in deriving a common key authenticates the
nodes to each other since this requires valid private keys
provided by the base station.

In the key agreement process, the public IDs can be
transmitted in clear text. The private keys must be kept
secret. If an adversary captures the nodes, they may be able
to obtain their keying material. If sufficient number of nodes
are captured, these information can be used to derive the
secret matrix S and hence break the whole scheme. For this
to be possible, the number of nodes captured must be ≥ m,
and they must all have unique linearly independent public

vectors. The system is said to be (m − 1) secure, i.e., a
coalition of (m− 1) or less nodes cannot pool their keying
material to derive the pairwise key of any other pair of nodes
[13].

The column vectors of the Vandermonde matrix V given
below is a suitable choice for public IDs since all sk are
distinct. The base station assigns to each node, one of the
columns of V. In practice, every node only need to be
bootstrapped with the seed sk from which to generate the
public ID vector.

V =


1 · · · 1 · · · 1
s1 · · · sk · · · sN
s1

2 · · · sk
2 · · · sN

2

...
. . .

...
. . . · · ·

s1
m−1 · · · sk

m−1 · · · sN
m−1


Security parameters: If the network is (m−1)−secure,

i.e., the matrix size is (m×m), and the size of each element
of S is b -bits, then for a fully secure system,

Max network size QN = (m− 1) nodes
Public-ID seed size, Qv = b -bits

Private-Key size, Qku = m× b -bits
Pairwise key size, Qkpair = b -bits

The pairwise key should be large, 64 -bits or larger,
leading to large b. While the MICAz motes are able to
work with 8, 16, 32 and 64 -bit data sizes, larger sizes
for the vector elements would make the computations more
complicated.

B. Related Works

The number of nodes in a fully secure network can be
increased by using multiple key spaces. In [14], ω key
spaces are generated and each node is given a sub-set of
τ randomly chosen keys from ω. After deployment, nodes
discover their common keys and use the Blom’s scheme to
form pairwise keys. The scheme uses a similar idea to the
probabilistic scheme of Eschenaeur-Gligor [3] where nodes
are given a random set of keys from a global key space. In
these schemes the aim is to achieve full connectivity, but not
necessarily complete connectivity like a full mesh. Another
approach also uses Blom’s scheme with multiple key spaces
to improve resistance to the Sybil attack [15].

In [16], the scheme for a clustered topology is proposed.
Here, the cluster-heads implement the Blom’s scheme to
derive pairwise keys among themselves. Non cluster-head
nodes do not implement the Blom’s scheme. Instead, they
store a pre-computed secret key Ki for use with a clus-
ter head. Prior to deployment, the base station computes
the pairwise keys of this node with a certain number of
associated cluster-heads. These are then combined into a
secret key Ki and stored in the node, together with the
identities (IDs) of the associated cluster-heads. When a node
needs to establish a secure link with a physical cluster-head,
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it sends its own ID and the IDs of its associated cluster-
heads. The physical cluster-head forwards the node’s ID to
the associated cluster-heads to compute the pairwise keys
using Blom’s scheme and thereby derives the secret key Ki.
In this way, non-cluster head nodes store minimum keying
material and do not need to perform any key computation
computation. Instead, these are delegated to the cluster heads
which carry the additional load of communicating with other
cluster heads to derive the key with a non cluster-head node.
The network size would still be limited to the (m−1) nodes
for a fully secure network. Since cluster-heads establish
pairwise keys among themselves using the basic Blom’s
scheme, the key size and memory requirements, and network
size would still be limited to the original scheme.

C. Our Main Contributions

We modified the Blom’s scheme using multiple keys such
that it is able to derive large pairwise keys of up to hundreds
of bits using 16-bit data sizes. It requires very little RAM
for the computation while retaining all the benefits of the
basic scheme i.e., mutual authentication, few exchanged bits,
simple computations, fast, and consumes little energy. This
makes it especially suitable for dynamic B sensor networks
where the nodes are highly mobile and key computation and
authentication must be achieved quickly and cheaply. It is
also scalable for fixed cluster based topologies.

III. BLOM’S SCHEME WITH MULTIPLE-KEYS

In our modification to the scheme, the base station gener-
ates N secret symmetric (m×m) matrices S1, S2, · · · , SN ,
and one Vandermonde matrix V, over the prime field GF (p),
where p is the largest prime < b -bits. The number of bits,
b is thus the data size used in the system.

Public IDs

Each node is given one unique set of vectors comprising
N vectors of V, called its public ID vectors. Since the
elements of each vector is given by ski for i = 0, · · · ,m−1,
an ID vector can be generated by anyone given sk. Each
node’s public ID vectors can be simplified to the set of seeds
{sk1, sk2, · · · , skN}. We call this set the node’s public ID-
tag.

Private keys

For each node, the base station computes the set of private
vectors or private keys, using all permutations of the secret
matrices Si and its public ID vectors. For node x, its private
key set consist of N2 separate (1 ×m) row vectors given
by,

Kuxij = V′xi · Sj for i, j = 1, · · · , N

Pairwise Key Derivation

Consider two nodes A and B attempting to form pairwise
key. Each has in their possessions, their public Id-tags and
private keys:

Node A: {sAi
}, {KuAj}

Node B: {sBi
}, {KuBj}

for i = 1, · · · , N and j = 1, · · · , N2

To derive their pairwise key they exchange their public
ID-tags.

A→ B : {sA}
A← B : {sB}

Each node after receiving the other node’s public ID-tag
would generate that node’s ID vectors, e.g., node B would
be able to generate A’s public vectors VA1

, VA2
, · · · , VAN

Using all permutations of the public ID vectors and
its own private keys, each node computes a set of secret
numbers:

Node A: KuAj · VBi

Node B: KuBj · VAi

for i = 1, · · · , N and j = 1, · · · , N2

Both parties would obtain a set of identical N3 secret
numbers, not necessarily arranged in the same order. Each
number is of size b -bits. Using an agreed rule, sufficient
numbers are chosen and concatenated together to form the
pairwise key KABpair of the desired size. For example, a
simple rule would be for each node to sort the numbers in
descending order and concatenate the first 8 numbers to form
a pairwise key of size 8× b -bits.

The key computation code is very simple and compact as
shown in the pseudo code in Listing 1.

Listing 1. Pseudo code for pairwise key computation
g e n e r a t e K e y P a i r ( ) {

f o r ( each pub l i c ID−t a g v a l u e ) {
g e n e r a t e p u b l i c v e c t o r ;
f o r ( each p r i v a t e k e y ) {

m u l t i p l y wi th p u b l i c v e c t o r ;
s ave r e s u l t i n Secre tNumbers ;

}
}
s o r t Sec re tNumbers ;
s e l e c t numbers from Secre tNumbers ;
c o n c a t e n a t e t o form p a i r w i s e key ;

}
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Some parameters

Pairwise key size: The maximum pairwise key size, if
all the secret numbers are used, is bN3 -bits. With N = 2
and using 16 -bit data sizes, we have 128 -bits key sizes
which is more than enough if it is used in a secure algorithm
such AES.

Memory requirement: The private key requires the
largest amount of memory. This is static data and can be
assigned to program memory in the MICAz mote. The
amount of RAM required include those for some counters,
the pairwise key, some temporary data, and the N3 secret
numbers. In total, the RAM requirement is very small indeed
as shown later.

Computation time: The main part of the computation
involves modulo multiplication and addition of the m ele-
ments of the N public ID vectors and N2 private key vectors.
In total, there are mN3 such operations.

IV. EXPERIMENTAL RESULTS

We implemented the scheme in a MICAz [17] mote using
TinyOS [18] for the case using 16 -bits data size. We also
estimated the energy consumed for the key computation
process. In our experiment, the code was kept to the bare
minimum for key computation and turning on the LEDs
at the start and end of process. Even though the modulo
operations took a significant amount of time, no attempt was
made to optimise it, and only the standard libraries were used
for all operations.

The private keys were installed in the program code.
The public ID-tag exchange was not implemented and
was merely simulated by storing the public ID-tag of the
simulated neighbour as a variable in the node.

When the program runs, it lights up an LED, computes
the pairwise key, and lights up another LED on completion.
The time taken for key computation was estimated by timing
the 100 iterations of the computation. The power supply to
the node was regulated at 3.1 V and the average current
during computation was measured to be 8.7 mA.

Performance and analysis

The results for memory requirements, key computation
time, and estimated energy consumed are shown in Table I.

Memory requirements: The MICAz mote has 4 kB
RAM and 128 kB flash memory for program. In our imple-
mentation, we stored the private keys in program memory
leaving more RAM for the variables. The ROM and RAM
requirements were outputs from the TinyOS-2.1.1 compiler.

The private key vectors has mN2 elements, each of 16
-bits. From the results, the ROM storage requirements in
bytes was, as expected, a linear relationship as given below.

QO = 2.012 mN2 + 7010 (1)

The number of variables in RAM was fixed except for
the N3 secret numbers. From the experimental results, the

following relationship was obtained for the RAM storage
requirements, in bytes:

QR = 8 N3 + 318 (2)

The key computation process involves multiplying the m
elements of N public ID vectors with the m elements of N2

private key vectors, plus one sorting and selection operation.
It was a linear relationship between the computation time
and mN3. From the results we obtained the following
relationship for key computation time in ms,

t = 0.0514 mN3 + 24.60 (3)

Computation energy: The average current drawn during
the computation from the 3.1 V regulated power supply was
measured to be about 8.7 mA. Using this, the estimated
energy in mJ , used for computation was estimated as 3.1×
0.0087× t , also shown in Table I.

Design example: The above results can be used for
design purposes. For example, we have a network of 500
nodes and we wish to select the parameters and estimate
the computation time and memory requirements. For a fully
secure network, the number of nodes is < m

N . Trying with
N = 2, a suitable choice is m ≥ 2 × 500 = 1000. Using
a slightly larger value, m = 1, 024, and N = 2 from (3)
the key computation time would be 446 ms. The storage
requirements, from (1) would be 15,252 bytes ROM, and
from (2) gives 382 bytes RAM.

The results of an actual implementation in a MICAz
mote was 15,282 bytes ROM, 384 bytes RAM, and the
computation time was 479 ms.

V. SECURITY FEATURES AND APPLICATIONS

Brute force attacks: To attempt to guess the pairwise
key or the private keys would be infeasible as these are large,
at least 64 -bits, and hundreds of bits respectively.

Node capture

Nodes can be physically captured and sensitive informa-
tion extracted unless tamper proof hardware mechanisms can
be incorporated. This would increase the cost and probably
not be viable except for critical situations. If such mecha-
nisms are available, the scheme would be very attractive for
highly mobile, ad hoc networks. For example, using a small
m = 24 and N = 2 in (3), pairs of nodes can derive keys
in 34.5 ms requiring about 0.93 mJ of energy.

Currently, motes do not have adequate tamper protection
and an attacker with the appropriate skills and resources
can easily obtain the memory contents from motes like the
MICA2 [19], and TelosB [20].

The (m− 1) -secure property of the Blom’s scheme still
applies in our multiple-key case. If an attacker manages to
obtain m sets of linearly independent public IDs and the
associated private keys, it is possible to craft valid public
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Number of keys, N
1 2 3 4

matrix size: 64 × 64
ROM (bytes) 6,888 7,678 8,312 9,206
RAM (bytes) 326 382 534 830
time (ms) 9 34 97 231
Energy (mJ) 0.24 0.92 2.62 16.23

matrix size: 128 × 128
ROM (bytes) 7,016 8,192 9,466 11,260
RAM (bytes) 326 382 534 830
time (ms) 15 63 176 399
Energy (mJ) 0.40 1.70 4.75 10.76

matrix size: 256 × 256
ROM (bytes) 7,274 9,210 11,772 15,358
RAM (bytes) 326 382 534 830
time (ms) 30 124 332 734
Energy (mJ) 0.81 3.34 8.95 19.8

matrix size: 1,024 × 1,024
ROM (bytes) 8,812 15,354 25,596 *
RAM (bytes) 326 382 534 *
time (ms) 121 480 1,275 *
Energy (mJ) 3.26 12.95 34.39

matrix size: 4,095 × 4,095
ROM (bytes) 14,954 39,922 * *
RAM (bytes) 326 382 * *
time (ms) 486 1,906 * *
Energy (mJ) 13.11 51.40 * *

Table I
MEMORY REQUIREMENTS, COMPUTATION TIMES, AND ESTIMATED

ENERGY FOR KEY COMPUTATION USING 16-BITS DATA SIZE. * THESE
EXCEEDS THE ARRAY LIMIT

IDs and private keys for any other nodes. It would also be
possible to derive the secret matrices and completely break
the system. In our scheme, the number of captured nodes
which can compromise the network, called the “capture
threshold”, is Qc =

m
N .

Depending on the application, we can implement the
scheme with suitable levels of security for the following
topologies,

• fully secure, ad hoc, mobile, full mesh topology
• fully secure, fixed, cluster topology,
• partially secure, ad hoc, mobile, full mesh topology

1. Fully secure, ad hoc, mobile, fully mesh topology:
The scheme can be directly applied in this situation. All
nodes are mobile and are able to form pairwise keys with
every neighbour within range. The number of exposed nodes
in the network is kept to below the capture threshold.
Further, to prevent the captured keying material from being
used to craft another node, the nodes have unique, non-
intersecting sets of public ID vectors. This means there can
be at most bm−1N c nodes in the network. This limits the
network size to about 2,000 nodes for the case of N = 2,
and m = 4, 095 with the key computation time of about 1.9
s.

Smaller networks with highly mobile nodes such as in
sports or combat situations would specially benefit from this

scheme. For example, with about 30 nodes, using m = 64
and N = 2, nodes can derive a pairwise key in 34 ms using
about 0.92 mJ of energy.

2. Fully secure, ad hoc, fixed cluster topology: If the
network is organised as clusters and the nodes are fixed in
position, we can implement the multiple-key Blom’s scheme
among the cluster head nodes, restricting their number to be
less than the capture threshold. The leaf nodes also uses
the scheme but with a difference in that after deployment,
their public ID-tags are deleted once they have established
a pairwise link with a cluster head, or within a certain time
window. Without the ID-tags, the private keys cannot be
used to compromise the system. Thereafter, the leaf node do
not implement the scheme. For example, using m = 4095,
N = 2, we can have up to about 2,000 cluster heads. If each
cluster head has 10 nodes attached to it, the network size
would be 2,500 nodes.

3. Partially secure, ad hoc, fully mesh topology: In
some situations it is required to protect the network against
casual or opportunistic attacks but not necessarily against
determined and fully resourced adversaries such as rival
organisations. In this case, since considerable resources in
effort and time is required to capture Qc nodes, extract
the keying material, and solve the matrices, it may be
permissible to exceed the capture threshold. Other security
features such as node capture detection if implemented,
would also help to support this approach. The network can
then be much larger than the capture threshold. For example,
if capturing 500 nodes and extracting the keying material
is considered to be infeasible, we can have a thousand or
more nodes in the network. The scheme can be directly
implemented and have all the benefits of the ad hoc, mobile,
fully meshed topology.

VI. DISCUSSIONS AND COMPARISONS

Comparision with PKC methods

The aim of our key agreement scheme is to derive large
pairwise keys with authentication. Similar schemes which
can achieve this are the PKC methods which have been
successfully used in wired networks. Their application in
WSN has been studied, such as TinyECC [21], EC-ElGamal
[7], ECMQV/ECDCH [8], [6], etc. We will make some brief
comparisons with our scheme in some performance metrics
important in sensor networks, i.e., energy, key computation
time, and memory requirements.

Exchange of keying material: Key agreement schemes
requires the exchange of some keying material. The amount
of bits exchanged impacts on the energy used for the radio.
For comparison we will exclude the overheads such MAC
addresses, protocol headers, etc.

The DH scheme requires the two parties to exchange
their public keys from which to derive a common secret.
To authenticate each other, the public keys need to be
signed by a trusted authority. For ECC schemes, the basic
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components include a public key which is a point on the
elliptic curve, its hash value, and the signature comprising
two integers provided by the trusted authority. Using 160 -
bits, an authenticated ECDH scheme would require exchange
of at least 768 bits. Compared to our scheme requiring Nb
-bits, this is larger by more than 10 times.

Key computation time and energy: In an optimised
implementation of the ECDH scheme for WSN [6], the key
computation took 710 ms, and used 17.04 mJ of energy in a
MICAz mote running TinyOS. Another implementation us-
ing the EC-ElGamal scheme on a MICAz mote [7] reported
570 ms for key computation. These do not include signature
verifications which would also require substantial amount of
time and energy. For example, in [21], TinyECC was used
to implement ECDH for key computation and ECDSA for
signature verification in a MICAz mote. The results showed
that with all optimizations enabled, the execution times were:
ECDSA initialisation 3,393 ms, verification 2,436 ms, and
for ECDH initialisation 1,839 ms, and key computation
2,117 ms. Hence, key computation and signature verification
can take 4.5 seconds, after initialisation of about 5.2 seconds.
Our key computation times depends on the choice of m and
N as shown in Table I. In the largest case with N = 2 and
m = 4095, the key computation took 1.9 seconds.

Memory requirements: The largest use of memory in
our scheme is bmN2 -bits for the private keys. This is static
and can be stored in program memory. The code itself is very
simple and compact requiring only a few hundred bytes of
ROM storage. The total ROM memory for data code was
less than 40 kB for the the largest values of m = 4095 and
N = 2.

RAM storage was required only for variables such as the
N3 secret numbers, the pairwise key, and some counters. For
the case of N = 2, only 382 bytes of RAM was required,
as shown in Table I.

The PKC schemes require substantially more memory,
especially RAM storage. In a MICAz mote implementing
TinyECC [21], the memory requirements, with all optimi-
sations enabled for ECDSA was 19,308 bytes ROM and
1,510 bytes RAM, for ECIES 20,758 bytes ROM and 1,774
bytes RAM, and for ECDH 16,018 bytes ROM and 1,774
bytes RAM. With all optimisations disabled, all the RAM
sizes were only around 150 bytes but with consequently
huge execution times, such as 31 seconds for ECDH key
establishment! In [22] the code size for ECDSA as 56,600
bytes ROM and 1,700 bytes RAM.

VII. CONCLUSION

We presented our implementation of the modified Blom’s
scheme using multiple-keys which, while retaining the ad-
vantages of the basic scheme, improves it to make it very
attractive for use in WSN. It is able achieve large pairwise
key sizes, fast, and requires little energy and computational
resources. We implemented our scheme in a MICAz mote

and the results showed it be very advantageous compared
other PKC schemes in terms of speed, energy, and RAM
storage requirements. The network is fully secure if the
number of compromised nodes do not exceed the capture
threshold. The best choice was N = 2 keys, enabling
pairwise key size of 128 bits requiring only 382 bytes of
RAM. The ROM requirements are mainly for the node’s
private keys and its size depends on the capture threshold.
In our case, the largest amount required was about 40 kB
for a network with capture threshold of about 2,000 nodes.
The key computation time increases as the capture threshold
increases. This ranged from 34 ms for a capture threshold
of 32 nodes, to 1.9 s for a capture threshold of 2,000 nodes
using N = 2 keys.
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Abstract—Normally, RADIUS servers are passive servers, i.e., 

they act only on requests received from Network Access 

Server. In a system where there are multiple servers 

configured in round-robin fashion, if some of the servers go 

down, it takes more time to reach the actual active server after 

retransmissions to the non-responsive server get exhausted. 

Here, we present a new approach to make RADIUS Server 

more Interactive Server. It sends ACTIVE-Request to the 

Network Access Server once it becomes active and DEAD-

Request once it becomes non-responsive.  

 

Keywords-RADIUS; NAS; ID; Attributes. 

I. INTRODUCTION 

RADIUS servers are being used for AAA 

(Authentication, Authorization and Accounting) purpose 

[1]. With manual intervention, RADIUS server can send 

CoA (Change of Authorization) and DM (Disconnect 

Message) to the Network Access Server (NAS) [2]. The 

RADIUS client function may reside in a Gateway GPRS 

Support Node (GGSN). When the GGSN receives a Create 

PDP Context request message, the RADIUS client function 

may send the authentication information in the request 

“Access-Request” to an authentication server, which is 

identified during the Access Point Name provisioning [3]. 

The NAS sends an Access-Request packet to the RADIUS 

Server with NAS-Identifier, NAS-Port, User-Name and 

User-Password. The RADIUS server then sends back either 

an Access-Accept or Access-Reject based on whether the 

response matches the required value, or it can even send 

another Access-Challenge. Figure 1a describes this. 

If the RADIUS server does not send any response, the 

NAS re-transmits the request to the same server without 

change in its attributes like Request Authenticator, ID, and 

source port. If any attributes have changed, a request is 

generated with new Request Authenticator and ID. Use of 

Status-Server Packets in the RADIUS protocol is mentioned 

in [4]. But, it is for clients to query the status of a RADIUS 

server. While the Status-Server (12) code was defined as 

experimental in [1], Section 3, details of the operation and 

potential uses of the code are not provided. 
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Figure 1a.  RADIUS Auth Messages 

 

The RADIUS server can send CoA and DM requests 

only. CoA-Request packets contain information for 

dynamically changing session authorizations. The NAS 

responds to a CoA-Request sent by a RADIUS server with a 

CoA-ACK if the NAS is able to successfully change the 

authorizations for the user session, or a CoA-NAK if the 

request is unsuccessful. A Disconnect-Request packet is 

sent by the RADIUS server in order to terminate a user 

session on a NAS to discard all associated session context. 

Figure 1b describes this. 
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Figure 1b.  RADIUS CoA/DM Messages 
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Selection of RADIUS server is based on the following 

algorithms: 

 Round-robin: designates that the context should 

load-balance sending data among all of the defined 

RADIUS servers in a cyclic manner. 

 RADIUS first-server: designates that context sends 

data to the RADIUS server with the highest 

configured priority. In the event that this server 

becomes unreachable, data is sent to the server with 

the next-highest configured priority. 

 

NAS is normally configured with: 

 Max-retries: maximum number of times system will 

attempt to retry communications with a server 

before system fails over to a backup RADIUS 

server. 

 RADIUS timeout: how long system will wait for a 

response from a RADIUS server before re- 

transmitting the request. 

 Detect dead after „x‟ consecutive failure: if AAA 

server is unreachable consecutive number of times 

then mark it as a dead server. 

 

When RADIUS server does not respond to the request 

from NAS, NAS retransmits the same request to the same 

server until max-retries are exhausted. NAS marks that 

server as unreachable and tries to send the request to another 

server if configured. The new session request again goes to 

the same 1st server; retries until max-retries exhaust. In this 

process, if detect dead after „x‟ consecutive failure exhaust, 

then NAS marks this server as dead. 
Here, we assume RADIUS server as a remote server only 

and not as a Proxy server and also a system comprising of 
multiple RADIUS servers where selection of a server is 
based on round-robin algorithm. 

Normally, in a dense area where there are more number 
of customers sending Create PDP Context request message 
to GGSN, multiple radius servers (more than 10) are used in 
round-robin fashion for load balancing. 

II. PROPOSAL 

With multiple RADIUS servers configured in the 

system, sending a keep-alive message is strongly 

discouraged, since it adds to load and harms scalability 

without providing any additional useful information [1]. 

When multiple servers are used in the network and if some 

of the servers go down (not responding), it is really time 

consuming to send request to each and every server if 

round-robin is used till it reaches the active server. With all 

the RADIUS requests going to multiple non-responsive 

servers, it also adds to load in the network. Figure 2 

explains this. 
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Figure 2.  Non responding servers in Multi-Server System 

 

Here, we propose to send an ACTIVE-Request from 

RADIUS server to NAS in case RADIUS server becomes 

active from dead state or becomes active for the first time. 

ACTIVE-Request will also add an attribute which will be its 

server ID. Also the new attribute values “Active Server ID” 

and “DEAD Server ID” for Type: 26 (Vendor-Specific) are 

introduced. This is based on [6]. 

 

12 Code = ACTIVE-Request     

       1 ID = 71 

       2 Length = 52 

      16 Request Authenticator 

 

      Attribute Type: 26 (Vendor-Specific) 

                Length: 12 

                Vendor Type: ACTIVE 

                Vendor Length: 6 

                Value: 00 00 01    Active Server ID 

 

NAS will store the ID of the last active server and will 

update its priority table. So, when new request comes, NAS 

will look into its priority table and selects the active server 

in round-robin fashion. When some of the servers do not 

respond in a system of multiple RADIUS servers, with this 

new mechanism, NAS will select the appropriate active 

server first as it stores ID of the last active server and update 

the priority table. So, in meantime, if any of the non- 

responsive servers becomes active, it will send ACTIVE-

Request to NAS. Then NAS comes to know about new 

active server, stores its ID and then sends the next new 

session request to this newly active server if its priority is 

less than the last active server else it will be selected in 

normal round-robin fashion. This way it will rather reduce 

 NAS         RADIUS Servers   

1         2 .  .  .  n-1     n  
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the load in the network by avoiding the retransmissions to 

the non-responsive server. 

 

Algorithm: 

 

If last Active Server received ID < Last Active Server   

    Last Active Server received ID = = Last Active server 

         Then follow the round-robin 

Else place last Active Server received ID in round-robin 

queue matching priority and follow round-robin 

 

The value of the attribute will be proprietary which will 

contain information about the last active server. So, NAS 

will select the active server for next session request to be 

sent based on this information and comparing the round- 

robin priorities. 

After server sends ACTIVE-Request, NAS will send 

new request to this active server rather than trying to send 

requests to non-responsive servers. In Figure 3, server (n-1) 

sends ACTIVE-Request. So, NAS sends a new request to 

(n-1)th server directly; thus saving on requests and 

retransmissions of (n-2) servers considering all other servers 

before (n-1) are non-responsive.  
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Figure 3.  Server sends ACTIVE-Request 

 

Let us assume following configuration at NAS: 

 

Radius round-robin algorithm 

Max-retries: 5 

RADIUS timeout: 3 seconds 

Detect dead after consecutive failure: 4 

RADIUS Servers configured: 12 

RADIUS dead time: 10 minutes 

Keep alive not configured 

 

In normal scenario, NAS will send request to 1st top 

priority server and that server will respond; 2nd request will 

go to 2nd server and so on. 

Now, assume that all the servers are not responding 

except 12th server. So, as per above configuration, NAS 

will keep on sending request to 1st server until max-reties 

get exhausted. As radius timeout is 3 seconds, for each 

server radius request will take 18 seconds ((1+5) retries * 3 

sec timeout). 

 

For 1st request to reach 12th server, it will take (18 sec * 11 

servers) = 198 seconds (3 minutes 18 seconds). 

For 2nd request to reach 12th server, it will take (18 sec * 

10 servers) = 180 seconds (3 minutes 0 seconds) and so on. 

 

As detect dead after consecutive failure is 4, it will take 

198 * 4 = 792 seconds = 13 min 12 seconds, before it marks 

1st server as dead. After this, any request that comes from 

NAS will not be sent to 1st server but to 2nd server. As 2nd 

server also does not respond, this cycle repeats till it marks 

2nd server as dead. This time it will take (198 -18) * 4 = 

720 seconds = 12 minutes. 

In this way, NAS will mark all servers dead except 12th 

one. As NAS is configured with no keep alive, NAS will 

never try to send any request to 1st server even if it is active 

or to any other server which is active until RADIUS dead 

time expires (which is 10 minutes in this case). 

If, for example, 10
th

 server becomes active, with new 

proposal, it will send ACTIVE-Request. NAS will then 

select this active server to send any new session request, 

thus saving on retransmissions. In meantime, if another 

server (e.g., 2
nd

 server) becomes active, it will also send 

ACTIVE-Request. Then NAS will compare its priority table 

to select the appropriate active server for new request. 

Selection of the active server can also be achieved by 

reducing the number of requests and retransmissions within 

a system of multiple RADIUS servers. But, this will not 

give fair amount of time to a particular server if that server 

becomes active before retransmissions are exhausted. Then, 

after retransmissions to non-responsive server are 

exhausted, there will be another round of retransmissions to 

the next selected server if that is also non-responsive. This 

will again add load in the system of multiple servers, even if 

number of requests and retransmissions are less. 

We also propose to send DEAD-Request when the 

RADIUS server goes down. But, it has some limitation. In 

some scenarios like power outage or kernel panic, server 

does not get any chance to send any information. 

 

13 Code = DEAD-Request     

       1 ID = 71 

       2 Length = 52 

      16 Request Authenticator 

 

      Attribute Type: 26 (Vendor-Specific) 

                Length: 12 

                Vendor Type: DEAD 

                Vendor Length: 6 

                Value: 00 00 01    DEAD Server ID 

        RADIUS Servers   

1         2 .  .  .  n-1     n  

 NAS 
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After receiving DEAD-Request, NAS will update its 

priority table and then selects the next available active 

RADIUS server for the new request. In this case, NAS will 

not retransmit the request to the dead server. If this dead 

server again becomes active, it again sends ACTIVE-

Request and cycle repeats. Figure 4 shows this. In Figure 4, 

assume that server 2 is non-responsive and it sends DEAD-

Request. Then NAS will send new request to next active 

server after 2
nd

, i.e., (n-1)th server, by looking into its 

priority table thereby saving on requests and retransmissions 

to 2
nd

 server. 

If 2
nd

 server again becomes active, it will send ACTIVE-

Request to NAS. As 2
nd

 server‟s ID is less than the (n-1)th 

server, NAS will send new request to 2
nd

 server instead of 

(n-1)th server. 
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Figure 4. Server sends DEAD-Request 

If we reduce the RADIUS dead time to minimum value 

(around 1 to 2 minutes), then NAS will send new requests to 

all dead servers in round-robin after this timer expiry and if 

it does not get any response then again marking of server 

dead cycle will start. 

III. CONCLUSION AND FUTURE WORK 

This proposal attempts to improve the communication 

efficiency between NAS and RADIUS server. It does so by 

allowing the RADIUS server to communicate its state 

(active/dead) to NAS. In some circumstances, the server 

does not get an opportunity to send anything when it goes 

offline like in case of power outage or kernel panic. But this 

proposal will help in effectively selecting RADIUS server. 

Future work of this proposal includes simulation model 

of interaction between NAS and RADIUS server. It will 

also include the performance evaluation to support the 

concept in real system. 

This proposal will help to select active server properly 

by avoiding retransmissions to the non-responsive servers 

thereby causing less CPU utilization in the network. 
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Abstract—In this study, we investigated a group key manage-
ment scheme that is especially suitable for large-scale wireless
sensor networks (WSNs). Practical large-scale WSNs typically
contain multiple groups of nodes, and the managing server
needs to keep a number of group keys secure against possible
attacks. We have developed a flexible and versatile formal-
ization of an attribute-based group structure. The proposed
formalization can model practical groups in real applications
and enables secure and efficient management of multiple group
keys. One of the key advantages of this approach is that a
certain cross-layer design mechanism can be implemented in
the group key revocation protocol. We show through computer
simulation that adding some controlled redundancy in the
upper-layer protocol helps reduce the lower-layer traffic in a
realistic setting. The results demonstrate that using attribute-
based groups is more suitable and practical for WSNs than the
conventional group key management mechanisms.

Keywords-wireless sensor network; security; group key; cross-
layer design.

I. Introduction

Security is a crucial issue in many of the applications
used in wireless sensor networks (WSNs). In this study,
we focus on providing security through the management of
cryptographic group keys owned by sensor nodes.

In a practical WSN with a large number of sensor nodes,
nodes are typically sorted on the basis of their attributes, and
the resulting groups of nodes are organized in the network.
A group can function as a unit for the access control of
critical information, so it is convenient if all nodes in a
group are provided with an identical group key that is used to
encrypt or authenticate critical data. The group key must be
managed in such a way that it is known to group members
only. When a node becomes compromised and is removed
from the group, we need to replace the group key to prevent
the removed node from accessing critical information. In this
procedure, called key revocation, the key managing server
selects a new group key and delivers it to all nodes that
remain in the group.

Secure and efficient schemes for group key revocation
have long been studied in the research arm of the information
security field (see [2][6] for short surveys on the key findings

of these studies). Unfortunately, most of these schemes
are too complicated for WSNs, excepting a few simple
schemes such as the LKH protocol [7]. Efforts have also
been made to establish simple, lightweight mechanisms that
explicitly focus on WSNs. For example, a simple unicast-
based scheme can be constructed over SPINS [5]; LEAP [8]
makes use of an internal timer to destroy critical information
in each node, and [1] applies the idea of self-healing key
distribution to WSNs.

Despite the insight gained from these previous works,
we feel that some of the important aspects of group key
management in WSNs have not been sufficiently considered
thus far. For example, these other studies often assume that
there is only one group in the network and therefore focus
on the management of just one group key. In our view,
this is fatally misleading approach. In a practical WSN,
there are many groups in the network, and each group is
typically managed by a single server. This means that the
server can make use of some of the “safe” group keys in
the revocation procedure of the “threatened” group keys.
Such an organic use of multiple group keys helps make the
key revocation much more efficient than managing multiple
group keys separately and independently. Having multiple
groups in the network is advantageous in terms of realizing
secure and efficient key management, but investigation in
this direction has not been considered so far. Another aspect
we need to consider is the cross-layer design approach
for the key management scheme. Previous studies assume
that the communication in the lower layer is reliable, and
the upper-layer protocols are designed so that there is no
redundancy in the transmission of data packets. In the
replacement of a group key, a node is not allowed to drop
any of the data packets that are transmitted from the server
to that node. This suggests that the retransmission of data
packets will be requested everywhere across the network
until all nodes receive all the required data packets through
the unreliable wireless communication channel. If we add
controlled redundancy to the upper-layer protocol, the issue
of the retransmission of data can be completely mitigated.

The purpose of this paper is to refine and evaluate the
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group key management scheme previously proposed by
Noda et al. [4] with a focus on the above observation. The
proposed scheme consists of two components: an attribute-
based group structure and a group key revocation protocol.
The attribute-based group structure is a mathematical for-
malization of the family of groups in WSNs. The formaliza-
tion is so flexible that it can model the wide variety of groups
that are typically present in a WSN. The key revocation
protocol is what controls the replacement of a group key.
In basic terms, the server broadcasts the encryption of
information that is needed to update the group key. The key
point here is that the encrypted messages are composed in
such a way that every legitimate node has a chance to receive
multiple messages from which it can learn the required
information, and the key is replaced successfully even if
some of these messages get lost during the communication.
We have already outlined the overall concept of our scheme
in a preliminary study [4], but there are still many points
that must be refined and substantiated. In this study, we
describe the proposed scheme in detail and evaluate its
efficiency under realistic conditions. The protocol has a
controllable parameter that changes the redundancy of the
transmitted data, and computer simulation shows that having
some redundancy in the upper-layer protocol helps reduce
the total amount of communication traffic.

II. RelatedWork

There have been quite a few studies that focus on the
management of group keys, but not all of them can be used
in WSNs. For example, there have been studies that exploit
the flexible properties of public-key cryptography, but it
is still arguable if public-key cryptography is acceptable
for sensor nodes with limited resources. The self-healing
mechanism has been considered for WSNs in [1], but it
remains unclear if the computation over a finite field with a
large order is feasible for sensor nodes.

In the following, we restrict ourselves to those schemes
that are based on lightweight symmetric-key cryptography. A
conventional work that conforms to this condition is widely
known as the LKH scheme [7]. In this scheme, we consider
a tree-like structure in which nodes are attached with key-
managing keys (KEK) and in which leaves correspond to
group members. The KEK at the root node plays the role of
group key. The revocation of the group key is performed by
constructing encrypted messages based on the tree structure.
If there are n members in the group, the server broadcasts
O(log n) different messages. There are many variations and
extensions of the LKH scheme, but perhaps [3] is the most
significant. In [3], we consider a scenario in which there are
multiple groups in the network, and a node (user) belongs
to one or more groups simultaneously. The mechanism in
[3] mitigates the overhead for managing KEK, but the func-
tionality of key revocation is degraded and we occasionally
need to perform off-line reconstruction of key trees.

In the early days of WSN research, investigations were
made to construct rudimentary but lightweight mechanisms
for group key management. For example, in ZigBee [9], a
global-key (network key) is embedded in all nodes in the
network. This global-key can be regarded as the group key
of a group that consists of all nodes, but we cannot use it
as the group key of an “internal” group that contains only
some of the nodes in the network. We should also point
out that there is no explicit mechanism that helps revoke
the global-key. We can use the node keys (master keys) of
ZigBee and SPINS [5] to allow the server to send a group
key to legitimate nodes, but such a protocol is essentially
unicast-based and not efficient for large groups with many
members. LEAP [8] is a powerful scheme that allows sensor
nodes to form arbitrary groups. Its primary drawback is that
all nodes in the network must have a precise timer and an
apoptosis mechanism that diminishes critical information in
the node, which seems to be an unrealistic expectation.

III. Attribute-Based Group

Generally speaking, a group is a set of nodes that have
certain characteristics in common. Multiple groups can be
defined in the network based on different characteristics, and
a single node may belong to multiple groups in general. To
establish a versatile model of such groups, we define a group
structure in terms of attributes and attribute values.

An attribute is a characteristic that is associated with
nodes. For example, “deploy location”, “manufacturer”,
“type of equipped sensor”, and “the most significant byte
of the MAC address” are examples of attributes. For each
attribute, a sensor node has a unique attribute value, where
we assume that a special “undefined” attribute value is
allowed if the attribute is not affiliated with a particular
group of nodes. A group can be regarded as a set of nodes
that have the same attribute values for certain attributes.

We can provide a mathematical formalization of the above
intuitive definition. Let N be the set of all nodes in WSN.

Definition 3.1: An attribute is a set partition A = {G1,
. . . ,Gm} of N, that is, m is a positive integer, G j ⊂ N for
1 ≤ j ≤ m, G j1 ∩G j2 = ∅ for j1 , j2, and G1∪· · ·∪Gm = N.

We intend G j to be the set of nodes that have the j-th
attribute value for the considered attribute. Assume that there
are d different attributes A1, . . . , Ad in the network. We write
Ai = {Gi,1, . . . ,Gi,mi } for 1 ≤ i ≤ d, where mi is the number
of attribute values of the i-th attribute. The set of nodes Gi, j

with 1 ≤ i ≤ d and 1 ≤ j ≤ mi is called a base set.

Definition 3.2: A set G of nodes is called an attribute-
based group with rank r if G is defined as

G = Gi1, j1 ∩ · · · ∩Gir , jr (1)

with 1 ≤ i1 < · · · ir ≤ d and 1 ≤ jc ≤ mic for 1 ≤ c ≤ r.

Note that base sets are attribute-based groups with rank 1.
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In a practical WSN, a group is defined as a semantically
meaningful set of nodes, while the attribute-based groups
are sets of nodes that are defined mechanically from given
attributes. This means that there can be many attribute-
based groups that have little significance from a practical
viewpoint. However, we strongly expect that semantically
meaningful groups are also attribute-based groups if the
attributes are chosen appropriately. For example, “the group
of nodes deployed on the second floor” can be obtained
by using “deploy location” as one of attributes and having
“second floor” be one of the attribute values. It is possible to
define four attributes corresponding to four bytes of IP(v4)
addresses (with attribute values {0, . . . , 255}), and we can
define “the group of nodes that belong to sub-net 192.1.2.*”
as an attribute-based group with rank 3. We can use these
attributes to consider an attribute-based group such as “the
set of nodes that are deployed on the second floor and
whose least significant byte of IP addresses is 123” while
ignoring the meaningless attribute-based groups. In a sense,
the attribute-based groups are a super-class of semantically
meaningful groups. Therefore, we refer to attribute-based
groups as simply groups in the following discussion.

For the practicality of discussion, we consider one addi-
tional condition for attributes, and assume that this condition
is satisfied henceforth.

Definition 3.3: The set of attributes A1, . . . , Ad is com-
plete if no group with rank d contains two or more nodes.

This condition assumes that no two nodes have completely
the same set of attribute values. This is quite a reasonable
assumption because sensor nodes in the real world are
all different in nature. Indeed, we can easily transform an
incomplete set of attributes to a complete one by introduc-
ing an additional attribute that is based on device-unique
identities such as a MAC address or that plays the role of a
sequence number in a group. We should also point out that
completeness implies that, for each node n ∈ N, there exists
an attribute-based group G, such that G = {n}. The group
key of G, which we define in the next section, can be used
like the node key of ZigBee [9] owned by n and the server.

Example 3.1: Figure 1 shows an example of a complete
set of attributes, where N = {n1, . . . , n7}, and

G1,1 = {n1, n2, n3},G1,2 = {n4, n5},G1,3 = {n6, n7},
G2,1 = {n1, n4},G2,2 = {n2, n5, n6},G2,3 = {n3, n7},
G3,1 = {n1},G3,2 = {n2, n4},G3,3 = {n3, n5, n6, n7}.

In the key revocation procedure, which is discussed in
later sections, we need to consider a set cover of nodes.
The set cover problem is a classical subject in computer
science, but the set cover we need here is slightly different
from the conventional one.

Definition 3.4: Let m be a positive integer and n ∈ N. A
collection of base sets G = {G1, . . . ,Gl} is an (m, n)-cover if

G3,3
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Figure 1. An example of a complete set of attributes.

the following conditions hold.

1) For each n′ ∈ N \ {n}, G contains m or more base sets
to which n′ belongs.

2) For any i with 1 ≤ i ≤ l, n < Gi.

Note that every node except n is covered at least m times
by base sets in G. The parameter m is called the multiplicity
of the cover G. Consider the attributes and groups that are
given in Example 3.1. The collection of base sets G = {G1,2,
G2,2,G2,3,G3,2,G3,3} is a (2, n1)-cover. For example, the node
n3 has two base sets G2,3 and G3,3 in G to which n3 belongs.
In the collection G, there is no base set that contains n1.

IV. Group Keys and Revocation Procedure

We have investigated secure and efficient group key
management for attribute-based groups. In our framework,
elementary information is distributed to sensor nodes, and
group keys are then computed from this information.

A. Assumptions

First, we clarify the security assumption that is needed in
the investigated framework.

The first assumption we need is that the compromise of a
node is promptly detected by the server, which immediately
reacts to revoke the compromised node. This condition is
quite feasible in many WSN systems in which sensor nodes
are watched by somebody, or equipped with a small physical
security mechanism, and hence the condition does not inter-
fere with the practicality of the procedure. We remark that
this condition implicitly assumes that a malicious attacker
does not compromise multiple nodes at one time, which is
essential in the following protocol. We also assume that
all nodes agree with a cryptographic hash function h and
a symmetric-key cryptography. We write E(k, x) to denote
the result of the encryption of x using k as a key.

Each node has two tables of keys, called an active-key
table and a next-key table. The former is used to store
cryptographic keys that are currently active and used in the
network, and the latter is used to store keys that will be used
when the currently used keys expire. The active-key table is
associated with the version number and the expiration time,
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and the next-key table is associated with the version number,
the activation time, and the expiration time. The usage of
these information will be explained later.

B. Group Keys

Assume that each base set is associated with secret
information, which is called base key. The base key of
Gi, j ∈ Ai with 1 ≤ i ≤ d and 1 ≤ j ≤ mi is denoted by
ki, j. The base keys are managed in such a way that a node
knows ki, j if and only if that node belongs to the base set
Gi, j. Group keys are defined by using base keys as follows.

Definition 4.1: Let G be an attribute-based group de-
fined as (1). The group key of the group G is k(G) =
h(ki1, j1 || · · · ||kir , jr ), where “||” is the concatenation of keys.

It is easily understood that a node is able to compute k(G)
if and only if that node belongs to the group G.

At the system initialization, the server determines a base
key ki, j for each 1 ≤ i ≤ d and 1 ≤ j ≤ mi. The server also
determines the version number and the expiration time of
this set of base keys. The server delivers ki, j to all nodes in
Gi, j through a secure communication channel, together with
the version number and the expiration time. The delivery of
the base key and related information is performed in a safe
place, possibly before nodes are deployed.

A node receives base keys and related information from
the server and records them to the active-key table. At
this time, the next-key table is empty. The key tables are
managed by each node according to two principles:

• The content of the next-key table overwrites that of the
active-key table when it gets to the activation time of
the next-key table.

• If the active-key table is going to expire but the content
of the next-key table has not been received yet, the
node sends a NACK message to the server to request
(re)transmission of the key information.

The server activates and expires base keys so that the
keys are synchronized between the server and nodes. The
server also receives NACK messages from sensor nodes and
responds to nodes by sending requested information in a
unicast manner, where the information is encrypted by using
a group key that is available to the destination node.

C. Key Revocation

Group keys are replaced for two primary reasons. The
first is that the keys tend to be used for too long a time. In
general, it is not recommended to use a single key for very
long because this gives attackers an opportunity to make a
cryptanalysis and increases the risk of possible key leakage.
From the security viewpoint, the periodical replacement of
group keys is always recommended, even if there is no
apparent security issue. The other reason for replacing a
group key is the revocation of nodes. If a node in the
network is compromised by somebody, we must consider a

worst-case scenario, i.e., that an attacker has accessed all the
information stored in the node. Cryptographic keys stored in
the node are no longer secure, and we must replace them
immediately. In such a case we need to deliver updated group
keys to all nodes in the group except the compromised node.
This procedure is called group key revocation. Generally
speaking, the periodical replacement of group keys can be
regarded as a special case of a group key revocation with
no node revoked. In the rest of this section, we describe the
group key revocation in detail.

Consider a scenario in which the server detects that a
node n ∈ N has been compromised by a malicious attacker.
Without loss of generality, we assume that the node n
belongs to d base sets G1,1, . . . ,Gd,1 and has d base keys
k1,1, . . . , kd,1. We need to replace these d base keys because
the attacker may discover them by disassembling the node
n. The straightforward approach to solving this issue is to
deliver a new base key (a replacement for ki,1) to legitimate
nodes in Gi,1 \ {n} for each of 1 ≤ i ≤ d. However, to
simplify the communication and to devise the cross-layer
mechanism of the protocol, we consider a protocol in which
the server sends a single “modifier” to all nodes other than n
and enables nodes to replace their own base keys by using
the modifier information. The modifier must be protected
by encryption in such a way that it is accessible from all
nodes other than n and that node n cannot learn what the
modifier is. To achieve this requirement, the server performs
the following procedure.

1) Determine the multiplicity parameter m and modifier
string s. Also determine the version number v′, the
activation time a′, and the expiration time e′ of the
updated set of base keys. The version number v′ must
be bigger than the version number of the currently
used base keys.

2) Compute an (m, n)-cover G = {Gi1, j1 , . . . ,Gil, jl }, where
1 ≤ ic ≤ d and 1 ≤ jc ≤ mic for 1 ≤ c ≤ l.

3) Broadcast l messages

Mc = (ic, jc, E(kic, jc , s||v′||a′||e′)) (1 ≤ c ≤ l). (2)

Upon receiving the message Mc, a node n′ performs the
following procedure.

1) Discard the message if n′ < Gic, jc . Otherwise (i.e., n′ ∈
Gic, jc ), proceed to the next step.

2) Decrypt the third component of Mc and retrieve s, v′,
a′, and e′.

3) Do either one of the following operations.

• If the next-key table is not defined, then record
h(ki, j ⊕ s) as the next base key of the base set Gi, j

with n′ ∈ Gi, j (and hence n′ knows ki, j),
• If the next-key table is defined but its version

number is smaller than v′, discard the content of
the table and perform the above operation.

• In other cases, the next-key table is not modified.
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In updating key information in the step 3, the hash function h
is used to mitigate the risk of possible leakage of old keys.
Without this hash function, an adversary who happens to
know old keys may find the latest keys by investigating the
XOR relation between new and old keys. Remark also that
the update of the next-key table is controlled by the version
number. This is to avoid possible confusion caused by the
delay of message delivery, duplicated delivery of the same
message, replay attacks by adversaries, and so on. As we
explained previously, the next-key table replaces the active-
key table when the appropriate time comes.

The focal point of the above protocol is that the messages
Mc in (2) are determined from an (m, n)-cover. The server
prepares messages in such a way that every legitimate node
is given m or more messages that make sense to that
particular node. In wireless communication, we cannot avoid
the fact that some of these messages will be lost during the
communication; however, we do not have to be too nervous
about this because if just one of the m messages is delivered
to a node, that node can successfully update its base keys.
The multiplicity m controls the redundancy of transmitted
messages, and the redundancy mitigates the effect of com-
munication failure in the lower layer of communication.

V. Experiment

We performed preliminary experiments to determine how
the multiplicity of a cover affects the total amount of traffic
in a realistic setting. These experiments were preliminary in
two senses. First, we consider the periodical replacement of
group keys and ignore the node revocation scenario. This is
because we need to introduce many additional parameters
and assumptions if we would like to consider compromised
nodes. The second reason we consider these experiments
preliminary is that we do not discuss the network-wide
burden of the protocol. We will evaluate two significant
quantities related to the protocol, but will not consider other
aspects of the protocol or the network. In this sense the
experiment is limited, but this simple setting is effective in
terms of concentrating on the cross-layer effect of multiplic-
ity on the actual traffic.

We consider a WSN that contains 1,024 nodes with one
of the nodes playing the role of the server. The nodes are
deployed so that they form a square grid matrix of 32 ×
32 nodes. The dimension of one unit grid is 8 m per side,
meaning that the 1,024 nodes are deployed in a 248 ×
248 m field. We assume that the node at the (x, y) position
(0 ≤ x, y ≤ 31) is given a sequence number x + 32y. The
node with the sequence number 512 is deployed at almost
the exact center of the field, and it plays the role of the
designated server. We define ten attributes A1, . . . , A10 with
Ai = {Gi,0,Gi,1} for 1 ≤ i ≤ 10 in such a way that a node
with a sequence number n belongs to Gi, j if and only if the
i-th most significant bit of the binary representation of the
number n equals j. For example, the node with the number

858 = (1101011010)2 belongs to

G1,1,G2,1,G3,0,G4,1,G5,0,G6,1,G7,1,G8,0,G9,1,G10,0.

The nodes are placed in a grid matrix manner, so it is natural
to consider that nodes in a row, or in a column, consist
of one group, and that the network contains 64 groups in
total. Such a group can be represented as an attribute-based
group. For example, the group of nodes in the first row (i.e.,
y = 0) is defined as an attribute-based group of rank five
G1,0 ∩ · · · ∩G5,0, which contains nodes with numbers from
0 = (0000000000)2 to 31 = (0000011111)2.

In the preliminary experiment, we investigated the traffic
when replacing the group keys for these 64 groups. We used
QualNet for the computer simulation. The assumed protocols
were IPv4 in the network layer and IEEE 802.15.4 in the
MAC and PHY layer. The physical layer payload was 127
bytes, which is sufficient to contain the messages Mc in (2)
in one packet. The wireless communication used a 2.4-GHz
band with O-QPSK modulation. The communication speed
was 250 kbps. The transmission power, antenna gain, and
related parameters were adjusted so that the wireless range
was almost equal to 14 m. Specifically, the transmission
power was −17 dbm and the antenna gain was set to −3.0
dB. We employed the free space propagation model. The
14-m range allowed a node to communicate with eight
neighbor nodes. A routing tree was manually provided, and
the server and each node communicated with each other
in a multi-hop manner. The server took 200 ms for the
transmission time interval of packets, and nodes tried to
avoid possible collision by using random jitter, where the
jitter time was upper-bounded by various constants. For
the control of broadcast messages in the network layer,
nodes inspected the communication of their children with
the passive ACK principle in which the waiting time was
150 ms. Retransmission of packets in the network layer was
permitted up to three times.

At the beginning of the protocol, we set the key tables of
nodes so that the active base keys expire in 60 seconds while
the next-key table is empty. The server transmits messages
for the periodical replacement of base keys and the nodes
process the received information. After 60 seconds, nodes
that could not obtain new base keys start sending NACK
messages. A node sends one NACK message every second
until it succeeds in updating its node keys. Upon receiving
NACK messages, the server retransmits the modifier infor-
mation to individual nodes that have sent NACK messages.
The duration of the simulation was 120 seconds, which is
sufficient for all nodes to finish replacing their base keys.

Figure 2 shows the number of packets that are transmitted
by the server for the sake of key replacement, including
packets transmitted as responses to NACK messages. The x-
axis of the graph is the multiplicity m of the cover, and the y-
axis is the number of packets. In the periodical replacement
of group keys, the server initially transmits 2m packets,
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Figure 2. The number of packets transmitted by the server.

Table I
The number of nodes that issue NACK messages.

Multiplicity m NACK nodes NACK messages
1 13 396
2 6 289

3–10 0 0

one for each Gi, j with 1 ≤ i ≤ m and j = 0, 1. If every
node receives one or more packets from which it can obtain
modifier information, the retransmission of packets is not
necessary. Such a favorable scenario is more likely if the
multiplicity m is large, because large multiplicity means that
nodes are given a greater chance of finding the modifier
information. Indeed, the graph shows that the retransmission
of packets is not needed for m ≥ 3. On the other hand, if m
is a small value, then some nodes fail to receive the required
information. Such nodes send NACK messages to the server,
and the server needs to send additional packets as responses
to NACK messages. The graph clearly shows that having
redundancy with controlled multiplicity helps decrease the
total number of packets transmitted by the server.

Table I shows the other aspect of the protocol by showing
the number of nodes that needed to issue NACK messages
and the total number of NACK messages issued by nodes. If
m was small, some nodes failed to receive the initial packets
and had to send NACK messages to the server. We can see
that one node issued several NACK messages, which implies
that the NACK processing takes a rather long time. Detailed
observation suggests that if a packet is lost near the server,
many subsidiary nodes send NACK messages, which results
in an unfavorable increase of communication traffic.

As above, adding some redundancy is good for reducing
the total communication traffic in a realistic setting. We
remark however that adding redundancy is not always as
easy and efficient as in the attribute-based key management
case. For comparison, consider that the LKH scheme is
used to manage 64 group keys in the above experiment.
In an idealized environment, the server sends 64 packets
for periodical key replacement because only one packet is
needed for each key tree. The observation in the above
experiment suggests, however, that there will be 13 events in
which a node cannot receive a packet. With 64 transmitted
packets, the total number of such events is estimated to 832,
and a large number of retransmission will be requested.

The number of such events may be reduced by sending
one packet m times, though, it increases the number of
initially transmitted packets to 64m. Remind that the number
of initially transmitted packets is 2m in the attribute-based
key management approach, and therefore, the overhead for
increasing the multiplicity is more in LKH than the attribute-
based key management.

VI. Conclusion

The cross-layer design effect in a group key management
is discussed. It is shown that having controlled redundancy
contributes to reduce the total amount of communication
traffic in a realistic setting. This effect may exist in any key
management protocols, but we saw that the overhead for
having redundancy in the attribute-based key management
scheme is smaller than that for widely known LKH scheme.
From these results and observations, the attribute-based
key management is concluded to be suitable for managing
multiple group keys in large and practical WSNs.
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Abstract—Heterogeneous Mobile Ad hoc Net-
work(HMANET) comprises different nodes with different
capabilities. Hence, transmission and receiving capabilities are
different. This causes unidirectionality problem. Avoidances
is the most used strategy in researches to route data, e.g.,
Blacklist. In this paper, we proposed a strategy for on-demand
routing protocols to detect unidirectional link and resolve it
in timely fashion. This strategy is based on utilizing locations
of nodes to filter and cache incoming RREQ packets to find
reliable path to destination in the existence of unidirectional
links. Simulation results show that our strategy outperforms
Blacklist strategy in homogeneous and heterogeneous MANET.

Keywords-MANET; routing protocol; unidirectional link;
AODV;

I. I NTRODUCTION

Mobile Ad hoc NETworks (MANETs) are networks of
wireless mobile nodes that have no fixed structure. Each
node may act either as a router or an end-user node. In
MANETs, node heterogeneity is one of the main network
conditions that significantly affects the performance of the
routing protocols [1]. Although most current MANET rout-
ing protocols assume homogeneous networking conditions
where all nodes have the same capabilities and resources,
in real life MANET may consist of heterogeneous nodes
that have different capabilities and resources like military
(battlefield) networks and rescue operations systems. Hence,
the transmission reachability and quality of data reception
among nodes are different. This can create a problem of uni-
directional link between any two nodes. Unidirectional link
problem is defined, where node B has a higher transmission
range than node A (see Figure 1). Therefore B includes
A in its transmission range while A does not include B.
Consequently, the link between B and A is unidirectional
from B to A only. However, most reactive routing protocols
in MANET, assumes all links between two nodes are bidirec-
tional, which gives incorrect routing information. Therefore,
this incorrect information creates large delay and packet
loss in heterogeneous networking [1]. In [2], suggested that
unidirectional link can be utilised to increase packet delivery
and hence increase reliability. In this paper, we investigate
this issue by proposing a strategy that is Location-Based
Utilization (LBU) to detect and utilise unidirectional links
in route discovery process of on-demand routing protocols.
This strategy utilizes locations of forwarding nodes of RREQ

Figure 1: Unidirectional Link

packets to resolve unidirectionality problem. All received
RREQ packets are cacheed and filtered before they are
processed or dropped.

The rest of this paper is organised as follows. Section II
presents related works. In section III, the proposed strategy is
described. The simulation parameters and scenarios that are
used to investigate the performance of the proposed strategy
are given in section IV. Then the results of the simulation
study are summarised in section V. Section VI concludes the
paper.

II. RELATED WORK

The common approaches to detect unidirectional link in
MANETs are via MAC layer or network layer or both. Two
way handshake Request-To-Send (RTS) and Clear-To-Send
(CTS) is the common approach in MAC to avoid unidi-
rectional links [3]. Network layer approaches use feedback
mechanism either to detect and avoid unidirectional link
or utilise it to improve routing processes. In heterogeneous
MANET (HMANET), the issue of unidirectional links has
been investigated. Different strategies have been developed
to enhance the performance of routing protocols in presence
of unidirectional links [2][3][4][5][6][7]. In AODV-Blacklist
[8], when destination node sends RREP (or any node relays
RREP) to next hop in the reserve path, it waits for ACK
of receiving RREP. If it fails to receive ACK because of
unidirectional link , then next hop is cached in blacklist.
This means that when the node receives RREQ for second
time from the node in blacklist, the packet will be dropped.
AODV-BlackList avoids unidirectional link but with cost of
high load of control overheads. Also, delay is increasing
because source node may consume all RREQRETRIES to
find path to destination.
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Figure 2: Routing through bidirectional links.

In [9], Early Unidirectionality Detection and Avoidance
(EUDA) mechanism is proposed to detect and avoid unidi-
rectional link in ad hoc network. This mechanism appends
the forwarding node location only in RREQ packet to detect
the unidirectionality. When node receives RREQ packet
for the first time, it compares the transmission range to
the distance to forwarding node using location information.
If there is unidirectional link then the packet is dropped
without any processing. This mechanism is used only to
detect and avoid unidirectionality of links without utilizing
it. In the worst case where there is no bidirectional route, all
RREQ RETRIES are consumed. Consequently, the control
overheads increases and the packet delivery ratio decreases
as the path to destination is not establishes. In [2], a powerful
and simple strategy has been suggested to resolve unidirec-
tional links in AODV-Blacklist. This strategy is developedto
resolve the problem of unidirectional links by rebroadcasting
RREP to first hop nodes as unidirectional link is detected
and no nodes are blocked. To avoid insufficient exchanging
ACKs during RREP rebroadcasting, TTL is set to 1. Also
source node id and destination id are cached to avoid
duplications of the same RREP packets. The simulation
result shows improvement of AODV performance in term
of packet delivery ratio and control overhead.

III. D ESCRIPTION

In LBU, we use the concept of detecting unidirectional
link using location information as in [9]. However, LBU
differs from EUDA in [9] by utilizing the unidirectionality
to improve routing process in on-demend routing protocols
using 2 hops nodes locations . In Figure 2, there are different
nodes with different transmission powers. Source node 1
initiates route discovery to find path to node 7. Node 2
will rebroadcasts the RREQ packet. Node 8 will receive
the packet and has path to destination 7. However, it fails
unicast its RREP to node 2 because of unidirectional link.
As receiving a duplicated RREQ packet is ignored, then

Figure 3: RREQ packet formate

Figure 4: RREQ packet traversing

received RREQ from node 9 is ignored in node 8. In AODV-
BlackList, rebroadcasting will continue until the destination
is found or RREQ retries limit is reached. In Figure 2,
node 8 will consider node 2 is unreachable and then inserts
node 2 in its blacklist. Therefore, when node 8 receives
any packet from node 2, it will be ignored. Source node
1 will have long path1 → 2 → 3 → 4 → 5 → 6 → 7
to reach destination 7, which 3-hop far. This long path can
degrade the reliability of network and delay data comparing
to expected path1 → 2 → 9 → 8 → 7. One of the strategy
to resolve this problem, when node 8 detects unidirectional
link to previous forwarding node of RREQ, it rebroadcasts
its RREP to its first hop neighbours. As node 9 hears
rebroadcasting of RREQ and RREP packets, it will unicast
RREP packet to node 2. This idea is similar to [2] (see more
details in related work section). However, this may create
large number of paths and increases control overheads,
which may degrade the network performance. Instead of
rebroadcasting RREP as in [2], each node (e.g., node 8)
starts caching all RREQ packets of the same source and
flood id to resolve any unidirectional links. The description
of how to detect and utilize unidirectional links are described
in below subsections.

A. How is the unidirectionality detected?

Each RREQ packet will have two more fields, see Fig-
ure 3. These two fields carry locations of last two hops
nodes, see Figure 4. When node receives RREQ packet,

1) The node calculates the distance to the forwarding
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Figure 5: SeenData Table formate

Figure 6: Incoming RREQ packet through unidirectional link

node by using locations information in RREQ packet.
currloc=(xcurr, ycurr)
lastloc=getLastLoc(Recived RREQ Packet)
Distance=

√

(xcurr − xlastloc)2 + (ycurr − ylastloc)2

2) The node calculates its transmission range. In
QualNet, the function PHYPropagationRange
calculates an estimated radio range for a given
interface.

TransmissionRangeCurrNode=
PHY PropagationRange(node, 0, FALSE )

3) The node compares its transmission range to the
distance in step1:
if (Distance> TransmissionRangeCurrNode)

link is unidirectional

else

link is bidirectional

B. How is the unidirectional link fixed?

Unidirectional link here means that the current node can
not reach the forwarding node while the forwarding node
can reach it. Instead of dropping all RREQ packets of the
same flood id and source id, the node caches the information
in RREQ packet to detects and resolve the unidirectional-
ity during the flooding of the same RREQ packet. These
information is stored in a table called ”seendata table”,

Figure 7: The triangle inequality in distance between nodes

which is similar to seenTable in AODV. seenTable is used
to avoid duplication of the same RREQ packet where it
keeps the id of source and flood number of the first incoming
RREQ packet. seendata table is used to resolve unidirec-
tionality. The formate of this table is shown in Figure 5.
Each node receives RREQ packet, detects the type of the
link. Each type of link has different process as following:
Unidirectional Link:
If the link is unidirectional (see Figure 6) then node searches
seendata table for a record, which can resolve the problem
where:

1) source id and flooding number are the same as the
current received RREQ packet. This guarantee the
freshens of nodes locations information and updates
unidirectionality situation in timely fashion within
neighbourhoods nodes.

2) The value of isUnidiLink is false, which means the
forwarded node has bidirectional link to the current
node.

3) Location value of Blast loc field of the record is
same as Location of LastNode in received RREQ
packet. In Figure 6, node 8 looks in its seendata table
for a node that can reach the forwarding node of the
current RREQ packet.

4) To avoid long path and replace unidirectional link with
only 2-hop link, node is selected based on its location
to form triangle inequality with current and forwarding
node . In other words, we prefer the situation where
the length of unidirectional link is less than the sum
of lengths of other 2 links as shown in Figure 7 where
d1 < d2+d3 anddi is the distance between node pair
of nodes.

If a record is found that satisfies above conditions then the
”forwarding node address” in seendata table is used as next
hop to the current forwarding node of the current received
RREQ packet. Otherwise, information about the RREQ
packet and unidirectionality are inserted in seendata table.
Also if the received RREQ packet has not been process yet,
then the packet will be processed after unidirectional linkis
fixed where node 9 will be the source of the packet. To utilise

250Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         263 / 453



Figure 8: Incoming RREQ packet through bidirectional link

node memory, each record that have been used to solve
unidirectionality in seendata table is deleted. Therefore, the
record about node 9 in seendata table is deleted because
it has already been used to solve the unidirectional link
between node 8 and node 2. Consequently, as this problem
has been solved, it is inefficient to insert information about
node 2 in seendata table.

Bidirectional Link:

If the link between forwarding node of the current re-
ceived RREQ packet is bidirectional (see Figure 8) then
information of this packet is used to solve any unidirectional
link in seen data table if:

1) Conditions 1 and 4 are satisfied as above described.
2) The value of isUnidiLink is true, which means the

forwarded node has unidirectional link to the current
node.

3) Location value of lastloc of the record is same as
location of B Last Node in received RREQ packet. In
Figure 8, node 8 looks for a node where the forwarding
node of the current RREQ packet can reach it while
node 8 can’t.

If a record is found that satisfies above conditions then the
address of current forwarding node is used as next hop to the
forwarded node of the recorded packet. In Figure 8, node
9 will be the next hop to node 2. Otherwise, information
about the RREQ packet and bidirectionality are inserted in
seendata table to be used to solve any incoming unidirec-
tional link. To utilise node memory, each record of the unidi-
rectionality that has been solved seendata table is deleted.
Therefore, the record about node 2 in seendata table is
deleted. Each node receives second flood of the same RREQ
packet will delete all records about the first flood in the
seendata table.

IV. SIMULATION MODELS

The performance of LBU for unidirectional link is com-
pared to BlackList and RTS/CTS strategy. AODV[8] and
OTRP[10] are used as routing protocols. OTRP combines
the idea of hop-by-hop routing such as AODV with an effi-
cient route discovery algorithm called Tree-based Optimized
Flooding (TOF) to improve scalability of Ad hoc networks
when there is no previous knowledge about the destination.
To achieve this in OTRP, route discovery overheads are
minimized by selectively flooding the network through a
limited set of nodes, referred to as branching-nodes. Those
protocols have been simulated using the QualNet4.5 pack-
age. The simulations ran for 200s with 100 different values
of seeds. Nodes density of 100 were randomly distributed on
1500 x 1500 grids. Random way point was used as mobility
model with five different values of pause times that were
0s, 50s, 100s, 150s, and 200s. Speeds of the nodes were
varied from 0 to 20 m/s. The simulated protocols have been
evaluated with 10 data traffic flows. Constant Bite Rate
(CBR) was used to generate data traffic at 4 packets per
second. Each packet was 512 bytes. IEEE 802.11b was used
as MAC protocol with constant transmission bandwidth of
2Mbps. The strategy has been evaluated in homogeneous
and heterogeneous MANET where transmission power of
all node was 15dbm in homogeneous MANET. In heteroge-
neous MANET, there are two different types of nodes where
50% of nodes have transmission powers as 15dbm and other
50% has transmission powers as 10dbm. Packet Delivery
Ratio (PDR), End-to-End Delay, and Normalized Control
Overhead (NCO) were used as performance metrics of each
protocol. In addition, we introduce new metric called Retried
Ratio (Ret Ratio), which is ratio of the number of RREQ
packets retried to the number of RREQ packets initiated.
This ratio calculates the number of RREQ retries that has
been consumed to find routes. As this ratio is high indicating
that more RREQ retries have been consumed to find path to
destination. Confidence interval of 95% is used to scale the
data.

V. RESULTS

LBU is applied on top of AODV and OTRP where Black-
list and RTS/CTS are disabled, see (Figure 9- Figure 10).

The problem of the unidirectionality affects routing pro-
cess of on demand routing protocols, where the forwarding
node of the RREQ may have unidirectional links to its
neighbours nodes. In other words, rebroadcasting nodes
stores incorrect information about the first hop, which is un-
reachable because of unidirectionality. Consequently, source
node does not received RREP packet and then the route may
not found. This will increase the number of route discovery
occurrences and consequently increases RetRatio.

Blacklist RTS/CTS strategy with AODV and OTRP
detect unidirectional links after it occurs then avoids
unidirectional links without solving. This strategy may

251Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         264 / 453



 0.05

 0.06

 0.07

 0.08

 0.09

 0.1

 0.11

 0.12

 0.13

-50  0  50  100  150  200  250

D
el

ay
(S

ec
on

ds
)

Pause Time(s)

Average End-To-End-Delay  of AODV with 100 nodes, 1500 X 1500 grids  and 10 traffic flows

 AODV_BidirL_BlackList_RTS/CTS_100
 AODV_BidirL_LBU_100

 AODV_UnidirL_BlackList_RTS/CTS_100
 AODV_UnidirL_LBU_100

(a) Delay

 76

 78

 80

 82

 84

 86

 88

 90

 92

 94

-50  0  50  100  150  200  250

P
D

R
(P

er
ce

nt
ag

e)

Pause Time(s)

Packet Delivery Ratio  of AODV with 100 nodes, 1500 X 1500 grids  and 10 traffic flows

 AODV_BidirL_BlackList_RTS/CTS_100
 AODV_BidirL_LBU_100

 AODV_UnidirL_BlackList_RTS/CTS_100
 AODV_UnidirL_LBU_100

(b) PDR

 1

 1.5

 2

 2.5

 3

 3.5

 4

-50  0  50  100  150  200  250

N
C

O
(P

ac
ke

ts
)

Pause Time(s)

Normalised Control Overhead of AODV with 100 nodes, 1500 X 1500 grids  and 10 traffic flows

 AODV_BidirL_BlackList_RTS/CTS_100
 AODV_BidirL_LBU_100

 AODV_UnidirL_BlackList_RTS/CTS_100
 AODV_UnidirL_LBU_100

(c) OH

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

-50  0  50  100  150  200  250

R
at

io
(P

ac
ke

ts
)

Pause Time(s)

The ratio Retried/Initiated RREQ packets of AODV with 100 nodes, 1500 X 1500 grids  and 10 traffic flows

 AODV_BidirL_BlackList_RTS/CTS_100
 AODV_BidirL_LBU_100

 AODV_UnidirL_BlackList_RTS/CTS_100
 AODV_UnidirL_LBU_100

(d) Ret
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rectional and unidirectional links with OTRP and 100 nodes
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work with homogeneous MANET where nodes have similar
transmission power and the occurrence of unidirectionality
is low. However, LBU outperforms BlacklistRTS/CTS
strategy in term of PDR and NCO under both unidirectional
and bidirectional links, see(Figure 9(b-c) and Figure 10(b-
c)). This is because LBU strategy supports AODV and
OTRP by filtering incoming RREQ packets where not
all incoming packets are processed. In other words,
incorrect information about first hop neighbours is avoided
using LBU. Moreover, our strategy provides sufficient
routing information about 2-hop neighbours by solving
unidirectional links. In homogeneous MANET where
bidirectional links are assumed to exist between any
pair of nodes, LBU performs more efficiently than
Blacklist RTS/CTS. AODV LBU increases PDR by 2%
and (see Figure 9(b)) while OTRPLBU increases PDR by
10% (see Figure 10(b)). Although locations of last 2 hops
are attached with RREQ packet in LBU, NCO is improved
comparing to BlacklistRTS/CTS as shown in Figure 9(c)
and Figure 10(c) where AODVLBU and OTRPLBU
reduces NCO by 0.8. However, delay with LBU is higher
than Blacklist RTS/CTS for both protocols where the
number of unidirectional link is low under bidirectional
links, as shown in (Figure 9(a) and Figure 10(a)) . This is
because if unidirectional link is exist between forwarding
node and its relay, this will reduce rebroadcasting area,
which may increase RetRatio and then consequently
increases delay as shown in Figure 9(d) and Figure 10(d).
However, detecting unidirectional links and resolving it
immediately can guarantee a reliable path to route data,
which explains the improvement in PDR and NCO. In
heterogeneous MANET, nodes with different transmission
are exist. Therefore, high percentage of unidirectional
links occur. In both protocols, LBU resolves this problem
without any increasing of NCO or delay comparing to
Blacklist RTS/CTS strategy or other strategies as you
can see in Figure 9 and Figure 10. This is because
LBU detects and immediately resolves any unidirectional
links that may occur in the first RREQRETRIAL (see
Figure 9-(d) and Figure 10-(d)) comparing to Blacklist
strategy where unidirectional links are avoided and some
nodes are blocked. Therefore, AODVBlacklist RTS/CTS
and OTRPBlacklist RTS/CTS consume nearly 2 and 3
respectively out of 3 RREQRETRIALS to find bidirectional
paths to route the data. This will increase delay as shown in
Figure 10(a). Unlike AODV, the number of rebroadcasting
nodes is eliminated in OTRP, which reduce rebroadcasting
area and hence OTRP requires more RREQRETRIAL.
Therefore, generally the delay with OTRP is sightly
higher than AODV but OTRPLBU has constant delay. As
RTS/CTS is used too, BlacklistRTS/CTS consequently
increase NCO by 1.5 and decrease PDR by at least 6%
as in Figure 9-(b and c) and Figure 10-(b and c) respectively.

VI. CONCLUSION

In this paper, LBU is proposed to resolve unidirectional
link in MANET. Instead of dropping duplicated RREQ
packet, each incoming RREQ packet is used to filter routing
information of neighbours under unidirectionality. LBU and
Blacklist RTS/CTS are applied on top of AODV and OTRP.
LBU outperforms Blacklist with RTS/CTS strategies under
homogeneous and heterogeneous MANET in term of PDR
and NCO, and without increasing delay.
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Abstract—The achievable performance of a multi-antenna
communication system relies on the amount of information
describing the channel available at the transmitter and at
the receiver. In this paper, we propose different criteria for
selecting the optimal precoding matrix from the codebook, in
a limited feedback spatial multiplexing system. The distortion
function considered to design the codebook aims to maximize the
minimum Euclidean distance between signal points at the receiver
side. The proposed approaches are compared considering the bit
error rate performance, under the constraint of preserving the
same rate on the feedback channel. Since the signal adaptation
must be performed in real-time, the computational complexity
involved in performing the selection is also evaluated for each
method. The simulation results show that the proposed solutions
are promising methods for quantization, as they ensure very small
loss compared to the ideal case.

Index Terms—channel state information; limited feedback;
MIMO precoders; precoder selection.

I. INTRODUCTION

Exploiting propagation diversity, by using multiple anten-
nas at the transmitter and receiver, promises high-capacity
and high-quality wireless communication links. In most of
the multiple-input multiple-output (MIMO) applications, the
channel state information (CSI) at the receiver is needed to
perform the equalization and the detection tasks; furthermore,
it is known that some degrees of channel knowledge at the
transmitter can further boost the system performance through
a channel-aware precoding operation of the data streams.

Assuming perfect CSI is available at the transmitter side,
different solutions, that optimize pertinent criteria, were pro-
posed in the literature: minimum mean square error (MMSE)
[1], signal-to-noise (SNR) maximization at the receiver side
(max-SNR) [2], capacity maximization [3] or maximization
of the received minimal symbol vector distance (max−dmin)
[4]. The limitation of these methods is the fact that obtaining
accurate CSI at the transmitter (CSIT) requires to assign a
substantial amount of resources on the feedback channel,
which may reduce the efficiency of the communication system.

In order to meet the bandwidth requirements on the feed-
back channel, an efficient quantization of the CSI is mandatory.
In [5], Love et al. present a general overview of feedback
quantization in various transmitter adaptation schemes. Among
these, the quantization of the beamforming vector leads to a
significant advancement in feedback techniques. The solution
in [6] assumes that the receiver chooses the precoding matrix
from a finite cardinality codebook, designed off-line and
known at both sides of the wireless communication link.
The challenges associated with this quantization scheme are
the design of the codebook and the criterion to select the
optimal precoding matrix from the codebook. The framework
used for the limited feedback beamforming is related to the
Grassmann sub-space packing problem, approach that was
shown to ensure the outage minimization, the SNR and the
rate maximization.

Based on these insights, in [7], we have made the first
steps for the design of a new quantization scheme for the
max−dmin precoder. The reason why we have opt for the
max−dmin precoder is the fact that, under the assumption of
perfect CSI, it achieves good performance in terms of bit error
rate (BER), providing a significant gain of SNR compared to
others precoders [8]. For the quantized feedback, the codebook
design method and the selection of the optimal precoding ma-
trix are based on the maximization of the minimum Euclidean
distance. The proposed method seams to give good results in
MIMO systems with two transmit antennas.

In this paper, based on the codebook designed in [7], we
propose different functions for the selection of the optimal pre-
coding matrix from the codebook, for a maximum likelihood
(ML) detection. We present results obtained by evaluating the
BER in a (2,2) MIMO system, while taking into account
the feedback rate and the computational complexity of the
proposed solutions.

The remainder of the paper is structured as follows. In
Section II, the system model and the max−dmin precoder are
presented. Section III introduces the codebook design method.
In Section IV, different selection criteria are presented and

254Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         267 / 453



evaluated , considering the same rate on the feedback channel.
Section V resumes the conclusions and states the future work.

II. SYSTEM MODEL AND THE max−dmin PRECODER

We consider a MIMO system with nT transmit and nR
receive antennas operating over an i.i.d. Rayleigh flat-fading
channel and b independent data streams are to be transmitted
(b ≤ min(nT , nR)). Assuming perfect knowledge of the
channel state information at both sides of the wireless link,
a precoder and a decoder matrices, F(nT ×b) and G(b×nR),
can be designed, so that the basic system model is:

y = GHFs+Gn (1)

where H is the nR × nT channel matrix, s is the b × 1
vector of transmitted symbols and n is the nR × 1 additive
white Gaussian noise (AWGN) vector.

By using the following decomposition F = FvFd and G =
GvGd, the input-output relation (1) can be rewritten as:

y = GdHvFds+Gdnv (2)

where Hv = GvHFv = diag(σ1, ..., σb) is the b× b eigen-
mode channel matrix, with σi representing each sub-channel
gain, in a decreasing order; nv = Gvn is the b × 1 additive
noise vector on the channel eigen-mode; the unitary matrices
Fv and Gv are chosen so as to diagonalize the channel and
to reduce the dimension to b.

As only the ML detection is considered at the reception,
the decoder Gd has no impact on the performance and it is
considered to be Gd = Ib, where Ib is the b×b identity matrix.
Regarding the transmit precoder, the optimization under the
max−dmin criterion gives the matrix Fd:

Fd = argmax
Fd

min
sk,sl∈C b,sk ̸=sl

||HvFd(sk − sl)|| (3)

where sl and sk are 2 symbols vectors whose entries are
elements of the received constellation C .

The solution of (3) is difficult since it involves the computa-
tion of the minimum distance. A very exploitable solution was
given in [4] for two independent data streams, b = 2 and a 4-
QAM, with a spectral efficiency of η = 4bits/s/Hz. If we con-
sider the 2-dimensional virtual channel Hv = diag(σ1, σ2),
it can be totally defined by two parameters: a positive real
parameter ρ =

√
σ2
1 + σ2

2 which is the channel gain and
γ = arctan(σ2/σ1) the channel angle, π/4 ≥ γ > 0.

The precoding solution is SNR-independent and is based on
the value of the channel angle:

• if 0 ≤ γ ≤ γ0

F dmin

d = Fr1 =
√
ET

[√
3+

√
3

6

√
3−

√
3

6 e
iπ
12

0 0

]
(4)

• if γ0 ≤ γ ≤ π/4

F dmin

d = Focta =√
ET

2

[
cosψ 0
0 sinψ

] [
1 e

iπ
4

−1 e
iπ
4

]
(5)

where ψ = arctan
√
2−1

cos γ is related to the power allocation

and γ0 = arctan
√

3
√
3−2

√
6+2

√
2−3

3
√
3−2

√
6+1

≃ 17.280 is a constant
threshold, computed by considering that the two forms of the
precoder provide the same dmin.

A power constraint has to be satisfied, the average transmit
power being limited to ET , so trace(FdF

∗
d) = ET .

III. CODEBOOK DESIGN BASED ON CHANNEL STATISTICS

The approach is related to the Grassmannian line packing
technique, presented in [6], for the design of the beamforming
codebook Fv={F̃v1 , ..., F̃vN }, where N is the cardinality of
the codebook and n = log2N is the number of feedback
bits. The method used for the design of Fv can be applied
only for an uncorrelated Rayleigh fading channel and it is
independent on the channel realization and on the number of
receive antennas. In order to eliminate these limitations, in
[7] we have presented a new limited feedback scheme that
involves the quantization of the max−dmin precoder. The
codebook is empirically design from simulation, as presented
in what follows.

Design criterion: Using a sufficiently large number of
channel realizations, for each element F̃vi from Fv, i = 1 :N,
we determine Fd that maximizes dmin:

argmax
Fd

min
sk,sl∈C b,sk ̸=sl

||GvHF̃viFd(sk − sl)|| (6)

The product given by each pair (F̃vi ,Fd) represents an
entry in the new codebook F={F̃1, ..., F̃N}. The elements are
dependent on the configuration of the MIMO system thanks
to the design of the max−dmin precoder. For certain channel
realizations, meaning values of the channel angle γ above
the threshold γ0, the new entries are also dependent on the
matrix describing the MIMO channel. Since the parameter
that connects the matrix H and the quantized values of the
precoder is the channel angle, to each element in F we
associate a value of γ related to the Fd precoding matrix. All
the quantized values of γ are contained in a second codebook
A = {γ̃1, ..., γ̃N}.

IV. SELECTION CRITERIA

In this section, we are providing different design approaches
for the selection of the optimal precoding matrix from the
codebook. Numerical results are presented assuming a (2,2)
MIMO system, over which two independent data streams are
transmitted and a 4-QAM modulation.
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Figure 1: Performance of the dmin criterion dependent on the
number of feedback bits

A. dmin selection

The selection criterion maximizes the minimum Euclidean
distance between signal points on the received constellation.
For the given codebook F , the receiver encodes as follows:

argmax
F̃

min
sk,sl∈C b,sk ̸=sl

||GvHF̃i(sk − sl)|| (7)

In Figure 1 are depicted the BER results for the proposed
limited feedback scheme. The results for the perfect feedback
are also plotted for comparison. For a BER of 10−4 and
considering 7 feedback bits, the loss relatively to the ideal
case is 0.7 dB. Reducing the feedback rate at 3 bits leads to
a significant degradation of the BER performance, of about 2
dB, which is considered to be unacceptable.

The selection provides good performance with a sufficient
number of feedback bits, but the computation of dmin depends
on both the modulation’s order and on the channel’s statistics.
Moreover, in equation (7) it is necessary to consider all
possible error vectors in searching for the optimal precoding
matrix. In [4] it was shown that for a 4-QAM modulation there
is a number of 14 difference vectors that must be considered,
but it increases significantly with the modulation’s order. Since
the selection of the precoder must be performed in real-
time, it is necessary to reduce the computational complexity.
In what follows, we will consider other selection functions
mainly based on the parameters involved in the singular value
decomposition (SVD) of the channel matrix.

B. Angle selection

The channel angle is a parameter that can be used to relate
the current channel realization with the codebook entries. The
new criterion is based on the channel angle and it is intended
to minimize the difference between the actual channel angle
γ, and the quantized values γ̃i, from the dictionary A. The
function returns the index k of the selected codebook entry,
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Selection dmin - 3 bits
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Figure 2: Performance of the dmin and the angle selection
criteria dependent on the number of feedback bits

that will be used to determine the precoding matrix F̃k from
the associated codebook F .

k = min
i=1:N

|γ − γ̃i| (8)

One advantage of the criterion is the fact that it avoids
the computation of the minimum distance, but it requires the
diagonalization of the channel matrix. Since traditional SVD
algorithms involve costly arithmetic operations [9], increased
efficiency can be obtained by making use of hardware oriented
arithmetic techniques, based on the CORDIC (COrdinate
Rotation Digital Computer) arithmetic [10].

The simulation results depicted in Figure 2 show a signif-
icant performance degradation, in terms of BER, when the
angle selection is applied. Based on the codebook construction,
we assumed that the BER depreciation is caused by values of
γ ≤ γ0. The next step was to determine to what extent these
values influence the BER. So, using a set of 105 samples of
the channel matrix, we estimated the cumulative distribution
function (cdf) for a (2,2) MIMO system. From the results in
Figure 3, the probability that the channel angle is bellow the
threshold is P (γ ≤ γ0) ≃ 0.44 This means that, in almost half
of the cases so there is no connection between the codebook
entries and the actual channel realization, so for this region,
the quantization scheme is inefficient.Moreover, in this case,
the higher the number of codebook entries, the lower is the
BER performance since the quantized values of the precoder
are independent on the channel matrix.

In order to highlight the influence of the max−dmin pre-
coder forms on the system’s performance, we partition the
channel space based on the values of the channel angle. In
Figure 4, the BER plots are computed separately, considering
either channel matrices with γ ≤ γ0, or with γ ≥ γ0 and
a feedback rate of 3 bits. The optimal BER values, for the
same channel statistics, are also plotted for comparison. The
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Figure 4: Performance of the angle selection criterion based
on the value of the channel angle - 3 feedback bits

results lend credence to our observation that the angle based
selection is to be used only for channel matrices with γ above
the threshold.

C. Hybrid selection

Based on the results obtained with the previous two selec-
tion criteria, we propose a new function that combines them,
depending on the value of the channel angle. So, for values
of the channel angle bellow the threshold the dmin criterion
is used to select the optimum precoder from the codebook,
while for values of the channel angle above the threshold, the
selection is based on γ.

The results obtained with the hybrid selection are depicted
in Figure 5. It can be observed that, with a 3-bits feedback
rate, the performance is comparable with the one obtained
with the dmin criterion and the same number of bits on
the feedback channel. In what concerns the complexity, the
channel diagonalization is needed, but for more than half of
the scenarios the dmin computation is avoided.
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Figure 5: Performance of the hybrid and the dmin selection
criteria

D. max−σ1 selection

In the hybrid selection, we focus on channel matrices with
the angle above the threshold. In what follows, we propose
a selection criteria that takes into account also the channel
matrices corresponding to the Fr1 form of the max−dmin

precoder. Since the P (γ ≤ γ0) ≃ 0.44 it means that in almost
half of the channel realization the precoder uses only the
first virtual sub-channel to transmit the data symbols. Based
on this observation, we propose a quantization scheme that
emphasizes the use of the first singular value.

The same approach as in Section III is considered for the
codebook generation, but the criterion is intended to maximize
the first singular value max−σ1 from the virtual channel
matrix given by:

σ1(argmax
Fd

(GvHF̃viFd)) (9)

Regarding the selection of the optimal precoder from the
codebook, the same criterion that maximizes the first singular
value σ1 is applied. Compared to the dmin criterion, the new
function does not require considering the difference vectors
set involved in the computation of the minimum distance. The
BER results are depicted in Figure 6. For a BER of 10−4,
with a 7 bits feedback rate, the loss relative to the dmin based
quantization scheme is around 0.6 dB. The rate reduction at
3 feedback bits adds no extra SNR loss.

In the attempt to reduce the complexity due to the com-
putation of the minimum distance, while keeping a low rate
on the feedback channel, we have introduced different alter-
native methods for selecting the optimal precoder from the
codebook. The new functions are related to the design of the
max−dmin precoder and are dependent on the singular value
decomposition of the channel matrix. For channel realizations
characterized by a value of the channel angle higher than the
threshold we have proposed a solution based on γ. Another
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criteria

solution relies on emphasising the use of the first sub-channel
from the virtual channel matrix to transmit the data.

The proposed distortion functions ensure wireless connec-
tions with different performance in terms of reliability, de-
pending also on the number of feedback bits. When choosing
a certain selection method one must take into account the
complexity of the involved computations. It must be stated that
for larger MIMO systems is even more important to consider
the complexity.

V. CONCLUSION

In this paper, we propose a quantization scheme for uncor-
related Rayleigh fading channels, applied to the max−dmin

precoder. The codebook design method and the selection of
the optimal precoder from the codebook are based on the
maximization of the minimum Euclidean distance on the
received constellation. If the two forms of the max−dmin

precoder are considered in the development of the quantization
scheme, the simulation results have shown that, with a reduced
feedback rate, 3 bits, the method ensures a very small loss
compared to the ideal case.
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Abstract—With the rapid rising of the number of cellular 

phone users, accessing the Internet via handset devices is 

becoming a standard configuration in terms of network 

activities and people’s daily life, resulting in an ever-increasing 

usage of the Mobile Internet. Yet, there were little knowing 

about how users’ behavior on Mobile Internet is. Considering 

most Mobile Internet users satisfy browsing, the browsing 

traffic is focused in this paper. Through studying on users’ 

browsing behavior on Mobile Internet with an extended On-

Off model to understand generation mechanism of browsing 

traffic, this paper proposed a browsing traffic model in which 

such results as self-similarity of traffic volume and following 

Pareto and Weibull distribution of File Size, View Time and 

WAP Gateway Response Time were found out by investigating 

real data sets. This paper launches a primary research on 
traffic model for Mobile Internet browsing behavior. 

Keywords-Mobile Internet;User behavior;Browsing Traffic 

Model;K-S test 

I. INTRODUCTION 

Mobile Internet has become a profitable and promising 
business. According to CNNIC‟s (China Network Information 

Center) report [1], there were about 35,558 netizens 
investigated had Mobile Internet surfing experience with 
mobile phone in 2011, while 11,760 in 2008 which have 
increased about 3 times in these years. The report also shows 
that 62.1% and 60.9% Mobile Internet netizens habitually 

use news and search service [1]，respectively, which means 
that browsing traffic is the main stream of Mobile Internet 
traffic now in China. 

However, there were few studies on user behaviors on 
Mobile Internet while such throne market. Some previous 
researches [2] [3] [4] [5] focused on WAP-based (Wireless 
Application Protocol) mobile network behaviors. The model 
of the WAP traffic generated by requesting web pages that 
reply with Wireless Makeup Language (WML) files in 
General Packet Radio Service (GPRS) network was studied. 
Varga et al. [2] provided a traffic model based on long-term, 
live measurements, and observations to estimate the user 
behavior and the workload in GPRS network. Irene C. Y. Ma 
et al. [3] constructed a model of WAP traffic based on a 
number of user scenarios to study the characteristics of the 
WAP traffic. Toshihiko Yamakami [4,5] studied user 
behaviors on mobile Internet in Japan. By examining the 
long-term mobile Internet user transaction logs, he analyzed 
the long-term usage pattern to study the notion of user “age” 
(the length of user experience [4]) and explored regularity 

measures to track user behaviors based on an ad-hoc 
assumption that the user loyalty relates to the web visit 
regularity [5]. In some newest research on Mobile Internet  
traffic, Lymberopoulos et al. [20] proposed to use a machine 
learning approach based on stochastic gradient boosting 
techniques to efficiently model the signature of Mobile 
Internet users whose web access traces were analyzed. Chuan 

Xu et al. proposed a new method of measuring the similarity 
of daily clicks distribution by Pearson Correlated Coefficient 
and introduced various means to describe the heterogeneity 
of clicks distribution both in users and in websites [21]. 
Some interesting results (like users‟ obeying 20/80 rule) 
were found in [20][21]. 

Being a basic theoretical issue, the research of traffic 
model is valuable for WAP/Web site owners and network 
operators and also useful in study on future network. Most 
users of Mobile Internet, as page browsers, are satisfied with 
viewing page such as news and search. Thus, browsing 
traffic (or HTTP traffic) is the dominating traffic of Mobile 
Internet. This paper aims to build a traffic model of page 
browsing for describing the browsing traffic behaviors on 
Mobile Internet. The contributions of this paper are 
summarized as follows: 

 An extended On-Off model is used to help 
understanding the mechanism of traffic generation of 
page browsing behavior on Mobile Internet. Traffic 
Volume, File Size, View Time and WAP Gateway 
Response Time were determined to describe the 
traffic model of page browsing behaviors. 

 We analyzed the parameters of model through a real 
data set from methods such as Hurst coefficient [12] 
and K-S test [2]. 

This paper is organized as follow: We constructed a 
browsing traffic model in Section II. In Section III, data sets 
obtained in two years is presented. With these data sets, we 
worked out the analysis of the browsing traffic model by 
Hurst coefficient and K-S test with data we contained in 
Section IV. Finally, this paper is concluded in Section V. 

II. MODEL CONSTRUCTION 

A. Communication Mode 

In user‟s browsing behavior on Mobile Internet, there are 
three kinds of communication entries involved. They are user, 
gateway and WAP/Web server as shown in Figure 1. On the 
Mobile Internet, the requests of users have to be transpond 
by the gateway before arriving servers. The same thing 
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happens to the responses from server. Users‟ browsing pages 
of WAP site or Web site cause their sending two kinds of 
requests to servers: WAP browsing refers to the browsing 
demands for the hypertext pages that respond with the WML 
language following the WAP suite. Web browsing refers to 
the browsing demands for the PC-based pages to Web 
servers but through mobile terminals. Yet either the requests 
of WAP browsing or Web browsing should get through 
gateway on Mobile Internet. Thus, the traffic of Mobile 
Internet has to go through the gateway [2].  
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Fig. 1. Communication Mode. 

 
Being in such a special network structure, the traffic 

behaviors on Mobile Internet are different from that of PC-
based Internet. 

B. Extended On-Off Model 

The On-Off model is introduced in many researches of 
network traffic [6] [7] [19]. In analyzing the user traffic 
behaviors, each user is recognized as an On-Off source in 
which On-State represents traffic generating process and 
Off-State represents silent period. 
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Fig. 2. The Extended On-Off Model. 

 
To explain how the page browsing traffic is generated on 

Mobile Internet, we extend the On-Off model by adding 
details from the WAP gateway and WAP/Web server as 
shown in Figure 2. When a user launches a session, the WAP 
gateway and WAP/Web server should be ready for serving. 
It is explicit that user‟s behavior still can be recognized as 
two states, On-State for requesting hypertext page started by 
clicking which generates traffic and Off-State for reading. 
Consequently, WAP gateway and WAP/Web server would 
be on On-State for handling requests and sending responses 
back and Off-State for waiting for serving.  

C. Browsing Traffic Model 

As stated in previous section, the mechanism of traffic 
generation of page browsing for the traffic situation depends 
on the way users switch between On-State and Off-State and 
network structure. To study browsing traffic we need to 
answer such questions like how often the user clicks pages, 
how the pages traffic volume is and how the delay of Mobile 
Internet network is. Thus we consider 4 factors influencing 
page browsing traffic which are  

 Traffic Volume (TV);  

 File Size (FS), including main object size (MS) and 
embedded object size (ES); 

 Viewing Time (VT);  

 WAP Gateway Response Time (GRT). 
Traffic Volume can directly descript the traffic situation. 

File Size indicates the traffic volume generated by browsing 
the traffic of which is also the main traffic of the network. 
Viewing Time denotes the user reading and clicking 
frequency. Moreover, WAP Gateway Response Time show 
how the WAP gateway affects browsing time consumption 
which is the very procedure delaying the traffic transmission. 

With these 4 factors, we primarily establish the browsing 
traffic model on Mobile Internet. In the rest of this paper, we 
investigated this model by real data sets. 

III. DATA SETS 

The dataset in this paper is obtained from the log files of 
a WAP gateway which belongs to China Telecom. These 
WAP gateway logs record all the information of Mobile 
Internet users‟ online activities for one week from Apr. 5, 
2010 to Apr. 11, 2010, and the other week from Apr. 4, 2011 
to Apr. 10, 2011. Each record in the log files contains request 
and response information including Time, Destination 
Domain, URL, Client IP Address, User Agent, etc.  

A basic statistics of these data sets is shown in table, as 
appendix. The change proportion of WAP traffic and Web 
traffic can roughly label the change of mobile terminal 
performance for users tend to abandon WAP page with high-
performance terminal which also reflects the change of user 
behavior pattern. 
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Here, base on the data obtained, we would like to study 
data characteristics by statistically analyzing. As shown in 
Figure 3, we worked out the total number of users, clicks and 
total flow traffic of the data of the two weeks which have 
increased about 4 to 8 times in these two years. We can infer 
that the WAP gateway burdens a higher workload at 2011 
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comparing 2010, indicating the exploding growing of Mobile 
Internet.  

With the overview of our data sets shown above, we can 
get an outline about the development of Mobile Internet. 
However further study is still necessary for practical 
purposes. 

IV. ANALYSIS OF MODEL 

A. Traffic Volume 

Traffic Volume (TV) is an indicator to simply describe 
traffic situation of network. Self-similarity is an important 
characteristic of Traffic Volume as mentioned in [7]. Thus at 
the beginning, we analyze the elementary daily Mobile 
Internet traffic pattern to find the law of user behavior by 
investigating self-similarity of Traffic Volume. However, the 
traffic analyzed is from macroscopic view, the analysis bases 
on statistic.  

Here are the traffic distributions on statistic for a week in 
Figure 4. The daily Mobile Internet service condition could 
easily show the daily user behavior as users browse in day-
time and sleep at night. The traffic is high in the daytime 
because people are active while the traffic stays low after 
about two hours in the early morning because most of people 
fall asleep. The relations between traffic of different days are 
not clear. Yet, we can think over the self-similarity of the 
Traffic Volume. 
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Fig. 4. Traffic Distributions for a Week. 
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Fig. 5. Sample Aggregation Plot for Mobile Internet Traffic 

 
The self-similarity of network traffic has been proven in 

many studies [8][9]. The studies on WAP traffic, for the 
most part, base on simulated WAP traffic or small data set of 
real trace which only comprise of pure WAP traffic [10][11]. 
The paper give a self-similarity study based on the data from 
a large scale data set of real trace of mobile Internet, which 
not only contains the WAP traffic but also the traffic 
generated by the connecting between the mobile terminals 
and Internet.  

Mobile Internet traffic was aggregated into various time 
frames to roughly be observed self-similarity. For 27 
consecutive hours of monitored mobile Internet from April 
2010 trace, Figure 5 shows a sequence of simple plots of 
requests which counts for 3 different time frames, each 
subsequent plot is included in the previous one by increasing 
the time resolution by a factor of 10 on a random subinterval. 

Intuitively, the curves of days in Figure 5 are „similar‟ to 
one anther. To prove the self-similarity of daily mobile 
Internet traffic, R/S algorithm is used to calculate the Hurst 
coefficient of daily traffic.  

Let 
1 2 3{ , , ,..., }LX X X X X  be a time series with length L, 

where the length of each series =10 sec. in the calculation. X 
is partitioned to be d subsequences with length n obviously, 
if the value n is definite, there would be L d n  . The R/S 
algorithm computes the Hurst coefficient according to [12].  

 
Table I. Hurst Coefficient Distribution for the Week of 2010. 

Date Num. of 

time series 

Scale of 

partition 

Num. of fit 

points 

Hurst 

5 Apr. 7801 2~3900 2603 0.7984 

6 Apr. 7788 2~3894 2598 0.8063 

7 Apr. 7805 3~3902 1954 0.7968 

8 Apr. 7797 3~3898 1952 0.8114 

9 Apr. 7804 3~3902 1954 0.8200 

10 Apr. 7748 2~3874 2585 0.7992 

11 Apr. 7759 2~3879 2589 0.8038 

5-11 Apr 54498 3~27249 13631 0.8169 

 
Hurst found that many time series could be well 

represented by the relation ( / ) ~ H

nR S cn , taking the logarithm 

of both side: log( / ) log lognR S c H n  , where c is a 

constant. The data fitting method is used after plotting 

log( / )nR S  versus log n . The degree of self-similarity is 

given by H, which is the slope of line of fit above. 
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Fig. 6.The Result of R/S for a Week 
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In this experiment, Mobile Internet traffic was collected 
consecutively for a week, and the time series was partitioned 
according to 10 sec. We separately give the results under two 
different time scales, days and weeks, shown in the table I 
and the result of R/S for a week is shown in Figure 6. 

The parameters of Hurst in Table I are all around 0.8, 
where a value above 0.5 indicates self-similarity. This 
compares to the Hurst parameters in the range between 0.76 
and 0.83 exhibited by the actual traces captured from web 
browsing activity [13]. We believe that Mobile Internet in 
China now being in the preliminary stage, its properties on 
traffic and some other aspects may be similar with that of 
PC-based Internet traffic in the early stage. 

B. File Size  

Though the study on TV above provides the outline of 
the traffic model, we still need some more details about it. 
Through the On-Off model, we can understand how a page is 
generated. Main object, the response to user‟s clicking, 
constitutes the page associating with embedded object. As 
embedded object is requested by browser acting differently 
from user‟s clicking, it is necessary to study their traffic 
pattern respectively. File Size which refers to the size of 
page objects (such as html, flv and gif) from server is the 
source of browsing traffic. The investigation to MS and ES 
can clarify the detail of page browsing behavior.  

We can easily obtain File Size by extracting information 
of DOWNLINK_CONTENT_LENGTH domain of each 
record in the data set. We distinguish main object record 
with embedded object record by  the analysis of URL 
domain and Content_Type domain which are recording the 
URL (Uniform Resource Locator) and type of resource (text, 
img et) of the object. The two kinds of objects and the results 
are shown in the Figure 7. 
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Fig. 7 (a) CDF of MS. 
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Fig. 7 (b). CDF of ES 

Fig. 7. CDF of FS. 

 

Having obtained the CDFs (Cumulative Distribution 
Function) of File Size, we perform the K-S test on them 
whose results are also shown in Figure 7 and Table II. In our 
testing, the samples of our data set follow the Pareto 
distribution. In Figure 7, we can find that the curves of 
empirical data fit theoretical curves perfectly. The result 
comes as the same as [14]. In Table II, the parameters of the 
fitting Pareto curves are shown. 

 
Table II. K-S test to FS 

 Parameter of 

Fitted Distr. 
Dn 

Pareto Pareto Norm. Exp. Weibull Loglgst. 

MS 
k=0.13 

λ =70 
0.0353 0.4487 0.1813 0.5524 1 

ES 
k=1.21 

λ =3 
0.0747 0.6427 0.1534 0.8663 1 

 
In Figure 7(a), the curve rises directly at about [80,120] 

which means most MS ranges between 80 to 120 byte. As 
the main object often carries the information the users going 
to read, we deem the trend of MS reflects the fact that one 
page usually provides few information for user on Mobile 
Internet. This is a normal phenomenon for the small screen 
of the terminal and specially arrangement of the WAP/Web 
site owners. The same trend also happens in Figure 7(b) 
plotting the curve of ES CDF. The ES concentrate on the 
range between 50 bytes to 200 bytes. It actually can be easily 
inferred by considering the simplicity of browser and the low 
capability of terminal. Thus, we believe the Pareto 
distribution is appropriate for describing the File Size. 

C. Viewing Time 

The Viewing Time (VT) denotes the timespan that a user 
browses a web page. The exact Viewing Time actually is 
difficult to count because we cannot trace the time that the 
user finishes receiving the web page, so the error is 
transmission time. However, the transmission time exists in 
every user click and is transitory compared to the whole VT. 
We roughly consider the timespan between two user requests 
in a session to be the view time on mobile Internet. Now, the 
problem is how to determine each user session (it refers to 
the course from spanning users‟ opening to closing browser 
software.) because the timespans between each user session 
are contained in the timespans between two user requests. 
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Fig. 8. CDF of VT. 

 

The user session could be determined exactly by Client 
IP which is randomly assigned. We found Mobile Internet 
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system randomly assigned Client IP when user logged on 
Mobile Internet, thus through tracing user log we could 
easily abandon the timespans between user sessions. 
However, when the user left idle for a long time (idle time) 
for some reasons, this timespan was still considered as VT. 
In PC-based Internet, 79 percent of our test users always 
scanned any new page they came across; only 16 percent 
read word-by-word [15], and our trace showed that 97.9% 
users‟ VT last within 150 seconds. Thus, VT on Mobile 
Internet could not be long. So, we give a threshold 150 
seconds to determine the idle time, which means that VT 
lasts within 150 seconds while idle time last longer than it. 
According to the statistic, VT less than 10 seconds account 
for 62.85% of all VT of users; viewing time between 10 and 
20 seconds is responsible for 17.97%. The CDF of VT is 
plotted in Figure 8. 

In [16] and [17], VT follows Pareto distribution. The 

sample from our data set, through K-S test mentioned above, 

is proved to have no best fitted distribution, but the largest 

vertical distance of Pareto distribution in Figure 8 indeed 

turn out to be the minimum. It is obviously in Figure 8 that 

the curve of our sample rises relatively slower than the 

Pareto distribution. On the average Web page, users have 

time to read at most 28% of the words during an average 

visit; 20% is more likely [18]. Comparing to PC-based 
Internet, the reading habit of user on Mobile Internet is 

similar. However, because the size of screen for each mobile 

terminal is much smaller than ordinary computer screen, 

information delivered from mobile terminals is so limited 

that users are more willing to read word by word, and taking 

transmission time into consideration, the VT of mobile 

Internet users is relative longer than PC-based Internet, 

which is the reason why the curve of our sample rises 

slower than Pareto distribution. However, the details of how 

mobile Internet user read is still not clear, which will be our 

next work. We believe there is a certain reading habit rule 

for each user. 

D. Gateway Response Time 

Because of particular communication structure, the total 
response time of Mobile Internet is relatively longer than 
PC-based Internet for one request process. Firstly, the WAP 
Gateway Response Time (GRT) accounts for a significant 
part while there is no such period in PC-based Internet. 
Secondly, computing the Mobile Internet response time for 
one request need take many environmental factors such as 
weather conditions, geographic location into consideration. 
In this part, we observed the response time of the two main 
elements on Mobile Internet and explored their relations. At 
the same time, the Viewing Time from Mobile Internet will 
be made comparison with it on the PC-based Internet. 

We observed the GRT for consecutive 168 hours and 
were looking forward to find its evolution with time. For 
better observation, the GRT for 168 hours was analyzed by 
dividing all the response time into several time ranges, and 
we explored how the different requests distribute in various 
time ranges, which is shown in Table III. 

After exploring the response time in detail, we give a 
macroscopical description on GRT distribution shown in 
Figure 9. It could be predicted from Table III, which exhibits 
most of requests were processed in a certain time range. 

 
Table III. GRT to Different Objects 

Time ranges 

(millisec.) 

Num. of main 

object 

Num. of 

embedded object 

percentage 

Above 5000 4624 134 2.9% 

500~5000 208 38 18.3% 

300~500 249 14 5.6% 

100~300 7606 226 3.0% 

50~100 8488 140 1.6% 

30~50 39694 100 0.3% 

20~30 101889 318 0.3% 

10~20 969056 52111 5.4% 

5~10 6290582 2517246 40.0% 

0~5 9894219 5515933 55.7% 
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Fig. 10. K-S test to GRT. 

 
Table IV. K-S test to GRT 

 

Mean 
Std. 

Dev. 

Fitted 

Distr. 
Parameter α  

Response          

time 
6.343 95.241 \ \ 0.05 

Normal 

response time 
4.672 2.675 

Weibull 

Distr. 

λ =3 
k=2 

0.05 

 Dn 

Exp  

Distr. 

Norm. 

Distr. 

Weibull 

Distr. 

Loglgst 

Distr. 

Pareto 

Distr. 

Response          

time 
8.139 149335 7.003 26.587 3760 

Normal 

response time 
1.387 3.849 1.242 4.611 643 

 
In Table IV, the K-S test was applied to measure the data 

set of the response time and no distribution was shown to be 
well fitted. The reason, through analysis, is that most of the 
requests were processed within the “normal” response time 
while few of requests for some reasons exceeded. Therefore, 
it is obvious to notice from Figure 10 that the curve is steep 
at beginning. The normal response time mentioned above 
refers to the response time within 20 milliseconds. We found 
that the normal response time well fitted the Weibull 
distribution through K-S test with c(α)=1.358 and 
significance level of α=0.05, which is shown in table 5 and 
Figure 10 demonstrate the CDF of aggregated normal 
response time. By visual inspection, we can find that the 
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CDF curve of Weibull distribution most closes to that of the 
sample. 

In [2], non-rejects of K-S test occur rarely because the 
large size of data sets generated by some underlying 
mechanisms cannot be easily modeled. In our experiment, 
frankly speaking we didn‟t make clear of detailed 
mechanism in WAP gateway but depicted the data set from 
statistic. We found that the goodness of fitness for a certain 
function distribution changed with its parameters when 
applying the K-S test to the data set. So the fitted distribution 
we give maybe not the best one, but we want to do is to give 
an appropriate and exact description to our samples and 
elaborate its properties. 

V. CONCLUSION 

Considering the different network structures between 
Mobile Internet and PC-based Internet, we utilized the On-
Off model extended to understand how the user‟s behavior of 
browsing page influents traffic situation of Mobile Internet. 
Based on that, we built up a model for the user‟s page 
browsing behaviors on Mobile Internet. 

We performed an analysis of the traffic model by 
methods such as Hurst coefficient and K-S test with the data 
sets collected at the same period in 2010 and 2011 which 
also indicate a development of Mobile Internet in these two 
years. It was found that Traffic Volume was with the 
property of self-similarity; File Size followed Pareto 
distribution; Gateway Response Time followed Weibull 
distribution; yet the property of Viewing Time was hard to 
determine. These results are significantly valuable in 
assisting network operators to further optimize Mobile 
Internet network settings.  

However the further works is still necessary. In the future, 
we will study the browsing traffic model established in the 
paper more deeply. We could try to find out the relation 
between the parameters of this model. This will help us get a 
better understanding of traffic situation of Mobile Internet. 
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APPENDIX 

Table. Basic Statistics of Data Sets. 

Date 
Number of 

Records 

WAP 

Requests 

WEB 

Requests 

WAP Traffic 

Volume(GB) 

WAP 

Percent 

WEB Traffic 

Volume(GB) 

WEB 

Percent 

2010-4-5 2275407 806752 382918 5.96 31.49% 12.98 68.51% 

2010-4-6 2487533 840858 471434 6.09 30.52% 13.87 69.48% 

2010-4-7 2594647 888792 560126 6.29 34.04% 12.19 65.96% 

2010-4-8 2534699 846169 567362 6.37 34.14% 12.29 65.86% 

2010-4-9 2578779 865051 467761 6.59 37.05% 11.19 62.95% 

2010-4-10 2427638 838695 409063 6.21 31.61% 13.45 68.39% 

2010-4-11 2417913 876233 408261 6.27 36.05% 11.89 63.95% 

2011-4-4 17321932 5371434 11950498 37.54 23.66% 121.14 76.34% 

2011-4-5 16040697 4917835 11122862 34.03 24.02% 107.67 75.98% 

2011-4-6 16694404 5017418 11676986 33.33 21.76% 119.89 78.24% 

2011-4-7 17838468 5435136 12403332 37.78 22.62% 129.27 77.38% 

2011-4-8 17591404 5330330 12261074 36.72 22.16% 129.03 77.84% 

2011-4-9 16991844 5147989 11843855 35.28 21.82% 126.45 78.18% 

2011-4-10 16450519 4933624 11516895 33.59 22.13% 118.21 77.87% 

The Week in 2010 17316616 5962550 3266925 43.79 33.46% 87.08 66.54% 

The Week in 2011 118929268 36153766 82775502 248.3 22.57% 851.68 77.43%  
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Abstract - This paper presents a Cyclic Redundancy Check
(CRC) soft core design and its hardware implementation on
Field Programmable Gate Array (FPGA). The core design
includes both of the Encoder and Decoder systems to be used
for the serial data transmission and reception of the Wireless
Transceiver System. VHDL (VHSIC Hardware Description
Language) has been used for describing the hardware of the
Intellectual Property (IP) core chip. The core design has been
simulated using and tested using ISim (VHDL/Verilog).
Spartan 3A FPGA starter kit from Xilinx has been used for
downloading the design into Xilinx Spartan 3A FPGA chip.

Keywords-FPGA; CRC Code; IP Core; VLSI.

I. INTRODUCTION

In digital communication systems, the error detection is
performed by computing checksum on the message that
needs to be transmitted. The computed checksum is then
concatenated to the end of the message to generate the
codeword or the check sequence number to be transmitted.
At the receiving end, the received word is compared with
the transmitted codeword. If both are equal, then the
message received is treated as error free, otherwise there is
an error detected in the received word.

Cyclic Redundancy Check (CRC) Code has a wide range
of applications in data communications and storage devices
[1-6]. Cyclic Redundancy Check (CRC) is an error-checking
block code that has been used for error detection only in
which the received word has to be divided by a
predetermined number called the generator number. If the
reminder is zero, this means that there is no error detected,
for nonzero reminder, this means that there is an error
detected [7-10].

Cyclic Redundancy Check (CRCs) codes are so called
because the check (data verification) code is a redundancy
(it adds zero information) and the algorithm is based on
cyclic codes [11]. CRC has applications also in Integrated
Circuits Testing Design (ICTD), and Logical Fault
Detections (LFD) [12]. In [3], Albertengo et al. derived a
method for determining the logic equations for any
generator polynomial. Their formalization is based on z-
transform. To obtain logic equations, many polynomial
divisions are needed. Thus, it is not possible to write a
VHDL code that generates automatically the equations for
CRC.

Normally, the design of the error control decoder is more

complex than the encoder. CRC when first introduced was

for error detection only, it can detect single bit error; burst

error with length “w”, where “w” equal to the number of

bits for the Frame Check Sequence (FCS) number; and odd

number of errors based on the value for the generator umber

[14-15]. Further research has investigated theoretically a

CRC with error correction capabilities. Shukla and

Bergmann [1] failed to show their hardware implementation

for CRC with one bit error correction, and the simulation for

correcting the bit error.

The work presented in this paper describes the VHDL

implementation of a CRC Decoder that has the advantages

of correcting more than one bit error. Since we are

introducing the hardware implementation for error CRC

with error correction, our main concern is about the design

of the CRC decoder with error correcting capabilities. The

error correction in CRC decoder based on the error trapping

technique, which is a cyclic linear block code [16-19]. Error

trapping based on, cyclic shifting the received word on the

division circuit, until the error can be trapped on the parity

check bits. In that case the reminder will used as the error

pattern, by which we can locate and correct the detected

error.

The VHDL source code has been edited and synthesized

using Xilinx ISE 13.1, and then simulated and tested using

ISim (VHDL/Verilog). Spartan 3A FPGA starter kit from

Xilinx has been used for downloading the design into Xilinx

Spartan 3A FPGA chip. The design has been tested in a

hardware environment for different data inputs.

The materials in this article are organized as follows: in

Section II, a brief description of the State Machine (SM)

chart of CRC encoding process; the SM chart for decoding

algorithm is given in Section III; the modification in the

decoding algorithm for error correction will be concluded in

Section IV; in Section V, the circuit design for CRC decoder

will be described, as well as the top-level design the

decoder; the simulation results and discussion is given in

Section VI; at the end, a conclusion will be given in Section

VII.

II. SM CHART FOR CRC ENCODING PROCESS

The encoder generates an n-bit check sequence number from

the given input k-bit information. The encoding process

starts by calculation the Frame Check Sequence (FCS), by

dividing the information bits by the predefined generator
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number. The encoder then concatenates the FSC number to

the k-bit information number to get the check sequence

number with n-bits length. Figure 1 shows the SM chart for

the encoding algorithm. Where m is k information bits, p is

the generator number, and c is the check sequence number.

In Figure 1, d and r are internal signals in VHDL

architecture, where d has to be divided by r in order the get

the reminder, which will be used as the FCS. The division

process used in the encoding algorithm is the parallel

division, which will be faster than the serial one. The serial

division requires a number of clock cycles equal to the

number of information bits in order to calculate the FCS;

however the parallel one requires only one clock cycle.

Figure 1. SM chart for CRC Encoding algorithm

III. SM CHART FOR CRC DECODING PROCESS

The CRC decoder is working similar to the encoder, where

both of them based on using a division circuit. The decoding

process starts by dividing the received check sequence

number by the generator number. If the remainder is zero,

assume there is no error detected. For nonzero remainder, it

means that the received check sequence number got an error

detected. The CRC decoder stop at the stage of detecting

whether there is an error detected or not. But for our

algorithm we are going to continue the division process until

we get the error trapped, or get a decision that there is no

error detected. As shown in Figure 2, the SM chart of the

CRC decoding algorithm is similar to the one in Figure 1.

However the decoder divide the received check sequence

number ‘c’ by the generator number ‘p’, and check the

reminder value whether it is zero or not, where zero

reminders mean that there is no error detected, and none

zero reminder means that there is an error detected.

Figure 2. SM chart for CRC Decoding algorithm

IV. MODIFIED CRC DECODING ALGORITHM FOR ERROR

CORRECTION

Cyclic Redundancy Check is a class of cyclic coding,

which is one of the most powerful linear block codes. The

modification for the CRC decoding algorithm based on the

well known Error Trapping Technique (ETT), in which the

C= code word 15 bits
p = 111010001 "
Divider"
M "Data as output " = 7
bits & d = c
r = p & 000000

Y

D = d xor r
Since the MSB is still 1
continue the division "
xor " with the same d "
data

Cnt=7?

Start

MSB=1?

Check remainder for error

detection

Shift d' to the left 1-bit.
d = d(13 downto 0) &0

Y

N

N

M= Data 7 bits
p = 111010001 "
Divider"
d = m & 00000000
r = p & 000000

Y

D = d xor r
Since the MSB is still 1
continue the division "
xor " with the same d "
data

Cnt=7?

Start

MSB=1?

Shift d' to the left 1-bit.
d = d(13 downto 0) &0

Y

N

N

C " The code word " =
original data + the FCS "
Remainder"
c = m & d(14 downto 7)
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error has to be trapped in the parity bits. In CRC we will

continue the division process until we get the error trapped

in the FCS bits, or get a message that there is no error

detected. This process can be done by cyclic shifting the

generator number during the division process, and each time

we do the division, we compare the reminder with number

of errors that can be corrected using the linear block coding

techniques, by calculating the Hamming distance for the

code. Then use the following very famous equation:

t = (dmin – 1)/2

where t is the number of errors that can be corrected, and

dmin is the minimum Hamming distance. The SM chart of

the modified algorithm is shown in Figure 3, where the

process of cyclic shifting has been added to the previous one

shown in Figure 2, as well as checking the reminder after

each division and compare it to the value of ‘t’.

Figure 3. SM chart for a Modified CRC Decoding algorithm

If the number of non zero elements in the reminder is

equal to or less than the value of ‘t’, then the error has been

trapped, and the reminder becomes the error pattern, which

can be easily corrected. If this process would have been

repeated a number of times, and the process has been

entered in an infinite loop, then the process has to fished

with the decision of “no error detected”.

V. CRC DECODER CIRCUIT DESIGN

In this section, we are going to describe the hardware

design for the CRC decoder circuit with error correction

capability. The top-level design of the decoder circuit is

given in Figure 4, which shows that the decoder has [Rx], in

our example the received check sequence number [Rx] is

15-bit, which represent the code length, and the output of

the decoder has 7-bits, which represent the information bits.

In Figure 5, the second level of the top-down design is

shown, the second level shows that there are three main

units in the decoder circuit; the first unit is the Error

Detection (ED) unit; the second unit is Locating Error (LE)

unit; and the third one is the Error Correction (EC) unit. The

top level of ED unit is given in Figure 6, which shows the

inputs to this unit is [Rx], and the output is [sy] the

syndrome that represents the remainder of the division

process, and it is 8-bits, based on the values of the

syndrome, whether it is zero or non zero, that will give

indication whether there is an error detected or not.

Figure 4. Top-level design of the decoder circuit

Figure 5. Second-level design of the decoder circuit

The register transfer logic for ED unit is given in Figure

7, in which there are 13 subunits, some of these subunits, we

can see the gate level schematic, and some others are Xilinx

FPGA building blocks. The top level of LE unit is given in

Figure 8, which shows the inputs to this unit is [sy] coming

from ED unit, and the output is [e] that represents the

location of the bit in error. The register transfer logic for LE

unit is given in Figure 9, which got only one building block

C= code word 15 bits
p = 111010001
M "Data as output " = 7
bits & d = c
r = p & 000000

Y

d = d xor r

Cnt=50?

Start

MSB=1?

c’ = c xor d

Shift d' to the left 1-bit.
d = d(13 downto 0) &0

Y

N

N
#1=< t?

Y

No Error

N
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unit, called Mrom_e1, it is a ROM memory unit of the

FPGA building blocks.

Figure 6. Top Level of the ED unit

Figure 7. Register Transfer Level of the ED unit

Figure 8. Top Level of the LE unit

The top level of EC unit is given in Figure 10, which

shows the inputs to this unit is [R and e], and the output is

[d] that represents the corrected data. The register transfer

logic for EC unit is given in Figure 11, which got 7 building

block units.

Figure 9. Register Transfer Level of LE unit

Figure 10. Top Level of the EC unit

Figure 11. Register Transfer Level of the EC unit

VI. SIMULATION RESULTS AND DISCUSSION

This section presents the results obtained through the
simulation and design implementation summary are
described. The presented CRC decoder can correct up to two
errors. The gate level design of the error detection unit is
given in Figure 12, and the gate level design of the error
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correction unit is given in Figure 13. The test bench
waveform for CRC decoder is given in Figure 14, with
different inputs, and different errors. The simulation shown
in Figure 14 for the modified CRC decoder and it can
correct single bit error and double bit errors. For simplicity,
we are given errors two codewords all one’s codeword and
all zero’s codeword, “11111 11111 11111” and “00000
00000 00000”. The inverted bits represent the introduced
error, which is also represented by the signal [s2]. The
signal [dout] is 7-bit corrected information, the simulation
results for the presented CRC decoder proved the
correctness of the decoder circuit either for error detection
or error correction.

Figure 12. Gate Level Design of the ED unit

Figure 13. Gate Level Design of the EC unit

Figure 14. Test bench for CRC Decoder
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VII. CONCLUSIONS

An FPGA design of a CRC decoder with error correction

capabilities have been simulated and implemented. The

system has been designed using VHDL, and implemented

on hardware using Xilinx Spartan 3AN FPGA Starter kit.

The CRC decoder for both error detection and error

correction have been tested for different data inputs either

for simulation purposes or in the hardware environment

using the available FPGA kit. The VHDL source code has

been edited and synthesized using Xilinx ISE 13.1, and then

simulated and tested using ISim (VHDL/Verilog).
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Abstract— In this paper, an NB RCP LDPC (Non-Binary 
Rate-Compatible-Punctured Low Density Parity Check) code 
is designed over the extended Galois Field. The designed NB 
RCP LDPC code is applied to the type II HARQ (Hybrid 
Automatic Repeat reQuest) with Decode and Forward (DF) 
relay using MIMO-OFDM modulation. The designed code 
enables us to decrease the coding rate with incremental 
redundancy for each retransmission in HARQ. The 
retransmission is made by the DF relay after its successful 
decoding. We have verified through computer simulations that 
the proposed type II HARQ scheme with DF relay greatly 
improves the throughput and average retransmission 
characteristics compared with the scheme without DF relay. 

Keywords-NB RCP LDPC code; Hybrid-ARQ; Decode and 
Forward Relay; MIMO-OFDM; Symbol-LLR. 

I. INTRODUCTION 

An LDPC code which suits the flexible coding rate 
design and has the high error correcting capability through 
iterative decoding can be constructed on arbitrary extended 
Galois field. The Non-Binary (NB) LDPC code constructed 
on extended Galois field generally exhibits the better BER 
performance than the binary LDPC codes [1],[2]. There 
exist also Rate-Compatible-Punctured (RCP) LDPC codes 
with variable coding rate obtained by properly puncturing 
the mother LDPC code. The RCP LDPC codes enable us to 
use the same decoder as the mother code [3] and suit the 
ARQ (Automatic Repeat reQuest) error correcting schemes 
[4],[5] with the incremental redundancy. When comparing 
the HARQ using NB RCP LDPC codes with the existing 
RCPT (Rate Compatible Punctured Turbo) HARQ using 
binary Turbo codes [6], the HARQ with NB LDPC codes 
can cope with flexible coding rates, code word lengths and 
NB symbol LLR additions without using inter-leavers for 
burst errors on the channel. By combining the NB LDPC 
codes with the RCP codes, the NB RCP LDPC codes were 
designed and the designed NB RCP LDPC codes were 
applied to the type II HARQ [7],[8]. In this paper, the NB 
RCP LDPC coded type II HARQ with the MIMO-OFDM 
modulation is used for the Decode and Forward (DF) relay 
scheme [9],[10]. By using the DF relay, the source node can 
be replaced by the relay, once the relay correctly decodes 
the LDPC encoded packet from the source. This 
replacement from the source to the relay effectively reduces 
the number of retransmissions and improves the throughput 

Yasunori Iwanami 
Dept. of Computer Science and Engineering 

Nagoya Institute of Technology 
Nagoya, Japan 

E-mail: iwanami@nitech.ac.jp 
 
performance very much. We have verified through 
computer simulations that the proposed DF relaying scheme 
with type II HARQ and RCP LDPC code greatly improves 
the throughput and average retransmission characteristics 
compared with the case without DF relay. 

The paper is organized as follows. In Section II, the 
RCP LDPC code is introduced. In Section III, NB LDPC 
coded Type II HARQ scheme is described. In Section IV, 
we propose decode and forward relaying scheme. In Section 
V, we present the symbol LLR generation in OFDM 
demodulation. In Section VI, the computer simulation 
results are shown. The paper concludes with Section VII. 

II. RCP LDPC CODE 

The encoding and decoding procedure of RCP LDPC 
code is as follows. We call the code before puncture and the 
code after puncture as the mother code and the efficient 
code, respectively. In RCP LDPC code, the encoder and 
decoder of mother code can also be applied to the efficient 
code. When the parity check matrix of mother code is given 
by ( )M M NH  and the generator matrix by ( )M N KG  
with ( )K N M  , the coding rate of mother code becomes 

(1 / ) /MR M N K N   . The coding rate after the puncture 
of p  symbols from the mother code is given by 

 ER K N P ∕ . We denote the message vector as 
1 2( , , ), Km m m m , the code word of mother code as 

1 2 )( , , ,M M MNC C C MC , the index of position to be 
punctured as 1 2( , , ), pp p p P  and the code word of 
efficient code as 1 2( , , , )E E E ENC C CC  . The encoding 
procedure is first to generate the mother code by 

M MC mG  and next to puncture the position using P  to 
obtain EC . The decoding procedure is to produce the 
symbol LLR from the receive signal and it is fed to the 
mother code decoder as the initial value for the sum-product 
algorithm. The symbol LLR for the position P  is initially 
set to 0, because there is no available symbol LLR 
corresponding to the position P . 

III. NB RCP LDPC CODED TYPE II HARQ SCHEME 

In Fig. 1, we show the block diagram of NB RCP LDPC 
coded Type II HARQ scheme using MIMO-OFDM 
modulation. At the transmitter, the data bits are firstly 
encoded by the CRC-16 error detecting code and secondly 
encoded by the NB LDPC code on GF(4) or GF(16). The 
encoded LDPC code word is divided into the OFDM frames 
for making a packet for each transmission using the 
predetermined puncture table introduced in [3]. In Fig. 2, 
we show how to divide the coded symbols of an LDPC 

On Throughput Characteristics of Type II Hybrid-ARQ with Decode and Forward 
Relay using Non-Binary Rate-Compatible Punctured LDPC Codes 
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code to the OFDM frames. The encoded NB alphabets are 
mapped to QPSK signal points for GF(4) or 16QAM for 
GF(16). These signal points are then modulated by OFDM 
with guard interval insertion. The OFDM signal is then 
transmitted to the quasi-static frequency selective channel 
from each transmit antenna. At the receiver, for each 
antenna, the guard interval is first removed and then OFDM 
demodulation is made using FFT. By demodulating each 
subcarrier QPSK modulated or 16QAM modulated, the 
symbol LLR (Log Likelihood Ratio) is calculated. The 
symbol LLR will be defined in Section V. The symbol LLR 
values are then fed to the LDPC decoder and the iterative 
decoding using sum-product algorithm is made. The 
decoded information bits are error-detected by the CRC-16 
code. If error is not detected, the data bits are fed to the data 
sink and the ACK is returned to the source node 
(transmitter) to finish the transmission. But if errors are 
detected, the NACK is returned and the retransmission is 
requested. As the type II Hybrid ARQ (HARQ) scheme is 
employed, at the first transmission, only the data symbols 
without encoding are sent to the receiver. After the 2nd 
transmission, as shown in Fig. 2, the parity symbols are sent 
several times with the incremental redundancy depending 
on the error detection status at the receiver. When the 
channel quality is good, the uncoded data packet for the 
first transmission succeeds with high probability leading to 
the high throughput performance. On the other hand, when 
the channel quality is bad, the parity packets are 
retransmitted several times till the LDPC code rate reaches 
the lowest one half resulting in enough error correction 
capability. 
 

 
Fig. 1 Transmitter and receiver configuration of MIMO NB RCP LDPC 

coded type II HARQ scheme 
 

 
Fig. 2 OFDM frames obtained from the division of an LDPC code word 
 

At the transmitter side, only one time of encoding 
process of RCP LDPC code is enough and there is no need 
of re-encoding process for decreasing the coding rate 
thereafter. Accordingly the complexity of encoding process 
of RCP LDPC code does not increase compared with the 
fixed code rate LDPC code. At the receiver side, the same 
decoder can be used for each coding rate, so there is no 
increase of complexity when compared with the fixed 
coding rate. 
 

IV. DECODE AND FORWARD RELAYING SCHEME 
 

The Decode and Forward relay model is shown in Fig. 3 
and is composed of source, relay and destination. In this 
model, we assume the relay is located at the middle point 
on the straight line between the source and destination. 
When the receive power at the receiver attenuates in 
proportion to 1 / d  where d  is the distance between 
transmitter and receiver, the receive power from source to 
relay and the one from relay to destination become 2  
times larger than the one from source to destination. Next, 
we will illustrate the operation at each node in Fig. 3. At the 
source node, the encoding and modulation process using the 
NB RCP LDPC coded type II HARQ with MIMO OFDM is 
made, and uncoded and parity check packets are generated 
using the division of an LDPC code word as shown in Fig. 
2. At the 1st transmission, the source broadcasts the 
uncoded data packet to the destination and the relay 
simultaneously. The relay and the destination receive the 
packet and they make the error detection independently 
using CRC-16 code. Then the destination and relay send the 
ACK or NACK back to the source, and the error detection 
results are shared among the source, relay and destination. 
When the destination returns ACK, the data are received 
successfully at the destination through only one 
transmission and this situation is equivalent to the case 
without relay. On the other hand, when the destination 
returns NACK, retransmission must be made. Moreover, 
when the relay also returns NACK, the parity check packet 
with incremental redundancy is retransmitted from the 
source. At the destination and the relay, the received parity 
check packet is combined with the data packet for the 1st 
transmission, and the combined LDPC code word is 
decoded. Then the decoded information bits are CRC 
checked and ACK or NACK is returned to the source. If the 
destination returns NACK but the relay dose ACK, then the 
relay receives the correct information bits. Accordingly, the 
relay can encode the received information bits to the same 
RCP LDPC code word with the source, i.e., we can replace 
the source by the relay for the subsequent ARQ 
retransmission. The parity check packet with incremental 
redundancy is generated at the relay and is sent from the 
relay afterwards. Once the relay successfully receives the 
packet from the source, then the relay performs the function 
of source and the source stops any further retransmission. 
This strategy is quite useful because the relay is closer to 
the destination than the source, thus the transmission error 
does not occur so frequently compared with the source. 

1 LDPC Block length (Rate=1/2) 

Data Bit Parity Bit 
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Fig. 3 DF (Decode and Forward) relaying model 

 
Another point to be noticed is that the consumption of 

total transmit power remains the same as the one without 
the relay, because the source is replaced by the relay and the 
source does not consume any transmission power after the 
replacement. 
 

V. SYMBOL LLR GENERATION IN OFDM 
DEMODULATION 

 
As an example of symbol LLR calculation in OFDM 

demodulation, we show the case where the NB LDPC code 
on GF(4) is used and the QPSK modulation is employed for 
each subcarrier of OFDM. When the transmit signal, 
receive signal, signal points of QPSK and the subcarrier 
channel fading value are denoted as x , r , 0 1 2 3, , ,s s s s  
and h  respectively, the symbol LLR for the alphabets 

0,1,2,3a   on GF(4) is defined as 
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where the priori probabilities are set to 
       0 1 2 3 1 / 4P s P s P s P s    , i.e., equal probabilities. 

In (1),  P x a r r   denotes the probability that the 
transmit symbol x  equals a  when the receive signal 
point r  falls in the small area r r  centered at r . 
 ap r s  is the transition probability density function from 

as r  and is expressed as 
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Accordingly, the symbol LLR is calculated as 
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VI. COMPUTER SIMULATION RESULTS 

 
The BER characteristics of RCP LDPC code on AWGN 

channel are examined when the rate 1/2 mother code on 
GF(4) or GF(16) is punctured to change the coding rate. 
The simulation condition is listed in Table I and the 
simulation results are shown in Figs. 4 and 5. From the 
simulation results, we know that the efficient codes on 
GF(4) or GF(16) with different coding rates are obtained 
from a mother code and the error correction capability 
corresponding to each coding rate is achieved. Next, the 
throughput performance and the average number of 
retransmission characteristic for 4 4  MIMO-OFDM NB 
RCP LDPC coded Type II Hybrid-ARQ with GF(4) and 
QPSK modulation are investigated. We compared the 
proposed relay model with the one without relay. The 
simulation condition is listed in Table II. The simulation 
results for throughput characteristic are shown in Fig. 6 and 
Fig. 7. The simulation results for average number of 
retransmission are shown Fig. 10 and Fig. 11. 
 
 

TABLE I Simulation condition of RCP LDPC code 
 

Channel AWGN 
Modulation QPSK 16QAM

Size of Galois field GF(4) GF(16) 

Mother 
code 

Size of parity 
check matrix 

(256,512) (128,256) 

Average weight (2.66,5.32) (2.41,4.82) 

Coding rate 4/8 2/4

Efficient 
code 

Information bit 
length 

512 

Coding rate 
4/8,4/7,4/6,4/5,
4/4 

2/4,2/3,2/2 

Max SPA iteration 20 

 
 

 
 

Fig. 4 BER characteristics of RCP-LDPC code on AWGN channel (QPSK) 
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Fig. 5 BER characteristics of RCP-LDPC code on AWGN channel 

(16QAM) 
 

In the simulation, an LDPC code word is divided into 32 
OFDM symbols. As the coding rate of mother LDPC code 
is 1/2, the former 16 OFDM symbols are the information 
data symbols and the latter 16 OFDM symbols are the 
parity check symbols. For the 1st transmission, 16 OFDM 
symbols made from information data are transmitted from 4 
transmit antennas simultaneously using 4 OFDM symbol 
duration. For the 2nd transmission and thereafter, i.e., 
retransmission, 4 OFDM symbols made from the parity 
check symbols are transmitted from 4 transmit antennas 
simultaneously. In each retransmission, 1 parity check 
OFDM symbol is transmitted from each antenna using 1 
OFDM duration. The coding rate is decreased gradually 
from 4/5, 4/6, 4/7 to 4/8 for each retransmission. After all 
the parity check OFDM symbols are transmitted and the 
coding rate reaches 4/8=1/2, if the errors are still detected at 
the destination, the whole transmission of the same RCP 
LDPC code word in the same manner is repeated up to 3 
times. The symbol LLR combining is used at the 
destination for the repeated reception of the same RCP 
LDPC code word. For the comparative scheme, we 
considered the type I HARQ with the fixed coding rate  
 
TABLE II Simulation condition of NB GF(4) RCP LDPC coded type II 

Hybrid ARQ scheme with 4  4 MIMO-OFDM 
 

Channel 
Quasi-static equal power 
Rayleigh fading channel 

with 16 delay paths
Number of transmit and receive antennas 4×4

Power attenuation constant of channel α ൌ 3
Modulation QPSK-OFDM

Size of Galois field GF(4)

Mother 
code 

Size of parity check matrix (1024,2048)
Average weights (2.66,5.32)

Coding rate 4/8
Efficient 
code 

Length of information bits 2048
Coding rates 4/4,4/5,4/6,4/7,4/8

Max SPA iteration 20 
Number of OFDM subcarriers 64 

GI length 16 (=T/4)
Delay interval 1 (=T/64)

Channel State Information (CSI) Perfect at receiver
Error detection code CRC-16 code

LDPC code and set the maximum number of repetition also 
to be 3. The packet combining at the destination is also used 
through the symbol LLR addition. Next, using the NB RCP 
LDPC code on GF(16) and with 16QAM modulation, we 
made the similar simulation to the above GF(4) with QPSK 
modulation. The simulation condition is given in Table III. 
The simulation results for throughputs are shown in Fig. 8 
and Fig. 9. The simulation results for average number of 
retransmission are shown in Fig. 12 and Fig. 13. In these 
simulations, an LDPC code word is divided into 4 
information data packets and 4 parity check packets. For 
each retransmission, the coding rate is decreased from 2/2, 
2/3 to 2/4. When the all OFDM symbols are transmitted and 
the coding rate reaches 2/4=1/2, and if the error is still 
detected, the same RCP LDPC code word is repeatedly 
transmitted up to 3 times. 
 
TABLE III Simulation condition of NB GF(16) RCP LDPC coded type II 

Hybrid ARQ scheme with 2  2 MIMO-OFDM 
 

Channel 
Quasi-static equal power 
Rayleigh fading channel 

with 16 delay paths
Number of transmit and receive antennas 2×2

Power attenuation constant of channel α ൌ 3
Modulation 16QAM-OFDM

Size of Galois field GF(16)

Mother 
code 

Size of parity check matrix (128,256)
Average weights (2.41,4.82)

Coding rate 2/4
Efficient 

code 
Length of information bits 512

Coding rates 2/2,2/3,2/4
Max SPA iteration 20

Number of OFDM subcarriers 64
GI length 16 (=T/4)

Delay interval 1 (=T/64)
Channel State Information (CSI) Perfect at receiver

Error detection code CRC-16 code

 
We compare the type II HARQ with type I HARQ in 

Fig. 6, 7, 8, and 9. As the type I HARQ scheme has the 
fixed coding rate, the throughput for each coding rate 
saturates to the certain value less than the maximum in high 
average receive 0/bE N  region, while the throughput of 
type II HARQ approaches almost the maximum value of 8 
(bits/sec/Hz) by adaptively changing the coding rate. The 
reason why the final throughput for type II HAQR is 
slightly less than 8 (bits/sec/Hz) is due to the use of 
CRC-16 code to detect the errors in information data. In 
type II HARQ, however, the parity check packet is 
sequentially retransmitted in responding to the NACK, so 
the number of retransmission becomes large compared with 
the type I HARQ. Also in type II HARQ, the iterative 
decoding of LDPC code is done for each retransmission of 
parity check packet, thus the decoding time tends to 
increase. 

Next, we compare the cases with and without relay. 
When the average receive 0/bE N  is high, the throughputs 
with and without relay are almost equal, but when the 
average receive 0/bE N  is low, the throughput with relay is 
higher than without relay. 
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Fig. 6 Throughput characteristics of NB GF(4) LDPC coded type II HARQ 

scheme with incremental redundancy and type I HARQ with fixed 
coding rate (without relay, 4 4 , QPSK) 

 

 
Fig. 7 Throughput characteristics of NB GF(4) LDPC coded type II HARQ 

scheme with incremental redundancy and type I HARQ with fixed 
coding rate (with relay, 4 4 , QPSK) 

 

 
Fig. 8 Throughput characteristics of NB GF(16) LDPC coded type II 

HARQ scheme with incremental redundancy and type I HARQ 
with fixed coding rate (without relay, 2 2 , 16QAM) 

 

 
Fig. 9 Throughput characteristics of NB GF(16) LDPC coded type II 

HARQ scheme with incremental redundancy and type I HARQ with 
fixed coding rate (with relay, 2 2 , 16QAM) 

 
Fig. 10 Average number of retransmission of NB GF(4) RCP LDPC coded 

type II HARQ scheme with incremental redundancy and type I 
HARQ with fixed coding rate (without relay, 4 4 , QPSK) 

 

 
Fig. 11 Average number of retransmission of NB GF(4) RCP LDPC coded 

type II HARQ scheme with incremental redundancy and type I 
HARQ with fixed coding rate (with relay, 4 4 , QPSK) 

 

 
Fig. 12 Average number of retransmission of NB GF(16) RCP LDPC 

coded type II HARQ scheme with incremental redundancy and 
type I HARQ with fixed coding rate (without relay, 2 2 , 
16QAM)  

 
Fig. 13 Average number of retransmission of NB GF(16) RCP LDPC 

coded type II HARQ scheme with incremental redundancy and 
type I HARQ with fixed coding rate (with relay, 2 2 , 
16QAM) 
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This is because for the high average receive 0/bE N  region, 
the destination can receive the packet correctly without 
retransmission. Accordingly, the relay is not used for this 
high 0/bE N  region, so there is no difference between with 
and without relay. On the other hand, for the region where 
the average receive 0/bE N  is low, the transmission from 
source to destination often fails, but the transmission from 
relay to destination succeeds with high probability, thus the 
retransmission is switched from the source to the relay for 
this low 0/bE N  region. For the type I HARQ schemes in 
Fig. 7, Fig. 11, Fig. 9 and Fig. 13, we know that the 
throughput with relay is largely improved compared with 
the one without relay for the region where the average 
number of retransmission is 1. For this region the 
throughput of type I HARQ is almost one half of the 
throughput for high 0/bE N  region. This means that for 
this region the transmission is switched from the source to 
relay and the retransmission from the relay to destination is 
almost successful. This observation proves that the use of 
relay is quite effective in HARQ. 

As for the proposed type II HARQ, the throughput is 
larger than all the type I HARQ schemes and is optimum 
for all average receive 0/bE N  values. However, the 
average number of retransmission becomes larger than the 
type I ARQ schemes because of the incremental redundancy 
retransmissions. 

VII. CONCLUSIONS AND FUTURE WORKS 

In this paper, we applied the NB RCP LDPC code to the 
type II HARQ scheme with Decode and Forward relay. We 
simulated the throughput and average retransmission 
characteristics and showed the effectiveness of NB RCP 
LDPC coded type II HARQ with relay. As for the 
modulation scheme, we considered MIMO-OFDM with 
QPSK and 16QAM. Quasi-static frequency selective 
Rayleigh fading channel is considered between each 
transmit and receive antenna. The relay is located in the 
middle between source and destination. In the proposed 
type II HARQ scheme, the first transmission is made 
without error correcting code, i.e., the information packet 
with CRC check is broadcasted to the relay and the 
destination. If the error is detected at destination, the parity 
check packet is retransmitted from the source. At the relay 
and the destination, the information packet and the parity 
check packet are combined and the LDPC decoding is done. 
If the error is not detected at the relay, but is detected at the 
destination, then the relay retransmits the parity check 
packet in place of the destination. This means that the 
source is replaced by the relay. If the error is still detected at  
 
 
 
 
 
 
 
 

the destination, the parity check packets are retransmitted 
from the relay several times with the incremental 
redundancy till the coding rate reaches 1/2. We clarified that 
by using the proposed HARQ relaying scheme, the higher 
throughput and the fewer average number of 
retransmissions are achieved for the low average receive 
S/N region comparing to without relay. 

In the future study, we will investigate the scheme in 
which the transmitter knows the CSI, thus the redundancy 
of the parity check packet can be controlled by the 
transmitter, leading to fewer retransmissions. 
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Abstract — Cost and quality are important issues in the network 
design. This paper presents an approach to wireless network cost 
optimization. The suggested model aims at determining optimal 
locations of access points which could provide service for receivers. 
The target service area would be determined by distribution of 
receivers and the access points would provide service coverage to 
serve prospective user-traffic demand in the selected area. Two 
created algorithms for location of access points are described and 
investigated with the designed experimentation system. It may be 
observed that using these algorithms in designing wireless network 
may result in reduced costs for telecommunication companies. 
 

Keywords -- cost optimization; wireless network; access point, 
heuristic algorithm; experimentation system. 

I. INTRODUCTION 

Nowadays the wireless network technology has a great 
impact on our life. It could carry broadband internet access to 
humans in the remote area network. We deal with wireless 
communication networks in the level of single user (PAN), local 
area (LAN), metropolitan area (MAN) and wide area network 
(WAN). In this paper, we focus on metropolitan area networks 
and consider the issue of optimal access point (AP) usage. The 
equivalent term for AP is transmitter. One of the most important 
parameters of the access point is its range of service. The range 
of an AP is related to its cost. Here, we assume that access 
points provide service with IEEE standards: 802.11a, 802.11b, 
and 802.11g. In this paper, the objective is to select and allocate 
the APs in a way to minimize the total cost of their distribution. 

 

 

    Fig. 1 shows an example of the access point distribution that 
could provide network coverage inside the circles.  

 There are many related works in which the improvement of 
network design by taking into account costs of APs is discussed. 
Prommak and Wechtaison [1] proposed the WiMAX network 
design for the cost minimization and access data rate using 
mulit-hop relay stations. Regula and others [2] proposed  
algorithms for AP location, including the algorithm that uses 
term ‘center of mass’ and greedy approach. Kraimeche and 
Chang [3] suggested an approach for the optimization of a 
wireless access network based on a simple exhaustive search 
algorithm. Calegari and others [4] described optimisation 
algorithms for radio network planning, including a greedy 
algorithm and genetic approach. In this work, two meta-heuristic 
algorithms based on simulated annealing and genetic ideas are 
presented. The properties of these algorithms are tested with the 
designed and implemented experimentation system. 

 This paper is organized as follows. In Section II, we provide 
the formulation of the considered problem. The created meta-
heuristic algorithms are presented in Section III. The 
experimentation system for testing these algorithms is described 
in Section IV. In Section V, the results of investigations made 
with this system are discussed. Section VI sums up the work and 
Section VII concerns further research in the area. 

II. STATEMENT OF COST MINIMIZATION  PROBLEM 

The goal is to minimize the total cost of distribution access 
points over a given area. We express our objective function as: 

     Minimize  f  = min ∑a zagabcb                (1) 

where: 

• a = 1, 2,…, A denotes a set of candidate APs locations, 
• b = 1, 2,…, B denotes a set of APs types, 
• c = 1, 2,…, Cb denotes a set of APs types’ costs (for each b an 

access point installation cost is defined), 
• gab is binary variable; it is equal to 1, if AP is installed in 

location a and is of b type; it is 0, otherwise,  
• za is also binary variable; it is equal to 1, if AP is installed in 

location a, it is 0, otherwise. 
• t = 1, 2,…, T denotes a set of TP (receiver, test point), i.e., 

potential users of network facilities, 
Figure 1.  Example of access-points (APs) distribution. 
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• xat is a binary variable, it is equal to 1 if TP is assigned to AP 
installed in location a; it is 0, otherwise 

• s = 1, 2,…, Sb denotes a set of ranges for every b type of AP, 
• i = 1, 2,…, Ia denotes a set of access point types assigned for 

each a, 
• m = 1, 2,…, Mb denotes a set of maximum numbers of TPs 

possible to serve by b type AP.  

Moreover, the following assumptions are taken into 
consideration: (i) the coverage of the AP is a circle (other 
propagation models are not considered here); (ii ) the following 
constraints (2) – (7) have to be satisfied: 

• The TP can be assigned only to an installed AP (i.e., za = 1) : 

   xat ≤ za,   a = 1, 2,…, A   t = 1, 2,…,T    (2) 

• It is a limit ma for each a on maximum number of serving TP  

∑t xat ≤ ma,     a = 1, 2,…, A   t = 1, 2,…, T   (3) 

• Each TP can be assigned to maximum one AP: 

∑a xat ≤ 1,  a = 1, 2,…, A     t = 1, 2,…, T  (4) 

xat ≤ za,      a = 1, 2,…, A     t = 1,2,…, T  (5) 

∑a xat ≤ 1, a = 1, 2,…, A     t = 1, 2,…, T  (6) 

∑t xat ≤ ma, a = 1, 2,…, A.       (7) 

III.    META-HEURISTIC ALGORITHMS  

Meta-heuristic approach is very often used in optimization. 
Formulation of the problem shows that we have to find the 
solution in huge discrete search-space. In this section, we 
present meta-heuristic algorithms to solve the problem. Firstly, 
we present basic procedures; next, we describe the way of 
adaptation of intelligent methods to creation of the algorithms. 

A. Basic procedures 

In the considered problem, the cost optimization is possible 
due to minimizing redundancy for transmitters’ coverage. To 
achieve this goal we base on MIS (Maximum Independent Set) 
model used in [4]. The classical scheme for MIS extraction can 
be found in [5]. The concept of solving problem considered in 
this paper is lying in creating possible independent sets of 
receivers and then matching to them the cheapest possible 
transmitters. Firstly, for all receivers has to be created 
neighbourhood table (NT). NT consists of neighbourhood lists 
(NL). Each receiver has its own NL. Such list stores all 
neighbours of particular receiver. Neighbourhood is defined on 
the basis of largest range from set s. It means that for a given 
receiver all TP in distance less than Smax are its neighbours. 

The procedure of creating complete neighbourhood table 
(CNT) for all receivers in t can be described as follows: 

 
The procedure of creating releasing neighbourhood table 

(RNT) can be described as follows:  

 
As the result of this approach, an independent sets of receivers 
can be acquired. Next, AP is placed in the candidate AP location 
nearest the centre of set of receivers given in NL. Note that the 
chosen transmitters (APs) differ in dependence of order of 
processing the NL. The cost is a sum of installation costs c for 
types of AP selected in RNT.  

The sequence of mentioned here procedures ends with 
calculated final cost and it is taken as a criterion function. In 
contrast to other AP distribution optimization methods, we do 
not take as a search space set of candidate AP locations but 
processing order for NL. And this sequence is a discrete search-
space searched for the optimal solution in two implemented 
meta-heuristic algorithms.  

B. Algorithm based on Simulated Annealing (SA) 

The idea of simulated annealing method was used because of 
simplicity and efficiency [5]. In this method, as the criterion cost 
function the system energy is interpreted. The system state can 
be understood as the processing order of NL internal parameters 
of SA. In our implementation, internal parameters of SA were 
discovered experimentally. Entering perturbation (EP) is done in 
the following way: 

 
The presented form of EP allows eliminating weakness of 
classic simple replacement of two chosen NL. Such classic 
replacement does not cause big change in search space.  

C. Algorithm based on Genetic Algorithms 

We applied the population-based model [6] that uses 
selection and recombination operators to generate new feasible 
solution. The roulette wheel selection is used to evaluate the 
fitness value associated with each individual (chromosome): the 

1. Find a largest range Smax in set s. 
2. For each receiver from set t check whether distance 

between a given receiver Tt  and the rest of TPs in set t 
is less than Smax . 

3. If yes, add indices of these receivers to list of 
neighbours for a given receiver T t. 

1. Choose two random NL in NT  
2. Reverse order between chosen NLs  

1. Choose NL from NT for processing.  
2. Match the cheapest transmitter that can support all 

receivers on the list. 
3. Delete receivers from processed NL (do it for whole 

NT) 
4. If  NT is not empty go to step 1   
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higher the fitness value of an individual, more likely it is to be 
selected. In our approach, chromosomes can be defined as 
processing order for neighbours’ lists. Crossover is a 
combination of two chosen individuals and mutation is a 
random disturbance in this individual. The program execution 
stops when the predefined number of iteration steps has been 
run through [4]. Outline of the algorithm is presented as below. 

 

IV.     EXPERIMENTATION SYSTEM 

The model of the experimentation system is shown in Fig. 2. 
The idea of the system proposed in [7] was applied in order to 
allow testing properties of the created algorithms. 

 
Figure 2.  Experimentation system. 

Input parameters of the system (simulator) are: 
• AP types features 
• Receivers features 
Output parameters of the system (simulator) are: 
• AP distribution 
• Cost of distribution 
The simulator was implemented in .NET C# in Visual Studio 
2008 IDE. Simulator has graphical user interface (see Fig. 3), 
which allows choosing configuration options (design of 
experiment). Algorithms were tested under Microsoft Windows 

64-bit OS, CPU of 1 GHz and 2 GB of RAM. Recently, the 
implemented simulator gives possibilities for observing effects 
of using four algorithms to finding location of APs (denoted as 
base stations in Fig. 2), including two created algorithms: 
•    Algorithm based on Simulated Annealing (SA), 
•    Algorithm based on Genetic Ideas (GA), 
and two algorithms described in [2] [7] : 
• Algorithm 1 (Alg. 1) - It is based on the physic's term – 

center of mass. The set of possible receivers is divided into 
the subsets. The subset’s center of mass is considered as the 
location of the AP.  Details are given in [7]. 

• Algorithm 2 (Alg. 2) - It is a greedy algorithm, which uses a 
particular graph model in order to implement adjacency 
matrix. This matrix is being checked in order to find the 
cheapest AP that supports receivers in nearby area [7]. 

 
Figure 3.  Simulator interface - working environment. 

V. INVESTIGATIONS 

     The aim of the investigations was comparing efficiency of 
different methods for solving problem of location APs (access 
point’s distribution) concerning minimization of the cost defined 
by (1) with assumptions expressed by (2) – (7). 
     Due to the fact that in real life receivers are distributed in 
many different ways, we provided differentiated benchmarks. 
To realize this task we created and implemented a module of 
experimentation system for generating different types of 
distribution. It allows testing algorithms in various conditions. 
Benchmark generator ensures 4 types of distribution. The user 
of experimentation system can set parameters such as the total 
number of receivers and the introduced distribution type: 
• Regular – receivers are distributed regularly on the map, 

distances between points on the map are equal and in each 
point the total number of receivers is equal too;  

• Regular with randomness – philosophy of this distribution 
is almost the same like in the regular distribution, but 
numbers of receivers differ – they are chosen at random; 

• Irregular – locations of receivers are chosen randomly, but 
constraints arising from set parameters are held; 

• Grouped – locations of receivers are grouped; groups are 
confined by surface of random circle shape. 

1. Choosing random population of n chromosomes 
(feasible solutions for the problem). 

2. Evaluate fitness (cost function computed) of each 
individual chromosome x in the population. 

3. Repeat the steps below until the new population is 
created. 
3.1. Select pairs of chromosomes from a population 

according to their fitness ranking. 
3.2. According to crossover probability cross over 

pairs of chromosomes to form a new offspring. 
3.3. Apply mutation operation within a new 

offspring. 
3.4. Put new offspring in a new population.  

4. Replace an old population by the new generated one. 
5. Check whether the stop condition is satisfied. If yes, 

then stop. Return the best solution. 
6. Go to step 2. 
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A. Costs 

For each series of experiments the total number of receivers 
was different – in range from 100 to 1000 with step 100.  The 
obtained results are shown in Fig 4, Fig. 5, Fig. 6, and Fig. 7. 

Experiment 1 – Regular distribution 

 
Figure  4.  Regular distribution - cost in relation to the number of receivers. 

Experiment 2 – Regular distribution with randomness 

 
Figure 5.  Regular distribution with randomness - cost in relation 

 to the number of receivers. 

Experiment 3 – Irregular distribution 

 
Figure 6.  Irregular distribution - cost in relation to the number of receivers.  

Experiment 4 - Grouped distribution 

 
Figure 7.  Grouped distribution - cost in relation to the number of receivers. 

It may be observed that almost for every tested distribution 
type, the newly implemented algorithms decreased distribution 
cost. It is worth to be noticed that SA performed a little bit better 
than GA, especially in the case of irregular distribution – the 
most common distribution in the real world. Observing the 
shapes of graphs for SA and GA, one may conclude that they 
are quite similar to those ‘produced’ by Algorithm 2.  

B. Execution time 

The execution time for the both developed heuristic 
algorithms significantly increased in comparison with heuristic 
Algorithm 1 and Algorithm 2. The scale of this increase is 
visible in Fig. 8 and in Table I. Using meta-heuristic algorithms 
requires about 100 times longer execution time (in average). 
Notwithstanding to this fact, the execution time is still short – 
the longest was of about 1 sec. However, the obtained cost 
profits are worth this increment. One should remember that this 
paper deals with optimization of base station distribution cost – 
making decision about location of APs (distribution of base 
stations) is long-term designing process and it is worth to devote 
more computation time to obtain better solution to the 
considered problem.  

 
Figure 8.  Comparison of the averaged execution times for different distributions. 
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TABLE   I .  AVERAGE EXECUTION TIME 

The averaged execution time [ms] 

 Alg 1 Alg 2 SA GA 

D
is

tr
ib

ut
io

n 
ty

pe
 Regular 5.75 3.22 594.9 578.5 

Regular with  
 randomness 

6.85 5.61 369.0 580.2 

Irregular 10.37 10.60 460.3 490.6 

Grouped 12.17 13.58 617.2 473.3 

C. Improvement 

To show the obtained improvement while using the proposed 
approach (meta-heuristic algorithms), we present the results of 
comparison between algorithms.  
Comparison to Algorithm 1. In comparison with Algorithm 1, 
the remarkable dependency between improvement and the 
number of receivers can be observed (see Fig. 9 and Fig. 10). 
This relationship can be expressed as follows: the larger number 
of receivers, the bigger improvement is obtained. It goes up to 
60%. Such improvement can bring huge financial benefit.    

 
Figure  9. Improvement for SA and Alg. 1. 

 
Figure  10.  Improvement for GA and Alg.1. 

Comparison to Algorithm 2. In comparison to Algorithm 2, 
such clearly relation like in comparison to Algorithm 1 is not 
visible (see Fig. 11 and Fig. 12). The improvement is unstable 
and does not depend on the number of receivers but in most of 
cases is positive and up to 40%. 

 
Figure 11.  Improvement for SA and Alg. 2. 

 

Figure 12. Improvement for GA and Alg. 2. 

In Table II, the comparison of general (over all distribution 
types) improvements is presented. In columns, the created meta-
heuristic algorithms applied to the problem and in rows,  
previously used Algorithm 1 and Algorithm 2, are specified. In 
the intersections, are improvement percentages between them, 
e.g., in the intersection between SA and Algorithm 1 is result 
25%, it means that SA improved average distribution cost in 
comparison to Algorithm 1 by 25%. 

TABLE   II.   COMPARISON BETWEEN THE IMPLEMENTED ALGORITHMS  

 
General average improvement of algorithms 

SA GA 

Algorithm 1  25% 19% 

Algorithm 2  21% 15% 

Observing results shown in Table II, we may conclude that the 
average improvement may be estimated as around 20%.  
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VI.      CONCLUSION 

The aims of conducted investigations - presented in this 
paper - were achieved. We shown the advantage of the proposed 
approach – using of the created meta-heuristic algorithms 
ensured that the average improvement was of   around 20%. It 
may be interpreted as a big advancement. The obtained results 
show that use of meta-heuristic algorithms in presented problem 
is profitable. Rising the execution time is the fact, but it can not 
be not acceptable when does not exceed 1 sec.  

The weak points of investigation presented in this paper are 
lying in: taking into consideration a simple model and focusing 
only on cost optimization; algorithms were tested only on 
artificial generated benchmarks (basing on simulation 
experiments) – it would be more reliable to use real data. 

VII.  FUTURE WORK 

The experimentation system can be developed in many ways 
as an incremental approach to aiding optimization of AP 
location problem. The system can be improved by including 
modules giving possibilities of aiding process of solving more 
complicated problem with propagation model applied [8] and 
quality indicators taken into consideration. 

We believe also that results obtained by heuristics 
algorithms could be improved in some cases by two stage 
approach [9], including adjustment of internal parameters [10] 
of the meta-heuristic algorithms at the first stage. The efficiency 
of the Algorithm based on Simulated Annealing, largely 
depends on three internal parameters: cooling factor, start 
temperature and end temperature. The similar situation concerns 
the Algorithm based on Genetic Algorithm. Thus, we plan 
making more experiments with changing the number of 
iterations in which this algorithm creates new population and 
also more experiments which results could give hints how to 
match the size of chromosome’s population. Finding optimal 
internal (input) parameters for both algorithms could be time-
consuming; however, it may result in further minimization of 
the cost of the designed location of the base stations.  

Moreover, some improvements in application are planned, 
e.g., the input map of simulator could be downloaded through 
Google Maps Api. It would improve the usability of graphical 
interface; maps would be created dynamically, either. It is also 
desirable to have such possibilities as saving all experimentation 
results in data base and generating charts in ‘automatic way’.  

The experimentation system with the simulator as a core is 
an aiding tool in teaching process at the Faculty of Electronics, 
Wroclaw University of  Technology. 
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Abstract— This paper is to investigate the problem of spectrum 

scarcity and underutilization with particular attention to the 

performance of opportunistic spectrum access in fading 

channels. In this paper we studied the energy detector in 

collaborative and non-collaborative sensing modes when the 

channels between the primary and the sensors are generalized 

Nakagami-m fading channel. Soft combining techniques 

perform well enough, but require that each spectrum sensor 

sends complete signal information to the band manager. 

Sending the signal information introduces unnecessary 

complexity. Moreover, it is more complicated and time 

consuming for the band manager to handle. To reduce the 

communication overhead, hard decision techniques can be 

used.  In this paper, two techniques will be studied. The first is 

the simple hard decision technique, and the second is the use of 

multi-threshold decision technique. The results of this study 

show that the multi-threshold technique outperforms the single 

one with slight increment in the cost. The performances of all 

these techniques are evaluated in terms of probability of false 

alarm and probability of detection. Although soft decision 

techniques give less probability of miss detection at certain 

value of probability of false alarm, the hard techniques are 

simpler to implement.  It is also found that the multi-threshold 

works better than the single threshold especially in low SNRs.  

Keywords - Spectrum sensing; opportunistic access; cognitive 

radio; Nakagami-m fading channel; square law combining; 

maximum selection combining; hard decision combining. 

I.  INTRODUCTION 

The underutilization of the spectrum leads to thinking in 
managing the spectrum in more flexible way by allowing 
second level of spectrum usage. So, some users called 
“secondary users” are allowed to access spectrum holes, a 
band of frequency assigned to a primary user, but at a 
particular time and specific geographic location, the band is 
not being utilized by that user [1, 2]. Spectrum utilization can 
be improved significantly by making it possible for 
secondary users to access spectrum holes.   

The telecommunication sector debates the reallocation of 
frequencies used for GSM, plans for digital TV switchover, 
formulates policies for cognitive radio and considers options 
for dealing with the wireless data explosion [3]. So, applying 
a sensing technique in the opportunistic wireless networks is 
needed. A simple sensing technique that can be used for this 
purpose is the energy detection. One of the simplest energy 
detectors is presented in [4,5]. This energy detector measures 
the energies of    samples of a received signal over a flat 
band-limited Gaussian noise channel. Then, it combines 
these Gaussian samples for comparison with a certain 

threshold. The result of the comparison can be defined by 
two hypotheses, either signal or no signal.  Accordingly, the 
secondary user will decide on whether or not to access the 
spectrum band. Relying on chi-square statistics of the 
resulting sum of squared Gaussian random variables, 
Urkowitz [6] derived both probability of detection and 
probability of false alarm in Gaussian channel. Since we 
need to have enough protection for the primary user, we have 
to set the threshold such that it provides some protection 
level to the primary user.  However it is found that one 
sensor cannot provide reliable sensing system specially in 
real fading channels. Collaborative sensing techniques had 
been studied in [8,9,10] with local energy detectors to 
improve the sensing system performance in fading channels. 
Zou et al. [8] investigated the effect of user collaboration in 
Rayleigh fading channel. It showed that using more 
collaborative users increases the performance significantly 
and improves the spectrum utilization. The researcher used 
the equal gain and maximum selection as soft decision 
combining techniques to combine the local measurements 
and finalize the decision. Although, soft combining 
techniques perform well, it consumes high bandwidth for 
sharing information. Simple hard decision combining 
technique was used by [8] where each user shares his vote 
with the controller using only binary 0 for empty and binary 
1 for occupied band. Then, the controller makes the decision 
according to the collaborative users votes. As a comparison 
between the soft and hard decision combining techniques, 
soft techniques give much better decisions, but the cost is in 
the network overload by the overhead used to share their 
knowledge about the signal to noise ratios.  

Yilmaz et al. [7] extended the work by applying a new 
combining technique which is collaborative sensing with a 
decision vector that uses a uniform quantization. It consists 
of multiple thresholds and a weight vector for global 
decision. Each operating secondary user should sense the 
channel locally and decide on one of the designed levels 
according to the measured signal to noise ratio. Then the 
secondary user should send his decision to the fusion center. 
The fusion center then makes final decisions according to the 
different users’ votes using a special weighted sum decision 
rule. This method performed better than the single threshold 
hard decision studied in [8] with little addition to the 
overhead. Moreover, as much as the number of levels 
increased, the decision becomes better and the overhead 
increases.   

In [9], Liang et al. came up with a closed form solution 
for the probability of detection in Nakagami-  channel with 
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only integer fading parameters in non-collaborative mode. 
Since Nakagami-  fading channel can have a non-integer 
fading parameter, and to our best knowledge, this hasn’t 
been studied this before. Therefore we started the work by 
using new approach to study soft combining collaboration 
techniques in sensing in Nakagami-  fading channel with 
any real parameter. In this paper, we extended the work of 
[11] to study the hard single and multi-thresholds combining 
techniques for collaborative sensing in Nakagami fading 
channel with any real fading parameters.  

The rest of this paper is organized as follows: Section 2 
presents the system model followed by the analysis of 
spectrum sensing in Additive White Gaussian Noise 
(AWGN) channel in Section 3.  Section 4 addresses the 
spectrum sensing in Nakagami fading channel. Single 
threshold hard decision detection technique is introduced in 
Section 5. In Section 6, multi-levels hard decision technique 
is introduced and the effect of collaborative sensing is 
studied.  Section 7 shows the results of some numerical 
examples. Concluding remarks are presented in Section 8. 

 

II. SYSTEM MODEL 

Figure 1 shows the suggested model for sensing scenario 
in our opportunistic spectrum access system. Infrastructure-
based sensors are distributed in the model to sense the 
primary user signal in a certain band. The channel between 
the sensor and the use is assumed to be generalized 
Nakagami-  fading channel with instantaneous signal to 
noise ratio  . The band manager at data fusion center will 
then decide based on the information reported from   
sensors with one of combining techniques will be studied in 
this paper. 

 
Figure 1.  System model. 

III. SPECTRUM SENSING IN NON-COLLABORATIVE MODE 

IN AWGN 

AWGN channel is the ideal case of wireless channel 
where the noise is only due to the additive noise at the 
receiver.  The performance in AWGN channel is studied in 
terms of the probability of detection and probability of false 
alarm.  The probability of detection,     and probability of 
false alarm,      in AWGN channel were studied in [6]. Then 

it is revisited by [9] and studied for the sampled version of 

the signal. It is found that these probabilities can be 
expressed as, 
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where   is the    ,    is the variance of the channel. For 
simplicity and without loss of generality,   can be assumed 
to be unity,   (   ) is incomplete gamma function [12],    is 
the half number of samples.    (   )  is the Generalized 
Marcum   function [13]. 
 

IV. SPECTRUM SENSING IN NAKAGAMI FADING 

CHANNELS 

This section focuses on the performance of spectrum 
sensing in the Nakagami fading channel. The performance of 
spectrum sensing in the Rayleigh fading channel is a special 
case when fading parameter    . The performance is 
formulated in terms of the probability of detection and 
probability of false alarm. 

For the Nakagami fading channel, the       of the signal 
to noise ratio    ,  ,  has the following gamma distribution, 
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where  ̅  is the average signal to noise power ratio in the 
fading channel and  m is the Nakagami fading parameter.  

The probability of false alarm is independent of   
because it is the probability of the received energy being 
above the threshold with the absence of the primary user. 
Since, under   , no primary user’s signal exists,    is not 

affected by fading. On the other hand, the probability of 
detection over Nakagami fading channel,       , can be 

found by averaging (1) over (3) as, 
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Marcum  -function defined by [12] is used and defined by, 
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where α is a dummy variable. After some manipulations and 
using the formulas in (p720 and p1059, [15]), the probability 
of detection in Nakagami channel can be expressed as, 
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where  (    )  is the degenerate hyper geometric function 
defined in [12]. 

The probability of miss detection, can be expressed as,  
 

                                       ( ) 
 
or 
 

       
     

 ( )
(

  

    
)

 

                                                        

 ∫      
 

 

  
 
 

 

 (    
  

 (    )
)           ( ) 

 
reverting to the original terms and constants in (9), we arrive 
at the following, 
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The integration in (10) is limited and can be evaluated 

easily by using the Monte Carlo integration method [16]. 
The advantage here is that        can be evaluated for 

(integer and non-integer) fading parameters  . At this point, 
the probability of miss detection in Rayleigh fading channel 
can be found by simply setting     as special case.  This 
approach of finding the probability of miss detection in 
Nakagami-m fading channel is suggested and confirmed by 
comparing its results with some results in the literature. 
Digham and Alouini [4] found a closed form formula for the 
average probability of detection in Nakagami for only integer 
values of    values.  

V. SINGLE THRESHOLD HARD DECISION TECHNIQUE 

Using this technique, the spectrum sensor sends only one 
bit information as an individual decision. It sends 0 if the 
locally detected signal energy is less than the threshold to 
decide on   . Otherwise, it sends 1 to decide on   . Then, 
the band manager finalizes the decision using votes 

according to the              rule, where   is the required 
number of voters necessary to decide on the existence of the 
primary signal. 

Given that all the sensors are independent, and applying 
the Neyman-Pearson criterion (which is based on fixing the 
probability of false alarm to an acceptable value to find a test 
threshold that maximizes the probability of detection), results 
in the following combining rule [5]  
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where    is the  th
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 are the 

individual probabilities of detections and false alarm, 
respectively. The band manager decides by comparing the 
weighted sum of the individual decisions to a threshold  ; 
where    is a global threshold with discrete value in this 
technique. In this study,     sensors are assumed to simplify 

the analysis. So,    
  and    

  are assumed to be equal for all 

the sensors as a result of identical path loss and fading. It is 
also assumed that all the users imply the same threshold λ in 
their local decision for simple implementation. Thus based 
on the other chosen global threshold  , the data fusion center 
implements an               voting rule. It decides    if   or 
more vote to   , otherwise, it will decide on   . The average 
probabilities of detection and false alarm for the            
rule are related to their single user probabilities through 
binomial distribution. The AND and the OR decision rules 
are considered as special cases from the general             
rule. By using AND rule, the band manager will decide on 
   if all the sensors agree on deciding on the primary user 
existence. On the other hand, by the OR rule, the band 
manager will decide on    when at least one sensor has 
decided locally on the primary user existence [5]: 
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where        and    are the individual probabilities of 

detection and false alarm as defined by (7) and (2), 
respectively.  

VI. MULTI-THRESHOLD HARD DECISION TECHNIQUE 

The simple hard decision algorithm introduced in Section 
5 was based on single threshold. In the single threshold 
detection method, the decision     or     depends only on 
one local threshold λ.    and    for a single secondary user 
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can be calculated using λ for  a selected channel model and 
using the exact formulas given by (12) and (13).  

Figure 2 shows four-thresholds as an example of the 
method proposed by [7], namely,    ,     ,     and   . The 
distance between the center thresholds     and      and  the 
other thresholds is fixed and is equal to ∆, and there is a    
distance among the center thresholds themselves. Each 
sensor determines the quantization bin from the bins vector 
                 locally according to its measurement and 
the thresholds given. For example, if the measured energy 
value is between the values of    and    , the sensor will 
decide on     bin. When the measurement is in the region 
between thresholds     and     the sensor shouldn’t send its 
decision. This technique censors some sensors from sending 
their information because of its low importance. The 
measurements in the “no decision” region are not important 
because it is in the middle of the range. In other words, it is 
not high enough to vote for the primary user  presence, nor 
low enough to vote for its absence. The idea behind 
censoring is avoiding overloading the band with unnecessary 
data by having sensors send their decision to the fusion 
center only if this decision is considered to be "informative" 
Or, only if they are sure enough about it.  

 

 

Figure 2.  Multi threshold Energy detector with four thresholds. 

The sensors send their softened decisions or quantized 
measurements in 2-bit formats for 4-threshold case and 3-bit 
formats for 8-threshold cases and so on. The fusion center 
gives a weight vector to the quantization bins. So, deciding 
on each bin has special weighting determined by the fusion 
center to change the rule of the decision used. For example 
  ⃑⃑                is equivalent to the majority rule. The 
fusion center receives the softened decisions and counts the 
number of users in each quantization bin and forms a vector 

 ⃑  that lists how many sensors reported in each bin. Then, if 

the inner product of the two vectors   ⃑⃑  and  ⃑  is > 0,   ⃑⃑ ( ⃑ ) 

is considered 1, otherwise, it will be considered as 0. 
To quantify the performance of this method, probability 

of detection and probability of false alarm are calculated 
using the formulas below [7]: 
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where   represents all combinations of number of users 
distributed in quantization bins,  (    )  represents   
combinations out of  ,    represents the number of users in 

  , and       
 represents the probability of the received 

energy being in    conditioned on    and under AWGN 

channel. Similar formulas can be obtained for fading 
channels by calculating local probabilities according to 
fading channel formulas. This model is used in [7] to 
evaluate ROC in AWGN and in Rayleigh channels. In this 
thesis, only a special case of this model is studied and 
applied as per the Nakagami-m channel with any real fading 
parameter. 

VII. NUMERICAL RESULTS 

Figure 3 shows the Complementary Region Of 
Convergence (CROC) for combined iid   spectrum sensors 
in Nakagami fading channel with average             
and fading parameter       . The figure shows the 
performance improvement when using more than one sensor 
to detect the channel when the hard decision combining 
technique is used. The decision rule is based on  “            
rule. Figure 3 shows the OR rule has the least probability of 
miss detection at a certain value of probability of false alarm 
among all the other values of  . The AND rule has the most 
probability of detection at a certain value of probability of 
false alarm among the other voting rules.   This means that 
by using the OR rule, we can guarantee a better level of QoS 
for the primary user. However, the down side is degradation 
in utilization. Therefore, the AND rule gives better 
utilization, but it decreases the QoS of the primary user. 
Performance of all other              schemes is in between 
the two extreme cases, the OR and the AND rules. The 
network designer should be aware of the required level of 
primary user QoS and the additional utilization required in 
deciding which rule to use.  

By comparing this technique with the soft decision 
technique presented in [11], we can consider the 
performance of the least probability of miss detection case 
(OR curve) with the soft decision cases when the number of 
collaborated users is     . In general, soft decision 
technique outperforms hard decision but hard decision 
technique is much simpler. The complexity of the soft 
decision combining techniques arises from different factors. 
The first is implementation needs; for example MSC needs 
channel gain estimation. Moreover, in the soft decision 
combining technique, the process of gathering information 
from sensors is complicated. In addition, the sensors share 
their measurements rather than their decisions with the 
fusion center. This needs more bandwidth to carry all the 
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information, especially when there is large number of 
sensors. This will affect the utilization of the scarce 
spectrum, because the hard decision uses only one bit (0 or 
1) to report its final decision to the band manager, after 
which the band manager simply applies one of the discussed 
voting rules to finalize the decision. So, a very simple 
receiver can carry out the process of finalizing the decision.  

 

Figure 3.  CROC for diversity in Nakagami for      iid sensors using 

Hard Decision combining technique for                       and 

     . 

Figure 4 shows the effect of the number of collaborated 
sensors on detection performance. In this figure,     iid 
sensors are used. The figure shows               voting rule 
with especial cases OR, and AND. The improvement in the 
performance due to larger number of collaborative sensors is 
very clear in this instance. So, to get good detection without 
degrading the utilization, the designer can use more sensors 
and use any of the           . For example, instead of using 
the            rule, we can use the            rule to get 
better performance without degrading the utilization. The 
cost of this improvement is the cost of the extra sensors and a 
slight addition in band consumption (1 bit/sensor). 

Figure 5 shows the CROC curve for the single and 4-
threshold Hard Decision combining technique model system. 
The figure is generated for the two cases with     
collaborative sensors, average          , and majority 
rule. The 4-threshold majority rule is chosen with a 
weighting vector  ⃑⃑  =[-1 -1 0 1 1]. For the single threshold, 
the majority rule is considered when     in the 
             rule and is compared with the performance of 
the single threshold hard decision combining technique. It is 
found that this method significantly outperforms the single 
threshold hard decision technique. The cost of this 
improvement is only a slight increment in the overhead 
coming from sending two bits instead of one bit for each 
sensor.  

 

 

Figure 4.  CROC for diversity in Nakagami for      iid sensors using 

Hard Decision combining technique for                       and 

     . 

This combining technique can be considered to be the 
best among all the combining techniques studied, because it 
gives the designer the chance to make a trade-off between 
the cost and the detection accuracy of the system. Then 
accordingly, the number of collaborative sensors and number 
of thresholds can be chosen to fit the need.  

 
Figure 5.  CROC for 4 thresholds hard decision combining technique 

compared to the single threshold, majority rule in the two 

cases,                                      
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VIII. CONCLUSION AND FUTURE WORKS  

In conclusion, collaborative spectrum sensing model is 
studied in this paper when the sensing channel is a general 
Nakagami fading channel. Hard decision combining 
techniques were used to combine the collaborated sensors 
signal where each sensor shares only one or few bits to 
represent its sensing results. Single and multi-thresholds 
techniques are considered. Results show that both of them 
improved the system sensing performance significantly. It is 
also found that the multi-threshold works better than the 
single threshold especially in low SNRs. Results were 
compared to the other soft decision techniques used in the 
literature. It is found that soft techniques perform better but it 
has high fixed cost. On the other hand, the multi-level hard 
techniques are simpler to implement and have the flexibility 
tradeoff between the performance and the cost according to 
the application and the channel type.   
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Abstract— As the LTE is deployed commercially, the effect of 
interference of LTE mobile phone is issued. The paper presents 
an interference analysis of LTE mobile phone in the sound 
systems. Three LTE mobile phones from different 
manufacturer’s brands are used for measuring interference 
and three GSM phones are tested for the relative comparison 
with the LTE phones. A speaker and a wire telephone are 
applied as sound systems which are affected by LTE phone. 
The output spectra exposed to the LTE phones are presented 
and the interfered noise levels in sound systems are 
experimented at various distances from the LTE phones, and 
also at various powers of the LTE phones. The experimental 
results show that LTE mobile phones generate an interfered 
noise in sound systems up to the distance of 30~40cm. Also, the 
interfered noise is generated at over the power of 0dBm.  

Keywords- LTE; interference; sound system. 

I. INTRODUCTION 
 Evolution of wireless technology has been achieved in 

phase during a remarkably short time. The first generation 
(1G) has fulfilled the basic mobile voice, while the second 
generation (2G) has introduced capacity and coverage. This 
is followed by the third generation (3G), which has opened 
the gates for higher speed mobile broadband. The significant 
expansion seen in mobile and cellular technologies is a 
result of the increasing demand for high-data-rate 
transmissions [1], [2]. As the fourth generation (4G) cellular 
networks, which offers high performance and capacity, the 
long term evolution (LTE) has been proposed by 3rd 
generation partnership project (3GPP) [3].  

Tens of countries already provide LTE mobile phone 
service and many others are preparing to start the service. 
Accordingly, the number of LTE user is expected to grow 
steeply. As the usage of LTE mobile phones is increased, 
the study on interference issue of LTE cellular phone with 
the sound systems is necessary.  

LTE has adopted orthogonal frequency division multiple 
access (OFDMA) for downlink and single carrier frequency 
division multiple access (SC-FDMA) for uplink as the 
communication method [4]. In these methods, both of time 
and frequency division multiple access are employed to 
support multiple users. Therefore, the interference problem 
which causes the noise to sound systems can be emerged in 
LTE system as similar to a global system for mobile 
communication (GSM). Cellular telephone such as GSM is 

already known to cause electromagnetic interference with 
sound systems because of the pulsed nature of the signal of 
the time division multiple access (TDMA). 

The interfered effect of GSM is investigated in many 
researches and applied to standards. In [5] and [6], the 
frequency spectra from several mobile phones including 
GSM and code division multiple access (CDMA) services 
are measured and compared. In [7], GSM modulation signal 
is suggested for the immunity test of sound and television 
broadcast receivers and associated equipment. 

On the other hand, the interfered effect of LTE has not 
been investigated even though the need of interference 
analysis of LTE is growing. This paper focuses on 
interference analysis of LTE mobile phone in sound systems 
such as a speaker or a wire telephone, based on the 
measurement. LTE mobile phones from three different 
companies are used to investigate for the purpose. 
Additionally, three GSM mobile phones from identical 
companies are tested for the relative comparison with the 
results of LTE mobile phones.  

The paper is organized as follows: Time domain structure 
of LTE system is described in Section II. Measurement 
methods are shown in Section III. Then, experimental 
results are presented in Section IV. Discussion is given 
consecutively in Section V. Finally, conclusions are 
followed in Section VI. 

II. CHARACTERISTICS OF LTE SIGNAL 
LTE supports two radio frame structures for frequency 

division duplex (FDD) and time division duplex (TDD) 
modes [8]. In the FDD mode, uplink and downlink 
transmission are separated in the frequency domain. In the 
TDD mode, uplink-downlink configurations with both 5ms 
and 10ms downlink-to-uplink switch-point periodicity are 
supported. 

In this paper, we test LTE mobile phones which operate 
in the FDD mode, which has been deployed commercially. 
As shown in Fig. 1, the generic radio frame of LTE in FDD 
mode has time duration of 10ms in the time domain. A 
frame is divided into 20 slots of each 0.5ms. Each slot 
consists of a number of symbols. Although one slot 
composes the smallest resource block, the basic time-
domain unit for scheduling in LTE is one sub-frame. Two 
consecutive slots form a sub-frame of 1ms duration. The 
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Figure 1. Frame structure of LTE 
 

 

Figure 2. Measurement set-up 

Sound systems Reference sound levels 
Speaker 42.2 dB 

Wire telephone 47.2 dB 
 

Table 1. Reference sound levels of sound systems 

fundamental frequency associated with the LTE frame rate 
of 100 Hz and several of the harmonics fall in the audible 
frequency region. Therefore, they can cause interfered 
noises to sound systems. 

III. MEASUREMENT METHOD 
For the analysing the effect of interference of LTE, the 

interfered noise levels in sound system are experimented 
according to various distances from the LTE phones and 
various powers of the LTE phones. Three LTE mobile 
phones from different manufacturer’s brands are used for 
measuring audible interference. Additionally, three GSM 
phones from identical brands tested for the relative 
comparison with LTE phones. In order to ensure the 
confidence, the experiment is progressed in the anechoic 
chamber.  

As shown in Fig. 2, a base station emulator and an 
antenna are used to control the LTE and GSM phones. The 
powers of the LTE and GSM phones are adjusted from 0 to 
22dBm as the commands of base station emulator. A 
speaker and a wire telephone are investigated as sound 
systems at various distances from the LTE and GSM phones. 
The interference-induced sound pressure levels (SPL) are 
recorded by a sound pressure meter.  

The spectra of interferences from the LTE mobile phones 
can be visualized by an oscilloscope. The interferences are 
measured in the time domain and then transferred to the 
frequency domain signal using the FFT function of the 
oscilloscope. However, the measurement of sound pressure 
levels is performed without the oscilloscope to prevent the 
driving sound of the oscilloscope from affecting the sound 
pressure meter.  

IV. EXPERIMETAL RESSULTS 

A. Reference noise levels 
As listed in Table 1, initial sound levels of the sound 

systems are measured and the results are used as the 
reference interference levels for the following 
measurements. The reference levels are performed when the 
LTE and GSM phone are off and the each power of a 

speaker and a wire telephone are on. Because the wire 
phone is measured with the receiver picked up, the 
measured reference sound level of the wire phone is about 
5dB louder than that of the speaker. 

B.  Spectra of interfered noise 
The spectra of a speaker near to the LTE and GSM 

mobile phones are measured by wire connection from the 
output of speaker and the input of the oscilloscope. 

Figs. 3 and 4 present the spectra of the interfered noise 
when the power of LTE and GSM mobile phones are 
20dBm and the distance between each of LTE and GSM 
mobile phone and the speaker is 5cm. The interfered noise 
from LTE phone repeats at 10ms intervals and that from 
GSM phone repeats at 4.16ms intervals in the time domain. 
They match to the frame length of LTE and GSM. The peak 
voltage of the LTE phone is 1.19Vpp while that of GSM 
phone is 1.53Vpp.  

Frequency spectra of Figs. 3 and 4 are presented from 0 
to 20 kHz which is known as acoustic frequency range. The 
interference from LTE and GSM mobile phones reveals 
discrete peaks in the frequency domain. These peaks 
correspond to the frame rate and its harmonics. The type of 
interference produced by these technologies may be 
described as a buzzing sound in sound systems. 

C. Interferences at the maximum power 
The interfered noise levels of sound systems are 

examined when the power of the LTE phones is set to 
maximum value (22dBm) by the base station emulator to 
demonstrate the worst case of the interference scenario.  

Plots of sound pressure levels of a speaker versus 
separated distance between the speaker and each LTE and 
GSM mobile phone at the maximum power are given in Fig. 
5. The interfered effects of GSM mobile phones are tested 
for the purpose of relative comparison with LTE phones. 

The initial distance between the speaker and each LTE 
and GSM mobile phone is set to 5cm, and then adjusted at 
intervals of 10 cm. Signs of A, B and C of Figs. 5 and 6 
indicate the three brands of LTE and GSM phones. There 
are differences of measured sound levels among the LTE. 
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Figure 4. Spectra of interfered noise from GSM mobile phone 

 

 
Figure 3. Spectra of interfered noise from LTE mobile phone 

 However, all of the interfered noises of the speaker from the 
LTE phones show the similar tendency. Even though the 
interfered noise levels from the LTE phones are lower than 
that from GSM phones, the interfered noises are detected up 
to a distance of about 25 cm. The interfered sound levels are 
approached to the reference value of Table 1 beyond 25cm. 

The interferences of LTE mobile phones to a wire 
telephone at the maximum power (22dBm) are shown in Fig. 
6. The initial distance between the speaker and each LTE 
and GSM mobile phone is set to 3cm, and also adjusted at 
intervals of 10 cm. 

The interfered noise levels from the LTE phones are 
lower than that from GSM phones. While the interfered 
noises of GSM phones are detected up to a distance of over 
63cm, the interferences of LTE phone diminishes and 
reaches to the reference value at a separation distance of 
almost 33 cm.  

D. Interferences at various powers 
The interfered noise levels of sound systems are 

investigated when the output powers of LTE mobile phones 
are varied from 22dBm to 0dBm for examining the effect of 
power.  

Fig. 7 presents the plots of sound pressure levels of a 
speaker versus output powers of LTE mobile phones when 
the separation distance between a speaker and each LTE 
hone is fixed to 5cm. The interfered noise levels of the 
speaker decrease as the power of LTE phones declines. 
When the power reaches to 0dBm, the interfered sound 
levels are almost reaches to the reference values listed in 
Table 1. 

Plots of sound pressure levels of a wire telephone versus 
output power of each LTE mobile phone are presented at 
Fig. 8 when the separation distance between wire telephone 
and LTE phones is fixed to 3cm. Although there are 
differences in the measured values among the LTE mobile 
phones, the interfered sound levels almost reach to the 
reference value at the power of 0dBm. 

V. DISCUSSION 
The audible frequency of human ear is generally known 

from the minimum 20Hz to the maximum 20 kHz. The 
experimental results show that LTE mobile phones 
apparently generate an interfered noise in the audible 
frequency region to sound systems such as a speaker and 
wire telephone, even though the interfered noise levels from 
the LTE phones are lower than that from GSM phones.  

The interfered noise levels decrease as the distance 
between sound system and the LTE phone is increase. The 
interfered noise is almost vanished when the LTE mobile 
phone is about 30~40cm apart from the sound system. 
Therefore, a simple way to avoid the interfered sound noise 
is to place the LTE phone away from the sound system. But 
it cannot be a fundamental method for reducing the 
interfered noise. 

The interfered noise levels also decrease as the power of 
LTE mobile phone declines. The output power of a LTE 
mobile phone in practical circumstance is determined by the 
distance from the base station and radio propagation 
environment. As the communication coverage of a base 
station is smaller, the output power of LTE mobile phone 
can be reduced. If the number of base stations is increased 
and the power of LTE mobile phone is reduced to less than 

292Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         305 / 453



Figure 8. Interferences for wire telephones at various LTE powers 

 

Figure 5. Interferences from LTE and GSM mobile phones 
for a speaker 

 
Figure 7. Interferences for speaker at various LTE powers 

 

 
 

Figure 6. Interferences from LTE and GSM mobile phones 
for a wire telephone 

0dBm, the distance which the sound system is affected by a 
LTE mobile phone is expected to decrease to less than 
several centimetres. 

VI. CONCLUSIONS 
This paper presents an interference analysis of LTE mobile 

phone in the sound systems, based on the experiment. Three 
brands of LTE mobile phones investigated and a speaker 
and a wire telephone are applied as sound systems. The 
output spectra of interfered noise are presented in the time 
and frequency domain. Furthermore, the interfered noise 
levels in sound systems are measured at various distances 
from the LTE phones, and also at various powers of the 
LTE phones. The experimental results show that LTE 
mobile phones apparently generate an interfered noise to 
sound systems. Therefore, various efforts to reduce the 
interfered noises of LTE mobile phones such as separating 
from the sound systems or reducing the transmission power 
are necessary.  
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Abstract— One of the goals pursued by this work is to gain a 
better understanding of the conditions for which spatial reuse 
in distributed TDMA ad-hoc networks is possible. Such 
understanding becomes particularly important when 
considering modern ad hoc networking. With the emergence of 
software programmable radios that support multiple modes of 
operations, the effects incurred by operating in low vs high 
spectral-efficiency mode should be well understood and ideally 
addressed by the protocol layers if system efficiency is to be 
preserved.  A distributed TDMA system presented in [1] is re-
visited to make use of an extended interference model. The 
extended interference model combines the graph-based 
interference model with the SINR-based interference model. A 
description of the cross-layering communication developed 
between the MAC and the PHY layers to support the model is 
given. The performance of the TDMA system is evaluated in 
simulation for both, the graph-based model and the extended 
model. The effect of the propagation environment (path loss 
exponent) and of the modulation requirement on spatial slot 
reuse is studied. Results show that network performance of the 
graph-based model rapidly degrades as the spectral-efficiency 
mode increases. The impact is even greater with decreasing 
values of the path loss exponent. In comparison, the extended 
model produces good performance results in all operating 
conditions. 
 
 Keywords- spatial reuse, interference, slot scheduling, 
distributed TDMA Ad Hoc Network. 
 

I.  INTRODUCTION 

 Mobile Ad Hoc Networks (MANETs) have a 
continued growth in bandwidth demand mainly driven by 
the introduction of new user services and applications.  A 
solution to providing increased capacity of wireless systems 
is to operate over wider bands so that more information can 
be sent. But because spectrum resources are limited and its 
usage restricted, this solution is not always possible and 
certainly not sustainable in the long term.  An alternative 
approach in delivering increased capacity has been the 
development of high spectral-efficiency radios.  High 
spectral-efficiency radios make use of advanced modulation 
techniques to transmit a higher capacity of bearer data 
without increasing the assigned channel bandwidth.  The 
approach, however, is not without tradeoffs. The most 
important one being range. Operations at high spectral-
efficiency modes will invariably reduce the achievable 
communication range. A strategy to compensate for the loss 
of range is to employ multi-hop network relaying.  This 
approach of sacrificing range to the benefit of capacity 

(transmitting at high spectral-efficiency modes) while 
relying on relays to extend the coverage seems to be 
establishing in MANETs.  This is the case in military 
tactical networks, for example, where there is an increasing 
need for more bandwidth to support the explosion of IP-
centric operations and where multi-hop relay capability is 
very desirable to connect nodes that are temporarily out of 
range under terrain impediments or node movements. 
 In the past two decades, many protocols that address 
multi-hop capabilities in MANETs have been proposed. 
Amongst them, TDMA-based protocols have received much 
attention mainly because of their ability to provide QoS 
guarantees. An interesting characteristic of TDMA-based 
media access control (MAC) protocols is their potential for 
achieving higher network capacity through spatial reuse of 
the time slots [2]. Spatial reuse allows geographically 
separated nodes to schedule concurrent transmissions. The 
challenge of spatial reuse lies with the capability of 
generating an efficient scheduling algorithm that takes 
interference into account to prevent unnecessary message 
losses. Hence, an accurate modeling of interference is 
fundamental.  
 A large majority of the slot schedule designs (and thus of 
the slot reuse schemes) described in the literature have 
assumed a simple disk signal coverage model also known as 
the graph-based interference model [3-7].  In the recent 
years, the poor validity of the graph-based interference 
model and its unrealistic propagation representation has 
received much attention [8-14]. In all of those works, a 
more accurate physical interference model that uses the 
signal-to-interference-and-noise ratio (SINR) to describe the 
aggregate interference in the network is instead proposed. A 
comparison between the two interference models and their 
impact on network performance is presented in [8].  The 
simulation results show that in some cases, graph-based 
scheduling performance suffers when compared to 
interference-based scheduling.  The study, however, does 
not consider various propagation models.  The performance 
evaluations are presented for a specific path loss exponent 
value and for fixed communication and interference 
thresholds only.  In [11-14], heuristic algorithms that build 
TDMA link schedules by taking into account the more 
accurate physical interference model are proposed.  Most, if 
not all, lack presenting their work within the context of an 
actual protocol (i.e., as an integrated component).  This 
leaves open important aspects of ad hoc networking such as 
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information distribution and conflict resolution.  The 
problem is then formulated under simplified and/or 
unrealistic assumptions that undermine the practical 
relevance of the work. 
 In this paper, spatial reuse for distributed TDMA-based 
ad hoc networks is investigated.  Several papers that 
consider both interference models present their work 
assuming a particular communication model in which the 
propagation parameters (e.g., radio power, SNR, path loss 
exponent) are set to the specific environment under study. 
Different from those, we take a generic approach to the 
characterization of spatial reuse. Our characterization tries 
to establish the conditions of operation for which a given 
interference model is valid. This is achieved by defining the 
set of parameters that have the greater impact on the 
interference models. Once identified, the conditions under 
which spatial reuse is deemed possible are derived for each 
model.  
 Based on the results obtained from the spatial reuse 
characterization, we present an extended interference model 
that combines the graph-based model with the SINR-based 
model.  We validate the approach by integrating the 
proposed extended model into an actual prototype 
implementation of a TDMA-based MAC protocol [1]. An 
overview of the MAC-PHY cross layering approach used in 
support of the integration is provided along with the 
enhancements made to the distributed dynamic slot 
scheduling scheme. Using network simulation, we evaluate 
the performance of the TDMA system for various 
conditions of operation.  In particular, we study the effects 
of operating the radios in low vs high spectral-efficiency 
modes.  We also verify the impact of varying the path loss 
model.  Performance results are presented for both the 
original protocol design (which was based on the graph 
interference model only) and the re-visited design (which is 
now based on the combined interference model). 

 
II.  NETWORK CONNECTIVITY MODELS 

A.  The Graph-based Interference Model 
 
 Most scheduling algorithms proposed for distributed 
TDMA-based multi-hop networks use a simplified binary 
propagation model. This model assumes a radio 
transmission range that stops at a finite border i.e., it 
assumes no or negligible residual energy beyond that 
border. Direct node-to-node connectivity (1-hop 
neighborhood) is possible for all nodes located inside a 
transmitter’s disk coverage.   
 In the graph model (such as shown in Figure 1), the 
interference from direct neighbors of a receiver is 
considered while cumulative interferences from nodes 
beyond 1-hop from the receiver are ignored. 
 

 
Figure 1:  Simple disk-based network connectivity model 

 
The MAC protocols elaborated under this model will 
typically try to maintain collision-free slot allocations by 
respecting the following conditions: 
 
 When traffic is intended for all neighbors (typically 
referred to as node scheduling), a communication from node 
I to all 1-hop neighbors is successful if no other node within 
node I’s 2-hop neighborhood (in this case, nodes A, B, C, 
D,E, F, H and J) is transmitting in the same time slot as 
transmitter node I. 
 When traffic is intended for an individual neighbor 
(typically referred to as link scheduling), a communication 
from node J to receiver node I is successful if: 
- Receiver node I and its 1-hop neighbors (in this case, 
nodes C, D and E) are not transmitting in the same time slot 
as transmitter node J; 
- node J’s neighbors (in this case, nodes C, D, E, F, H and I) 
are not receiving in the same time slot as transmitter node J.   
 Based on the above, a slot reuse schedule can be 
obtained for nodes that are geographically separated.  For 
example, slot reuse for node-scheduled transmissions will 
be possible when transmitter nodes are separated by a 
distance of at least 3 hops. Similarly, slot reuse for link-
scheduled transmissions will be possible between 1-hop 
transmitter nodes if their respective intended receivers are at 
least 3-hops apart. Such spatial slot reuse scheduling has 
been used by many distributed multi-hop TDMA MAC 
protocols to increase the capacity of the network and 
maximize the throughput [3, 5]. The drawback of this 
network connectivity representation is the over-
simplification of the radio model by assuming that the signal 
of a transmitter node has no or negligible interference effect 
beyond a fixed propagation radius/range.  This assumption 
may be valid under some specific conditions, as will be 
discussed further, but in many cases, this unrealistic 
representation of the propagation model may seriously 
impact the slot reuse scheme (and thus the overall capacity 
of the network).  
 
B.  The Physical Interference Model 
 
 An alternative and more accurate approach for achieving 
efficient spatial slot reuse is to consider the full interference 
environment i.e., to include in the connectivity model the 
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contributions of all received signals, namely the ones that 
are too weak to provide reliable communication but yet, can 
still cause a non-negligible interference.  This model is 
known as the physical interference model [8, 9].  The 
physical interference model is based on signal propagation 
properties and the distance between the nodes.  The SINR is 
used as a measure of the perceived network interference at a 
receiver node.  A transmission is successfully received if the 
SINR at the receiver is higher than a given threshold.   
 To establish the conditions under which spatial reuse 
will be possible in the SINR interference model, we derive 
the minimal distance separation that must be respected 
between the main transmitter node and an interfering node 
(simultaneous tx) as a function of SINR values at the 
receiver.  Figure 2 illustrates a possible node-scheduled slot 
reuse scenario valid under the graph-based interference 
model (since the transmitting nodes T and I are separated by 
a 3-hop distance).  
 

 
Figure 2: Interfering node scenario 

 
Let’s assume that a signal transmission is going from a 
transmitting source node T to a receiver node R.  The 
source node T is located at a distance dt of the receiver node 
R.  At the same time, an interfering node I located at a 
distance di from the receiver node R starts another 
transmission (intended for its own neighbors nodes G, H, M 
and N).  Let Pt denote the power of the signal from the 
transmitter node T. In the absence of interference, it is 
generally accepted that the received power of a signal at the 
receiver is obtained as the ratio of the transmit power to the 
path loss. The path loss models the signal attenuation over 
the distance. Path loss is caused by the dissipation of power 
radiated by the transmitter as well as the effects of the 
channel propagation.  The complexity of signal propagation 
makes it difficult to obtain a single model that characterizes 
path loss accurately across a range of different 
environments. We choose to use a simple model that 
captures the essence of signal propagation without resorting 
to complicated path loss models which are, in the end, only 
approximations of the real channel. Possible channel 
impediments such as multipath fading and shadowing 
effects are ignored.  The formulation is derived based on the 
classical model for radio signal propagation in wireless 
networks. According to [15], the received power is modeled 
as: 
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where Pr is the received power, Pt  is the transmitted power, 
G is the gain of Tx and Rx antennas, λ is the wave length, d 
is the distance between the transmitter and the receiver and 
α is the path loss exponent.  A path loss value α = 2 
corresponds to the open space environment. The open space 
environment models an ideal environment for signal 
propagation.  To account for attenuation due to ground or 
terrain effects, a path loss exponent value greater than 2 is 
generally used (typically 2 < α < 4).  The higher the path 
loss exponent value, the greater the signal attenuation will 
be relative to the distance.   
 The SINR at receiver node R is defined as follows:  

NiP
rP
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+

=                       (2) 

where Pr denotes the received power of the signal from the 
transmitter node T, Pi denotes the received power of the 
signal from the interfering node I and N represents the 
ambient noise at the receiver.  Ignoring noise (since noise 
background is expected to be much lower than the 
interference signal) and combining (1) and (2), equation (3) 
is obtained: 
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We assume a homogenous ad hoc network where all nodes 
transmit at the same power (thus Pt  = Pi ) and at the same 
frequency.  The successful reception of the signal sent by 
the transmitting node T depends on the SIR at node R.  The 
signal is assumed to be valid (successful reception) if the 
SIR is above a certain threshold.  After reduction, formula 
(3) becomes: 
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The relation of the interference range to the transmission 
range can thus be expressed as follows: 

( )α thresholdSIR
td
id

≥      (5) 

 
Equation (5) was derived based on the linear path loss 
model.  A more common way of expressing the measured 
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SIR is using a dB value.  Equation(5) with the SIR value 
expressed in dB becomes: 
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   (6) 

 
Equation (6) shows that for the reception to be successful, a 
minimum relative distance separation between simultaneous 
transmitting nodes must be met.  This relative distance value 
depends on the desired SIR threshold and the particular path 
loss exponent of the propagation environment. The 
conditions for spatial reuse are thus determined by the 
relationship of the interference range (distance of the 
interfering source to the receiver node) to the transmission 
range (distance of the transmitting source to the receiver 
node). The minimum ratio requirement and thus spatial 
reuse conditions can be plotted for various values of 
SIRthreshold and path loss exponents.  Figure 3 shows the 
result for 4 SIRthreshold values and 5 path loss exponent 
values. 
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Figure 3: Min. relative distance separation vs SIR thresholds 

 
To illustrate, the SIRthreshold values selected for 
representation on the graph correspond to Signal-to-Noise 
(SNR) threshold values of an actual tactical VHF/UHF 
OFDM-based modem [1] operating at various modes over a 
200 kHz bandwidth.  For each mode of operation, the SNR 
threshold value corresponding to a Bit Error Rate (BER) of 
10-6 was selected.  A BER value of 10-6 is generally 
considered acceptable to obtain the full rate at the mode of 
operation. The SNR threshold values represented on the 
graph correspond respectively to coded modem rates of 195 

kbps (QPSK), 390 kbps (16QAM), 653 kbps (64QAM) and 
913 kbps (128QAM).   
 Figure 3 shows an interference to transmission range 
ratio which increases along with spectral efficiency. This 
relation implies that nodes transmitting with lower spectral 
efficiency are likely to achieve greater spatial slot reuse 
(since the minimum geographical relative distance 
requirement between simultaneous transmitting nodes is 
less). Consequently, the increase in network capacity gained 
from spatial slot reuse is expected to be higher when 
operating at a lower rate as opposed to higher rate modes. 
 The minimum relative distance requirement increases 
even more with decreasing path loss exponent values. For 
example, in the free space propagation environment (where 
path loss exponent value = 2), a relative distance node 
separation greater than 10 is required when operating at a 
64QAM modulation mode.  This ratio decreases to an 
approximate value of 4 when the path loss exponent rises to 
a value of 3.5.  This impact of the path loss exponent is 
significantly reduced at lower SNR values. At QPSK for 
example, a path loss exponent variation of 2 to 3.5 causes 
only a small variation (1.5 to 2.3) of the corresponding 
distance ratio requirement. Lower spectral-efficiency modes 
are thus less affected by the propagation environment than 
higher spectral-efficiency modes. 
 It should be noted that the results presented in Figure 3 
were obtained assuming only one source of interference.  In 
a typical ad hoc network, contributions are likely to come 
from multiple sources of interference.  In such cases, the 
resulting aggregation of all signals at the receiver will 
impact the distance required for spatial reuse which will 
inevitably increase.  Results derived from eq (6) thus 
constitute a best case scenario.  
 
C.  Limitations of the Graph-based Interference Model 
 
 We now consider the minimum relative distance 
requirement in the context of the graph-based interference 
model. As previously stated, the graph-based interference 
model ignores the physical reality of RF propagation. The 
model imposes a static spatial separation between 
simultaneous transmitter nodes which does not always meet 
the minimal distance ratio requirement necessary to produce 
collision-free spatial reuse schedules.  To better understand 
the issue, a simple case scenario is illustrated in Figure 4. 
 

 
Figure 4:  Relative distance separation in graph-based model 
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 For node scheduled transmissions, the graph-based 
interference model imposes a spatial separation of at least 3-
hops between simultaneous transmitter nodes. In Figure 4, 
this means that nodes A, B or G can simultaneously share 
slots with nodes L or V without causing any collision at C, 
D or S.  In reality, this will be true only if the minimum 
relative di/dt ratio is respected for the required SNR 
threshold value. Let’s consider the case where the di/dt ratio 
is maximal. The di/dt ratio will be at its maximum when the 
interference source is located as far as possible from the 
receiver node while the transmitter node is located as close 
as possible to it.  In Figure 4, this takes place for example, 
when node B is transmitting to node C and interfering node 
V is transmitting to node S. The resulting ratio at node C is 
(2*hopdiameter)/min dt. If the distance of the transmitter is 
small compared to the hop diameter, the resulting ratio 
value will be large enough to ensure that no collision occurs 
at node C (regardless of the SNR threshold value).  To 
validate this spatial slot reuse scenario, the resulting di/dt 
ratio must equally be measured at receiver node S.  Node V 
is now the transmitter node while node B becomes the 
interfering node.  The resulting ratio at node S is (min dt + 
hopdiameter)/ hopdiameter. Keeping the assumption that min dt 
<< hopdiameter, this results in a ratio of ~ 1.  According to 
Figure 3, this low ratio value will inevitably produce a 
collision at receiver node S, regardless of the SNR threshold 
value.  Thus, maximizing the ratio on one side has the effect 
of minimizing it on the other.  This behavior seriously 
reduces the efficiency of the slot reuse scheme.  
 This simple case scenario illustrates well the limitations 
of the graph-based interference model. To meet the relative 
distance criteria, the model tends to require some sort of 
symmetry in the relative nodes location.  This goes against 
the very nature of ad hoc networking. Obviously, some 
cases exist where the criteria will be satisfied. However, in 
most of those cases, the resulting di/dt ratio at the receiver 
nodes will likely be relatively low.  Based on those 
observations, it is reasonable to expect sub-optimal 
performance results from a slot reuse scheme that would 
strictly be based on the graph-based interference model.   
 Since the ratios derived in Figure 3 are relative 
separation distances as opposed to absolute distances, brief 
considerations should be made regarding the physical 
limitations imposed by the curvature of the earth.  It is well 
known that the line-of-sight (LOS) communication range 
between two points is limited by the horizon and depends on 
the height of the antennas at each point.  From [16], the 
LOS distance in kilometers can be computed as: 
 

( )hdistLOS 24.8=                                    (7) 
 
where h is the height of the antennas (assuming identical 
transmit and receive antennas) in meters.  From (7), the 
maximum expected LOS distance between two nodes for 
antenna heights of 3m and 20m is of 14km and 37km 

respectively.  The former corresponds to a fair estimate of 
the maximum LOS distances between ground-to-ground 
mounted vehicles while the latter is representative of ship-
to-ship communications at sea.  Beyond this distance the 
nodes cannot see each other and thus the radios cannot 
interfere with one another.  The effect of the earth’s 
curvature must therefore be taken into consideration when 
deriving the minimum distance required for allowing slot 
reuse.  Clearly, it can put an upper bound on the results 
presented in Figure 3 and in some cases, preserve the 
validity of the graph-based interference model.   
   The analysis presented in this section has shown the 
limitations of representing network connectivity based on 
the simplified disk signal coverage model. The analysis has 
revealed that the model can be used in support of spatial slot 
reuse but only under some specific conditions of operation.  
In particular, the model is expected to provide some 
throughput increase when the radios are operated in low 
spectral-efficient modes (because of the lower distance ratio 
requirement).  It is also expected to perform well when the 
transmission range is large (in which case, the physical 
limitation due to the earth curvature comes into play and 
preserves the validity of the interference model).  When 
operating outside of these conditions, the model starts to 
suffer significantly from distant node interference (border 
effects), affecting network performance and the ability to 
perform efficient slot reuse. 
 

III.  THE EXTENDED INTERFERENCE MODEL 
 

 Previous work carried out by the authors in the area of 
distributed TDMA ad hoc networking, has led to the design 
and development of an experimental prototype system 
called the MATRIQS [1].  MATRIQS is a distributed TDMA-
based multi-hop system developed to provide enhanced 
tactical IP networking capabilities within battle group units. 
Designed to be flexible and adaptive, the MATRIQS system 
supports programmable VHF/UHF waveforms with multiple 
modes of operation.  Various degrees of spectral-efficiency 
modes are offered  with data rates ranging from 9600 bps 
(low efficiency, low bandwidth, high robustness mode) to 
1.0 Mbps (high efficiency, high bandwidth, low robustness 
mode). Currently supported bandwidths are 25, 50, 100, 200 
and 350 kHz. 
 The MATRIQS MAC developed initially and presented 
in [1] automatically achieved spatial slot reuse based on the 
traditional graph interference model only.  When 
characterizing the system in various operating conditions, 
the limitations of the interference model and its impact on 
the system performance were observed.  A more realistic 
network connectivity model was needed.  The approach 
adopted to address the problem was to extend the graph 
model to include physical interference considerations.  
Essentially, the approach that we propose is a combination 
of the two interference models.  The concept is to keep the 
simplified disk coverage model to establish the first level of 
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interference knowledge.  Then, the more accurate physical 
(SINR) interference model is applied to the slots that are 
identified as potentially available for reuse by the protocol 
(as an outcome of the first level).  The slot scheduling/slot 
reuse scheme resulting from this combined two-step 
approach has the benefit of remaining efficient and accurate 
through a wide range of operating conditions while keeping 
the implementation complexity at an acceptable level.  
 Conceptually, the approach is similar to the hybrid 
solution presented in [17]. However the two methodologies 
differ greatly.  The algorithm proposed in [17] uses an 
iterative scheme based on a fixed interference range value.  
The interference range is increased adaptively and new 
squared conflicted graphs are re-generated until an 
interference-free schedule is found.  No distribution aspects 
are discussed and the algorithm implies global network 
connectivity knowledge.  Our scheme, instead, relies on the 
distribution of slot information to dynamically guide the slot 
allocation decisions.  While the reported slot information 
makes use of the graph-based interference model to ensure 
distance-2 non-conflicting node scheduling, it also includes 
physical interference information that ensures interference-
free slot reuse scheduling.  This solution not only maintains 
the increased capacity provided by spatial slot reuse but it 
also preserves the flexibility of the protocol in terms of 
dynamic slot allocations.  
 An overview of the modifications that were performed to 
the MATRIQS MAC protocol to support the extended 
interference model is provided next.  
 
A.  The Cross-Layering Approach 

 The physical interference model makes use of the SINR 
to evaluate the perceived network interference at a receiver 
node.  Since this specific channel information can only be 
obtained by the physical layer (modem), a cross-layering 
communication approach was developed between the 
MATRIQS MAC layer and its underlying modem.    
 The cross-layering exchange between the two layers 
occurs via abstract generic interfaces that conform to 
Software Defined Radio (SDR) principles. The 
communication enables the MATRIQS protocol to derive a 
“per slot” channel quality value which is used in the 
protocol’s slot scheduling and allocation algorithm. 
 The “per slot” channel quality is expressed as a binary 
value.  The value is either 0 or 1, where 0 indicates a “good” 
slot with low rx interference level and 1 indicates a “bad” 
slot suffering from high rx interference level.  To derive this 
channel quality, the MAC obtains, at the end of each slot, 
two parameters from the modem: the rx signal power (S) 
and the noise + interference power (N), as measured and 
estimated by the modem for the slot period. The rx signal 
power can only be measured by the radio frequency 
receiver. Receivers contain an automatic gain control 
(AGC) device used to normalize the output signal level. The 
control voltage (VG) of the amplifier is derived from the 

input signal level and follows a known transfer function. 
This signal can be supplied in digital form and be used to 
derive the absolute incoming signal power. The RF input 
signal power (S + N) is calculated as follows: 

 
PRF = PD / f(VG)                                      (8) 

 
where PRF is the incoming RF power (S + N), PD is the 
power of the digitized signal after AGC (measured by 
demodulator) and f(VG) is the AGC transfer function and 
represents absolute gain. Since the MAC requires S and N to 
be separate values, the burden falls onto the demodulator to 
measure the noise (N) and therefore provide both S and N 
separately. In the event where the demodulator is unable to 
detect an incoming signal, it declares  N = (S+N) where S = 
0. 
 Using the rx signal power (S) value obtained from the 
modem, the MAC protocol maintains a run-time table of 
received power for each of the node’s 1-hop neighbors. The 
rx power value is averaged over a time window to smooth 
out the effect of possible transient conditions. The MAC 
then combines this information with its knowledge of slot 
status and ownership to compute an SINR value for each 
slot. The SINR value is calculated as follows: if the slot 
status is rx, the MAC first determines the slot ownership 
(i.e., which neighbor the slot belongs to). The MAC then 
extracts from the table the latest recorded rx signal power 
for that neighbor node and derives the SINR by using the 
ratio formula (S/N).  If the slot is available (i.e., the slot 
does not belong to anyone), then no corresponding rx signal 
power value will be found in the table.  The calculation of 
the SINR value cannot be performed at this point since it 
requires a relative comparison of a neighbor’s rx signal level 
to the measured interference.  In this particular situation, the 
worst-case approach is adopted.  The MAC identifies from 
the table the node for which it has the weakest signal 
(lowest recorded rx signal power).  The MAC then uses this 
value to compute the SINR for the slot.  
 For each slot, the channel quality is obtained by 
comparing the computed SINR value with the SINR 
threshold (typically set to correspond to a BER of 10-6) for 
the modulation and error correction code in use. This 
channel quality estimate is provided by the physical layer’s 
demodulator.  Here, the implication is that a matching 
good/bad signal threshold value must be pre-established and 
included in the programming. The channel quality for the 
slot is declared good if the computed SINR value is greater 
than the SINR threshold.  It is declared bad otherwise.  
 The cross-layering communication enables the 
MATRIQS protocol to obtain and maintain a run-time per 
slot channel quality value that takes into considerations the 
full interference environment. The MATRIQS slot 
scheduling and allocation scheme was modified to take 
advantage of this channel quality information. The 
enhancements done to the scheme are described next. 
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B.  The Distributed Dynamic Slot Allocation Scheme  

 The MATRIQS protocol supports a fully dynamic slot 
scheduling and allocation scheme [1].  The scheme is based 
on slot request and release. As for most distributed-based 
schemes, it combines two approaches: a pro-active approach 
and a re-active approach.   
 The pro-active approach makes use of the information 
readily available to guide decisions on selecting/requesting 
the slots that have the highest probability of producing 
error-free transmissions. The idea is to pick non-conflicting 
transmission allocations in the first place.  Nodes request 
slots based on the distributed slot information they maintain. 
Each node reports slot ownership information at minimum 
once per cycle.  The reported slot status information ensures 
that nodes request non-conflicting node-scheduled 
transmission allocations over a 2-hop neighborhood while 
taking advantage of simultaneous link-scheduled 
transmissions whenever possible. Spatial slot reuse based on 
the graph interference model is thus inherently supported by 
the protocol and may take place when transmitters (in the 
case of node-scheduling) or receivers (in the case of link-
scheduling) are separated by a distance of at least 3 hops. As 
neighborhood slot information is collected, a node derives 
and maintains a set of slots it considers available for request.  
Essentially, this set includes all the slots that have been 
reported with the available status by the neighbors.  A node 
selects the slots to request from that set. 
 The protocol also supports a re-active approach.  The re-
active approach offers a mean to bring corrections when 
problems or conflicts are detected.  Conflicts may rise from 
sudden changes in conditions due, for example, to node 
mobility.  The protocol implements the re-active approach 
by specifying a comprehensive conflict detection and 
resolution scheme. Actions/decisions resulting from this 
scheme typically translate into nodes issuing slot 
preemptions or objections to slot requests. 
 Because these design approaches were originally based 
on the graph interference model, the slots considered 
available by the protocol were often unusable due to the 
interference coming from remote nodes. Consequently, in 
many situations, decisions taken by the protocol to perform 
slot reuse led to an increase in the number of collisions and 
yielded sub-optimal performance. The channel quality 
information obtained from the cross-layering was included 
in both approaches (pro-active and re-active) to improve the 
slot allocation and scheduling scheme.  
 
B.1 Extended Pro-active Approach 
 
 The pro-active approach is extended by including the 
channel quality value in a node’s periodic slot status report 
for slots that are advertised as available.  To keep the 
overhead low, each slot status is expressed using a 3-bit 
code. Originally, only 2 of the 3 bits were used to indicate 
slots status available.  The third bit is now used to report the 

slot channel quality value where a bit value of 0 indicates a 
“good” slot (slot is considered interference-free) while a bit 
value of 1 indicates a “bad” slot (a strong enough interfering 
signal has been detected in the slot). 
 This supplementary information is now used to refine 
the available for request slots set maintained by a node.  
The set now only includes the slots reported as available 
good by each neighbor.  As a result, when making a request, 
a node will pro-actively select slots that are truly 
interference-free at that time.  It is important to note that no 
penalty is paid in additional overhead cost.  The cost lies 
with the increased complexity in the structure of the cross-
layering solution. 
 
B.2 Extended Re-active Approach 
 
 Because operating conditions of ad hoc networks vary 
over time (e.g., topology changes, propagation 
characteristics changes), slot schedules that were 
collision/interference free may suddenly not be anymore.  
The reactive approach is extended by considering the 
channel quality in the conflict resolution scheme. The 
parameter is integrated to guide slot preemption decisions.    
Originally, the slot preemption mechanism was strictly used 
as a means to resolve slot scheduling (ownership) conflicts.  
The mechanism is now also used to notify a sending node of 
bad slot receptions.  A node will now also issue a 
preemption message to a neighbor for which signal 
reception on specific slot(s) has fallen below the SNR 
threshold. On reception of a preemption message, those 
“bad” slots are immediately released by the transmitting 
node. 
 In the same manner, the channel quality value is now 
also considered within the slot approval process.  Nodes 
now verify their latest slot channel quality values before 
approving or objecting to a request. This is because the 
interference conditions may change between the time the 
original slot selection is done and the time a neighbor makes 
its approval or objection decision. An approval is sent if no 
slot ownership conflict is found and the slot channel quality 
is good.  An objection is sent otherwise. 
 

IV.  PERFORMANCE EVALUATION  

To evaluate the performance of the system and to 
measure the impact of the enhanced scheme on slot reuse, 
the MATRIQS experimental system was ported into the 
QualNet (QN) simulation framework [18].  Most of the 
MATRIQS protocol stack (i.e., the MAC and link layers) 
was preserved during the porting process.  Consequently, 
discrepancies between the actual system implementation 
and the simulated version are minimal.  The QN physical 
abstract layer was used in place of the actual modem.  It was 
modified to support the SINR-based interference model as 
well as the cross layering communication scheme. 
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A.  Simulation Setup 
 
 In section 2, it was determined that spatial reuse is 
mainly affected by the propagation path loss and the 
modulation requirement (SINR threshold). Hence, a multi-
hop network topology was constructed to which we applied 
various combinations of path loss exponent values and 
modulation modes (SINR thresholds). 
 To be consistent with the analysis presented in section 2, 
the QN radio signal propagation model was set to the 
classical log-distance path loss model.  Scenarios were run 
for three path loss exponent values of 2.5, 3.0 and 3.5 
respectively. Those values were selected to be 
representative of various types of propagation environments 
with a degree of attenuation ranging from mild to severe. 
For each path loss exponent value, the impact of the 
modulation was evaluated by varying the SNR threshold 
values.  The SNR thresholds were 7.5 dB, 13.5 dB and 20.5 
dB each corresponding to modulation modes QPSK, 
16QAM and 64QAM respectively.  The channel bandwidth 
was 200 kHz. The operating frequency was set to 300 MHz 
which is representative of low band UHF tactical operations.  
The resulting raw channel rates were 195 kbps (QPSK), 390 
kbps (16QAM) and 653 kbps (64QAM). 
   The network topology was composed of 20 nodes 
deployed using the random uniform distribution.  In order to 
evaluate the effect of both the propagation path loss and the 
modulation mode on spatial reuse, it was required that the 
di/dt ratio values remained the same in all scenarios.  This 
meant keeping the node layout and the relative distance 
between the nodes the same for all scenarios. This was 
achieved by scaling the size of the grid and by adjusting the 
transmission power level accordingly. For each scenario, 
once fixed, the transmission power was kept uniform and 
configured the same for all nodes. The resulting topology 
had a network connectivity diameter of up to 8 hops.  
 The network was fully connected at all time (there was 
always a path between any pair of nodes).  To ensure worst-
case interference, the network was saturated i.e., each node 
always had traffic to send.  The traffic was UDP/CBR and 
sent by the MAC protocol using the node-scheduled 
transmission mode. 
   
B.  Results and Discussions 

 
 For each scenario, the following performance metrics 
were collected:  
 
- reception collision ratio (%): total number of rx collisions 

over the total number of rx signals (locked signals) 
 
- successful slot usage ratio (%): total number of successful 

slot tx (i.e., no neighbor rx collision) over the total number 
of slots 

 

- network throughput (kbps): total number of bits 
successfully received in the entire network over the time 
period. 

 
 The results are presented in Figures 5, 6 and 7 
respectively.  The results refer to metrics averaged over 10 
runs, each initiated with a different simulation seed.  The 
simulated time was long enough to ensure that steady-state 
conditions had been reached.  For each simulation run, data 
collection began only after the network was “up” to avoid 
transient effects due, for example, to initial empty neighbor 
tables.  For comparison purposes, the performance results 
are presented for both, the original protocol design (which 
was based on the graph interference model only) and the re-
visited design (which is now based on the combined 
interference model). 
 
 

 
Figure 5: Rx collision ratio 

 

 
Figure 6: Successful slot usage ratio 
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Figure 7: Network throughput 

 
As expected, the performance results obtained with the 
combined interference model are better than the results 
obtained with the graph interference model only.  A 
significant difference is seen with the measured reception 
collision ratios (Figure 5).  While the protocol based on the 
combined interference model achieves quasi collision-free 
schedules, the graph-based protocol exhibits rx collision 
ratios between ~15% to ~70%.  Figure 6 shows that the 
successful slot usage ratios obtained with the combined 
model surpass by as much as 70% to 110% the ratios 
measured with the graph-based model.  For example, in the 
case of 64QAM+exp. loss 3.5, the graph-based model 
achieves successful transmissions in only half (50%) of the 
slots. In contrast, the combined model displays a successful 
transmission rate of 140%.  In addition to achieving 
successful transmissions in all (100%) of the slots, an 
additional 40% is gained through the occurrence of 
simultaneous transmissions due to slot reuse (slot reuse 
ratios are represented by the portions in excess of 100% in 
Figure 6).  Slot reuse translates into a direct increase in 
network capacity.  This can be observed in Figure 7.  
Whenever slot reuse is present in Figure 6, Figure 7 shows 
corresponding network throughput values above the 100% 
user data capacity limit (indicated by the dotted line for each 
modulation mode).  Thus any value in excess of the 
displayed thresholds represents a gain in network 
throughput resulting from the slot reuse scheme.  Due to the 
success of the slot reuse scheme, the network throughput 
values (displayed in Figure 7) are consistently higher for the 
combined interference model.  In some cases, a network 
capacity up to 3 times that of the graph-based model is 
obtained.  
 The performance results obtained for both approaches 
closely match the predicted behaviors of section 2.  As 
expected, a higher ratio of spatial slot reuse and thus a 
greater increase in network capacity is achieved when 

operating at low spectral- efficiency modes (e.g., QPSK) 
than when operating at high spectral-efficiency modes (e.g., 
64QAM). This is because the minimum distance ratio 
requirement is less for lower rate modes.  It is thus more 
easily satisfied in the MANET (ref. Figure 3: min di/dt = ~2 
for QPSK vs min di/dt values between 3 and 11 for 
64QAM).  It should be noted that for the graph model, slot 
reuse occurs in the QPSK modulation mode only. It takes 
place however, in all scenarios for the combined model.  
 While the results obtained with the combined 
interference model remain quite acceptable in all cases, the 
performance of the graph-based approach quickly degrades 
as the spectral- efficiency mode becomes higher.  The 
impact is even greater with decreasing values of the path 
loss exponent. Clearly, as the minimum distance ratio 
requirement becomes greater, the graph-based model fails at 
meeting the criteria and its performance seriously starts to 
suffer.  The amount of rx collisions increases drastically and 
the network throughput collapses as the successful slot 
usage ratios fall below 100%.  
  

V.  CONCLUSION 

In this work, spatial reuse for distributed TDMA-based 
ad hoc networks is investigated.  The simulation results 
confirm that the accuracy of the interference model is 
essential to fully benefit from a maximum network capacity.  
The simple graph-based interference model, for example, 
shows sub-optimal but yet acceptable performances when 
tested with low spectral- efficiency modes (e.g., QPSK).  
However, the validity of the model rapidly degrades as the 
spectral-efficiency mode increases.  The reception collision 
ratio increases drastically and seriously impacts the network 
throughput. 

The extended interference model proposed in this work 
clearly outperforms the simple graph-based approach.  More 
importantly, it produces good performance results in all 
operating conditions.  The approach requires the support of 
cross-layering communication between the MAC and the 
PHY layers but the resulting improvements are sufficient to 
justify the increase in complexity.  

One of the goals pursued by this effort was to gain a 
better understanding of the conditions for which spatial 
reuse in distributed TDMA ad-hoc networks is possible. 
Such understanding becomes particularly important when 
considering modern ad hoc networking. With the emergence 
of software programmable radios that support multiple 
modes of operation, the effects incurred by operating in low 
vs high spectral-efficiency mode need to be well understood 
and ideally addressed by the protocol layers if system 
efficiency is to be maximized. 
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Abstract—Good connectivity helps in reducing the number
of packet drop and improve network efficiency. Vehicular
networks have a pattern of flow and a defined heading.
Connectivity break occurs due to insufficient radio range.
Dynamic coverage modulation varies the range to maintain
coverage. In areas of high vehicle traffic, data packet loss would
increase due to packet collision. To avoid this the coverage of
node could be reduced and data handoff would be activated
for maintaining connectivity. Shorter coverage in dense areas
allows multiple nodes to communicate with minimal interfer-
ence. Unnecessary transmissions lead to network congestion,
adaptive sampling collects route information to determine its
suitability for establishing communication. This work attempts
at minimizing network congestion and reduce breaks in con-
nectivity through dynamically modulated coverage, direction
dependent data handoff and adaptive sampling. The algorithm
has been simulated using OPNET and results reflect reduced
packet drop.

Keywords-Adaptive connectivity; Data Handoff; Dynamic cov-
erage modulation; Adaptive sampling.

I. INTRODUCTION

Vehicular networks or VANETs are networks in which
vehicles communicate with each other to disseminate vital
information regarding the vehicle and traffic. This includes
vehicle malfunctions, closed lanes, speed limits, accidents,
caution measures due to varying driving conditions and
others. These networks aim at making roads safer by
warning the drivers of any potential hazards on the road.

Data dissemination in the network depend on vehicles
heading, and the density of vehicles in a given region. The
heading of the vehicle as shown in Figure 1 is used to
determine the suitability of the vehicle to receive and/or
carry forward data. For example, if lane is closed for north
bound traffic due to road work, the traffic traveling on the
opposite lane (south bound) would carry the information.
This in turn will pass it on to the north flowing traffic.
The other capability available in vehicles these days is a
predefined route to the destination accessed through GPS
(global positioning system). Using this information, the
vehicles heading can be predicted and information can be
shared.

Communication in vehicular networks as discussed in [1],
[2] takes place in the following manner.

• Vehicle to Vehicle (V2V)
• Vehicle to Infrastructure (V2I)
Information broadcast and repetitive data transmission

lead to network congestion and increase collision. Leontiadis
and Mascolo [3] propose time to live to expunge information
from the network after certain duration of time in a specific
area. The issue with this is determination of the time as it
is scenario specific. It is dependent on traffic movement, if
the traffic is moving slow the information would also need
to live for a longer duration. On the other hand faster traffic
requires shorter life cycle for the data. We propose route
dependent and priority based time to live. This approach
for determining the life cycle of data classifies different
road hazards by the level of severity and assigning priority
[4]. Zhao and Cao [5] use multihop to transmit data for
sparse networks. The issue with the approach is that if
data is not completely transferred, while the vehicle changes
its heading, and deviates from the predicted path, the data
would get lost.

Figure 1. Definite Headings of Vehicles

Limiting the life cycle of high priority data in dense
slow moving traffic does not serve the purpose. Hence, we
propose modulating the radio coverage of the transmitter
so that radio pollution is contained reducing communication
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collisions and packet retransmissions. Modulation of radio
coverage would allow for reducing the coverage in dense
traffic and increase coverage in places of light traffic. Radio
signals are also associated with a given maximum range.
Moreover, the dynamics of the roads keep changing. It is
therefore required to have data handoff to transfer large
data packets over multiple nodes (vehicles). Multiple hop
and data handoff both require multiple nodes but in data
handoff communication set-up is only done once with the
first receiving vehicle. The first receiving vehicle provides
the details of the transmitting vehicle to the next receiving
vehicle. This approach does not require setting up the
communication with other receiving vehicles. This scheme
has importance in scenarios where traffic on a lane is moving
fast and on the other lane the traffic is slow as shown in
Figure 2a.

Figure 2. Traffic Scenario

The vehicles moving fast have a shorter time span to
complete a communication. With large data packets the
possibility of incomplete data transfers is high. To overcome
this issue, if vehicle A (Figure 2a) handsoff data to vehicles
F,E,D and C (in this order), the communication window of
time gets wider, allowing for data packet to be successfully
delivered. Figure 2b shows a scenario where direction of
motion of the vehicle changes. As vehicle 4 in Figure 2b
changes the path, data transmitted by vehicle 1 and 2 is
not of any relevance, where as vehicle 5 is joining the
lane and hence would need the information. Incorporating
dependence of direction on handoff would reduce the re-
transmission, thereby reducing packet collisions.

The paper is organized in the following sections. Section
II discusses the effect of different parameters on vehicular
connectivity. Section III gives the design for improving con-
nectivity through handoff. Results are discussed in Section
IV. Section V concludes the paper.

II. FACTORS AFFECTING VEHICULAR CONNECTIVITY

Connectivity amongst vehicles gets affected by multiple
factors like vehicle velocity, transmission range, vehicle

heading and route to destination.

A. Vehicle velocity
Velocity of a vehicle has a direct impact on the number

of packets transmitted. At high velocities, the transmission
time window reduces, which reduces the number of packets
delivered. Assuming that the communication is specified by
a packet size of x bytes and a bandwidth of B bps, then the
required transmission time would be T

trans

= x/B. For a
vehicle moving at velocity v km/hr or v/3.6 m/s, the time
required to cover a distance d/1000m is given as T

req

=
d/v. As communication takes place between two or more
vehicles, hence their relative velocities are considered. For
vehicle having the same heading (moving in parallel to each
other) v = v

1

�v

2

and vehicle moving in opposite direction
as shown in Figure 3, its v = v

1

+ v

2

. The communication

Figure 3. Effect of Velocity dependent on heading

is successful if T
trans

= T

req

, as this would allow complete
packets to be delivered. Figure 4 shows that as the relative
velocity of the vehicles increase, the amount of data packets
received drops.

Figure 4. Available window of time for data communication against vehicle
velocity

B. Transmission range
Invariably, vehicle velocity keeps changing with changing

driving conditions. There are areas where vehicles move
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slowly and traffic builds up creating a dense network of
communicating objects. Somewhere else, the traffic may be
free flowing and the network becomes sparse in communi-
cating objects. Modulating the communication range through
transmission power relative to the speed will help in keeping
the window of required time constant.

C. Vehicle heading and route to destination

The heading of a vehicle plays an important role in
determining the suitability of a vehicle to participate in
communication. If in a heavy traffic zone all vehicle start
broadcasting information there would be enormous data
packet collisions resulting in failed communication. Most
vehicles are equipped with GPS these days. These devices
pre-calculate the route to the destination. Sharing this infor-
mation with neighboring vehicles would help them decide
if they have any vital information that needs to be shared.
Even though GPS is so prevalent, but many drivers do
not always rely on them due to their personal preferences
[6]. Heading of the vehicle which depends on streets and
lanes allows other vehicle to determine its suitability for
data handoff. The uncertainty due to human involvement
can be mitigated by coupling GPS information with the
current heading for handoff. If a vehicle with which handoff
has been performed, changes its heading suddenly, then it
would necessitate retransmission, which is undesirable. The

Figure 5. Probability of retransmission

dynamics on the road is stochastic and Poisson’s distribution
can be used to find the probability of retransmission.
P = e

��
�

k

k!

(k = 0, 1, 2, 3...)

� = traffic density ⇢ ⇤ a(area)

P =
e

�⇢a

⇢a

k

k!
(1)

It can be inferred from the probability analysis, as shown
in Figure 5, that the probability of retransmission is higher
for areas where vehicle density is sparse as compared to
high density areas. This is because the redundancy for
handoff is higher in dense areas and therefore requirement
of retransmission reduces.

D. Time to Live for Data Packets
Time to Live or TTL of a data packet is used to

determine the length of time for which a data packet
should remain in the network (with data packet being
transmitted from one node (vehicle) to another). The issue
is determining how long a data packet should be present
before removing it from the network as setting a random
value might remove the packet either too early or congest
the network with redundant data. This work proposes to
adapt the time to live based on the information priority
I

priority

, vehicle velocity v and route GPS

coordinates

as
TTL(I

priority

, v, GPS

coordinates

).

III. DESIGN FOR IMPROVING CONNECTIVITY THROUGH
DIRECTION BASED HANDOFF

The different factors in Section II contribute to maintain-
ing connectivity. Based on these, the transmission coverage,
requirements of handoff and TTL of data depend on in-
dependent factors like velocity, data size, vehicle heading
and route information. The flow diagram in Figure 6 shows
the trigger conditions for Coverage, Handoff, Direction
and Adaptive Sampling (finding new vehicles to establish
communication).

Figure 6. Flow Diagram for Connectivity of Vehicular Networks

306Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         319 / 453



1) Adaptive Sampling: Adaptive Sampling uses sensing
coverage sense vehicles in the vicinity and exchange route
information. It helps the vehicle wishing to transmit data to
determine whether the other vehicle will move on the route
for which the information is pertaining. If the vehicle is
not following the route, then establishing the communication
will be wasted. As sensing coverage also involves commu-
nication which results in use of radio resources, it should
not be performed very often as it contributes to network
congestion. When a vehicle has information pertaining to a
particular area then it needs to know the possibility of the
current route being used to reach that destination. Adaptive
sampling helps in achieving this through the use of artificial
neural network. It uses the past sensing information to
predict the use of the current route to reach the area of
interest. Depending on the outcome of the neural network
the vehicle performs sampling using adaptive coverage. This
reduces the sensing operation, minimizing use of radio and
therefore reducing network congestion. Figure 7 shows the
block diagram for adaptive sampling of the network to
search for vehicles for data transmission.

Figure 7. Adaptive Sampling for Vehicle selection

Figure 8 shows the packet format for the sensing opera-
tion. This reflects the key factors like destination, heading,
route (start and end coordinates) and Hazard code (code,
priority and traffic condition). The route coordinates give the
start and end coordinates of the current route till the next
intersection. It is not sufficient by itself because a driver
may suddenly take a different route of their preference to
the destination. It is therefore necessary to know the current
heading and destination. As there can be multiple paths
leading to the same destination, the vehicles heading will
allow the determination of future coordinates. This is based
on the use of current coordinates and heading to determine
the route to destination. Route coordinates provide current
information which would be important for the other vehicles.
From Figure 7, it can be noted that artificial neural network
estimates T

n

(duration after which next sampling should
be performed). In applications like VANETS assuming a

constant traffic flow on the road would be unrealistic. For
such circumstances, a single prediction of T

n

would not
be accurate. Hence, the output of the neural network is
stored in a look-up table with possible values. When an
estimation error is reported, a different value is taken from
the table. The network re-trains once the values in the table
are exhausted.

Figure 8. Packet Format for Vehicle selection

2) Adaptive Coverage: Constant radius of coverage does
not provide the flexibility to selectively disseminate data
to other vehicles. Adaptive coverage varies according to
the density of vehicles on the road. For sparse density of
vehicles, the coverage increases and reduces where density
of vehicles is high. The advantage of this scheme is that it
reduces packet drop and network congestion.

R

max

=
(v · T

trans

)

2
(2)

Here, R
max

is the maximum radius of coverage at relative
velocity v. On equating Equation 2 with the range equation
(Equation 3)

R

max

=

s
P

t

G

t

G

r

�

2

(4⇡)2 S
min

(3)

transmission power P

t

is computed and the range is
dynamically varied. Here G

t

, G
r

are transmitter and receiver
gain respectively, � is the wavelength and S

min

is the
receiver sensitivity. The algorithm for adaptive coverage is
as follows.

Table I gives the algorithm used to determine nodes
coverage.

Table I: Algorithm for Sufficiency of Coverage

Algorithm for Sufficiency of Coverage

: Sense the density of vehicle in the vicinity
: Compute data size to be transmitted
: Compute duration of connectivity Ttrans

: Sense Vehicle velocity

3) Direction: The direction or heading of the vehicle
helps predict the future route of the vehicle. Figure 9 a,b,c
and d show different routes between the same source and
destination. Upto point A, all the four routes are same; after
point A, the route remains same for Figure 9 a and d, but
for b and c the heading changes.
Similarly, at point B, the route is same for Figure 9 a
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Figure 9. Vehicle heading and final destination

and c, whereas the heading changes for b and d. Similarly
at point C heading changes between Figure 9 a and c.
As destination is know the GPS device can calculate the
different paths to the destination at each change in heading.
If the vehicle which has some hazard information for a
particular stretch of source, destination pair and the vehicle
senses another vehicle heading along the same direction
information handoff can take place.

4) Handoff: Handoff is required when the coverage
is not sufficient because of vehicle velocity and limited
coverage in high density regions. In situations like these,
multiple vehicle having same heading (as relative velocity
would be less for vehicles having same heading) are
used to collaboratively collect the data and share amongst
themselves to reconstruct it as shown in Figure 2a.

The handoff requires the vehicle transmitting V

trans

data
to transmit its Id, velocity, direction of motion, data packet
size. Using this information, the vehicle receiving V

rec

data
inform their next hop vehicle about the transmitting vehicle
V

trans

, as shown in Figure 10.
As the vehicles are prepared to receive the data from the

transmitting vehicle hence we save on packet exchange to
establish the communication. Figure 11 shows the flow of
the handoff sequence amongst receiving vehicle. The vehicle

Figure 10. Handoff Scenario

Figure 11. Handoff flow diagram

which is first to communicate with the transmitting vehicle
M

n

forwards its details to the next vehicle, which becomes
ready to receive data from the transmitting vehicle. The
Handoff flow checked by the receiving vehicle S

n

checks,
whether the coverage area of the transmitting vehicle is
larger than its own and could data be completely transmitted.
If it cannot be completely transferred, then the first receiving
vehicle passes on the identification (M

n

Id, its velocity Vel,
Direction and Time to Wait for the next node to receive data)
of the transmitting vehicle to the next vehicle.

IV. RESULTS AND DISCUSSION

Network congestion happens when data traffic is not
controlled. Reduction in redundant data reduces the con-
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gestion. Adaptive sampling associates route with data and
determines the need to perform a transmission. Figure 12
shows the performance with and without Adaptive sampling.
It is evident that the number of packets in the network has
dropped leading to reduction in network congestion.

Figure 12. Number of Packets transmitted : Adaptive vs Regular sampling

Adaptive Coverage varies its coverage area depending on
the traffic and the data size. Figure 13 shows that by adapting
the coverage there is a reduction in the number of packets
lost. The light blue and the green graphs are the number
of packets transmitted and received for fixed coverage. It
can be seen there is a significant packet loss. The red and
the dark blue graph are for adaptive coverage. There is a
significant reduction in loss of packets. In areas where the
density of vehicles is less or in high density region where
there is reduced coverage and a large packet needs to be
transmitted, data handoff is performed to prevent break in
connectivity. It’s noted from OPNET simulation, Figure 14
that through handoff complete data is being transmitted over
multiple vehicles, overcoming the issue of insufficiency of
coverage.

Incorporating direction of motion to select a vehicle
for data handoff, further reduces the unwanted data trans-
mission. Implementing the algorithm within the nodes in
OPNET shows that the vehicle which is on a lane changing
its heading does not participate in communication. The result
shown in Figure 15 graph 3 shows that without implemen-
tation of direction data is being received as the vehicle is

Figure 13. Comparison of Packets transmitted and packets received for
Adaptive Coverage versus Fixed Coverage

Figure 14. Comparison of Handoff with Coverage

in communication range but with the implementation of
direction even though the vehicle is still in communication
range but data is not received. The other vehicle graph 2
moves in a lane parallel to the transmitting vehicle graph 1
and hence receives data.
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Figure 15. Direction Independent vs Direction Dependent transmissions

V. CONCLUSION

The work presented here utilizes Adaptive sampling,
Adaptive coverage, Direction of motion of Vehicle and Data
Handoff for intelligently sensing the need for a packet trans-
mission. This approach reduces the number of redundant
packet transmission and hence network congestion. The
results show that through adaptive sampling a significant
decrease in unwanted transmissions is achieved. Adaptive
coverage modulates the transmission power to harness the
opportunity and maintain the connectivity. It is evident from
the results that in comparison to the fixed radius coverage,
there is very small packet loss in adaptive coverage. Data
handoff is used to maintain connectivity in scenarios where
coverage is not sufficient for transmitting large data packets.
Improved throughput is evident in the results. Implementa-
tion of direction allows handoff to perform selective dissem-
ination of data. This paper shows that network congestion
and packet loss is reduced through controlling the cover-
age radius, data dissemination and vehicular collaboration
through handoff.
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Abstract�This paper studies the differentially amplitude- and
phase-encoded (DAPE) quadrature amplitude modulation (QAM)
for the amplify-and-forward multiple relay system over indepen-
dent Nakagami-m fading links. A simple equal gain combining
(EGC) receiver is proposed to noncoherently combine received
signals from direct and multiple relay links and then detect the
DAPE QAM signals without any link side information. Based
on Beaulieu's series approach, an ef�cient bit error probability
(BEP) upper bound computation formula is derived for the EGC
receiver. Performance results show that the EGC receiver for
DAPE QAM provides better BEP than the conventional receiver
for differential phase shift keying modulation with the same
constellation size.
Keywords�Amplify-and-forward relay, differential detection,

Nakagami-m fading, star-QAM.

I. INTRODUCTION

Cooperative relaying technique [1]-[5] is an ef�cacious
method to realize distributed spatial diversity through the co-
operation of relay nodes in terms of radio resource and signal
processing. In [1]-[2], various cooperative transmission pro-
tocols based on half-duplex mode were developed to achieve
cooperative diversity. As mentioned therein, the amplify-and-
forward (AF) relaying protocol is a simple relaying scheme
in which the relays amplify the received signals from the
source and retransmit them to the destination. This paper only
considers the AF protocol due to its simpler operation and
lower complexity required at relays.
Coherent detection is considered in most relay systems,

which is based on the assumption that the destination can
obtain the channel impulse response (CIR) characteristics of
all transmission links [1]-[2]. However, in fast fading environ-
ments, it is dif�cult to obtain the accurate CIR information
at the destination through delicate link estimation. To reduce
the overhead for complicated link estimation in relay systems,
differential modulation has been investigated in [3]-[5]. For the
AF multiple relay systems using differential phase shift key-
ing (DPSK) modulation, a weighted gain combining (WGC)
receiver was developed in conjunction with approximate bit
error probability (BEP) analysis over independent Rayleigh [3]
and Nakagami-m [4] fading links. Optimal power allocation
for AF multiple relay system based on a simple BEP upper

bound was also considered in [3], [5] to improve the overall
system performance. Despite a wealth of past studies, the
DPSK modulation decreases dramatically in power ef�ciency
when the modulation alphabet size is increased.
The differentially amplitude- and phase-encoded (DAPE)

(Ja; Jp) quadrature amplitude modulation (QAM) [6]-[7] is an
effective technique to achieve high bit rate transmission with-
out CIR information at the receiver side. DAPE (Ja; Jp) QAM
employs a star constellation with Ja concentric amplitude
rings, each containing Jp phasors, and sequentially encodes
information onto the level changes of amplitude and phase
between currently and previously transmitted signals. Due to
its higher spectral ef�ciency and better BEP performance than
DPSK, DAPE QAM was extensively studied in [6]-[7] for
single link communications. However, DAPE QAM is not yet
investigated for relay communications.
This paper studies the DAPE (Ja; Jp) QAM signals for AF

multiple relay system over independent Nakagami-m fading
links. Section II depicts the system and channel models.
In Section III, the conventional EGC receiver in [6]-[7] is
adopted to cater to the AF multiple relay system and shown to
operate without CIR or any sort of channel state information
(CSI) when compared to the noncoherent DPSK WGC and
coherent QAM receivers in [1]-[5]. Inevitably, in order to
meet the corresponding relay power constraint, the knowledge
of average source-relay signal-to-noise power ratio (SNR)
is still required at each relay for the EGC receiver, which
is a design requirement typical in all differentially coherent
AF multiple relay systems [3]-[5]. Based on a union bound
argument and a convergent in�nite series approach [8], the
analytical upper bound of BEP is derived for the EGC receiver
over independent Nakagami-m fading links in Section IV.
Performance results in Section V show that the EGC receiver
for DAPE QAM provides better BEP than the WGC receiver
for DPSK with the same constellation size.
Nomenclature: Ef�g is the expectation. ZK and Z+K denote

the integer sets f0; 1; :::;K�1g and f1; 2; :::;Kg, respectively.
Refxg is the real part of a complex number x and Imfxg the
imaginary part. m mod M denotes the modulo-M value of
integer m. Superscript � is the complex conjugate.
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II. SYSTEM AND CHANNEL MODELS
This paper considers the DAPE (Ja; Jp) QAM [6] as the

modulation approach. In the DAPE (Ja; Jp) QAM scheme,
the transmitted bit sequence corresponding to a nominal N -
symbol block is �rst grouped into N � 1 independent symbol
pairs f(�an;�bn)gN�1n=1 where �an 2 ZJa and �bn 2 ZJp .
Here, all JaJp possible pairs for each (�an;�bn) are assumed
to be transmitted equally likely and the binary Gray labeling is
used to denote �an and �bn individually. The symbols �an
and �bn are then used to determine the amplitude ratio and
the phase difference, respectively, between two consecutively
transmitted symbol signals. With � > 1; the nth transmitted
symbol signal is given by xn = ��anej2�bn=Jp for n 2 Z+N�1
and x0 = � where � =

p
Ja(�2 � 1)=(�2Ja � 1) is used to

normalize the signal constellation to unit energy. an and bn
represent respectively the amplitude and phase levels of xn
for n 2 Z+N�1 and are given by an = (an�1 +�an) mod Ja
and bn = (bn�1 +�bn) mod Jp, with a0 = b0 = 0. Notably,
DAPE QAM with Ja = 1 corresponds to Jp-ary DPSK.
Consider a multiple relay system which consists of a source

node s; a destination node d; and L relay nodes frlgLl=1. All
relays are in a half-duplex mode which can not transmit and
receive both in time and frequency simultaneously. In order
to avoid mutual interference, it is assumed that the signal
transmission scheme includes L + 1 distinct phases in time.
In the �rst phase, the source broadcasts the signals fxngN�1n=0

with power Ps to all relays and destination. The corresponding
nth received symbol signals at destination and relay rl are

ysd;n =
p
Ps�sdhsdxn + wsd;n (1)

ysl;n =
p
Ps�slhslxn + wsl;n; l 2 Z+L (2)

for n 2 ZN . In the (l + 1)th phase, the relay rl ampli�es its
received symbol signals at the �rst phase to produce ul;n =
�lysl;n where �l is the ampli�cation factor and retransmits
ful;ngN�1n=0 with power Pl to the destination. At the destination,
the nth received symbol signal corresponding to the (l+1)th
phase is

yld;n =
p
Pl�ldhldul;n + wld;n: (3)

In the (L+ 1)th phase, the destination then combines all the
signals received in all the phases to make a �nal decision on
the information carried by the N -symbol block.
In the above modeling, the coef�cients �ij and hij denote

respectively the path loss which depends on the geographical
distribution of the relay network and the CIR between node
i and node j for ij 2

�
sd; fslgLl=1; fldgLl=1

	
. Each hij

is assumed constant over an N -symbol block and varies
block by block. For analytical convenience, hij's are modeled
to be independent and have Nakagami-m fading amplitude.
For Nakagami-m fading, hij has independent Nakagami-m
distributed amplitude and uniformly distributed phase. The
probability density function of a Nakagami-m amplitude
zij , jhij j with normalized average power Efjhij j2g = 1 is
fzij (zij) =

2
�(mij)

m
mij

ij z
2mij�1
ij expf�mijz

2
ijg where mij is

the fading parameter, de�ned bymij , 1=Ef(z2ij�1)2g � 1=2

[9], and �(m) =
R1
0
e�ttm�1dt is the Gamma function

[10]. The additive white Gaussian noise (AWGN) samples�
wij;njij 2

�
sd; fslgLl=1; fldgLl=1

	
; n 2 ZN

	
are modeled as

independent and identically distributed (iid) circularly sym-
metric complex Gaussian random variables (CGRVs) with
mean 0 and identical variance �2w. Furthermore, AWGN and
fading gains are assumed independent.
In the following, 
ij , Pi�ij=�

2
w denotes the average

link SNR per symbol from node i to node j for ij 2�
sd; fslgLl=1; fldgLl=1

	
. It is assumed that the total trans-

mission power Ps +
PL

l=1 Pl = Pt is �xed. In the case,

t , Pt=�

2
w and 
b , 
t= log2(JaJp) are respectively the

total transmitted SNRs per symbol and per bit. Moreover,bb
sl , (1 +
bb�sl)
sl for l 2 Z+L and b
ij , (1 + b�ij)
ij for

ij 2
�
sd; fslgLl=1; fldgLl=1

	
denote respectively the estimate

of average link SNR 
sl made at relay rl and the estimate of
average link SNR 
ij made at destination where

bb�sl and b�ij
represent the normalized SNR estimation errors. At relay rl,
the ampli�cation factor �l has to satisfy the respective average
relay transmission power constraint Ef

��pPl�lysl;n��2g = Pl
and is given by �l = 1=(�w

p

sl + 1) for l 2 Z+L [3]-[5].

Notably, the average link SNR 
sl is required for realizing
�l and can be measured through conventional SNR estimation
methods [11]. With SNR estimation, 
sl in �l can be replaced
by an estimate bb
sl for capturing the impact of SNR estimation
error. Since the noise variance �2w remains constant over long
periods of time in practice, it is assumed to be perfectly
measured.

III. DECISION ALGORITHM
In this section, a symbol-by-symbol decision algorithm for

detecting (�an;�bn) is derived based on the received sym-
bol signals fysd;n�1; ysd;ng and fyld;n�1; yld;ngLl=1 for n 2
Z+N�1. For notational brevity, the subscript n in (�an;�bn)
is dropped below.
The EGC receiver [6]-[7] is commonly used for demodulat-

ing DAPE (Ja; Jp) QAM with multiple received antennas and
can be applied here for the AF multiple relay system. Speci�-
cally, the EGC receiver makes amplitude and phase decisions
separately. The amplitude decision is based on detecting the
amplitude ratio of successively received symbol signals in
fysd;n�1; ysd;ng and fyld;n�1; yld;ngLl=1 in conjunction with
square-law combining. The test metric on amplitude ratio is
given by

Wa =

jysd;nj2 +
LP
l=1

ql jyld;nj2

jysd;n�1j2 +
LP
l=1

ql jyld;n�1j2
(4)

where ql , 1 for l 2 Z+L : Thus, the amplitude decision rule
is to declare �ba = k if Wa 2 Rk; where the amplitude
decision region Rk is de�ned by Rk , fWaj�2k �Wa < �

2
k+1

or �2k�Ja � Wa < �2k�Ja+1g for k 2 Z+Ja�1 and R0 ,
fWaj�20 � Wa < �21g with 0 = ��Ja+1 < ��Ja+2 < ::: <
�Ja = 1. The amplitude decision threshold �k is given by
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�k = �
k�1=2 for k = �Ja +2;�Ja +3; :::; Ja � 1 as in [6].1

On the other hand, the differential phase decision is based
on the conventional product detector for demodulating Jp-ary
DPSK with multiple observations [9], and the test metric on
phase difference is given by

Wp = ysd;ny
�
sd;n�1 +

LX
l=1

qlyld;ny
�
ld;n�1: (5)

Thus, the phase decision rule is to declare �bb if
RefWpe

�j2��b=Jpg is maximized when �b = �bb:
Notably, for the WGC receiver detecting Jp-ary DPSK in

[3]-[5], the test metric on phase difference is the same as (5)
with ql = 1 replaced by ql = (1 + b
sl)=(1 + b
sl + b
ld) for
l 2 Z+L , where the link SNR estimates b
sl and b
ld can be
measured prior to data detection at destination through SNR
estimation methods [11].2 Therefore, the phase decision rule
of the WGC receiver for Jp-ary DPSK is to declare �bb if
RefWpe

�j2��b=Jpg is maximized when �b = �bb:
IV. BEP ANALYSIS

In this section, the BEP upper bound of EGC receiver is
analyzed below for independent Nakagami-m fading links.
A) BEP Characteristics: The average BEP can be generally

expressed as [6]-[7]

Pb =
Pa log2 Ja + Pp log2 Jp

log2(JaJp)
(6)

where Pa and Pp are the average BEPs for detecting amplitude
ratio and phase difference, respectively. Speci�cally, Pa and
the union bound for Pp are given by

Pa =
1

Ja

Ja�1X
�a;�ba=0
�a6=�ba

c(�a;�ba)
log2 Ja

P1(�baj�a) (7)

Pp � 1

Jp

Jp�1X
�b;�bb=0
�b 6=�bb

c(�b;�bb)
log2 Jp

� 1
J2a

Ja�1X
an�1=0

Ja�1X
an=0

P2(�bbjan�1; an;�b): (8)

Here, c(i; j) is the Hamming distance between the binary rep-
resentations of i and j: P1(�baj�a) represents the probability
of deciding �ba (i.e., Wa 2 R�ba) given that �a is trans-
mitted. P2(�bbjan�1; an;�b) , PrfRefWpe

�j2��b=Jpg <
RefWpe

�j2��bb=Jpgjan�1; an;�bg denotes the pairwise er-
ror probability that RefWpe

�j2��bb=Jpg is larger than

1Due to cyclic differential amplitude encoding, when �a 6= 0 the two
possible cases jxnj = jxn�1j > 1 and jxnj = jxn�1j < 1 must be considered
in amplitude decision. This explains that Rk for k 6= 0 consists of two disjoint
regions where fWaj�2k � Wa < �2k+1g accounts for the case jxnj >
jxn�1j and fWaj�2k�Ja �Wa < �2k�Ja+1g for the case jxnj < jxn�1j :
2As indicated, the EGC receiver for DAPE QAM operates without any

CSI, while the knowledge of average SNR estimates on source-relay and
relay-destination links is required for realizing the WGC receiver for DPSK.

RefWpe
�j2��b=Jpg given that an�1; an; and �b are trans-

mitted. Using (7) and (8) in (6) gives an upper bound to the
BEP of the EGC receiver.3
The evaluation of P1(�baj�a) has to be separately treated

for two cases �ba = 0 and �ba 6= 0 since different decision
region formats are involved. P1(�baj�a) is given by4

P1(0j�a) =
1

Ja

Ja�1��aX
an�1=0

P3(0jan�1; an�1 +�a)

+
1

Ja

Ja�1X
an�1=Ja��a

P3(0jan�1; an�1 +�a� Ja) (9)

when �ba = 0; and
P1(�baj�a) = 1

Ja

Ja�1��aX
an�1=0

[P3(�bajan�1; an�1 +�a)
+P3(�ba� Jajan�1; an�1 +�a)]
+
1

Ja

Ja�1X
an�1=Ja��a

[P3(�bajan�1; an�1 +�a� Ja)
+P3(�ba� Jajan�1; an�1 +�a� Ja)] (10)

when �ba 2 Z+Ja�1. In (9) and (10), P3(kjan�1; an) ,
Prf�2k � Wa < �2k+1jan�1; ang denotes the conditional
probability of event f�2k � Wa < �2k+1g given that an�1
and an are transmitted. Note here that Prf�2k � Wa <
�2k+1jan�1; ang can be alternatively expressed and thus evalu-
ated as PrfWa < �

2
k+1jan�1; ang � PrfWa < �

2
kjan�1; ang:

Both events fWa < �2kg and fRefWpe
�j2��b=Jpg <

RefWpe
�j2��bb=Jpgg in evaluating respectively

PrfWa < �2kjan�1; ang; which is required for
computing P1(�baj�a) in (7), and P2(�bbjan�1; an;�b)
in (8) can be conveniently uni�ed in the form of
fXi +

PL
l=1 Yl;i < 0g, in which the variables Xi and

Yl;i are de�ned as Xi , Ai jysd;n=�wj2+Bi jysd;n�1=�wj2+
2RefCiysd;ny�sd;n�1=�2wg and Yl;i , Dl;i jyld;n=�wj2 +
El;i jyld;n�1=�wj2 + 2RefFl;iyld;ny�ld;n�1=�2wg, respectively,
for l 2 Z+L and i 2 fa; pg.5 The coef�cient vector
(Ai; Bi; Ci; Dl;i; El;i; Fl;i) is set to (1;��2k; 0; ql;�ql�2k; 0)
for event fWa < �2kg (when i = a) and (0; 0; e�j2��b=Jp �
e�j2��

bb=Jp ; 0; 0; ql(e�j2��b=Jp � e�j2��
bb=Jp)) for event

fRefWpe
�j2��b=Jpg < RefWpe

�j2��bb=Jpgg (when i = p).
In terms of the uni�ed format, PrfWa < �2kjan�1; ang
and P2(�bbjan�1; an;�b) can be both expressed as
PrfXi +

PL
l=1 Yl;i < 0jSg given S , fan�1; an;�bg.

3As mentioned previously, the test metric on phase difference Wp is of
the same form for both EGC and WGC receivers except for gain variables
fqlgLl=1. Thus, when Ja = 1, (6) also gives an upper bound to the BEP of
the WGC receiver for Jp-ary DPSK [3]-[5].
4By default,

mP
k=n

= 0; if n > m.
5Here, the subscript i used for the variables Xi and Yl;i denotes the

respective cases for event fWa < �2kg (when i = a) and event
fRefWpe�j2��b=Jpg < RefWpe�j2��

bb=Jpgg (when i = p):
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Based on Beaulieu's convergent in�nite series approach
proposed by [8], PrfXi+

PL
l=1 Yl;i < 0jSg can be ef�ciently

evaluated within a predetermined accuracy as

Pr

(
Xi +

LX
l=1

Yl;i < 0jS
)
� 1

2
� 2

�

1X
m=1
m odd

1

m

� Im
(
�Xi

(jm!0jS)
LY
l=1

�Yl;i(jm!0jS)
)

(11)

where j ,
p
�1; !0 , 2�=T with T being the period of the

square wave used in deriving the series, and �Xi(j!jS) and
�Yl;i(j!jS) represent respectively the conditional character-
istic functions (CFs) of Xi and Yl;i given S. The series in
(11) converges pointwise to the true distribution value within
a speci�c accuracy when T is chosen large enough and can be
thus truncated to a desired accuracy. To facilitate the evaluation
of (11), analytical expressions for �Xi(j!jS) and �Yl;i(j!jS)
are derived in the following.
B) Characteristic Functions �Xi

(j!jS) and �Yl;i(j!jS):
Conditioned on S and hsd, ysd;n and ysd;n�1 are jointly
CGRVs, and thusXi is a conditionally Gaussian quadratic sum
(GQS) [9]. Quoting [9, eq. (B-5)], �Xi(j!jS; hsd) is readily
given by

�Xi(j!jS;zsd) =
1

Hi(!)
exp

�
Gi(!)z

2
sd

Hi(!)

�
(12)

where Gi(!) , 
sdf!2(AiBi � jCij
2
)(jxnj2 + jxn�1j2) +

j![Ai jxnj2 +Bi jxn�1j2 + 2RefCixnx�n�1g]g and Hi(!) ,
1� j! (Ai +Bi) + !2(jCij2 �AiBi): Similarly, conditioned
on S; hsl; and hld, yld;n and yld;n�1 are jointly CGRVs, and
thus Yl;i is also a conditionally GQS. �Yl;i(j!jS; zsl; zld) can
also be derived from [9, eq. (B-5)] as

�Yl;i(j!jS; zsl; zld) =
1

Vl;i(!jzld)
exp

�
Ul;i(!jzld)z2sl
Vl;i(!jzld)

�
(13)

where Ul;i(!jzld) , 
sl�f!2�(1 + �)(jxnj
2
+ jxn�1j2) +

j![Dl;i jxnj2 + El;i jxn�1j2 + 2RefFl;ixnx�n�1g]g and
Vl;i(!jzld) , 1 � (1 + �)2 [j!(Dl;i + El;i)=(1 + �) + !2�]
with � , 
ldz

2
ld�

2
l �

2
w and � , Dl;iEl;i � jFl;ij2. Thus,

�Xi
(j!jS) and �Yl;i(j!jS) can be respectively obtained

by averaging �Xi
(j!jS;zsd) over the density of zsd and

�Yl;i(j!jS; zsl; zld) over the joint density of zsl and zld, as
given below.
1) Characteristic Function �Xi

(j!jS): Using [12, eq.
(3.478.1)], averaging �Xi

(j!jS; zsd) over fzsd(zsd) gives the
CF �Xi

(j!jS) as

�Xi
(j!jS) = 1

Hi(j!)

�
Hi(j!)

Hi(j!)�Gi(j!)=msd

�msd

: (14)

2) Characteristic Function �Yl;i(j!jS): Note that
�Yl;i(j!jS; zsl; zld) in (13) is exactly of the same expression
as �Xi(j!jS;zsd) in (12) with zsd; Gi(!); and Hi(!)
respectively replaced by zsl; Ul;i(!jzld); and Vl;i(!jzld).
Thus, by virtue of the independence between zsl and zld;

�Yl;i(j!jS; zld) can be similarly obtained as the expressions
in (14) with Gi(!) ! Ul;i(!jzld); Hi(!) ! Vl;i(!jzld);
and msd ! msl after averaging �Yl;i(j!jS; zsl; zld) over
fzsl(zsl). By averaging the resultant �Yl;i(j!jS; zld) over
fzld(zld), the CF �Yl;i(j!jS) can be obtained as

�Yl;i(j!jS) =
Z 1

0

�Yl;i(j!jS; zld)fzld(zld)dzld: (15)

Unfortunately, the single integral in (15) is dif�cult, if not
impossible, to complete. However, it can be numerically
computed by Gaussian quadrature rule [10, eq. (25.4.45)].

V. PERFORMANCE RESULTS

This section illustrates the BEP results of the EGC receiver
in conjunction with DAPE (Ja; Jp) QAM formats with con-
stellation sizes JaJp = 64 over iid Nakagami-m fading links.
For notational brevity, the subscript ij in Nakagami-m fading
parameter mij is dropped. The BEP characteristics for the
EGC receiver is evaluated by using the BEP upper bound
expressions (6)-(8) as well as Monte Carlo simulation. For
simplicity, it is also assumed that all source-relay path losses,
all relay-destination path losses, and all transmission powers
are respectively identical with �sl = �sr; �ld = �rd; and
Pl = Ps = Pt=(L + 1) for all l 2 Z+L : In the presence of
SNR estimation errors, it is further assumed that all source-
relay links suffer the same level of error and so do relay-
destination links, with bb�sl = bb�sr; b�sl = b�sr; and b�ld = b�rd
for all l 2 Z+L : Moreover, the estimate bb
sl made at relay rl
is assumed to be delivered to the destination through a very
reliable transmission link, and thus bb
sl is equal to the estimateb
sl made at destination for all l 2 Z+L (i.e., bb�sr = b�sr).
The BEP of a DAPE QAM system with a �xed constellation

size depends on the setting of ring ratio � and (Ja; Jp) [6]-
[7]. By minimizing the BEP upper bound expressions, the
optimization of � and (Ja; Jp) can be achieved. As observed
by the authors, when � is optimized, DAPE (4; 16) QAM
gives the best BEP performance in all possible 64-point
constellations for wide ranges of m and 
b. Moreover, the
BEP upper bound achieves nearly the best when � is �xed
to 1:4 for DAPE (4; 16) QAM, and thus this value for � is
adopted below.
Figs. 1-2 compare the BEP characteristics among the EGC

receiver for DAPE (4; 16) QAM and 64-ary DPSK and the
WGC receiver for 64-ary DPSK [3]-[5]. Fig. 1 illustrates
the BEP characteristics for various scenarios with different
geographical relay locations. The scenarios represent that all
relays are close to the source when �sr is larger than �rd
and that all relays are close to the destination when �rd is
larger than �sr [3]. As indicated, the EGC receiver under the
scenario �sr > �rd performs better than that under the sce-
nario �rd > �sr, but this performance prevalence is reversed
for the WGC receiver. The difference in the performance
trends between the EGC and WGC receivers comes from the
settings of the gain variables fqlgLl=1 that the average source-
relay and relay-destination link SNRs are not leveraged by the
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Fig. 1. BEP versus SNR/bit characteristics of EGC receiver for DAPE (4; 16)
QAM and 64-ary DPSK and WGC receiver for 64-ary DPSK with b�sr =b�rd = 0, m = 1:5, and L = 2.

EGC receiver but used by the WGC receiver. Thus, the EGC
receiver suffers the BEP performance degradation under the
scenario �rd > �sr. As also observed, when �sr � �rd
(e.g., (�sr; �rd) = (10; 1)), the EGC and WGC receivers for
DPSK perform almost the same because the gain variable of
the WGC receiver ql � 1 for all l 2 ZL, and both EGC and
WGC receivers for DPSK are approximately equivalent. Fig. 2
shows that the diversity reception can effectively improve the
BEP performance. This performance improvement is, however,
achieved at the cost of using more relays as well as reducing
overall network throughput [4]. As indicated in Figs. 1-2, the
EGC receiver for DAPE QAM signi�cantly outperforms the
EGC and WGC receivers for DPSK. As also observed, the
BEP upper bounds for both EGC and WGC receivers are in
the better agreement with simulation when the average link
SNRs are suf�ciently larger and L > 1.
Fig. 3 demonstrates the BEP characteristics of EGC receiver

for DAPE QAM and DPSK as well as WGC receiver for
DPSK with link SNR estimation errors. Because the test
metrics depend on link SNR estimates for the WGC receiver
but not for the EGC receiver, in addition to the requirement
that all relay gains depend on source-relay link SNR estimates,
the EGC receiver for DAPE QAM degrades in BEP less than
the WGC receiver in the presence of link SNR estimation
errors. This explains that the EGC receiver is less sensitive to
link SNR estimation errors than the WGC receiver.
Fig. 4 compares the BEP characteristics among the EGC

receiver for DAPE (4; 16) QAM, the WGC receiver for 64-
ary DPSK, and maximum-likelihood (ML) receiver [2] for
coherent 64-ary rectangular QAM with Gray labeling. For
the coherent ML receiver, the decision rule is to declare the

Fig. 2. BEP versus SNR/bit characteristics of EGC receiver for DAPE (4; 16)
QAM and 64-ary DPSK and WGC receiver for 64-ary DPSK with b�sr =b�rd = 0, m = 1:5, and (�sd;�sr;�rd) = (1; 1; 1).

Fig. 3. BEP versus SNR/bit characteristics of EGC receiver for DAPE (4; 16)
QAM and 64-ary DPSK and WGC receiver for 64-ary DPSK with m = 2,
L = 2, and (�sd;�sr;�rd) = (1; 1; 1).
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Fig. 4. BEP versus SNR/bit characteristics of EGC receiver for DAPE (4; 16)
QAM, WGC receiver for 64-ary DPSK, and ML receiver for coherent 64-
ary rectangular QAM with b�sd = b�sr = b�rd = 0, m = 1:5, L = 2, and
(�sd;�sr;�rd) = (1; 10; 1).

decision bxn corresponding to
max
xn2{

Ref#x�ng �
jxnj2

2

"b
sdbz2sd + LX
l=1

�2w�
2
l b
slb
ldbz2slbz2ld

1 + �2w�
2
l b
ldbz2ld

#
(16)

where the parameter # is de�ned as

# ,
pb
sdbh�sdysd;n

�w
+

LX
l=1

�l
pb
slb
ldbh�slbh�ldyld;n
1 + �2w�

2
l b
ldbz2ld

and { , f��;�3�; :::;�(I � 1)�g with � =
p
3=(2I2 � 2)

denotes the I2-ary rectangular QAM symbol set. Notably,
the knowledge of the average SNR estimates b
ij's and the
CIR estimates bhij's made at destination and the ampli�cation
factors �l's used at relays are all required for realizing the
coherent ML receiver. In addition to link SNR estimates, the
requirement of link CIR estimates at destination complicates
to a great extent the design of the coherent ML receiver when
compared to both noncoherent EGC and WGC receivers.
With perfect link SNR estimation (i.e., b�sd = b�sl = b�ld = 0

for l 2 Z+L ), the effect of incorrect CIR estimation is also
shown in Fig. 4 to illustrate the sensitivity of the coherent
receiver to CIR information. Speci�cally, we denote bhij ,
hij+"ij for ij 2

�
sd; fslgLl=1; fldgLl=1

	
where the estimation

error "ij is modeled as a CGRV with mean 0 and variance
�2";ij [11] which is mutually independent and independent
of the CIRs hij's. For presentation simplicity, it is further
assumed that all the CIR estimation errors have the same
variance, i.e., �";ij = �". As shown in Fig. 4, the coherent ML
receiver signi�cantly outperforms noncoherent EGC and WGC
receivers when the CIR estimation is correct. In the presence

of CIR estimation errors, the coherent ML receiver degrades
more signi�cantly with larger errors and exhibits severe error-
rate �oors in high SNR region, where both noncoherent EGC
and WGC receivers prevail.

VI. CONCLUSION
In this paper, the EGC receiver is developed to noncoher-

ently combine received signals from direct and relay links
and then demodulate DAPE QAM signals in the AF multiple
relay system over independent Nakagami-m fading links. The
EGC receiver for DAPE QAM is simpler to implement than
noncoherent DPSK WGC and coherent QAM receivers since it
is devoid of any CSI. Based on Beaulieu's series approach, an
ef�cient BEP upper bound computation formula is analytically
derived for the EGC receiver. The BEP upper bound is veri�ed
by simulation to be tight when the average link SNRs are
suf�ciently large. Performance results show that the EGC
receiver for DAPE QAM performs much better than the
WGC receiver for DPSK with the same constellation size.
Moreover, the EGC receiver is shown to be less sensitive to
SNR estimation errors than the WGC receiver for DPSK.
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Abstract—Multicasting is a spectrally efficient method for 
supporting group communication by allowing transmission of 
packets to multiple destinations using fewer resources. To 
incorporate cooperative diversity, Cooperative Extended 
Balanced Space-Time Block Codes (CEBSTBCs) have been 
proposed providing full diversity when one or more feedback 
bits are sent back via feedback channel. However, the 
CEBSTBCs are designed for cooperative unicast 
communication in the literature. This paper presents a novel 
wireless multicasting scheme which selects the optimum 
CEBSTBC for all vehicular users to support wireless multicast. 
The performance of the proposed scheme is investigated for 
not only vehicle-to-vehicle communication but also for vehicle-
to-infrastructure cases. Extensive detailed simulations are 
performed to show the feasibility of full rate and full diversity 
multicast service provisioning in vehicular communications. 

Keywords-cooperative extended balanced space-time block 
coding; wireless multicasting; diversity; vehicular 
communications  

I.  INTRODUCTION  

One of the space-time coding scheme is Orthogonal 
Space-Time Block Codes (OSTBCs), which provides full 
diversity advantage with low decoding complexity. The 
transmitted symbols are decoded separately using linear 
processing [1]. However, full diversity and full rate for more 
than two antennas cannot be achieved with OSTBCs. Several 
quasi-orthogonal STBCs that provide full rate at the expense 
of some loss in diversity [2],[3] and OSTBCs that provide 
full diversity with some loss in code rate [1], [4] have been 
proposed in the literature. In [5], full rate Balanced Space-
Time Block Coding (BSTBC) have been proposed which 
achieve full diversity for arbitrary number of transmit 
antennas when one or more feedback bits are sent back via 
feedback channel. The main drawback of the BSTBC is 
limited coding gain. In [6-7], the Extended Balanced Space- 
Time Block Coding (EBSTBC) scheme has been proposed. 
In the EBSTBC, an arbitrary number of codes can be 
generated for improved coding gain. 

Owing to insufficient antenna space, cost and hardware 
limitations, wireless users may not be able to support 
multiple transmit antennas. To overcome this difficulty, 
recently, researchers have been looking for methods to 
exploit spatial diversity using the antennas of different users 
in a network. This type of diversity is called the cooperative 

diversity [8] where virtual antenna arrays can be formed to 
overcome the drawback of channel correlation and space 
limitations of mobile unit. In addition, cooperative diversity 
reduces the required transmit power which leads to longer 
battery life and increases capacity in interference limited 
systems. The application of EBSTBCs into the cooperative 
communication is Cooperative Extended Balanced Space-
Time Block Codes (CEBSTBCs), which was proposed in 
[7]. 

It is known that multicasting is an efficient method of 
supporting group communication as it allows for 
transmission of packets to multiple destinations using fewer 
network resources [9]. Along with the widespread 
deployment of wireless networks, the fast-improving 
capabilities of mobile devices, content and service providers 
are increasingly interested in supporting multicast 
communications over wireless networks. 

Intelligent transportation systems (ITS) have recently 
attracted much attention from car manufacturers, road 
operators and standardization bodies. The primarily aim of 
ITS is to increase the road safety by means of vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) 
communication. Considerable effort has been dedicated to 
defining architectures, services and application scenarios for 
both V2V and V2I paradigms [10]. To the best our 
knowledge, there is no space-time block coding which 
achieves full rate and full diversity for more than one user 
for vehicular communication. In this paper, we propose a 
novel coding selection scheme for wireless multicasting. 
Extensive simulations are performed to show the feasibility 
of the full rate full diversity multicast service provisioning in 
V2V and V2I communication. In this regard, in the second 
section, the system models are described, in the third section, 
the CEBSTBCs are explained, in the fourth section, 
Multicast Cooperative Extended Balanced Space-Time 
Block Coding (MCEBSTBC) is presented, and in the last 
section, the results of the paper and the conclusion are given. 

The following notation is used in the paper: The 
superscript * denotes the conjugate operation; Re{.} and 
Im{.} are the real and imaginary part of the argument, 
respectively. The operator .    rounds to the smallest integer 
greater or equal than its argument; the operator max(.) 
returns the largest of its operands and the min(.) returns the 
minimum of its operands.  
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II. SYSTEM MODELS 

A. Vehicle-to-Vehicle System Model 
The vehicle-to-vehicle system model consists of one 

source, N cooperative vehicles and L multicast vehicle 
users. All nodes are equipped with one single antenna. The 
Rayleigh channel model and the related second-order 
channel statistics originally proposed for a base station-to-
mobile link fail to provide an accurate model for dynamic 
vehicle-to-vehicle link. Instead, the cascaded (double) 
Rayleigh fading channel model has been proposed [11-12], 
which provides a realistic description of an intervehicular 
channel where two Rayleigh fading processes are assumed 
to be generated by independent groups of scatterers around 
the two mobile terminals [13]. In the intervehicular system 
model, all channels are assumed to be frequency flat double 
Rayleigh fading channel. hsri 

is the channel coefficient from 
the source vehicle to the ith cooperative vehicle (relay) and 
hij 

is the channel coefficient from the ith cooperative vehicle 
to the jth multicast vehicle user where i=1, 2,.., n and j=1, 
2,.., L. 

The channels are quasi-static, namely, the fading 
coefficients remain constant over the duration of one frame. 
Each multicast vehicle user is assumed to have perfect 
knowledge of its own channels. It is also assumed that the 
multicast users have no knowledge of the source vehicle-
cooperative vehicle (relay) channels. Each cooperative 
vehicle is assumed to have perfect knowledge of its own 
source vehicle-cooperative vehicle channel. The cooperative 
vehicles employ amplify and forward protocol [8]. The 
noise is modeled as additive white Gaussian whose 
components are circular complex random variable with 
zero-mean and variance σ2. P is the average transmitted 
power of the source vehicle and the cooperative vehicles. 
The source data bits are mapped by streams of y bits into M-
ary phase shift keying (M-PSK) symbols, where M=2y.  

B. Vehicle-to-Infrastructure System Model 
The vehicle-to-infrastructure system model is similar 

vehicle-to-vehicle system model except in the cooperative 
vehicle-multicast user channel part. In V2I system, 
cooperative vehicle to multicast user channels are assumed 
frequency flat Rayleigh fading channel where the channel 
gains are circularly complex Gaussian random variables and 
statistically independent from each other.  

III. COOPERATIVE EXTENDED BALANCED SPACE-TIME 
BLOCK CODING 

The Cooperative Extended Balanced Space-Time Block 
Coding (CEBSTBC) can be obtained when an extension 
matrix is multiplied with an Orthogonal Space-Time Block 
Coding [14-15]. Since Alamouti`s code is the only 
orthogonal code with rate one and minimum delay, the 
CEBSTBCs can be obtained as an extension of the 
Alamouti`s code [16]. 

 

C=XW.         (1) 
 

Here, X is the Alamouti’s code and W is the 2xN matrix 
where N≥2 and the rank of W must be 2. The following 
example shows how to generate the CEBSTBCs for three 
transmitters. Consider the CEBSTBC pair with transmission 
matrix 

  (2) 
 
 
where a=ej2πm/q, q is the extension level and m=0, 1,…q-1. 
The columns and rows of C1 denote symbols transmitted 
from three cooperative relays in two signaling intervals, 
respectively. The matrix C1 is obtained from the Alamouti 
code using Equation (1) where 

 
        (3)          

In this fashion, arbitrary number of the CEBSTBCs can 
be generated. It can be shown that the number of possible 
CEBSTBCs is qN-2(2N-1-1) [7]. For that reason, the 
destination needs N+d feedback bits (N≥3) to select any 
possible CEBSTBCs where ( ) 22 log 1d N q = − −  . N-2 

feedback bits are needed to achieve full diversity as in 
CBSTBCs [14]. The rest of the d+2 feedback bits provide 
an additional coding gain. 

 

IV. MULTICAST COOPERATIVE EXTENDED BALANCED 
SPACE-TIME BLOCK CODING 

Multicast Cooperative Extended Balanced Space-Time 
Block Coding (MCEBSTBC) can be obtained when an 
optimum CEBSTBC is selected for all multicast users. The 
MCEBSTBC contains two phases: Multicast frame 
initialization phase and multicast transmission phase. In the 
first phase, the multicast users transmit their channel state 
information (CSI) to the selected multicast user and the 
selected multicast user selects the optimum CEBSTBC for 
all multicast users. This phase is shown in Figure 1. In 
Figure 2, multicast transmission phase is shown. In this 
phase, the source transmits data to the cooperative relays and 
the cooperative relays transmit to the multicast users 
according to selected the MCEBSTBC. 

A. MCEBSTBC for Three Cooperative Vehicles 
When three cooperative vehicles are present at the 

environment then, C1, C2 and C3 are available MCEBSTBC 
matrices. These matrices are 
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* * *
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 
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2 1 2
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* * *
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3C .          (4) 
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Figure 1.  Multicast frame initialization phase of the MCEBSTBC: A) 
Channel coefficients are transmitted to the selected multicast vehicle user 

B) Selected code is transmitted both the cooperative vehicles and rest of the 
multicast vehicle users. 

 

Figure 2.  Multicast transmission phase of the MCEBSTBC: A) Broadcast 
phase B) Cooperation phase.  

The selected multicast user picks the MCEBSTBC Cj, 
j=1,2,3 that generates the optimum coding gain for all the 
multicast users. Two bits of feedback is needed to select the 
MCEBSTBC matrices and k bits of feedback is needed to 
select the feedback a where k =d+1. In [6-7], the optimum 
code is selected according to the single user channel 
coefficients. However, the optimum MCEBSTBC for all 
multicast users is selected according to the following 
maximin approach 

 
                  

   (5) 
 
 

 
where a  is selected to maximize the terms in the brackets 
[14]. The optimum MCEBSTBC is employed after 
combining, the observations at the jth vehicle multicast user, 
to obtain  

 (6) 
 

Here, ,î js is the estimate of the ith symbol at the jth 

multicast vehicle user; η1,j and η2,j are the noise samples at 
the jth multicast vehicle user.  

Fig. 3 shows the percentage of the channels that achieve 
full diversity for various multicast vehicle users when three 
cooperative vehicles are present in the environment. 
MCEBSTBC with one bit extension of feedback 
(MCEBSTBC (k=1)) achieves full diversity with only one 
user (unicast communication), since MCEBSTBC with one 
bit extension of feedback yields only 6 different codes. 
MCEBSTBC with two or more bit extension of feedback 
supports full diversity for two users. When five or more 
multicast users are present in the wireless environment, full 
diversity can be achieved in 70% or less of all possible 
channel conditions. 

 The following are the properties of the MEBSTBC for 
three cooperative relays: 
i) One bit extension of feedback (k=1) cannot achieve full 
rate and full diversity for two multicast users. 
ii) Two or more bit extension of feedback (k≥2) achieves 
full rate and full diversity for two multicast users. 
iii) The full diversity can be achieved for an arbitrary number 
of multicast users, if the below inequality is satisfied for all 
possible channel conditions. 

1 0.A ≥                                         (7) 
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Figure 3.  The percentage of the channels that achieve full diversity for 

various multicast vehicle users when three cooperative vehicles are present 
in the environment. 

B. MCEBSTBC for Four Cooperative Vehicles 
When four cooperative vehicles are present in the 

environment, available the MCEBSTBC matrices are 
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  (9)

The optimum MCEBSTBC for all multicast vehicle 
users is chosen according to Equation (9) where a and b are 
selected to maximize the terms in the brackets [14]. After 
combining the observations the estimates are obtained as 
shown in Equation (10). Here η1,j and η2,j are the noise 
samples at the jth mobile user.  

2 22 2
, 1 2 3 4 2 ,ˆ 2

2i j i i j
P

s h h h h A s η = + + + + +  
        (10)

 where i=1,2. 
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Figure 4.  Percentage of all possible channel conditions that achieves full 

diversity for various multicast vehicle users when four cooperative vehicles 
are present in the environment. 

Fig. 4 shows the percentage of channels that achieve full 
diversity for various multicast users when four cooperative 
vehicles are present in the wireless environment. 
MCEBSTBC with one bit extension of feedback 
(MCEBSTBC (k=1)) achieves full diversity and full rate for 
two multicast users. When eight or more multicast users are 
present in the wireless environment and up to five bit 

extension of feedback is available, full diversity can be 
achieved 70% or less of all possible channel conditions.  

The following are the properties of the MEBSTBC for 
four or more cooperative relays: 
i) One bit extension of feedback (k=1) can achieve full rate 
and full diversity for two multicast users. 
ii) When four cooperative relays are present in the wireless 
environment, full diversity can be achieved for an arbitrary 
number of multicast users, if the inequality of Equation (11) 
is satisfied for all possible channel conditions. 

2 0.A ≥                                         (11) 

 
V. PERFORMANCE EVALUATIONS 

The bit error probabilities of the MCEBSTBC are 
evaluated for quaternary phase-shift keying (QPSK) 
modulation by computer simulations. The frame length is 
128 symbol duration. The source vehicle-cooperative vehicle 
(relay) channels are better quality in signal-to-noise ratio 
(SNR) than cooperative vehicle-multicast vehicle user 
channels whose difference is quantified by differential 
signal-to-noise ratio (DSNR). In the Figures 5-8, DSNR is 
assumed to be 25 dB for three and four cooperative vehicles. 
For comparison, the bit error rate (BER) curve of the unicast 
CEBSTBC [7] is also included in Figure 5-8. 

Figure 5 presents the bit error probabilities of the 
MCEBSTBC with four bits extension of feedback for three 
cooperative vehicles and various numbers of multicast 
vehicle users. It can be seen from the Figure 5 that the full 
diversity cannot be achieved for more than four multicast 
users since the slope of the curves is decreased. Compared to 
the MCEBSTBC with 2 multicast users (2 Mult. 
MCEBSTBC (k=4)), the CEBSTBC with four bits extension 
of feedback (Unicast CEBSTBC (k=4) [7]) has a SNR 
advantage of only 0.54 dB for a BER value of 1x10-3. 
However, the MCEBSTBC with 2 multicast users (2 Mult. 
MCEBSTBC (k=4)) provides better performance than the 
CEBSTBC with one bit extension of feedback (Unicast 
CEBSTBC (k=1) [7]) and the system transmission rate is 
doubled. Relative to the MCEBSTBC with 3 multicast users 
(3 Mult. MCEBSTBC (k=4)), the MCEBSTBC with 4 
multicast users (4 Mult. MCEBSTBC (k=4)), and the 
MCEBSTBC with 5 multicast users (5 Mult. MCEBSTBC 
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(k=4)), the CEBSTBCs with four bit extension of feedback 
(Unicast CEBSTBC (k=4) [7]) has a SNR advantage of 
merely 1.1 dB, 1.7 dB, and 2.45 dB, respectively. The 
proposed MCEBSTBC sacrifices some coding gain to utilize 
system resources efficiently.  
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Unicast CEBSTBC (k=4) [7]

 
Fig. 5.  BER of the CEBSTBC and the MCEBSTBC when three 
cooperative vehicles are present. 

 
Figure 6 presents the bit error probabilities of the 

MCEBSTBC with four bits extension of feedback for four 
cooperative relays and various numbers of multicast users. It 
can be seen from the Figure 7 that the full diversity can be 
achieved for five multicast users since the slope of the curves 
does not change. Compared to the CEBSTBC with four bits 
extension of feedback (Unicast CEBSTBC (k=4) [7]), the 
MCEBSTBC with 2 multicast users (2 Mult. MCEBSTBC 
(k=4)) has a SNR advantage of just 0.77 dB for a BER value 
of 1x10-4. However, the MCEBSTBC with 3 multicast users 
(3 Mult. MCEBSTBC (k=4)) provides just 0.25 dB worse 
performance than the CEBSTBC with one bit extension of 
feedback (Unicast CEBSTBC (k=1) [7]) and the system 
transmission rate is tripled. In comparison the MCEBSTBC 
with 3 multicast users (3 Mult. MCEBSTBC (k=4)), the 
MCEBSTBC with 4 multicast users (4 Mult. MCEBSTBC 
(k=4)), and the MCEBSTBC with 5 multicast users (5 Mult. 
MCEBSTBC (k=4)), the CEBSTBCs with four bit extension 
of feedback (Unicast CEBSTBC (k=4) [7]) has a SNR 
advantage of only 1.37 dB, 1.88 dB, and 2.21 dB, 
respectively. Once again, the proposed MCEBSTBC 
sacrifices a slight coding gain but the system transmission 
rate is increased L times. 

In the sequel, we simulate the cooperative V2I 
communication. In this scenario, the multicast users are at 
the infrastructure and the cooperative vehicle-multicast 
users´ channels are Rayleigh fading. Figure 7 depicts the bit 
error probabilities of the MCEBSTBC with four bits 
extension of feedback for three cooperative vehicles and 
various numbers of multicast users. It can be seen from the 
Figure 7 that the full diversity cannot be achieved more than 
four multicast users since the slope of curves is decreased. 
Table 1 presents required SNR values for a BER value of 

1x10-3. It can be easily seen that the proposed MCEBSTBC 
sacrifices some coding gain to utilize system resources 
efficiently.  
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Fig. 6.  BER of the CEBSTBC and the MCEBSTBC when four cooperative 
vehicles are present. 

TABLE I.  REQUIRED SNR VALUES FOR BER VALUE OF 1X10-3 

Unicast/Multicast 
Transmission Schemes 

Required SNR 
Values 

10 Mult. MCEBSTBC (k=4) 13.40 dB 

5 Mult. MCEBSTBC (k=4) 11.76 dB 

4 Mult. MCEBSTBC (k=4) 11.28 dB 

3 Mult. MCEBSTBC (k=4) 10.79 dB 

Unicast CEBSTBC (k=1) [7] 10.35 dB 

2 Mult. MCEBSTBC (k=4) 10.33 dB 

Unicast CEBSTBC (k=2) [7] 9.92 dB 

Unicast CEBSTBC (k=4) [7] 9.78 dB 
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Fig. 7.  BER of the CEBSTBC and the MCEBSTBC when three 
cooperative vehicles are present. 
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Fig. 8.  BER of the CEBSTBC and the MCEBSTBC when four cooperative 
vehicles are present. 

 
Figure 8 presents the bit error probabilities of the 

MCEBSTBC with four bits extension of feedback for four 
cooperative vehicles and various numbers of multicast users. 
It can be seen from the Figure 8 that the full diversity can be 
achieved for five multicast users since the slope of the curves 
does not change. Table 2 presents required SNR values for a 
BER value of 1x10-3. Once again, the proposed MCEBSTBC 
sacrifices a slight coding gain but the system transmission 
rate is increased L times. 

TABLE II.  REQUIRED SNR VALUES FOR BER VALUE OF 1X10-3 

Unicast/Multicast 
Transmission Schemes 

Required SNR 
Values 

10 Mult. MCEBSTBC (k=4) 10.93 dB 

5 Mult. MCEBSTBC (k=4) 9.10 dB 

4 Mult. MCEBSTBC (k=4) 8.68 dB 

3 Mult. MCEBSTBC (k=4) 8.22 dB 

Unicast CEBSTBC (k=1) [7] 7.77 dB 

2 Mult. MCEBSTBC (k=4) 7.58 dB 

Unicast CEBSTBC (k=2) [7] 6.88 dB 

Unicast CEBSTBC (k=4) [7] 6.55 dB 
 

VI. CONCLUSION 

In this paper, full rate and full diversity multicast service 
provisioning in V2V and V2I communications was analyzed 
and simulated. It has been observed that compared to the 
unicast CEBSTBC, the MCEBSTBC does not utilize all 
available codes and employs optimum CEBSTBC for all 
multicast vehicle users. This optimization sacrifices a slight 
coding gain to utilize system resources efficiently. Namely, 
by using the MCEBSTBC, the system transmission rate is 
increased in proportion to the number of multicast users. The 
larger cooperative vehicles present at the wireless 

environment, the fuller diversity full rate wireless 
multicasting can be achieved. The proposed multicast 
technique might be implemented easily in IEEE 802.11p [17] 
which defines enhancements to 802.11 required to support 
ITS applications [17].   
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Abstract—Since the utilization of multiuser diversity in wireless
networks can increase the information theoretic capacity of the
overall system, much attention has been paid to schedulers
exploiting multiuser diversity. However, packet schedulers ex-
ploiting multiuser diversity have a disadvantage of consuming
the bandwidth for the feedback load. From a view of feedback
reduction, the opportunistic feedback fair scheduler is considered
as an attractive choice among schedulers exploiting multiuser
diversity. In this paper, considering the statistical time-access
fairness index (STAFI) as a measure of short term fairness,
we study the short term fairness provided by the opportunistic
feedback fair scheduler. Numerical results display that the
threshold value of the scheduler greatly affects the properties
of its short term fairness.

Keywords-Opportunistic feedback fair scheduler; Short term
fairness; Statistical time-access fairness index

I. INTRODUCTION

Multiuser diversity [1] is a diversity existing between the
channel states of different users in wireless networks. Since
packet schedulers exploiting multiuser diversity have an ad-
vantage of increasing the information theoretic capacity of
the overall system, much attention has been paid to such
schedulers (see, e.g., [2], [3], [4], [5], [6], [7], [8] and
references therein). However, packet schedulers exploiting
multiuser diversity also have a disadvantage of consuming
the bandwidth for the feedback load, defined as the amount
of channel information that needs to be fed back from MSs
(mobile stations) to BS (base station). In addition, it is known
that there exists a tradeoff between the information theoretic
capacity and fairness achieved by schedulers exploiting mul-
tiuser diversity [9]. Therefore, when we consider a scheduler
exploiting multiuser diversity, we should take its feedback load
and fairness as well as performance gain into account.

To reduce the feedback load while still having the perfor-
mance gain, several schedulers have been proposed and stud-
ied. The one-bit feedback fair scheduler [10], [11], [12], [13]
is an example of such schedulers. Under the one-bit feedback
fair scheduling, the normalized received SNR (Signal-to-Noise
Ratio) values of MSs (instead of the received SNR values)
are considered. Each MS feeds back one-bit information to
BS, only when its normalized received SNR is greater than

This research was supported by Nanzan University Pache Research Subsidy
I-A-2 for the 2012 academic year.

or equal to a predetermined threshold. By doing so, the one-
bit feedback fair scheduler can reduce the feedback load from
MSs to BS and achieve the ideal long term fairness, while
having considerable performance gain. However, the one-bit
feedback fair scheduler still has a difficulty for the feedback
load. The difficulty is that the feedback load of the one-bit
feedback fair scheduler linearly increases with the number
of MSs, although the performance gain for the capacity also
grows as the number of MSs becomes large [14]. This may
degrade the scalability of the one-bit feedback fair scheduler.
One way to overcome the difficulty against the scalability is
to introduce a random access-based feedback scheme. As a
scheduler with random access-based feedback scheme, Tang
and Heath [7] proposed the opportunistic feedback scheduler.
Under the opportunistic feedback scheduling, the feedback
resources are random access minislots. MSs transmit feedback
information with some probability in each minislot only when
their SNR values are greater than or equal to a predetermined
threshold. Contrary to the one-bit feedback fair scheduler,
the feedback load of the opportunistic feedback scheduler is
independent of the number of MSs.

The fairness of scheduler is classified into short term
fairness and long term fairness [15], [16]. While long term
fairness governs the long run performances such as long run
average throughput of individual MSs, short term fairness
greatly affects the packet level performances such as delay
and loss probability of individual MSs. Since the packet level
performances of individual MSs are basic measures of QoS,
it is important to examine the short term fairness of scheduler
in terms of QoS guarantees.

As a measure of short term fairness, the proportional
fairness index is usually considered in wireline networks. The
proportional fairness index characterizes the service discrep-
ancy in bits between two flows over any time interval during
which the two flows are continuously backlogged. However,
for the following two reasons, the proportional fairness index
is not suitable for wireless networks. First, the proportional
fairness index considers the hard deterministic guarantee, and
it does not take randomness inherent in the wireless channel
conditions into account. Second, the proportional fairness
index considers fairness of users’ throughputs rather than
channel access times, although users can transmit at different
rates depending on their current channel quality in wireless
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networks. Liu et al. [17] then consider modifications to the
proportional fairness index for short term fairness index in
wireless networks. By considering the service in time (instead
of the service in bits) and a statistical fairness guarantee
(instead of the hard deterministic fairness guarantee), they pro-
pose a statistical time-access fairness index (STAFI) defined
as

P

(∣∣∣∣α(i)(t1, t2)

φ(i)
− α(j)(t1, t2)

φ(j)

∣∣∣∣ ≥ x

)
≤ f (i,j)(x), (1)

where α(i)(t1, t2) denotes the service in time that flow i
receives during [t1, t2), φi denotes the assigned weight for
flow i and f (i,j)(x) is a probability distribution which may
depend on i and j.

In this paper, we focus on the short term fairness of the
opportunistic feedback fair scheduler. We study the STAFI of
the scheduler to investigate its short term fairness properties. In
particular, we consider the STAFI where the assigned weights
φi in (1) are all equal to one. Since the normalized SNR
processes of MSs are considered and the normalized SNRs of
MSs are i.i.d. (independent and identically distributed) under
the opportunistic feedback fair scheduling, the opportunistic
feedback fair scheduler provides an ideal long term fairness
property [5]. However, as far as the author’s best knowledge,
there is no study on the short term fairness properties of the
opportunistic feedback fair scheduler, although the packet level
performances of individual MSs are strongly affected by the
short term fairness.

The remainder of this paper is organized as follows. In
Section II, we describe a system model considered in this
paper. We assume that the wireless channel process for each
user is modeled by a discrete-time two-state Markov chain. We
analyze the STAFI of the opportunistic feedback fair scheduler
in Section III. We also develop a numerical method to calculate
the exact value of the STAFI by using the inverse discrete
FFT method [18]. Section IV provides numerical results to
investigate the properties of the short term fairness provided
by the opportunistic feedback fair scheduler. Conclusion is
drawn in Section V.

II. SYSTEM MODEL

In this paper, we consider a wireless network consisting
of a BS and K MSs. We suppose that the BS employs the
opportunistic feedback fair scheduler for downlink transmis-
sion from the BS to the MSs [7]. In this paper, considering
the STAFI as a measure of short term fairness, we study the
properties of short term fairness provided by the opportunistic
feedback fair scheduler for the downlink transmission.

We assume that the downlink channel of MS i (i =
1, . . . ,K) is described by a Rayleigh fading channel model.
Time axis is divided into frames of equal size Tf (sec) and
time index is given by t = 0, 1, 2, · · ·. The frame duration Tf is
considered to be the unit time in our model. Then, the received
SNR process {z(i)(t)} (t = 0, 1, . . .) of MS i (i = 1, . . . ,K)
is described as a discrete-time stochastic process. We assume

Random Access Minislots

Data transmission

Fig. 1. Uplink frame structure

that the received SNR processes of the K MSs are independent
with each other.

Without loss of generality, we consider that MS 1 and MS
2 are tagged users and all the other MSs are background
users for the STAFI. More specifically, we assume that for
i = 3, . . . ,K, the received SNR process {z(i)(t)} is a
stationary process. But we do not assume the stationarity
of {z(i)(t)} for i = 1, 2. When the received SNR process
{z(i)(t)} is stationary, z(i)(t) at time t is according to the
following exponential distribution:

P{z(i)(t) ≤ x} = 1− exp(−x/z̄(i)), (2)

where z̄(i) denotes the average received SNR of MS i and is
defined by z̄(i) = E[z(i)(t)].

A. Opportunistic feedback fair scheduler

Under the opportunistic feedback fair scheduling, the nor-
malized SNR processes of MSs are considered, where the nor-
malized SNR process is defined by the process {z(i)(t)/z̄(i)}
(i = 1, . . . ,K). To reduce the feedback load, each MS
quantizes or partitions the entire normalized SNR range into
two grades with threshold denoted by γ1. We assume that the
threshold γ1 is a priori determined. If z(i)(t)/z̄(i) < γ1, we
say that the wireless channel state of MS i is in state 0 at
time t. If z(i)(t)/z̄(i) ≥ γ1, we say that the wireless channel
state of MS i is in state 1 at time t. We assume that perfect
channel estimation is possible at each MS and each MS knows
its average SNR z̄(i) (i = 1, . . . ,K). Then MS i can determine
the grade of its channel to the BS with the knowledge of its
normalized SNR.

We suppose that the opportunistic feedback fair scheduler
is employed in a frequency-division-duplex (FDD) system. In
the FDD system, at the beginning of the downlink frame,
the BS broadcasts a message containing the information for
opportunistic feedback to all the MSs. N minislots in an
uplink frame for random access feedback follow the downlink
message as illustrated in Figure 1. We assume that the number
of minislots N is fixed.

The opportunistic feedback fair scheduler then operates as
follows:

• At every time t, MS i estimates its received normalized
SNR z(i)(t)/z̄(i) and examines if z(i)(t)/z̄(i) is greater
than or equal to the threshold γ1.

• If the normalized SNR of MS i z(i)(t)/z̄(i) (i =
1, . . . ,K) is greater than or equal to the threshold γ1
(i.e., if the wireless channel state of MS i is in state 1),
MS i attempts to transmit feedback information to the
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MS with a probability u in every minislot. We hereafter
call the probability u the feedback probability.

• Otherwise (i.e., if the wireless channel state of MS i is
in state 0), MS i does not feedback any information to
the BS in the random access minislots.

• The feedback information can be fed back to the BS
if and only if one MS attempts to transmit feedback
information in the minislot. Otherwise, either a collision
happens or there is no MS to feed back.

• If multiple MSs successfully feedback during the random
access period consisting of N minislots, the BS randomly
selects one of the successful MSs.

• If there is no successful feedback in all N minislots, the
BS randomly selects one MS among all the K MSs.

• The scheduling is performed frame-by-frame.
We assume that the random access attempts are independent
among MSs and also independent among random access
minislots.

B. Wireless channel model

In this subsection, we consider a wireless channel state pro-
cess of MS i (i = 1, . . . ,K). Let {s(i)(t)} (t = 0, 1, . . . ; i =
1, . . . ,K) denote the wireless channel state process of MS
i, where s(i)(t) = 1 if z(i)(t)/z̄(i) ≥ γ1 and s(i)(t) = 0
otherwise. We assume that the channel state process {s(i)(t)}
(t = 0, 1, . . . ; i = 1, . . . ,K) of MS i is well described by
a discrete-time 2-state Markov chain [15], [19]. We further
assume that for i = 3, . . . ,K, the Markov chain {s(i)(t)}
is stationary from the assumption of the stationarity of the
received SNR process {z(i)(t)} for i = 3, . . . ,K. On the
other hand, for i = 1, 2, we do not assume the stationarity
of {s(i)(t)}.

Let P = (pi,j) (i, j = 0, 1) denote the transition probability
matrix of the 2-state Markov chain. The transition probability
matrix P is determined as follows (for the detailed derivation
of the transition probabilities, see [19]). We first consider the
level crossing rate χ(γ) of the received normalized SNR at γ
given by [20]

χ(γ) =
√
2πγfd exp(−γ), (3)

where fd denotes the mobility-induced Doppler spread of MSs
and we assume that for all the MSs, the mobility-induced
Doppler spreads are identical.

For MS i (i = 3, . . . ,K), we next consider the station-
ary probability vector s = (s0, s1) of the 2-state discrete-
time Markov chain {s(i)(t)}. Note here that for the MSs
(i = 3, . . . ,K), the channel state processes have the same
stationary probability vector due to the normalization of the
received SNRs. From (2), the stationary probability vector is
given by

s0 = 1− e−γ1 , s1 = e−γ1 . (4)

The state transition probabilities are then determined by

p0,1 =
χ(γ1)Tf
s0

, p1,0 =
χ(γ1)Tf
s1

, (5)

p0,0 = 1− p0,1, p1,1 = 1− p1,0, (6)

where si (i = 0, 1) and χ(γ1) are given by (4) and (3),
respectively. (5) and (6) determine the transition probability
matrix P of the 2-state Markov chain, whose stationary
probability vector is given by (4).

III. ANALYSIS

In this section, we analyze the STAFI between MS 1 and
and MS 2, which are tagged users.

Let c(i)(t) (i = 1, . . . ,K; t = 0, 1, . . .) denote a random
variable representing the amount of service of MS i at time t,
i.e., c(i)(t) = 1 when the opportunistic feedback fair scheduler
selects MS i for downlink transmission at time t, and c(i)(t) =
0 otherwise. The amount service α(i)(t0t0 + n) for MS i in
[t0, t0 + n) is then expressed as

α(i)(t0, t0 + n) =

t0+n−1∑
t=t0

c(i)(t).

In this paper, we hereafter consider only the cases where
t0 = 0, because we focus on the transient properties of the
short term fairness of the scheduler. Let β(i,j)(n) (i, j =
1, . . . ,K;n = 0, 1, . . .) denote the difference between the
amount service for MS i and that for MS j in [t0, t0 + n).
β(i,j)(n) is given by

β(i,j)(n) = |α(i)(0, n)− α(j)(0, n)|.

We are now ready to provide an expression of the STAFI
of the scheduler. Let Gn(x) (n = 1, 2, . . .) denote the STAFI.
Gn(x) is defined by

Gn(x) = P(β(1,2)(n) ≥ x)

= P(|α(1)(0, n)− α(2)(0, n)| ≥ x).

We further define the probability mass function gn(x) (n =
1, 2, . . .) by

gn(x) = P(β(1,2)(n) = x) = P(|α(1)(0, n)−α(2)(0, n)| = x).

In what follows, we analyze the STAFI Gn(x). For this
purpose, we define some matrices and vectors. We first define
a (K − 1)× (K − 1) matrix R by

[R]i,j =

min(i,j)∑
k=max(0,i+j−K+2)

(
i

k

)
pk1,1p

i−k
1,0

·
(
K − 2− i

j − k

)
pj−k
0,1 p

K−2−i−j+k
0,0 , (7)

where [R]i,j (i, j = 0, . . . ,K−2) denotes the (i, j)th element
of R. Note that R is a transition probability matrix of the
Markov chain {r(t)} (t = 0, 1, . . .), where r(t) is defined
by r(t) =

∑K
k=3 I(s

(k)(t) = 1). Thus, [R]i,j denotes the
conditional probability that j MSs among the (K − 2) MSs
excluding MS 1 and MS 2 are in state 1 at time t given that i
MSs among the (K−2) MSs was in state 1 at time t−1. Let
r denote the stationary probability vector of R. The stationary
probability vector r is given by

[r]j =

(
K − 2

j

)
sK−2−j
0 sj1, (8)
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where [r]j (j = 0, . . . ,K − 2) denotes the jth element of r,
and s0 and s1 are given by (4). Note here that since we assume
that {s(i)(t)} is stationary for i = 3, . . . ,K, the stationary
probability vector r is also the initial state probability vector
of the Markov chain {s(i)(t)} for i = 3, . . . ,K.

We next define a 4(K − 1)× 4(K − 1) matrix Q by

Q = P ⊗ P ⊗R, (9)

where ⊗ denotes the Kronecker product, P is determined by
(5) and (6), and R is defined by (7). Note that the matrix Q is
a transition probability matrix for the Markov chains {s(i)(t)}
for i = 1, . . . ,K.

Let ψ(k, n, x) denote the probability that given that k MSs
is in state 1, the number of minislots is equal to n and the
feedback probability is equal to x, the k MSs fail to feed back.
For k = 0, . . . ,K−2, n = 1, 2, . . . and 0 ≤ x ≤ 1, ψ(k, n, x)
is given by

ψ(k, n, x) = [1− k(1− x)k−1x]n.

We then define a 4(K − 1)× 4(K − 1) diagonal matrix D(z)
by

D(z) = diag(d0,0(z),d0,1(z),d1,0(z),d1,1(z)), (10)

where di,j(z) (i, j = 0, 1) is a 1× (K − 1) vector given by

[d0,0(z)]k = ψ(k,N, u)
z + z−1 +K − 2

K
+1− ψ(k,N, u),

[d0,1(z)]k = ψ(k + 1, N, u)
z + z−1 +K − 2

K

+(1− ψ(k + 1, N, u))
z−1 + k

k + 1
,

[d1,0(z)]k = ψ(k + 1, N, u)
z + z−1 +K − 2

K

+(1− ψ(k + 1, N, u))
z + k

k + 1
,

[d1,1(z)]k = ψ(k + 2, N, u)
z + z−1 +K − 2

K

+(1− ψ(k + 2, N, u))
z + z−1 + k

k + 2
,

for k = 0, . . . ,K− 2. We further define 4(K− 1)× 4(K− 1)
matrix C(z) by

C(z) = D(z)Q, (11)

where D(z) and Q are defined by (10) and (9), respectively.
Finally, we define ηn(z) (n = 1, 2, . . .) by

ηn(z) = (r(1) ⊗ r(2) ⊗ r)C(z)ne,

where r(i) denotes the initial state probability vector of the
Markov chain {s(i)(t)} for i = 1, 2, respectively, r denotes
the initial state probability vector of the Markov chain for
MS i (i = 3, . . . ,K), which is given by (8), e denotes a

4(K − 1)× 1 vector whose elements are all equal to one, and
C(z) is defined by (11).

We are now ready to present the analysis of the STAFI
Gn(x). Note that ηn(z) can also be expressed in the power
series of z as ηn(z) =

∑n
l=−n clz

l, where cl (l = −n, . . . , n)
is a (unknown) real constant satisfying 0 ≤ cl ≤ 1 and∑n

l=−n cl = 1. Then the probability mass function gn(x) is
expressed as gn(x) = cx + c−x. Thus, if we determine the
unknown real constants {cl}nl=−n, we obtain the probability
mass function gn(x). The STAFI Gn(x) is then given by
Gn(x) =

∑n
l=x gn(l) = 1−

∑x−1
l=0 gn(l).

There are several possible methods to determine the un-
known real constants {cl}nl=−n. In this paper, we use the
inverse discrete FFT method [18] to determine them. Since
gn(x) has a finite support, i.e., gn(x) = 0 for x > n, we can
calculate the exact value of gn(x) by using the inverse discrete
FFT method.

For comparison, we consider a random scheduler which
randomly selects a MS among K MSs irrespective of their
received SNRs. For the STAFI of the random scheduler, we
define η̃n(z) (n = 1, 2, . . .) by

η̃n(z) =

(
z + z−1 +K − 2

K

)n

,

which corresponds to ηn(z) of the opportunistic feedback fair
scheduler. Similar to the case of the opportunistic feedback
fair scheduler, from η̃n(z), we can calculate the exact value
the STAFI G̃n(x) and the probability mass function g̃n(x) for
the random scheduler.

IV. NUMERICAL RESULTS

In this section, we provide numerical results to investigate
the properties of the STAFI of the opportunistic feedback
fair scheduler. Throughout numerical results provided in this
subsection, we set the parameters as fd = 10 Hz and Tf = 1
msec where we decided these parameter values according to
[15], [19]. In the numerical results provided in this paper, we
also set the initial state probability vectors r(1) and r(2) of
MS 1 and MS 2 to the stationary probability vector s.

First, we observe the effect of the threshold γ1 on the
STAFI Gn(x). Figure 2 displays the STAFI G256(x) of the
opportunistic feedback fair scheduler as a function of x. In
Figure 2, we set the number of MSs K, the number of
minislots N and the feedback probability u to 30, 5 and 0.80,
respectively. For comparison, Figure 2 also shows the STAFI
G256(x) of the random scheduler. In the figures, “OFF(x
dB)” means the opportunistic feedback fair scheduler whose
threshold γ1 is equal to x, and “RS” means the random
scheduler.

In Figure 2, we observe the following. For whole range
of x, the STAFIs G256(x) of the opportunistic feedback fair
schedulers are greater than the STAFI G256(x) of the random
scheduler. In other words, the short term fairness provided by
the opportunistic feedback fair schedulers is worse than that
provided by the random scheduler. This is due to the positive
correlation of the normalized SNR process {z(i)(t)/z̄(i)} in
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Fig. 2. Effect of γ1 on STAFI G256(x) (u = 0.80)

 0.0001

 0.001

 0.01

 0.1

 1

 0  0.2  0.4  0.6  0.8  1

S
T

A
F

I

h

n=64

n=128

n=256

n=512

Fig. 3. STAFI Gn(hn) as a function of h (γ1 = 4.00 dB)

time. We also see that for whole range of x, the OFF (2.00
dB) yields better short term fairness than the OFF (4.00 dB)
and the OFF (6.00dB). Comparing the OFF (4.00 dB) and
the OFF (6.00dB), we observe that for small x of G256(x),
the OFF (6.00 dB) provides better fairness than the OFF
(4.00 dB) However, the situation is converse for large x of
G256(x). Thus, the OFF (6.00 dB) can keep the probability of
moderate unfairness lower, but it can cause serious unfairness
with higher probability, compared to the OFF (4.00 dB). A
similar non-monotonous property about the threshold value
has been observed for the one-bit feedback fair scheduler, too
[12].

We next examine how the STAFI of the opportunistic
feedback fair scheduler changes as the increase of observation
period n. Figures 3 and 4 exhibit the STAFI Gn(hn) as a
function of h for n = 64, 128, 256, 512. In the figures, we
set the number of MSs K, the number of minislots N and
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Fig. 4. STAFI Gn(hn) as a function of h (γ1 = 2.00 dB)
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Fig. 5. Effect of number of minislots N on STAFI G256(x)

the feedback probability u to 30, 5, 0.8, respectively. We set
the threshold γ1 to 4.00 dB in Figure 3 and to 2.00 dB in
Figure 4. In Figures 3 and 4, we observe that the STAFI
Gn(hn) of the opportunistic feedback fair scheduler rapidly
decreases with increase of the observation period n for every
h. In other words, the STAFI of the opportunistic feedback fair
scheduler rapidly approaches to the ideal long term fairness
as the progress of time.

Next, we observe the effect of the number of minislots N
on the STAFI Gn(x). Figure 5 displays the STAFI G256(x)
of the opportunistic feedback fair scheduler as a function of
x. In Figure 5, we set the number of MSs K, the threshold γ1
and the feedback probability u to 30, 4.00 dB and 0.80, re-
spectively. In the figures, “OFF(N=x)” means the opportunistic
feedback fair scheduler where the number of minislots N is
equal to x. In Figure 5, we observe that with the increase
in the number of minislots N , the short term fairness of the
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opportunistic feedback fair schedulers becomes worse.
Finally, we observe the effect of the feedback probability u

on the STAFI Gn(x). Figure 6 displays the STAFI G256(x) of
the opportunistic feedback fair scheduler as a function of x. In
Figure 6, we set the number of MSs K, the threshold γ1 and
the number of minislots N to 30, 4.00 dB and 10, respectively.
In the figure, “OFF(u=x)” means the opportunistic feedback
fair scheduler where the feedback probability is equal to x.
In Figure 6, we observe that among the four opportunistic
feedback fair schedulers for u = 0.2, 0.4, 0.6, 0.8, the sched-
uler for u = 0.4 yields the worst short term fairness. When
the feedback probability u is small, the short term fairness of
the opportunistic feedback fair scheduler becomes worse with
the increase in the feedback probability u. However, if the
feedback probability is greater than a certain value, the short
term fairness becomes better with the increase in the feedback
probability.

V. CONCLUSION

In this paper, considering the STAFI as a measure of short
term fairness, we studied the short term fairness provided
by the opportunistic feedback fair scheduler. We developed
a numerical method to to calculate the exact value of the
STAFI by using the inverse discrete FFT method. In the
numerical results, we observed that the threshold γ1 strongly
affects the properties of the short term fairness provided by
the opportunistic feedback fair scheduler. The opportunistic
feedback fair scheduler with larger threshold γ1 can keep the
probability of moderate unfairness lower, but is can cause
serious unfairness with higher probability, compared to the
opportunistic feedback fair scheduler with smaller threshold.
The impacts of the number of minislots N and the feedback
probability u on the properties of short term fairness do not
seem to be so strong, compared to the effect of the threshold
γ1. We also observed that the STAFI of the opportunistic
feedback fair scheduler approaches to the ideal fairness in

a relatively short time period. However, if rigorous fairness
is required even in a relatively short time period, we should
carefully determine the threshold value γ1 by considering the
short term fairness of the scheduler as well as its information
theoretic capacity.
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Abstract—The probability density functions (PDFs) of  

derivatives in two time instants for output signals from dual 

branch Switch and Stay Combiner (SSC) in the presence of 

Rician fading are determined in this paper. The second order 

statistics such as the average level crossing rate and the 

average fade duration can be calculated by using obtained 

closed-form expressions.  
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I.  INTRODUCTION 

Fading is one of the most important causes of 
degradation signals in wireless communication systems [1]. 
Ricean fading is a stochastic model for radio propagation 
anomaly caused by partial cancellation of a radio signal by 
itself — the signal arrives at the receiver by several different 
paths (hence exhibiting multipath interference), and at least 
one of the paths is changing (lengthening or shortening). 
Rician fading occurs when one of the paths, typically a line 
of sight signal, is much stronger than the others. In Rician 
fading, the amplitude gain is characterized by a Rician 
distribution [2], [3]. 

Rayleigh fading is the specialized model for stochastic 
fading when there is no line of sight signal, and is 
sometimes considered as a special case of the more 
generalized concept of Rician fading. In Rayleigh fading, 
the amplitude gain is characterized by a Rayleigh 
distribution. 

In telecommunications, a diversity scheme refers to a 
method for improving the reliability of a message signal by 
using two or more communication channels with different 
characteristics. Diversity plays an important role in 
combating fading effect and co-channel interference and 
avoiding errors [4]-[6]. It is based on the fact that individual 
channels experience different levels of fading and 
interference. Multiple versions of the same signal may be 
transmitted or received and combined in the receiver. 
Diversity techniques may exploit the multipath propagation, 
resulting in a diversity gain, often measured in decibels.  

When space diversity is used the signal is transmitted 
over several different propagation paths. In the case of 
wired transmission, this can be achieved by transmitting via 
multiple wires. In the case of wireless transmission, it can 
be achieved by antenna diversity using multiple transmitter 
antennas (transmit diversity) and/or multiple receiving 
antennas (reception diversity). In the latter case, a diversity 
combining technique is applied before further signal 
processing takes place. 

Diversity combining is the technique applied to combine 
the multiple received signals of a diversity reception device 
into a single improved signal. Various diversity combining 
techniques can be distinguished: 

Selection combining (SC): Of the N received signals, the 
strongest signal is selected [7]. When the N signals are 
independent and Rayleigh distributed, the expected diversity 
gain has been shown to be inversely proportional to the 
number of antennas [8, 9]. Therefore, any additional gain 
diminishes rapidly with the increasing number of channels. 

Switched combining: The receiver switches to another 
signal when the currently selected signal drops below a 
predefined threshold [10, 11]. This is a less efficient 
technique than selection combining. 

Equal-gain combining (EGC): All the received signals 
are summed coherently [12]. 

Maximal-ratio combining (MRC) is often used in large 
phased-array systems. The received signals are weighted 
with respect to their SNR and then summed [13]. 

The authors determined earlier the probability density 
functions and joint probability density functions for SSC 
combiner output signals at two time instants in the presence 
of different fading distributions and used these expressions 
for obtaining better system performances, such as the bit 
error rate and the outage probability, for complex systems 
sampling at two time instants. Performance analysis of 
SSC/SC combiner in the presence of Rayleigh and log-
normal fading are performed in [14] and [15], respectively.  

In this paper, the probability density functions (PDFs) of 
derivatives for Switch and Stay Combiner (SSC) output 
signals at two time instants in the presence of Rician fading 
will be determined. The dual branch SSC combiner will be 
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considered. Subsequently, the second-order characteristics 
can be determined using these PDF [16]. 

The remainder of the document is organized in the 
following way: Section II introduces the model of the SSC 
combiner observed and basic assumptions of the problem 
under consideration. After that, in Section III,  the  
probability density function of derivative is derived and 
graphicaly presented. Last section gives some conclusions. 

II. SYSTEM MODEL 

This section discusses the SSC combiner with two 
branches in two time moments. The model is shown in 
Figure 1. The input signals are r11 and r21 in the first time 
moment, and r12 and r22 in the second time moment. The 

signals at the output are r1 and r2. The derivatives are 11r&  and 

21r&  at the first time moment, and 12r&  and 22r&  at the second 

time moment. The derivatives at the SSC combiner output 

are 1r&  and 2r& . 

 

 

Figure 2.  Model of the SSC combiner with two inputs at two 
time instants 

The indices for input signals and their derivatives are: the 
first index represents the branch ordinal number and the 
other one signs the time instant observed. The indices for the 
output signal correspond to the time instants considered.  

The probability that combiner examines first the signal 
from the first branch is P1 and P2 for the second. The values 
of P1 and P2 for SSC combiner are obtained in [1]. 

The four different cases are discussed here: 

1)   r1<rT, r2<rT     

In this case all signals are less then threshold rT, i.e.: 
r11<rT, r12<rT  r21<rT, and r22<rT. Let combiner considers 

first the signal r11. Because r11<rT, then 1r& = 21r& , and because 

of r22<rT, then 2r& = 12r& . The probability of this event is P1. If 

combiner examines first the signal r21, then r21<rT, 1r& = 11r& , 

as r21<rT, 2r& = 22r& . The probability of this event is P2. 

 

2)   r1≥rT, r2<rT     

The possible combinations are: 

- r11≥rT,    r12<rT, r22<rT,  1r& = 11r&  2r& = 22r&  P1 

- r11<rT,  r21≥rT   r22<rT, r12<rT, 1r& = 21r&  2r& = 12r&  P1 

- r21≥rT,   r22<rT, r12<rT,  1r& = 21r&  2r& = 12r&  P2 

- r21<rT, r11≥rT,    r12<rT, r22<rT, 1r& = 11r&  2r& = 22r&  P2 

3)   r1<rT, r2≥rT     

The possible combinations for this case are: 

- r11<rT, r21<rT,   r22≥rT,                1r& = 21r&  2r& = 22r&  P1 

- r11<rT, r21<rT,   r22<rT, r12≥rT,  1r& = 21r&  2r& = 12r&  P1 

- r21<rT, r11<rT,   r12≥rT,  1r& = 11r&  2r& = 12r&   P2 

- r21<rT, r11<rT,   r12<rT, r22≥rT, 1r& = 11r&  2r& = 22r&   P2 

4)   r1≥rT, r2≥rT  

Now, the possible combinations are: 

- r11≥ rT,  r12≥rT,   1r& = 11r&  2r& = 12r&   P1 

- r11≥ rT,  r12<rT, r22≥rT  1r& = 11r&  2r& = 22r&   P1 

- r11<rT, r21≥rT, r22≥rT,   1r& = 21r&  2r& = 22r&   P1 

- r11<rT, r21≥rT, r22<rT, r12<rT 1r& = 21r&  2r& = 12r&   P1 

- r21≥rT, r22≥rT,    1r& = 21r&  2r& = 22r&  P2 

- r21≥rT, r22<rT, r12≥rT,                       1r& = 21r&  2r& = 12r&  P2 

- r21<rT, r11≥rT, r12≥rT,  1r& = 11r&  2r& = 12r&   P2 

- r21<rT, r11≥rT,   r12<rT, r22≥rT, 1r& = 11r&  2r& = 22r&  P2 

III. PROBABILITY DENSITY FUNCTIONS OF DERIVATIVES 

The joint probability density functions of signal 
derivatives are: 

r1<rT, r2<rT     
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For the case that signal and its derivative are not 

correlated, after integrating of the whole range of signal 
values and some mathematical manipulations, the joint PDF 
of derivative can be expressed as:  
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The signal derivatives PDFs can be found from joint PDF 
based on: 
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Figure 2.  The probability density functions of derivatives at the 

SSC combiner output at two time instants  
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γ() is incomplete gamma function and kε is Neumman factor 

defined by  
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The probability density functions of signal derivatives in 
the presence of Rician fading at the combiner input has 
normal distribution with zero mean value [18, 19]: 
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where i=1,2; j=1,2 and 
2222

2 mii fπσσ =&  is the variance 

and fm is maximal Doppler frequency. 

Probability density function of signal derivatives 1r&  and 

2r&  at the SSC combiner output at two time moments in the 

presence of Rician fading is obtained when (12) putting in 
previously obtained general expressions for PDFs of signal 
derivatives and replacing of CDF with [20]: 
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where Q1( ) is Marcum Q-function of first order, are 
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The PDFs of signal derivatives are presented in Fig. 2 for 

different values of parameter iσ&  in the case of channels with 

identical distribution.  

IV. CONCLUSION 

In this paper, the expressions for probability density 
functions (PDFs) of the time derivatives in two time instants 
for output signals from dual branch SSC combiner in the 
presence of Rician fading are obtained. The second order 
characteristics: the average level crossing rate and the 
average fade duration for complex combiner who makes the 
decision based on sampling at two time moments can be 
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calculated by using closed-form expressions derived in this 
paper. 
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Abstract—In this paper, we study the performance of the
MIMO Schemes in the 3GPP Long Term Evolution (LTE) system
with 5 MHz bandwidth. As performances metrics, the Block
Error Rate (BLER) and the Data Throughput are evaluated in
terms of Signal to Noise Ratio (SNR) for three different Multi-
Input Multi-Output (MIMO) schemes as defined in LTE stan-
dard. Two transmit diversity schemes known as Space Frequency
Block Codes (SFBC) and Frequency Switched Transmit Diversity
(FSTD) as well as one Open Loop Spatial Multiplexing (OLSM)
scheme are considered in the evaluation. The performance of the
three MIMO schemes are compared to the performance of Single
Input Single Output (SISO) scheme to evaluate the improvement
in BLER and data throughput of the system. The ITU pedestrian
B channel with high order modulation and coding scheme is
considered for the evaluation.

Keywords- Multi-antenna MIMO system, LTE, BLER,
Data Throughput

I. I NTRODUCTION

The 3GPP Long Term Evolution is the latest evolution of
the wireless communication systems. LTE is part of the UMTS
standards but includes many changes and improvements iden-
tified by the 3GPP consortium. The goal of LTE is to increase
the data throughput and the speed of wireless data using a
combination of new methods and technologies like OFDM and
MIMO technics. The LTE downlink transmission is based on
Orthogonal Frequency Division Multiple Access (OFDMA).
OFDM is a technique of encoding digital data on multiple
carrier frequencies and it is known to be efficient to improve
the spectral efficiency of wireless system. Another important
advantage of OFDM technique is to be more resistant to
frequency selective fading than single carrier system by con-
verting the wide-band frequency selective channel into a set of
many flat fading subchannels. In addition, OFDMA allows for
adding frequency domain scheduling to time domain schedul-
ing. In order to optimize the system data throughput and the
coverage area for a given transmission power, LTE make use
of the Adaptive Modulation and Coding (AMC). In AMC, the
transmitter should assign the data rate for each user depending
on the channel quality from the serving cell, the interference
level from other cells, and the noise level at the receiver. To
achieve the target in terms of data throughput and reliability,

the LTE standard makes MIMO as its essential core. MIMO
was recognized to be a very powerful technique to improve
the performance of wireless communication systems. Multiple
antenna techniques can be used in two different modes namely
the diversity and multiplexing mode. In diversity mode, the
same signal is transmitted over multiple antenna and hence
the reliability of the system is improved by the diversity gain.
In diversity mode, the mapping function of each symbol to
which transmit antenna is called Space Time Block Code
(STBC). In multiplexing mode, two different spatial streams
are sent from two different antennas and hence the data rate
is improved. To study the performance of LTE systems a
MATLAB based downlink physical layer simulator [1] [2] for
Link Level Simulation (LLS) has been developed. A System
Level Simulation [3] of the Simulator is also available. The
goal of the development of the simulator was to facilitate
comparison with work of different research group and it is
publicly available for free under academic non-commercialuse
license [2]. The main features of the simulator are adaptive
coding and modulation, MIMO transmission and scheduling.
As the simulator includes many physical layer features, it
can be used in different application in research [3]. In [4],
the simulator was used to study the channel estimation of
OFDM systems and the performance evaluation of a fast
fading channel estimator was presented. In [5] and [6], a
method for calculating the Precoding Matrix Indicator (PMI),
the Rank Indicator (RI) and the Channel Quality Indicator
(CQI) were studied and analyzed with the simulator.

In this paper, the BLER and the Data Throughput of
SISO and MIMO schemes in 5 MHz LTE system for high
Modulation and Coding Scheme (MCS) are investigated in
terms of SNR using the Link Level LTE simulator [1] [2].
The MCS corresponds to Channel and Quality Indicator (CQI)
value of 15 [1].

The remainder of this paper is organized as follows. In
Section II, we present the system and channel model used in
the simulation. In Section III, we present the MIMO schemes
as defined in LTE. A brief review of the diversity schemes used
in LTE systems is given in this section. A brief description of
the Open Loop Spatial Multiplexing (OLSM) scheme is also
reviewed in this section. The simulation results and discussion
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of results will be presented in Section IV. Finally, we conclude
our paper in Section V.

II. SYSTEM AND CHANNEL MODEL

In this section, the structure of the OFDM LTE signal is
described. The OFDM signal has a time and a frequency
domains. In the time domain, the LTE signal is composed
of succesive frames. Each frame has a duration of 10 ms
(Tframe). Each frame is divided into ten equally 1 ms long
subframes. Each subrames consists of two equally long slots
with 0.5 ms time duration (Tslot). For normal cyclic prefix
length each slot consists ofNs = 7 OFDM symbols. In the
frequency domain, the OFDM technique converts the LTE
wide band signal into a number of narrowband signals. Each
narrowband signal is transmitted on one subcarrier frequency.
In LTE the spacing between subcarriers is fixed to 15 KHz.
Tweleve adjacent subcarriers, occupying a total of 180 KHz,
of one slot forms the so-called Resource Block (RB). The
number of Resource Blocks in an LTE slot depends on the
allowed system bandwidth. The minimum number of RB is
equal to 6 corresponding to 1.4 MHz system bandwidth. For
20 MHz system bandwidth (Maximum Allowed bandwith in
LTE) the number of RB is equal to 100. In MIMO system
with MR receive antenna andMT transmit antenna, the
relation between the received and the transmitted signals on
subcarrier frequencyk (k ∈ 1, ...K), at sampling instant time
n (n ∈ 1, ...N ) is given by

yk,n = Hk,nxk,n + nk,n (1)

yk,n ∈ CMRx 1 is the received vector,Hk,n ∈ CMRx MT

represents the channel matrix on subcarrierk at instant time
n, xk,n ∈ CMT x 1 is the transmit symbol vector andnk,n ∼
CN (0, σ2

n.I) is white, complex valued Gaussian noise vector
with varianceσ2

n. Assuming perfect channel estimation, the
channel matrix and noise variance are considered to be known
at the receiver. A linear equalizer filter given by a matrix
Fk,n ∈ CMT x MR is applied on the received symbol vector
yk,n to determine the post-equalization symbol vectorrk,n [6]

rk,n = Fk,nyk,n = Fk,nHk,nxk,n + Fk,nnk,n (2)

The Zero Forcing (ZF) or Minimum Mean Square Error
(MMSE) design criterion [7] are typically used for the linear
receiver and the input signal vector is normalized to unit
power. In MIMO-OFDM systems, the key factor of link
error prediction and performances is the signal to noise ratio
(SNR) which represents the measurement for the channel
quality information. In practice, there are different measures

and calculation procedures for the SNR in SISO and MIMO
systems. In this study, the SNR is defined as follows [1]:

γk,n =
‖Hk,nxk,n‖

2
F

NRσ2
n

=
NR

NRσ2
n

=
1

σ2
n

(3)

III. MIMO S CHEMES IN LTE

From theory it is well known that in MIMO systems
the multiple antennas at the transmitter and the receiver
can be used in two different modes, namely the diversity
and multiplexing modes. Diversity mode can be used in the
receiver (Receive Diversity) or at the transmitter (Transmit
Diversity). Where receive diversity is simply a combining
operation of different replica of the same transmitted signal,
transmit diversity requires a space time coding operation of
the transmitted signal. In LTE the two different modes are
defined. In this section the different MIMO schemes defined
in LTE are described.

A. Diversity Schemes

The transmit diversity techniques are defined only for 2 and
4 transmit antennas and one data stream. When two eNodeB
antennas are available for transmit diversity operation, the
Space Frequency Block Code (SFBC) [8] is used. SFBC is
based on the well known Space Time Block Codes (STBC),
also known as Alamouti codes [9]. STBC is defined in
the UMTS and it operates on pairs of adjacent symbols in
the time domain. As the signal in LTE is two dimensional
(time and frequency domains) and the number of available
OFDM symbols in a subframe is not always even, the direct
application of STBC is not straightforward. In LTE for SFBC
transmission, the symbols are transmitted from two eNodeB
antenna ports on each pair of adjacent subcarriers as follows
[8]:

[

y(0)(1) y(0)(2)
y(1)(1) y(1)(2)

]

=

[

x1 x2

−x∗

2 x∗

1

]

(4)

wherey(p)(k) denotes the symbols transmitted on thekth

subcarrier from antenna portp. One important characteristic
of such codes is that the transmitted signal streams are
orthogonal and a simple linear receiver is required for optimal
performances. Unfortunately, there is no known orthogonal
codes for antenna configurations beyond 2 x 2 and the SFBC
has been modified in order to be applied to the case of 4
transmit antennas. The new modified scheme of SFBC is
known as Frequency Switched Transmit Diversity (FSTD).
The frequency space code for 4 antennas is as follows:
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







y(0)(1) y(0)(2) y(0)(3) y(0)(4)
y(1)(1) y(1)(2) y(1)(3) y(1)(4)
y(2)(1) y(2)(2) y(2)(3) y(2)(4)
y(3)(1) y(3)(2) y(3)(3) y(3)(4)









=









x1 x2 0 0
0 0 x3 x4

−x∗

2 x∗

1 0 0
0 0 −x∗

4 x∗

3









(5)

The benefits of diversity can be exploited in different
manners. It can increase the reliability of the radio link and it
is quantified by the so calleddiversity gain. As a consequence
of the diversity gain the error rate decreases. The data ratecan
also be improved logarithmically with respect to the number
of antennas as antenna diversity increases the SNR linearly
[10].

C = Blog2(1 + γ) (6)

In addition, the coverage area can be improved or, for the
same coverage area, the required power can be reduced. The
diversity gain in MIMO systems is usually characterized by the
number of independent fading diversity branches, also called
Diversity Order. The diversity order is defined as the slope of
the BLER versus SNR curve on a log-log scale. For a MIMO
system withNt transmit antennas andNr receive antenna, it
is said that the diversity order isNd = Nt.Nr. The diversity
order has a dramatic effect on the system reliability since the
probability of one of the diversity branches having high SNRis
higher compared to only one branche. In LTE, the SFBC (2x1)
and FSTD (4x2) have a diversity order of 2 and 8 respectively.

B. Multiplexing Schemes

In Contrast to the diversity mode described in the previous
section, the spatial multiplexing mode, which refers to splitting
the incoming high data rate stream intoNt independent data
streams, is considered, from a data throughput standpoint,as
the most exciting type of MIMO systems. In MIMO system
with Nt transmit antennas, the nominal spectral efficiency
can be increased by a factor ofNt if the streams can be
successfully and independently decoded. The factorNt is
known asMultiplexing Gain. In spatial multiplexing (Nt x
Nr) MIMO system, the maximum data rate grows as [11]:

min(Nt, Nr)log(1 + γ) (7)

whenγ is large.

In LTE, the spatial multiplexing mode is designated as Mode
3 and it is know as OLSM (Open Loop Spatial Multiplexing)

In SISO OFDM systems, the maximal data throughput
depends on the available bandwidth and the parameter of
the OFDM signal, like the number of subcarriers and the
modulation order (QPSK, 16QAM, 64QAM). For a given
frequency band (B) the maximal data throughput in bits per
second can be approximated by the following simple equation
[1]:

Throughput(bps) =
NFB .NSC .NOFDM .Nb.ECR

Tsub

(8)

whereNFB is the number of Frequency Block in the given
frequency band (B); NSC is the number of subcarrier in one
Frequency Block;NOFDM is the number of OFDM symbols
in one subframe;Nb is the number of bits in one subcarrier;
ECR is the Effective Code Rate, andTsub is the duration of one
subframe equal to 1 ms. In LTE,NSC andNOFDM are fixed
and equals to12 and14 respectively [12]. For5 MHz (NFB =
25) bandwidth LTE system with 64 QAM Modulation (Nb =
6) and ECR = 0.9, the maximal data throughput that can be
supported by the system is22.68 Mbps.

B (MHz) NFB

1.4 6
5 25
10 50
15 75
20 100

IV. SIMULATION RESULTS

In this section, we illustrate the results of the performances
evaluation of three different MIMO schemes in5 MHz LTE
system using the MATLAB LTE link level simulator [1]. For
comparison purpose, the performance of SISO scheme in the
same system is also evaluated and presented. The three MIMO
schemes are 2x1 (2 transmit antennas and only one receive
antenna) SFBC diversity mode, 4x2 (4 transmit antennas and
2 receive antennas) FSTD diversity mode and 4x2 Open
Loop Spatial Multiplexing (OLSM). The common simulation
settings for the results are summarized in the next Table.
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Parameter Setting
Transmission Schemes 2x1 SFBC; 4x2 FSTD; 4x2 OLSM

Bandwidth 5 MHz
Simulation length 5000 subframes

Channel Type Pedestrian B
Channel knowledge perfect

CQI 15

The CQI value used in the simulation determines both
the modulation order (64QAM) and the Effective Code Rate
(0.92).

A. BLER Results

The Block Error Rate (BLER) results of SISO and MIMO
schemes are shown in Figure 1. From the figure it is clear
that the worst performances corresponds to the SISO curve
(blue curve). The rate of change of the BLER in terms of
SNR give us the estimation of the slope of the curve. As
discussed in the previous sections, the slope of the BLER
curve reflects the diversity order of the system. From the
curve it can be observed that the slope is almost equal to
one which means that the diversity order is equal to one
as expected for the SISO configuration. As the modulation
order is 64QAM a relatively high SNR is observed for the
good BLER performance. An SNR of 41 dB is required to
achieve a10−3 value of BLER. The green curve represents the
BLER results of the 2x1 diversity scheme. Asymptotically, the
slope of this curve can be observed to be equal to two which
corresponds to the diversity order of 2x1 system and hence
a diversity gain of2 as expected for2x1 diversity scheme.
An SNR gain can also be observed with respect to SISO
scheme. In fact, it can be observed that to achieve a10−2

value of BLER, the 2x1 diversity scheme needs about8 dB
less in SNR. In fact the BLER of10−2 is achieved with38
dB of SNR in SISO configuration however the same value
of BLER is achieved with only 30 dB in the 2x1 diversity
scheme. So an SNR gain of8 dB is clearly observed for the
2x1 diversity scheme. The BLER results of the 4x2 Diversity
scheme are represented by the red curve in Fig.1. In high SNR
region the slope of the curve tends to be equal to8. This value
corresponds to the diversity order of a4x2 system and hence a
Diversity Gain of8 can be observed from the curve. The SNR
gain with respect to SISO configuration is more important than
the case of 2x1 diversity scheme. In this case, an SNR gain
of almost 18 dB at10−2 value of BLER is obtained. Finally,
the BLER results of the OLSM scheme are represented by
the light blue curve and we can easily observe that the curve
is almost parallel to the curve of 4x2 diversity scheme. This
results is explained by the fact that the OLSM scheme uses
the same antenna configuration as in the4x2 diversity scheme
and should have the same diversity order, which is equal to
8 (4x2) in this case. However the SNR gain is not the same
as in 4x2 diversity mode but it is almost equal to SNR gain

of 2x1 diversity system at10−2 value of BLER (8 dB). This
result is explained by the fact that in 4x2 OLSM scheme two
different stream are sent from different antennas.

B. Data Throughput Results

The data throughput results of the three MIMO schemes
are presented in the Fig.2 where they are compared to data
throughput of SISO configuration. The data throughput of
SISO configuration is shown by the blue curve. It can be
observed that as the SNR increase the data throughput increase
and it reaches its maximum at almost 40 dB. As in BLER
results, the high order modulation is behind the high SNR
required to achieve the maximum capacity. Beyond this value,
the data throughput is constant and it corresponds to the
maximum value as calculated in Section III-B. The green
curve in Fig.2 represents the data throughput of the 2x1
diversity scheme. As expected there is no improvement in the
data throughput as in 2x1 diversity scheme the same data is
transmitted from the two antennas and no multiplexing gain
can be achieved. However, the improvement comes from the
fact that to achieve 15 Mbps, the 2x1 diversity scheme requires
5 dB less in SNR with respect to SISO configuration. In other
words, the 15 Mbps is achieved by 30 dB SNR in SISO
configuration and by only 25 dB in 2x1 diversity scheme. For
the 4x2 diversity scheme, red curve in Fig.2, the improvement
is even more and the gain in SNR is almost about 11 dB. It
means that the 15 Mbps data throughput is reached by only
19 dB instead of 30 dB in SISO configuration. In this scheme
also no multiplexing gain is observed as expected because as
in the case of 2x1 diversity scheme only one signal stream
is transmitted over the 4 transmit antennas. The multiplexing
gain can easily be observed in the case of OLSM scheme, light
blue curve. As in this scheme two different signal stream are
transmitted simultaneously multiplexing gain of 2 is observed
and the data throughput is almost doubled in high SNR.

V. CONCLUSION

In this paper, the performance evaluation of three different
MIMO scheme in 5 MHz bandwidth LTE simulation using the
MATLAB LTE simulator is presented. The improvement of
these scheme with respect to SISO configuration is discussed.
The difference between diversity mode and multiplexing mode
and their respective gain in LTE MIMO schemes are also
presented. The results clearly show an important improvement
in terms of BLER and data throughput can be achieved in the
three schemes.

REFERENCES

[1] C. Mehlführer, M. Wrulich, J. C. Ikuno, D. Bosanska, and M. Rupp,
“Simulating the long term evolution physical layer,” inProc. of the 17th
European Signal Processing Conference (EUSIPCO 2009), Glasgow,
Scotland, Aug. 2009.

337Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         350 / 453



0 5 10 15 20 25 30 35 40 45
10

−3

10
−2

10
−1

10
0

SNR (dB)

B
L

E
R

BLER, CQI 15, PedB, 5000 subframes

 

 

SISO
TxD (2x1)
TxD (4x2)
OLSM (4x2)

Fig. 1. BLER Performances of SISO and MIMO LTE Schemes

0 5 10 15 20 25 30 35 40 45 50
0

5

10

15

20

25

30

35

40

SNR (dB)

T
h

ro
u

g
h

p
u

t 
[M

b
p

s
])

Throughput, CQI 15, PedB, 5000 subframes

 

 

SISO
TxD (2x1)
TxD (4x2)
OLSM (4x2)

Fig. 2. Data Throughput of SISO and MIMO LTE schemes with5 MHz
bandwidth

[2] Online, available http://www.nt.tuwien.ac.at/ltesimulator.
[3] J. Ikuno, M. Wrulich, and M. Rupp, “System level simulationof lte

networks,” in Vehicular Technology Conference (VTC 2010-Spring),
2010 IEEE 71st, may 2010, pp. 1 –5.

[4] M. Simko, C. Mehlfuhrer, M. Wrulich, and M. Rupp, “Doubly dispersive
channel estimation with scalable complexity,” inSmart Antennas (WSA),
2010 International ITG Workshop on, feb. 2010, pp. 251 –256.

[5] S. Schwarz, M. Wrulich, and M. Rupp, “Mutual information based
calculation of the precoding matrix indicator for 3gpp umts/lte,” in Smart
Antennas (WSA), 2010 International ITG Workshop on, feb. 2010, pp.
52 –58.

[6] S. Schwarz, C. Mehlfuhrer, and M. Rupp, “Calculation of the spatial
preprocessing and link adaption feedback for 3gpp umts/lte,” in Wireless
Advanced (WiAD), 2010 6th Conference on, june 2010, pp. 1 –6.

[7] D. Tse and P. Viswanath,Fundamentals of Wireless Communication.
Cambridge University Press, 2008.

[8] S. Sesia, T. Issam, and M. Backer,LTE The UMTS Long Term Evolution
From Theory To Practice. John Wiley, 2011.

[9] S. Alamouti, “A simple transmit diversity technique for wireless commu-
nications,”Selected Areas in Communications, IEEE Journal on, vol. 16,
no. 8, pp. 1451 –1458, oct 1998.

[10] J. G. Andrews, A. Ghosh, and R. Muhamed,Fundamentals of WiMAX:
Understanding Broadband Wireless Networking. Prentive HALL, 2007.

[11] N. Chiurtu, B. Rimoldi, and E. Telatar, “On the capacity of multi-
antenna gaussian channels,” inInformation Theory, 2001. Proceedings.
2001 IEEE International Symposium on, 2001, p. 53.

[12] 3GPP, “Technical specification group radio access network,”
http://www.3gpp.org.

338Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         351 / 453



Joint Source-Relay Precoding with MMSE-based
Interference Suppression in two-way MIMO

Amplify and Forward Relays
Sundar Aditya

Ming Hsieh Department of Electrical Engineering
University of Southern California

Los Angeles, CA 90089, USA
Email: sundarad@usc.edu

Rajeshwari S. S, K. Giridhar
Department of Electrical Engineering
Indian Institute of Technology Madras

Chennai - 600036, India
Email: {rajeshwariss, giri}@tenet.res.in

Abstract—In this paper, we consider a two-way multiple
input multiple output (MIMO) Amplify-and-Forward (AF)
relay system, where interference is observed at the relay
node during the multiple access (MAC) phase. For such a
scenario, two new joint source-relay precoding algorithms with
interference suppression are proposed and their performance
analyzed through simulation results. These linear minimum
mean-squared error (MMSE) based receiver algorithms provide
acceptable error rate performance even in the presence of
strong interference. Additionally, the effect of number of relay
antennas and the number of interference streams on the overall
diversity of the system is also investigated. We show that it is
possible to handle interference at the relay node at the cost of
losing some of the diversity gain offered by the extra antennas
available at the relay.

Index Terms—Two-way MIMO relay, Amplify-and-Forward,
MMSE Interference Suppression, Joint Source-Relay Precoding

I. INTRODUCTION

The use of relays in future wireless networks as a means to
extend coverage as well as to improve the overall spectral
efficiency has been gaining considerable attention recently.
The principle of two-way relaying makes the use of relays
spectrally efficient in spite of the additional hop, thus making
it suitable for mass deployment in future wireless networks,
where improving overall spectral efficiency is one of the goals.

While it is as yet not clear how relays will fit into the overall
scheme of things in upcoming wireless networks, what can be
inferred to a certain degree of confidence is that relays will
mostly be operational in interference limited environments.
One such plausible interference limited scenario is when a
base-station (BS) acts as a relay between a user-pair and also
receives information on the uplink from some other user, as
illustrated in Fig. 1. To the user pair A,B (also referred to
as sources) using the BS as a relay, the signal received by
the BS from a different user C appears as interference. This
is an example of interference affecting the performance of a
relay during the MAC phase. A situation where interference is
observed during the broadcast phase is shown in Fig. 2, where
the user B sees interference from a neighboring BS serving

Fig. 1. Interference during MAC phase

Fig. 2. Interference during broadcast phase

its user D. It is important to observe from Fig. 1 and Fig.
2 that the cause of interference in the MAC and broadcast
phases are different. Hence, MAC phase interference has an
entirely different characteristics when compared to broadcast
phase interference. Thus, the two kinds of interference are
independent and therefore the two problems can be studied
separately.

339Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         352 / 453



In this paper, we focus on the case where the performance of
a two-way AF relay performance is hampered by interference
during the MAC phase (Fig. 1). For such a situation, we
are interested in devising an effective method to suppress the
detrimental impact of interference. Furthermore, if all nodes
have multiple antennas, additional gains can be achieved by
means of MIMO precoding at both source and relay. Thus,
in this work, we focus on the problem of joint source-relay
precoding with interference suppression.

A. Prior Art

The joint design of source and relay precoders, along with
source decoders is considered in [1] for a noise-limited system
where only one stream of data is sent between the two com-
municating nodes utilizing the multi-antenna relay. However,
with multi-antenna source and relay nodes, we would also like
to transmit more than one stream of data from the sources. The
problem of transmitting multiple streams has been studied in
[2], where the source and relay precoders and decoders have
been jointly optimized according to the AMSE (Arithmetic
sum of Mean-Squared Error) as well as the ABER (Arithmetic
sum of Bit-Error Rate) criteria for a purely noise-limited
system without considering co-channel interference during
the MAC phase. To the best of our knowledge, interference
management in two-way MIMO relays has not been well-
explored. Interference in MIMO relays has been handled in
[3] in the limited context of separating the signal streams
of multiple user pairs which are simultaneously using the
same relay. In this work, we use a more generic model of
interference and make an attempt to extend the framework
proposed in [2] to cover the case where interference is also
present in the system by. The key conclusion of this paper
is that the joint source-relay precoding scheme designed for
noise-limited systems in [2] can be used even in the presence
of co-channel interference during the MAC phase as long
as the relay performs MMSE-based interference suppression,
for which only the knowledge of second-order statistics of
interference is required.

B. Notation

Throughout this work, bold upper-case letters denote matri-
ces (e.g., X,Y) while bold lower-case letters denote vectors
(e.g., x, y). (.)T , (.)H and (.)−1 denote the transpose, her-
mitian (complex conjugate-transpose) and inverse of a matrix
while Tr{.} and E{.} represent the trace of a matrix and the
expectation operator, respectively. CWGN stands for Circular
White Gaussian Noise and CN ∼ (µ,K) represents a complex
Gaussian random vector with mean µ and covariance matrix
K.

This paper is divided into five sections. Section II details
the signal model used, following which the joint source-
relay MIMO precoding framework is presented in Section III.
We back our hypothesis with simulation results presented in
Section IV, and finally, Section V concludes the paper.

II. SIGNAL MODEL

We interest ourselves in the problem where two multi-
antenna transceiver nodes, A and B communicate with each
other via an intermediate relay R. Let MA, MB and MR

denote the number of antennas at A, B and R, respectively.
Such a configuration shall henceforth be referred to as a MA−
MR−MB system. Let H

A
∈ CMR×MA and H

B
∈ CMR×MB

represent the channels A −→ R and B −→ R, respectively.
Channel reciprocity is assumed to hold, whereby the channels
R −→ A and R −→ B are represented by H

A

T and
H

B

T , respectively. A and B transmit LA and LB streams of
data, respectively, where LA ≤ min(MR,min(MA,MB)) and
LB ≤ min(MR,min(MB ,MA)). The vectors s

A
∈ CLA×1

and s
B
∈ CLB×1 denote the symbols transmitted by A

and B, respectively, and are assumed to contain indepen-
dent, unit-energy symbols. The MIMO nature of the links
can be exploited by performing precoding at A and B. Let
F

A
∈ CMA×LA and F

B
∈ CMB×LB be the precoders used

by A and B, respectively. Therefore, the signal at R seen after
the first phase (MAC phase) is given by

y
R
= H

A
F

A
s
A
+ H

B
F

B
s
B
+ z + η

R
(1)

where z denotes the interference seen at the relay and η
R
∼

CN (0, σ2
RIMR

) is the CWGN at the relay. We model the
interference as streams of data transmitted by nodes other than
A or B, i.e.,

z =

k∑
i=1

Hisi (2)

where we assume the presence of k streams of interference
(k ≥ 1), and Hi ∈ CMR×1 and si ∈ C respectively denote the
channel from the kth interference stream to R, and the symbol
transmitted by the kth interference stream. Additionally, F

A

and F
B

satisfy the following constraints

Tr{F
A

F
A

H} ≤ PA (3)

Tr{F
B
F

B

H} ≤ PB (4)

where PA and PB represent the maximum average transmit
powers at A and B, respectively. The signal y

R
in (1) is

amplified at R using the relay amplification matrix G.

ỹ
R
= Gy

R
(5)

This signal ỹ
R

satisfies the following power constraint

Tr(E{ỹ
R

ỹ
R

H}) ≤ PR, (6)

where PR is the maximum power available at R.
In the second phase (broadcast phase), the relay signal ỹ

R

is transmitted to both A and B. The signals received at A and
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B are as follows

y
A
= H

A

T ỹ
R
+ η

A

= H
A

TGH
A

F
A

s
A︸ ︷︷ ︸+H

A

TGH
B
F

B
s
B
+ H

A

TGz

+ H
A

TGη
R
+ η

A
(7)

y
B
= H

B

T ỹ
R
+ η

B

= H
B

TGH
A

F
A

s
A
+ H

B

TGH
B
F

B
s
B︸ ︷︷ ︸+H

B

TGz

+ H
B

TGη
R
+ η

B
(8)

Here, ηA ∼ CN (0, σ2
AIMA

) and ηB ∼ CN (0, σ2
BIMB

) denote
CWGN at A and B, respectively, while the highlighted terms
in (7) and (8) represent the self-interference seen at A and
B, respectively. If G and H

A
are known at A, then the self-

interference seen by A can be subtracted, and similarly an
equivalent condition holds at B too. We assume A, B and R to
have perfect CSI of H

A
and H

B
. Under such an assumption,

it shall be seen that G can be computed in a decentralized
manner at all the 3 nodes. The signals of interest therefore at A
and B, after cancelling the back-propagating self-interference
are as follows

ỹ
A
= H

A

TGH
B
F

B
s
B
+ H

A

TGz + H
A

TGη
R
+ η

A
(9)

ỹ
B
= H

B

TGH
A

F
A

s
A
+ H

B

TGz + H
B

TGη
R
+ η

B
(10)

A and B employ linear receivers D
A

and D
B

to get their
respective estimates of s

B
and s

A
.

ŝ
B
= D

A
ỹ

A
(11)

ŝ
A
= D

B
ỹ

B
(12)

III. JOINT SOURCE-RELAY MIMO PRECODING

From (9) and (11), the expression for the MSE matrix at A
is given by

MSEA = E{(s
B
− ŝ

B
)(s

B
− ŝ

B
)H}

= I + D
A
E{ỹ

A
ỹH

A
}D

A

H −D
A

H
A

TGH
B
F

B

− (H
A

TGH
B
F

B
)HD

A

H (13)

where ỹ
A

is as given in (9). For the rest of this section, we
consider node A while presenting our analysis. The results
for B can be obtained quite easily by the symmetry of the
problem. For fixed G, F

A
and F

B
, the optimal linear receiver

D
A

in terms of minimizing the MSE can be obtained by
evaluating ∇D

A
(MSEA) = 0, which yields the familiar

Wiener-filter solution.

D
A
= (H

A

TGH
B
F

B
)HE{ỹ

A
ỹH

A
}−1

= (H
A

TGH
B
F

B
)H [(H

A

TGH
B
F

B
)(H

A

TGH
B
F

B
)H

+ (H
A

TG)Ri+n(HA

TG)H + σ2
aIMA

]−1 (14)

where Ri+n = E{zzH}+σ2
RIMR

is the covariance matrix of
the interference plus noise, at the relay. It is demonstrated in
[4] that the BER is a convex increasing function of the MSE
for small values of the argument (for BER less than 2× 10−2

as a thumb rule). Thus, we are justified in our choice of a
linear MMSE receiver as it is not only easy to implement but
also ensures good BER performance for most practical cases.

Substituting (14) in (13) and using the matrix inversion
lemma, the following expression is obtained for the MSE
matrix at A

MSEA = (I + F
B

HR
B
F

B
)−1 (15)

where R
B

= (H
A

TGH
B
)H [(H

A

TG)Ri+n(HA

TG)H +
σ2
AIMA

]−1(H
A

TGH
B
) We now focus our attention to the

design of F
A

, F
B

and G according to the AMSE and ABER
optimization criteria, as specified in [2].

The AMSE and ABER objective functions have the
following form:

(i) AMSE

fAMSE = Tr{MSEA}+ Tr{MSEB} (16)

(ii) ABER

fABER =

LB∑
i=1

BERAi +

LA∑
j=1

BERBj

=

LB∑
i=1

Q(
√

2(MSE−1Ai,i
− 1))+

LA∑
i=1

Q(
√
2(MSE−1Bi,i

− 1) ) (17)

where BERAi and BERBj respectively denote the BERs for
the ith stream at A and the jth stream at B, and Q(.) denotes
the Q-function with (17) being valid for QPSK constellation
[5] at A and B, and the summation is over the number of
streams transmitted by A and B.

We proceed in an iterative manner to converge upon the
source precoders as well as G. Firstly, for fixed G, the
optimization problems that need to be solved for the AMSE
and ABER criteria are as follows

(i) AMSE criterion

min
F

i
|i=A,B

fAMSE

subject to

Tr{F
i
F

i

H} ≤ Pi (18)

(ii) ABER criterion

min
F

i
|i=A,B

fABER

subject to

Tr{F
i
F

i

H} ≤ Pi (19)

For fixed G, the design of source precoders F
A

and F
B

becomes decoupled. We present the solution for F
B

. The
solution for F

A
can be obtained in an identical manner. The

optimal precoder structures for (18) and (19), as demonstrated
in [2], is given by
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(i) AMSE

F
B
= U

B
Σ

B
(20)

(ii) ABER

F
B
= U

B
Σ

B
VH (21)

Here, U
B
∈ CMB× LB contains the left eigenvectors

corresponding to the highest LB eigenvalues of R
B

in as-
cending order, and Σ

B
∈ CLB×LB denotes the diagonal

matrix containing the corresponding powers allocated to the
various streams. The water-filling algorithm used to allocate
the powers is given in [4] and V ∈ CLB×LB is any unitary
matrix like the DFT matrix or the Hadamard matrix.

Given F
A

and F
B

, fAMSE and fABER become non-linear
functions of G, with quadratic constraints involving G. A
closed form solution for G is as yet unknown. Thus, we resort
to numerical techniques and propose two SQP (sequential
quadratic programming) based methods for the design of the
relay precoder - i) with implicit interference suppression and
ii) with explicit interference suppression.

A. Relay Precoder with Implicit Interference Suppression

In the analysis presented so far, the effects of interference
suppression as well as relay precoding are combined into one
effective relay amplification matrix G. Thus, the optimization
problems for the AMSE and the ABER criteria have the
following form

(i) AMSE criterion

min
G

fAMSE

subject to

Tr{G[H
A

F
A

F
A

HH
A

H + H
B
F

B
F

B

HH
B

H

+ Ri+n]G
H} ≤ PR (22)

(ii) ABER criterion

min
G

fABER

subject to

Tr{G[H
A

F
A

F
A

HH
A

H + H
B
F

B
F

B

HH
B

H

+ Ri+n]G
H} ≤ PR (23)

For (22) and (23), the solution for G is obtained through
SQP. The joint source-relay precoding algorithm with implicit
interference suppression is summarized in Table I.

B. Relay Precoder with Explicit Interference Suppression

Since a closed form solution for the relay precoder G is
unavailable, the interference suppressing capabilities of the
relay precoders obtained as solutions to (22) and (23) may
be restricted. In this section, we propose the use of MMSE-
based interference suppression at the relay to explicitly take
care of the interference, before amplifying the desired signal

Step 1 Set k = 1. Fix Gk = γRIMR
, FAk = γAIMA

and FBk =

γBIMB
, where γA =

√
PA/MA, γB =

√
PB/MB and γR =√

PR/Tr{HAFAFA
HHA

H +HBFBFB
HHB

H +Ri+n}
(uniform power allocation).

Step 2 Compute FBk+1 and FAk+1 using Gk , HA and HB ac-
cording to (20) and (21) for the AMSE and ABER criterion,
respectively.

Step 3 Using FAk+1 and FBk+1, solve for Gk+1 by SQP as shown
in (22) and (23), for the AMSE and ABER criterion, respectively.

Step 4 If |fAMSEk+1 − fAMSEk| ≥ ε for the AMSE criterion, or if
|fABERk+1 − fABERk| ≥ ε for the ABER criterion, then set
k = k + 1 and repeat from step 2 onwards.

TABLE I
SUMMARY OF JOINT SOURCE-RELAY PRECODING WITH IMPLICIT

INTERFERENCE SUPPRESSION

components using the relay precoder G. The signals of interest
therefore at A and B at the end of the second phase are as
follows:

ỹ
A
= H

A

TGWH
B
F

B
s
B
+ H

A

TGWz + H
A

TGWη
R
+ η

A

(24)

ỹ
B
= H

B

TGWH
A

F
A

s
A
+ H

B

TGWz + H
B

TGWη
R
+ η

B

(25)

where W denotes the MMSE-interference suppression matrix,
acting on the signal at the relay at the end of the first phase
before the relay precoder G. W has the following form:

W = (H
A

F
A

F
A

HH
A

H + H
B
F

B
F

B

HH
B

H)Ri+n
−1 (26)

The solutions for F
A

, F
B

, G and W are jointly computed
iteratively in a manner similar to the one described in the
above section. For fixed G and W, the source precoder F

B

is computed as given in (20) and (21), except that R
B

has the
following structure instead of the one given in the previous
section

R
B

= (H
A

TGWH
B
)H [(H

A

TGW)Ri+n(HA

TGW)H +
σ2
AIMA

]−1(H
A

TGWH
B
)

The expression for F
A

can be obtained in a similar
manner as well. For fixed F

A
and F

B
, W can be computed

as given in (26), and G can then be computed by SQP
using the knowledge of F

A
, F

B
and W, similar to (22)

and (23). The joint source-relay precoding algorithm with
explicit MMSE-based interference suppression at the relay is
summarized in Table II.

It can be observed in both the above-mentioned methods
that, with perfect knowledge of the channels H

A
and H

B
,

all three nodes can independently run the above mentioned
algorithms at their end and arrive at the same set of source
and relay precoders. Of course, the second-order statistics of
the interference, i.e., Ri+n, need to be made available at
both A and B as well. However, since the covariance matrix
is Hermitian Toeplitz, the amount of overhead required to
communicate it is quite small and can be easily accomplished.
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Step 1 Set k = 1. Fix FAk = γAIMA
, FBk = γBIMB

,
where γA =

√
PA/MA, γB =

√
PB/MB . Set Wk =

(HAFAkFA
H
k HA

H + HBFBkFB
H
k HB

H)Ri+n
−1.

Fix Gk = γRIMR
, where γR =√

PR

Tr{Wk[HA
F

A
F

A
HH

A
H+H

B
F

B
F

B
HH

B
H+Ri+n]WH

k
} .

Step 2 Compute FBk+1 and FAk+1 using Gk , Wk , HA and HB

according to (20) and (21), for the AMSE and ABER criterion,
respectively.

Step 3 Using FAk+1 and FBk+1, compute Wk+1 as given in (26).

Step 4 Using FAk+1, FBk+1 and Wk+1, solve for Ĝk+1 by SQP
as shown in (22) and (23), for the AMSE and ABER criterion,
respectively.

Step 5 If |fAMSEk+1 − fAMSEk| ≥ ε for the AMSE criterion, or if
|fABERk+1 − fABERk| ≥ ε for the ABER criterion, then set
k = k + 1 and repeat from step 2 onwards.

TABLE II
SUMMARY OF JOINT SOURCE-RELAY PRECODING WITH EXPLICIT

(MMSE) INTERFERENCE SUPPRESSION

IV. SIMULATION RESULTS

In this section, we compare the relative performance of
implicit and explicit interference suppression at the relay
using simulation results. The simulations have been carried
out using MATLAB. For a 2 − 4 − 2 case, the MSE per-
formance of both methods is shown in Fig. 3 for AMSE-
based precoding. Here, A and B, each having 2 antennas,
transmit 2 streams of information each to the relay during
the first phase (LA = LB = 2), along with the presence
of a single interferer who is also transmitting 2 streams of
information. Hence, the relay, with 4 antennas, receives 6
streams of information during Phase 1. For the same 2−4−2
configuration, Fig. 4 contains the BER performance of both
methods for ABER precoding. For the simulations, Rayleigh
fading channels have been assumed for HA, HB and Hi

(all ∈ C4×2) with all channel coefficients being drawn from
CN ∼ (0, 1). A and B use QPSK constellation for their
symbols s

A
and s

B
(∈ C2×1) and equal power constraints

are assumed at all 3 nodes (PA = PB = PR). The interferer
transmits symbols si ∈ C(2x1) having the following property:
E{sisiH} = PintfI, where Pintf denotes the interferer’s
power and I, the identity matrix. SIR has been defined as
10 log(PA/Pintf ). Additionally, equal noise floors are also
assumed at A, B and R (σ2

A = σ2
B = σ2

R =
Pintf

1000 ), with
the noise floor being 30dB below Pintf in order to make
the system interference-limited. The simulation results have
been obtained by averaging over 1000 independent channel
realizations.

We observe from Fig. 3 and Fig. 4 that explicit MMSE-
based interference suppression at the relay yields better BER
and MSE performance when compared to implicit interference
suppression using SQP based relay precoders. It can also be
observed from the BER curves in Fig. 4 that a 2−4−2 system
is capable of sending 2 streams of information each from A
and B in addition to suppressing 2 streams of interference.

Fig. 3. MSE performance of Implicit and Explicit Interference Suppression
at the relay

Fig. 4. BER performance of Implicit and Explicit Interference Suppression
at the relay

While it is well known that a base station with 4 antennas can
handle 4 streams of information in the uplink, it can be gauged
from Fig. 4 that when acting as a relay between 2 user pairs, a
base station with 4 antennas is capable of handling 6 streams
of information on the uplink. Thus, it is of interest to study
the effect of number of relay antennas on the diversity order
that can be achieved as far as BER performance is concerned.

A. Impact of Relay Antennas on Diversity Order

With A and B transmitting 2 streams of information each,
the BER performance of a 2 − 4 − 2 system with 2 streams
of interference is compared with that of a 2 − 5 − 2 system
with 3 streams of interference and a 2 − 6 − 2 system with
4 streams of interference in Fig. 5. It can be observed from
eye-balling the BER curves that they all have the same slope.
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Fig. 5. Diversity-multiplexing trade-off at the relay

Hence, a 2− 5− 2 system is able to suppress an extra stream
of interference while achieving the same diversity order of a
2− 4− 2 system. Likewise, a 2− 6− 2 system achieves the
same diversity order of a 2−4−2 system while suppressing 2
additional streams of interference. Thus, in general, additional
antennas at the relay help in mitigating more interference at
the cost of a loss in diversity. This is a manifestation of the
diversity-multiplexing tradeoff in a situation where co-channel
interference hampers relay communication during the MAC
phase.

V. CONCLUSION

In this paper, a scenario where relay operation is hampered
by the presence of interference in the first MAC phase was
considered. In such a situation, the effectiveness of MMSE-
based interference suppression at the relay along with joint
source-relay precoding was demonstrated using simulation
results. It needs to be noted that while there is still some
residual interference at the relay even after MMSE interference
suppression, the fact that the joint source-relay precoding
takes the residual interference into account is what makes
our scheme robust even in low SINR regimes. Thus, the
joint source-relay precoding scheme proposed in [2] for noise-
limited systems is effective even in an interference-limited sce-
nario provided the relay performs MMSE-based interference
suppression, for which only the knowledge of second-order
statistics of interference is required. The effect of number
of relay antennas on the overall diversity order of BER
performance in the presence of interference was also studied
using simulation results for various configurations, where it
was observed that with additional antennas at the relay, it is
possible to suppress more streams of interference at the cost
of loss in diversity.
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Abstract—Nanoelectronics are the essential hardware enabler for 
electronic product and service innovation in key growth markets 
for global industry, such as telecommunications, transportation 
and medical technology.  dust particles, humidity , temperature 
parameters have big effect for the fabrication area due to the 
newest technologies that are usually very complex and very 
sensitive to the external influences. Dust is one of the major 
problems of the top-down lithographic approaches is that they 
require very clean environments because dust and particulates 
can mask part of the exposed area. For high yields and hence low 
costs, clean rooms must have particulate densities extremely low 
and at sizes much smaller than the lithographic minimum feature 
size. In this context, this paper presents a data acquisition system 
that is capable to monitor and measure three types of 
environmental parameters: dust, temperature, and humidity. 
The remote board containing sensors and processing circuits is 
connected to the server through wireless network. The analogue 
to digital conversion is realized by data acquisition card 
(MDA300). The systems can operate for monitoring and control. 
The sensors communicate wirelessly with selectable sensors via 
three wireless smart sensors: temperature, dust sensor and 
humidity sensor. The software control and the acquired data 
processing are realized with a MOTEVIEW application that is 
capable to simultaneously display the measured data. This paper 
introduces a prototype for an affordable wireless sensors network 
for monitoring air quality. It can work in two modes: online and 
offline. In online mode, the sensors periodically send the readings 
to the base station. In offline mode, the sensors store the readings  
periodically to the internal memory and these readings can be 
collected whenever they are needed. With minimal changes, the 
proposed system can be extended to operate with more types of 
sensors. Using a wireless transmission method between PC and 
remote board, the operation distance of the system can be further 
extended. We obtained encouraging results regarding the 
accuracy of the optical measurements from dust sensors 
connected in the wireless network 
 

Keywords-dust sensors; temperature and humidity sensors; 
wireless network sensors; Mote-VIEW software 

I.  INTRODUCTION  

In order to monitor and control dust, humidity and 
temperature in the fabrication processes of electronic 
components and modules has gained an increasing importance 
due to the complexity and sensitivity of the new technologies 
to the influences generated by ambient humidity, dust 
particles, temperature, radiation levels, pressure, etc. 

Due to these facts, when we refer to IC (Integrated 
Circuits) fabrication technologies for example, where 
nanotechnologies are currently in use, the control of 
environmental conditions has become mandatory. Also, in the 
case of printed circuit boards (PCB) an exposure to humid 

ambient conditions for example will cause the absorption of 
moisture that can greatly affect the proper operation of the 
equipment that contains the respective module. The corrosion 
on metallic parts of an electronic assembly is another problem 
generated by the humidity, especially in the fabrication stage 
This paper presents a data acquisition system with Mote-
VIEW software can show the result of measurement 
parameters and the chart view of the network to monitor the 
most of important parameters that characterize the 
environment for PCB fabrication: humidity, dust, temperature.  
The related work is a data acquisition system that is capable to 
monitor and measure some environmental parameters like: 
pressure, temperature and humidity, based on Labview 
software without using wireless sensor network .The presented 
system is a scalable industrial quality monitoring system for 
clean rooms and can be also used as a component of a more 
complex equipment intended for testing and reliability 
evaluation of electronic modules in different environmental 
conditions. 

The environmental effects of dust in nanoelectronic 
fabrication will be described in the 2nd section of this paper, 
following in the 3rd section with the presentation of a wireless 
sensor system proposed for the measurement and monitor of 
the dust, humidity, temperature in a fabrication clean room. In 
the 4th section we describe the monitoring software designed 
in Mote-view for the hardware system, followed by the final 
chapter with the conclusions.  
 

II.  ENVIROMENT EFFECTS 

Nanoelectronic fabrication technologies originate from the 
microelectronics industry, and the devices are usually made on 
silicon wafers even though glass, plastics and many other 
substrates are in use, microelectronics extension into 
nanoscale (for example NEMS, for nano electro mechanical 
systems) have re-used, adapted or extended micro fabrication 
methods. Micro fabrication is known as "semiconductor 
manufacturing" or "semiconductor device fabrication   is 
actually a collection of technologies which are utilized in 
making microdevices [1]. Micro fabrication is carried out in 
clean rooms, where air has been filtered of particle 
contamination and temperature, humidity, vibrations and 
electrical disturbances are under stringent control.  

Smoke, dust, bacteria and cells are micrometers in size, 
and their presence will destroy the functionality of a micro 
fabricated device. Wafer cleaning and surface preparation 
work a little bit like the machines in a bowling alley: first they 
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remove all unwanted bits and pieces, and then they reconstruct 
the desired pattern so that the game can go on [2]. 

 Moisture can accelerate various failure mechanisms in 
printed circuit board assemblies. Moisture can be initially 
present in the epoxy glass prepare , absorbed during the wet 
processes in printed circuit board manufacturing, or diffuse 
into the printed circuit board during storage. Moisture can 
reside in the resin, resin/glass interfaces, and micro-cracks or 
voids due to defects [3]. 

Higher reflow temperatures associated with lead-free 
processing increase the vapor pressure, which can lead to 
higher amounts of moisture uptake compared to eutectic tin-
lead reflow processes. The processing of silicon wafers to 
produce integrated circuits (IC) involves specific chemistry 
and physics to build up a succession of layers of materials and 
geometries to produce thousands of electronic devices at very 
small dimensions. The conditions under which these processes 
can work to successfully to transform the silicon into ICs 
require the absence of contaminants (dust, humidity, unwanted 
chemical elements etc.). Thus, the process chambers normally 
operate under vacuum, with elemental, molecular, and other 
particulate contaminants rigorously controlled. The ideas 
presented in the above sections support the necessity of 
measurement and monitoring systems for environmental 
conditions in fabrication areas [5]. 

III.  SYSTEM ARCHITECTURE 

To measure and monitor the dust, humidity, temperature 
values in a fabrication clean room, we propose the distribution 
of several nodes, from N1 to Nn. Each node is a smart sensor 
operating in a Plug-and-Play mode and each node 
communicates to a server, over a wireless network by using 
the IEEE 1451.5-802.11 standard [4].  

This standard will enable sensors and devices to 
communicate wirelessly, eliminating the monetary and time 
costs of installing cables at acquisition points. IEEE is 
currently working on three different standards, IEEE 802.15.4, 
Bluetooth and Zigbee. 

 

 

 

 

 

 

 

 

 

  

 

 

Figure 1. Dust, temperature, humidity smart sensors. 

In the proposed implementation, 3 sensors are: Sharp 
GP2Y1010AU0F dust sensor that is based on the optical 

principle [6] and LM35 for  temperature [11] and HIH 3605 
for humidity level measurements [10] connected with MDA 
300 data acquisition [12] from crossbow and these sensors 
communicate wirelessly to NI wireless sensor network (WSN) 
from National Instruments devices provide the same quality 
and accuracy as traditional wired measurement systems [14], 
but with increased flexibility, lower costs, and the ability to 
create smart WSN systems based on Mote-VIEW software [7]. 

 Mote-VIEW is designed to be an interface (“client layer”) 
between a user and a deployed network of wireless sensors. 
Mote-VIEW provides users the tools to simplify deployment 
and monitoring. It also makes it easy to connect to a database, 
to analyze, and to graph sensor. The humidity sensor (HIH 
3605) consists of a polymer capacitive sensing element with 
on-chip integrated signal conditioning and a second polymer 
layer to protect against dirt. The humidity sensor has a linear 
voltage output with an accuracy of ±2% RH (relative 
humidity) and ±0.5% RH linearity. If the measurement is 
realized in slowly moving air at 25°C the response time of this 
sensor is of maximum 15s. The LM35 is calibrated directly in 
Celsius degrees and has an sensitivity of a 10.0 mV/°C and an 
0.5°C accuracy over -55°C to +150°C range. This sensor was 
chosen because does not require any external calibration or 
trimming to provide its typical accuracy. 

Figure 1 shows the implementation of a Wireless Sensor 
Network (WSN) based on IEEE 802.15.4, Zigbee and 
communicate wirelessly with the sensor NI WSN-3202 for the 
3 sensors through MDA300 data acquisition system. These 
wireless sensors communicate with the memsic wireless base 
station from Crossbow, which is programmable with the 
Mote-VIEW Software, can communicate with NI wireless 
sensor network (WSN) devices. The network is scalable up to 
many WSN nodes (in a mesh topology); having also the 
features of dual Ethernet ports to provide flexible connectivity 
to other devices in your measurement system, such as 
enterprise-level networks or wired I/O systems. With this 
flexibility, we can configure this network according our 
application to monitoring and measurement of environmental 
parameters which effected in the fabrication of semiconductor 
industries to prevent and malfunction and to increase the yield 
of the production.  

Each node connects with a smart sensor, namely: a dust 
detection device or temperature or humidity, transducer 
interface model (TIM) and Network Capable Application 
processor (NCAP), as shown in Figure 1. 

 

 

 

 

 

 

 

 

Figure 2. Environmental monitoring network. 
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The server acquires the monitoring information from the 
distributed network of smart sensors and processes this data 
via specialized software. Based on the user configured 
thresholds, the server will either take no action, but to record 
the data for statistic purposes, or send a signal to other devices 
for specific tasks, such as air trap shutdown or activating air 
recirculation systems, in case the configured thresholds have 
been surpassed to a critical level. This depends on the specific 
application for which the dust detection sensor or humidity or 
temperature network is used.  

The network consists from 3 nodes via data acquisition 
MDA300 with NI WSN-3202 for dust, temperature and 
humidity. Figure 3, depicts the practical picture of the NI 
WSN 3202 and MDA 300.  

 

 

 
       
 

 

 

 

 

 

 
Figure 3. Real-life pictures of used equipment. 

 
The NI WSN-3202 measurement node is a wireless device 

that provides four ±10 V analog input channels and four 
bidirectional digital channels that we configured on a per-
channel basis for input, sinking output, or sourcing output. 
The 18-position screw-terminal connector delivers direct 
connectivity to sensors and offers a 12 V, 20 mA sensor power 
output that use to drive sensors that require external power. 
The power for the measurement node is similar to NI WSN -
3226 (four 1.5 V, AA alkaline battery cell).    ……………… 
         A 2.4 GHz radio wirelessly transmits data to the WSN 
gateway, where you can connect through Ethernet to other 
network devices. NI-WSN software delivers easy network 

configuration in NI Measurement & Automation Explorer 
(MAX) and data extraction with NI Mote-VIEW software. 
The nonprogrammable WSN-3202 does not include a license 
to target and program the node with the Mote-VIEW Wireless 
Sensor Network (WSN) Module Pioneer.  

 

IV.  MONITORING APPLICATION OF THE WIRELESS SENSOR 
NETWORK 

The network of wireless sensors in Figure 2 is made out of 
wireless sensors network (WSN) based on IEEE 802.15.4. 
Zigbee and the acquired of data from the sensors are 
periodically read with a selectable multiplexing according NI 
Mote-VIEW software. The performance of the proposed 
measurement and monitoring systems depends mainly on the 
sensors that are used to acquire the environmental data. The 
resolution and conversion time of the (MDA300 data 
acquisition board) analog to digital converter that was used in 
the application is sufficient for the proposed application and 
can be expendable for using with many sensors. The Topology 
view shows a map of the network of Motes, including 
placement and parenting information. This allows the user to 
define and view a topology of their Mote deployment. 

The front panel of the application used for monitoring and 
measurement of environmental parameters is presented in 
Figure 4. As it can be observed, each signal from the sensor is 
displayed. The application allows the user to set the variation 
limits for every channel. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure. 4 The interface of the application used to display the acquired data 

from sensors 
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The experimental results were obtained by using several 
types of dust: sand dust with high granularity, plaster dust and 
smoking ash. Another dust detector has been used as a 
reference, based on the gravimetric principle “D-RC80 
Automatic sampling device for Gravimetric Dust 
measurements”, used as reference measuring system. The 
output of the sensor is sent through the MDA300 based on 
Mote_view software to the server. 

For the smoking ash, we obtained a fluctuation in the 
results, as shown in Figure 5, with a solid average, which was 
within the values obtained by using the dust detector with the 
gravimetric principle.  

 

 
Figure.5 Graph of smoking ash measurements. 

The experimental results depicted in Table I are 
encouraging regarding the accuracy of the optical 
measurement, compared to the ones made with a gravimetric 
device. The mean values were calculated based on 20 
measurements.  

TABLE I.  MEAN EXPERIMENT RESULTS 

Type of dust Mean measurement with 
our setup 

Gravimetric 
measurement 

Sand 3.0 mg/s 3.4 mg/s 

Plaster 2.9 mg/s 3.9  mg/s 

Smoking Ash 1.43 mg/s 1 mg/s 

 

 We also conducted tests with other two sensors for 
humidity and temperature, that were sending data 
simultaneously to the server and we obtained satisfactory 
average results, having the humidity around point 27%   and 
the  temperature around 22Cº. 

 Based on the user configured thresholds, the server will 
either take no action, but to record the data for statistic 
purposes, or send a signal to other devices for specific tasks, 
such as air trap shutdown or activating air recirculation 
systems, in case the configured thresholds have been 
surpassed to a critical level. This depends on the specific 
application for which sensor network is used.  

V. CONCLUSIONS  AND  FUTURE WORKS 

Environmental parameters (humidity, dust, temperature, 
etc.) have significant effects on electronic fabrication and 
especially nanoelectronic industries modules and circuits, 
those been necessary to be continuous monitored and 
measured, especially in industrial areas. Each parameter 
sensing device can focus on a specific area and by managed as 
a single entity or in turn it can be used as only one point of 
presence in an area, contributing to the overall accuracy of the 

measurement. The human interaction will be greatly reduced 
by using such a network. Also, compared to human 
observation, the introduction of a smart sensor network is 
more flexible when it comes to dangerous and hostile 
environments where humans can’t penetrate, allowing access 
to information previously unavailable from such close 
proximity. Future work aims at improving the performance 
and durability of smart sensors networks and to prove them as 
a versatile application. We also aim to increase the ability of 
the dust sensors to make discrimination regarding the type of 
dust and based on this to configure the system’s threshold 
value in order to make a decision according to the settings and 
applications. 

 Sensor scheduling can be obtained by enabling the sensor 
nodes to modify communication requirements in response to 
network conditions and events detected. 

From the experience of already existing devices, we can 
expect that in the coming decade a large number of monitoring 
systems for all physical phenomena will emerge, with great 
application in the human health sector, industrial sector and 
the environment. The monitoring system gives excellent 
opportunities to design and configure many types of sensors to 
monitor and control all physical phenomena for many 
applications based on people demands. 
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Abstract—In this paper, we propose a novel relay selection 
scheme based on the maximum a posteriori (MAP) decision 
criterion for a dual-hop semi-blind (DHSB) amplify-and-forward 
(AF) relaying, where only long-term channel statistics at the first 
relaying hops are taken into consideration. The observed channel 
gain vectors across the cluster of the first hops are provided to 
the selection algorithm, which then selects the relay node which 
has the “most likely highest probability of channel power gain 
distribution” using a posteriori likelihood ratio over a burst time 
period. The other selection scheme based on the maximum first-
hop signal-to-noise power ratio (SNR) is also compared, taking 
into account sample mean of channel power gain. Fixed gain 
relaying is adopted to constrain our DHSB system for both MAP 
and first-hop SNR based relay selection schemes. The outage 
performance of max-min sense end-to-end SNR relay selection, as 
a conventional scheme and benchmark, is compared to our 
proposed schemes. Simulation results demonstrate that, in terms 
of outage performance, our proposed MAP-based relay selection 
scheme is particularly appropriate for a DHSB relaying network. 

Keywords- Relaying network; dual-hop; outage probability; 
maximum a posteriori probability; Rayleigh fading. 

I.  INTRODUCTION  

Various selective cooperation schemes have been 
investigated recently with the objective of improving 
transmission throughput and reducing outage probability [1, 2, 
3, 4]. There are two common selection relay schemes for 
which the amplify-and-forward (AF) and decode-and-forward 
(DF) modes are adopted. For practical relay networking, it is 
realized that the AF relaying protocol provides the simplest 
and most economic relaying approach [1, 2, 5, 6, 7], where 
the relay node (R) forwards the received signal from the 
source (S) to destination (D) after scaling it to meet its power 
constraint. The relay selection schemes presented in the 
literature [1, 5], using the so-called max-min relay selection 
scheme, are primarily based on the selection criteria of 
instantaneous SNR across both relaying hops (S-R   R-D), 
with the proviso that the achieved transmission rate is 
satisfied. However, this approach likely introduces high 
computational complexity of the relay link instantaneous 
channel power gains (via channel estimations) and inadequate 
real-time capability for executing the selection algorithm [8, 
9]. As a consequence, it results in performance degradation of 
the relay selection operationally. These drawbacks can be 
mitigated if relay selection solely depends on the long-term 
channel statistics of the source to relay link (i.e., first-hops), 
where the dual-hop semi-blind (DHSB) AF relay was 
introduced [12, 14].  

In reality, it is impossible to switch (select) the relay node 
per symbol base, but which can be determined objectively in 
terms of sample mean of iSNR with long-term channel 

statistics. Therefore, the maximum a posteriori probability 
(MAP) is based on the maximum-likelihood decision criterion 
which is simple and needs a minimal amount of statistical 
information (i.e., probabilistic channel description). Similar to 
the MAP approach using long-term channel statistics, a first-
hop SNR-based relay selection is also considered in the 
DHSB relay system, in comparison with MAP-based outage 
performance. This is measured on the first and second 
statistical moments of the channel parameters (i.e., sample 
mean of channel power gains) without stochastic channel 
description. However, the conditional mean is not linear in the 
time-varying fading channel. Therefore, it is possible to cause 
a large error variance of the channel power gain that will 
result in the performance degradation on the relay selection. 
Accordingly, that gives the instantaneous end-to-end SNR 
based max-min relay selection a degraded performance. 
Hence, we turned our attention to the MAP relay selection, 
and the problem in determining the optimum channel range 
over the observed relaying links which has the minimum 
average risk for the relay selection. We assumed that the 
perfect channel state information (CSI) and statistics orders 
are estimated at the source node via the down-link pilot sub-
channels. These parameters are then fed back to the 
destination for decision algorithm via dedicated uplink control 
channel sequentially.  

Recently, a performance analysis of DHSB AF relaying 
over Nakagami-m fading channel has been investigated based 
on the end-to-end SNR [11, 14], however, there are no relay 
selection methods being discussed. In this paper, we have 
focused on the outage performance of a DHSB AF relaying 
scenario with our extended the maximum a posteriori 
probability (MAP) decision algorithm for the relay selection. 
Hence, the MAP-based relay selection scheme does not 
require calculation and comparison of end-to-end signal-to-
noise ratio (SNR) across relay hops, since it calculates the a 
posteriori probability using long-term channel statistics and 
then selects the relay link with the highest probability over 
multi-relaying links. The main contributions of our work can 
be summarized as follows. 

A) A novel relay selection scheme based on MAP decision 
rule is proposed for the DHSB relay system, where M-1 
likelihood ratios of the first hop channel gains are 
exploited. Hence, our proposed selection algorithm 

makes )1(
2

1
 MM  comparisons, instead of 
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MM comparisons for the general max-min end-to-end 
SNR relay selection scheme. This greatly reduces the 
complexity of implementing the selection 

B) Our presented outage probabilities also include the 
performance constraint on the relay selection where it 
was not discussed previously in most of the publications 
[1, 5, 9, 12]. 

The rest of this paper is structured as follows. Section II 
describes the system model and AF relaying implementation. 
Section III discusses implementation issues of the MAP relay 
selection scheme. Simulation and analytical results are 
compared in terms of outage probabilities are provided in 
Section IV. Section V concludes this paper. 

II. SYSTEM MODEL 

Fig. 1 shows a dual-hop AF relaying network incorporating 

the MAP decision algorithm. For the thm  relay node, m = 1, 

2,…, M, the channel gains, RmSr ,  and DRmr , , denote the first 

hop from the S node to the R node and the second hop from the 
R node to the D node respectively. We assume that 
independent and identically distributed (i.i.d.) static Rayleigh 
fading [10] occurs across all relay hops S-R and R-D. The 
channel statistics (i.e., mean, channel covariance) of both 
relaying segments corresponding to the channel state 
information (CSI) are assumed to be perfectly estimated via the 
pilot sub-channels, and centralizes these parameters available 
to the MAP decision algorithm at D node. Hence, the AF gain 
can be formulated to an inverse function of the average channel 
power gain of the first hop [11, 12]. In our paper, the MAP 
decision algorithm (i.e., a special case of the Bayes decision 
rule) [13] is implemented to minimize the average cost per 
decision of relay selection, where the most likely highest 
probability of channel power gain distribution is measured over 
M first-hops on a per burst basis. The problem with minimizing 
the average cost is solved by selecting optimum channel gain 
regions. 

 

 

 

 

 

 

 
Fig.1. Dual-hop AF multi-relay networking with MAP relay selection 
algorithm 
 
These optimum regions are then provided to calculate the a 
posteriori probabilities for each relay node. As a result, the 
selected relay node with the maximum a posteriori probability 
is determined from among the set of relay nodes.  

As for the transmissions from source to relay, the 
instantaneous SNR on the S-R link is proportional to its 

corresponding channel power gain 2
, mRSr , which is usually 

affected by the path loss (i.e. 
RmSd ,

), where
RmSd ,

is defined as 

the distance between the thm relay and the source node and  
represents the path loss factor. Thus, the instantaneous SNR 
received at relay node with transmitted source power, SE , and 

white noise power, 
oN , is given as 

 α
S,Rm

o

S
i dh

N

E
SNR  2

                                        (1) 

where  RmSRmS dhr ,

22
, is defined as a channel power gain 

with respect to the channel response, h . We also assumed that 
all links are reciprocal.  

It is assumed that instantaneous channel power gains 
2
,RmSr and 2

,DRmr , are independent, exponentially distributed 

(i.i.d.) random variables, corresponding with channel gains, 

RmSr ,
 and

DRmr ,
 with means, 

RmSr ,
 and 

DRmr ,
, for m = 1, 2,…, 

M, respectively, according to Rayleigh fading assumptions. As 
a long-term post processing is applied to our relay selection 
scheme, the mean channel gains RmSr , and DRmr ,  are given by 

averaging over a time-slot period.  Thus, the instantaneous 

SNRs, 
2

,
2

11 RmSrχ   and 
2

,
2
22 DRmrχ   are given for 

the first relay hop and the second relay hops, respectively, 
which correspond with the average SNRs, 2

1  and 2
2 . It is 

noted that these channel gains can be obtained by estimating 
the CSIs via pilot sub-signals, and have Rayleigh distribution. 

1 and 2 have exponential distribution (i.e., chi-squared 

with two degree of freedom). 
Since we consider a dual-hop AF relaying system, the 

transmission period from the S-node to the D-node is divided 
into two consecutive phases. In the first phase, the S-node 
transmits signal s  to the thm  R-node. Accordingly, the 

received signal at thm  R-node is given as, 

RmSRmSRS nsry
m ,,,                                              (2) 

where RmSr ,  is the channel gain between the thm  R-node and 

the S-node, and RmSn , is the additive white Gaussian noise 

(AWGN) at the thm  R-node with zero mean and variance 
2
Rm and the signal energy   SEssE * . In the second phase, 

the S-node is on standby and the received signal RmSy , at the R-

node is amplified by a fixed gain, G, and then transmitted to 
the D-node. The received signal at D-node is therefore given 
by 

  DRmRmSDRmDRm nyrGy ,,,,                              (3) 

where DRmr ,  and DRmn , are the channel gain between the thm  

R-node and D-node and the AWGN at the D-node with zero 
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


mean and variance 2
D respectively. Since our objective for 

this paper is to exploit a new relay selection scheme and 
investigate its outage performance, the end-to-end SNR 
calculated for the outage evaluation will not be further 
discussed here. The resulting end-to-end SNR (S-R-D) via 

thm relay node is given by [11, 12, 14] 

                               

(4) 

where C is a constant for AF fixed relay gain   

 
22
R

S

G

E
C


 . 

 The square of relay gain is given by [12 , 14] 

 11
2
1

2





SE

G                                                            (5), 

where 1 is the mean power gain  of 1 . 

 In the following, we consider that the relay system operates in 
a half-duplex mode (i.e., time division duplexing system) and 
only one selected relay node is allowed to transmit per time slot. 

III. MAP RELAY SELECTION SCHEME 

A. Relay Selection Criterion 

For a DHSB AF relaying system, the relay selection 
criterion will proceed to jointly search for the channel statistics 
which has the maximum a posteriori probability (MAP) over 
the first hop (stochastic fading channel). The selected relay 
has 122

,, 
 DRmRmS after scaling it to meet its transmit 

power constraint for a target spectral efficiency  (bit/sec/Hz). 
As such, a relay selection rule can be classified as M-1 
likelihood ratios for each relay link (first hop between S-R), 
and this is subject to : the vector observations of the channel 
gains, the conditional probability density function, a prior 
probability and decision cost factor with respect to each radio 
link. Therefore, the a posteriori probabilities can be determined 
in terms of these given information individually using Bayes’s 
rule [13]. The MAP selection process can thus be divided into 
two steps: (1) jointly identify the optimum channel gain ranges 
on the first hops where the average decision risk is minimized; 
and (2) achieve maximum a posterior probability by 
integrating its corresponding channel gain range. Let the 
conditional PDF,  S,Rmm /LrP 1  of the channel gain vectors r  

 030  r  be known at D node, m =1, 2, .. , M, and these 

channel gain vectors are random processes with Rayleigh 
distribution and its variance   2

0
2
, RmSrE . The channel gain 

vectors are composed of the channel sequences of the first 
relay hops. This gives our analysis a boundary over three times 
the standard deviation of the Rayleigh distribution, 

 01312111 30 σ.. M   for each first relay hop. It 

also corresponds to the probability of exceeding the Rayleigh 
envelope by one percent (1%) via setting the standard deviation 

30  . These Rayleigh fading channels were generated using 

Jakes’ model [10]. For the thm selected relaying link, RmSL , , the 

MAP-based relay selection criterion is given by 

 
(6), 

 
m = 1, 2, .., M, 
 
where 

1m is the optimum region of the channel gain w.r.t. the 

first hop of the thm relay node, and the conditional probability 

density function (PDF),  RmSLr ,r /P
1m

, has a Rayleigh 

distribution. The integrand term inside the bracket of (6) is 
described as a posteriori probability of the channel power gain 

distribution w.r.t. optimum region 1mR  the first relay 

hop RmSr , , and is given by 

   
1

1 ,1, //
m

m
drLrPRLP RmSrmRmS                (7) 

where m =1, 2, .. , M  and    1/
1

1, 


M

m
mRmS RLP . 

Those 1m are determined by the MAP decision algorithm 

(which will be discussed in next sub-section). Hence, the 
thm relay node selection is determined if                                         

 
                                                                                        (8) 
 
for all k  m, and by denoting the maximum decision factor 

 1, / mRmSm RLP  for simplicity of notation. It should be 

noted that our proposed MLD-based relay selection algorithm 

makes )1(
2

1
 MM comparisons, instead of MM comparisons 

for the max-min sense based relay selection schemes [7]. In 
fulfilling the DHSB AF relaying system design, we found that 
this simplified selection rule is more practical since it resulted 
in faster selection by eliminating the search through all 
possible end-to-end SNR comparisons in general relay 
selection schemes. 

B. MAP Decision Algorithm 

Consider an extended Likelihood Decision algorithm (Bayes 
decision rule)  for 1-by-M multiple relay links (S-Rs) over the 
M-likelihood of receiving relay nodes, 

 S,RMS,RmS,R2S,R1S,R ..,L,L,,..,LLL   represent the radio link 

vector corresponding to the first hops w.r.t. M relay nodes. For 
minimization of the average decision risk per relay selection 
using Bayes’s rule [11] 
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1
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             (9), 

and the average risk for a selection decision is defined as [11] 

 
                                                                                         (10) 
 
where the a priori probability of each relay link, 
     S,RMS,R2S,R1 L,...,PL,PLP , is equal (i.e. 1/M) and the 

cost factor, 
S,RmS,Rk, LLC  is associated decision of classifying a 

link from
RkSL ,

 given that it is from a link
RmSL ,

. 

 RmSRkS LLdecidingP ,, /  is the conditional probability of 

deciding radio link RkSL , given at that RmSL ,  belongs, and can 

be further interpreted as 
 
                                                                                          (11), 
 
where Mk ,..,2,1 and mk  .  

Note that 1k  represents the optimum channel gain region at 

the first hop link of the thk relay node. The problem is to select 
the optimum channel gain regions of 

12111 ,...,, M such that 

the average selection risk (9) is minimized. Substituting (11) 
into (10) and separating out the costs with identical indices, 
then (10) can be rewritten in terms of M integrals as 

 
 
                                                                                           (12) 
 
 
 
 

                                                                                             
 
 
 
 

Without loss of the generality, a new function, )(ryk , within  

the integrands of (12), is given as   
 

(13) 
 
 
k =1, 2, .. , M.  

From (13), we see that the cost function (12) will be 
minimized if the optimum region is determined as follows:  

1mr   if    ryry km   for all k = 1, 2,…, M  and  k  m 

(i.e., likelihood ratio). Each of the optimum channel gain 
regions is found by taking M-1 comparisons of 

   ryry km   for the thm first relay hop, where the 

intersection of M-1 channel ranges, is determined accordingly 
 

 
                                                                                            (14) 

 
These mutually exhaustive and exclusive decision 

regions, 1M2111 ,..,,  , make the average cost, Ĉ , that is 

minimized. From (5), it is clear that the MAP decision rule for 
the relay selection is obtained using a zero-one cost 
assignment [i.e., cost factor 

RmSRkS LLC
,,,

= 0 for k = m, and 

RmSRkS LLC
,,,

= 1 for  k ≠ m] and an equal a priori probability of 

each relay link.  
Fig. 2 shows one of the simulation results of optimum 

regions generated from (14), where the optimum regions are 

11R = [0.010.95], 21R = [1.65~3.0], 31R = [1.29~1.64] and 

41R = [0.96~1.28]. During simulations, maximum Doppler 

frequency,
df , exists at all radio links of the first hop with 

normalized 05.0Tf d
and data duration T. This simulation is 

performed using four i.i.d. Rayleigh fading channels [10]. By 
using these optimum regions, the a posteriori probabilities are 
obtained as   403.0/ 111, RLP RS   3016.0/ 212, RLP RS

 , 

  1681.0/ 313, RLP RS
and   1141.0/ 414, RLP RS

respectively. 

Note that the channel covariance of radio link 
RmSL ,

 for each 

conditional probability is obtained by averaging 100 channel 
observations, respectively.  Accordingly, the 1st relay node has 
the MAP = 0.403, and is selected as the “best” relay in 
accordance with our MAP relay selection criterion (6). 
 

 

 

 

 

 

 

 

 

Fig. 2 Channel power gain distribution with the first hop channels are 
characterized by normalized Doppler frequencies SDTf =0.05 and 

standard deviation 30   for M = 4. 

IV. NUMERICAL ANALYSIS 

In this section, we illustrate by simulation the outage 
performance of our proposed MAP-based relay selection 
scheme on behalf of a DHSB AF relaying system. Our analyses 
started with relay selection using the MAP decision algorithm, 
then the outage performances were analyzed via Monte-Carlo 
simulations. For a single relay link, the outage is generally 

given by  12χP 2ν
3r outP , where 3 is defined in (4). 
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The target spectral efficiency is  = 1 bps/Hz and M = 4. To 
fulfill our optimum decision input parameters and numerical 
analyses, the variances of the instantaneous channel gain of the 
first hops were calculated in the basis of block lengths of 100 
channel samples at each relay link and the outage probabilities 
were averaged over a collection of 2000 channel segments for 
each SNR value. Note that the relay selection is performed 
form block to block and the average SNR is considered in 

symmetric relay hops (i.e., 2
2

2
1   single hop SNR). The 

relay links are generated using Rayleigh fading channel model 
[10] with normalized Doppler frequency 05.0Tfd

, and have 

equal average end-to-end channel power gain across all relay 
links. 

In Fig. 3, the outage performance of MAP-based relay 
selection (DHSB AF), is compared with the analytical max-
min based selection [Equ (5), 5] as a benchmark, and the first-
hop SNR based selection (semi-blind AF) are also presented. 
Both MAP and first SNR based relay selection schemes are 
provided for the DHSB AF relay networking. The simulations 
were conducted for multi-relay M = 2, 3, 4, respectively. We 
found that with an increase in the number of relay nodes, the 
outage probabilities decrease as selection diversity gain is 
available correspondingly in all cases. Comparing with the 
max-min sense analytical results, our proposed MAP scheme 
introduces about 3 dB degradation at a .310 outage rate, whilst 
there is a 4 dB degradation with first hop SNR-based selection. 
It is generally accepted that end-to-end SNR selection gives 
higher expected reward, but will consume more computational 
load. 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Outage performance comparison with max-min end-to-end SNR 
based selection (Analytical) and proposed MAP-based selection 
scheme (DHSB AF) and first-hop SNR based  (semi-blind AF) with 
multi-relay M = 2, 3, and 4 respectively. 

 
Through our simulation results, we confirmed that our 
proposed MAP-based relay selection scheme consumes 
approximately 1 dB less energy than the first hop SNR-based 
selection when considered with a DHSB AF relaying system. 
Although a full-CSI assisted end-to-end (max-min) selection 
scheme has better performance than DHSB AF relaying, this 

incurs a greater computational load in selection algorithm 
implementation. As a result, our proposed scheme gives a 
simple and effective approach to practical DHSB AF relay 
networking design. 
 

V. CONCLUSION AND FUTURE WORK 

Through our simulations, we confirmed that the MAP-based 
probabilistic channel description approach relay selection 
outperforms the first-hop sample mean SNR based selection 
for a DHSB AF relaying system using a long-term channel 
statistics scenario. We also found that it introduces a 3 dB 
performance degradation at outage level 310  against max-min 
sense relay selection scheme, whilst substantially simplifying 
and reducing the relay selection process in terms of 
computational load. The numerical and simulation results 
demonstrate that our proposed MAP-based relay selection is 
appropriate to DHSB relay network design in terms of the 
implementation simplicity and outage performance. It is also 
interesting to derive an analytical expression of the outage 
probability jointly considering the relay selection performance 
(i.e., MAP-based selection algorithm), not merely adopting a 
generic outage definition. This will be helpful to evaluate the 
overall system performance in practical relaying network 
design. 
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Abstract−MIMO system recently emerged as a solution for 
the provision of wireless communications to improve capacity 
and decrease bit error rate. One of MIMO variant, which is 
used in this paper, is Space Time Block Code (STBC). STBC 
allows diversity gain using combination of spatial and time 
dimension without changing its bandwidth requirements. This 
paper presents an implementation of MIMO STBC 2x1 and 2x2 
on HAPS channel with the assumption that the channel state 
condition is known at the receiver (perfect CSIR). HAPS 
channel characteristic is known to follow Ricean distribution in 
which it depends on its K factor. In case of HAPs, K factor also 
depends on its elevation angle. Using computer simulation, this 
paper analyzes HAPs channel performance using MIMO STBC 
2x1 and 2x2 on the various of elevation angles. It is shown that 
MIMO STBC 2x1 and 2x2 are able to increase performance of 
HAPs channel including HAPs channel at low elevation angle. 
However from our simulation capacity improvement of MIMO 
STBC is obtained insignificant, therefore we propose MIMO 
spatial multiplexing, which is another variant of MIMO to 
obtain more capacity. 

Keywords− HAPs; MIMO; STBC; Ricean channel; K factor; 
Spatial Multiplexing. 
 

I.  INTRODUCTION 

High Altitude Platforms (HAPs) is an object floating on a 
stratospheric layer bringing wireless communication 
equipment at approximately 17-22 km above the ground. 
HAPs is able to exploit much the advantages and at the same 
time overcome the drawback of the traditional systems in 
terms of propagation delay and path loss suffered by satellite 
system or a huge number of base station required by the 
terrestrial system. 

In our previous research [1], HAPs channel characteristic 
which is experimentally measured in semi-urban environment, 
deteriorates at low elevation angle. In other word the 
performance of HAPs communication needs improvement for 
the users who are located at the edge coverage. Measurement 
result shows that for low elevation angle, i.e. lower than 400, 
fading depth is observed to be approximately 25 dB or more. 
Such huge fading depth, of course, will limit HAPs service 
coverage to elevation angle only higher than 400 or about 50 
km in diameter of service coverage. To overcome such 
problems MIMO STBC is proposed in this work. MIMO 
STBC which allow diversity gain is expected to improve bad 
channel condition especially for low elevation angles.   

MIMO is simply defined as an use of more than one 
antenna at transmitter and/or receiver. There are two kinds of 
MIMO called Spatial Multiplexing (SM) and Space Time 
Block Code (STBC). On this paper, we use MIMO STBC 

with 2 antennas transmitter with combination of 1 and 2 
antennas at receiver. HAPS is then used as transmitter and 
both antennas is placed onboard the platform as depicted in 
Fig 1. The previous research [3] have shown that MIMO can 
be implemented on single HAPs with specific spacing 
between them depend on its frequency. For 2.4 GHz, both 
antennas must be separated about 12 meters. Simulation is 
then runned by MATLAB R2008a. The  variables that are 
used in the simulation is elevation angle from 10 – 90 degree 
which represent the K factor and operating frequency at 1.2 
and 2.4 GHz. 

The remaining part of this paper is outlined as follows. 
Section 2 presents channel model and propagation 
characteristic in a HAPs system. Section 3 reviews in detail a 
concept of MIMO STBC. Simulation model is explained in 
Section 4. Section 5 shows simulation result, and finally, 
concluding remark is drawn in Section 6. 

 
 

II. HAPS CHANNEL MODEL AND PROPAGATION 
CHARACTERISTIC 

Generally, there are some propagation phenomena that 
can happen on HAPS channels as follow: Free space path 
loss, multipath fading, rain attenuation, gas absorption, and 
scintillation [2]. Most of them are frequency dependence. 
Rain attenuation, gas absorption, and scintillation are 
significant only on a high operating frequency, i.e. above 10 
GHz. While this paper used freq 1.2 and 2.4 GHz, all of them 
will be ignored on the formulation and simulation. 

In case of HAPs channel, Ricean fading is a general case 
of fading channel model that there are two components of 
signal arrive at the receiver. First component arrive at receiver 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 MIMO STBC model in HAPs channel. 
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Fig. 8  Performance of MISO STBC 2x1 (freq 2.4 GHz; elevation 0-900). 
 
 

By adding one more antenna in receiver, the configuration 
is now change to MIMO STBC 2x2. In Fig. 9, simulation 
shows that this model can make significant improvement 
better than the previous SISO or MISO 2x1. It has 4-17 dB 
improvement compared to SISO and 3-6 dB compared to 
MISO 2x1 at BER value 10-3 for all elevation angles. 
 By comparing all simulation results we have, it also 
shown that when the elevation angle is decreased (ground 
station is getting farther from HAPS), the impact of 
implementation MISO and MIMO STBC is bigger than in a 
high elevation angle. It can be understand because of MIMO 
STBC configuration is generally good for fading handling, 
while fading is depending on transmitter-receiver position. In 
a low elevation angle, fading is more severe because the path 
from transmitter to receiver is covered by building, trees, or 
another obstacle makes a NLOS signal. 

While comparing MISO STBC 2x1 and MIMO STBC 2x2 
on HAPS channel based on its elevation angle. At high 
elevation angle values, the performance of MISO STBC 2x1 
is much worse than MIMO STBC 2x2, although it always still 
better than SISO 1x1. But at low elevation angles, the 
improvement is as significant as MIMO STBC 2x2. 

In general, we found performances of MISO 2x1 and 
MIMO STBC 2x2 on HAPs channel are superior against 
SISO 1x1. From this results, we can also analyze the 
performance improvement from coverage area point of view. 
As mentioned before, elevation angles are so important 
variable in HAPS system. It can, not only represent the 
condition of Ricean channel, but also the coverage area itself. 
Fig. 10 shows the radius of coverage area of HAPs can be 
increased significantly from 7.28 km (SISO) to 16.78 km 
(MISO STBC 2x1) and 113.4 km (MIMO STBC 2x2). 

Now, for the capacity analysis, we only use 3 elevation 
angles to make a simply understanding result (10, 40, and 90 
deg). Simulation shows that MIMO STBC and MIMO Spatial 
Multiplexing (SM) have quite similar curve for frequency 2.4 
GHz and 1.2 GHz, so that we show only result for 2.4 GHz as 
in Fig. 11 for MIMO STBC and Fig. 12 for MIMO SM. We 
can see that elevation angles have significant impact on the 
curve on outage capacity, but for the ergodic they have no big 

influences. It means that for MIMO STBC and MIMO SM, 
when we analyze the average HAPs channel capacity in a  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9  Performance of MIMO STBC 2x2 (freq 2.4 GHz; elevation 0-900). 
 
 
 
 

 

 

 

 

 

 

 

 
Fig. 10 HAPS radius coverage improvement by implementing MIMO STBC 

2x2 and STBC 2x1. 
 

quite long measurement time (ergodic), the elevation angles 
variables can be ignored, but not for outage capacity analysis. 
  When both curves of MIMO STBC and MIMO SM are 
combined together with the HAPs SISO at same elevation 
angle, the result is shown in Fig. 13.  As we mentioned 
before, MIMO STBC and MIMO SM have a quite similar 
shape of curve, but when they are put together on one graph, 
its clearly shown that MIMO SM have a slope sharper than 
STBC. It means that MIMO SM is much more better in 
increasing capacity than STBC. Then SISO curve is used as a 
comparison (red line). We can see the line of SISO is very 
close together with the STBC. It means STBC is not a good 
method for improving HAPS channel capacity. Note that to 
comparing between its 3 configurations (SISO, MIMO STBC, 
and MIMO SM) we only use the ergodic capacity which is 
equivalent with Shannon capacity in SISO model. 

MIMO STBC is different with MIMO SM. When MIMO 
SM separated two symbol stream to each antenna, STBC 
doesn’t. As mentioned before, STBC uses Alamouti encoding 
which separate data in two part for each antenna Tx, then 
makes a “duplicate” behind them that will be sent on next 
time slot (t + T). For this we can understand why MIMO SM 
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can improve HAPS channel capacity extremely better than 
MIMO STBC. 
 

 

 

 

 

 

 

 

 

 
Fig. 11 Capacity of MIMO STBC 2x2 on HAPS channel (2.4 GHz). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12 Capacity of MIMO SM 2x2 on HAPS channel (2.4 GHz). 
 

VI. CONCLUSIONS 

Performance analysis of MIMO STBC on HAPS Channel 
has been proposed in this paper. Simulation result shows that 
STBC 2x1 can improve BER performance from HAPS SISO 
1x1 configuration (1-11 dB on BER 10-3), while MIMO 
STBC 2x2 even can improve more significant from SISO 4-
17 dB on the same BER value for all elevation angles. By 
adding more antennas in receiver or transmitter may can 
improve a better performances. For high elevation angles (50-
90 deg), the use of MIMO STBC 2x2 is much more 
significant than STBC 2x1. All of this improvement can also 
increase the radius of HAPS coverage. From 7.28 km (SISO) 
to 16.78 km (MISO STBC 2x1) and  113.4 km (MIMO STBC 
2x2).  

MIMO STBC can really improve the BER performance of 
HAPS system, but not the capacity. Simulation results shows 
that MIMO STBC have no improvement comparing to HAPS 
SISO configuration. To increase it, we can use another 
MIMO variant called Spatial Multiplexing. 
 
 
 

  
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 13. Capacity of SISO, MIMO SM, and MIMO STBC 2x2 on HAPS 
channel (freq. 2.4 GHz; elevation 900). 
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Abstract—Conventionally, CoMP (coordinated multi-point)
transmission has been utilized for the performance improve-
ment in the cell edge of multi-cellular systems. This paper
describes CoMP scheme using multistream transmission for
the disaster recovery: if base stations (BSs) lose their function
by disaster attacks in some cells, user terminals (UTs) in
those cells should connect to BSs in a long distance located
outside their own cells under the situation where demands
for the communications increase. In this case, cooperative
transmission/reception of signals is considered to be helpful to
keep the quality of communications. Here, our investigation is
on two typical patters of allocation of cells with BS destruction,
and the effectiveness of the cooperation in downlink scenario
is shown through computer experiments using cooperative and
noncooperative methods in the entire cell.

Keywords-CoMP (coordinated multi-point); MIMO (multiple
input multiple output); cooperative communication; cellular
system; disaster recovery.

I. INTRODUCTION

It is well known that CoMP (coordinated multi-point)
scheme is effective for the performance improvement in the
cell edge of multi-cellular systems where the signal from
the target base station (BS) to user terminals (UTs) severely
attenuates because of the path loss, and interferences from
adjacent cells are relatively strong [1] [2]. There are many
reports concerning CoMP from the viewpoint of information
theoretic aspect, evaluation by computer simulation [3],
measurement campaign [4], and analysis based on wave
propagation [5]. All of those papers refer to the significant
advantage of introducing cooperative scheme into cellular
systems. Also, in our laboratory, on-computer investigation
of performance is carried out in case where all of BSs, relay
stations (RSs), and UTs are equipped with multiantennas,
namely, multiple input multiple output (MIMO) structure.

But, when we think about the principle of CoMP, its use-
fulness is not restricted to the communication in peacetime
– One potent candidate of application is the cooperative
communication for the disaster recovery. If BSs in some cells
are destroyed by an accident like landslide, UTs in those
cells should connect to a BS in the next adjacent active cell,
and it is normally located in a far way position. On the other

hand, the traffic of disaster cell can be increase to provide
their safety confirmation or to receive the further disaster and
rescue information. Cooperative nature of CoMP is consid-
ered to be suitable for the improvement of this situation.
From this standpoint, in this paper, a quantative evaluation
of the effect of cooperation for the disaster recovery is
considered based on MIMO cellular system.

The rest of this paper is organized as follows: first,
Section II describes past works and what is novel in this
study, and then Section III provides the system model used
throughout this study and explains the simulation method.
After computer simulations are carried out in Section I,
Conclusions and future works are given in Section V.

II. PAST WORKS AND NOVELTY OF THIS STUDY

Some works have been presented as communication meth-
ods for the disaster recovery: one example is the wireless
network based on virtual access point by mobile nodes in
[7], and heterogeneous networks are also utilized [8]. In
addition, we can easily find lots of papers concerning CoMP
for the conventional use, i.e., the improvement of the cell
edge performance. But, application of CoMP to disaster
recovery has not been considered. We have described the
primitive idea in [6] for single stream case in cell edge; it is
useful as an initial investigation, but it cannot demonstrate
the total ability of the system utilizing multiantenna feature.
This paper extends the analysis to the multistream scenario
in which UTs are located in a random position of the entire
cell. In this sense, the results shown in this paper provide
the tighter limit of the CoMP effect which is useful for the
design of disaster-robust infrastructure.

III. SYSTEM MODEL AND DESIGN

A. Example of system model

The system is given in Fig. 1. Reflecting the fact that
the uniform BS allocation is generally not possible in actual
environment, the cell geometry is based on Voronoi diagram
which shows the border inside which the maximum average
power is derived from the BS in the same cell. As the
situation before the disaster, we consider that there’s one
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(a) Pattern A (b) Pattern B

Connection
�� � � UT� � BS�
�� � � UT� � BS�

UT� � BS�
�� � � UT� � BS�

UT� � BS�
UT� � BS�

�� � � UT� � BS�
UT� � BS�
UT� � BS�
UT� � BS�

(c) Defect cells and new connection.

Figure 1. System model. Circles，cross marks, and box marks in (a) and (b) respectively denote working BSs, broken BSs, and active UTs in defect
cells. Table (c) shows alternative BSs for UTs in defect cell (Pattern A), which is used in Section IV.

Table I
SIMULATION CONDITIONS.

BS Position
on a circle with radius �� and rotatio �

�� � � ��� ����
� � � ��� ���

UT Position Uniform Distribution in Entire Cell
Defect Cells �� � �

(BS,UT)
Antenna Number ������ ����� �

�
�	�� �� �� � �
��	� �� �� � �

Modulation QPSK

SNR
SNR� � 	� � �� dB

�default 
 ��dB�
Path Loss Exponent 	 � ���

Shadowing
Log Normal Distribution

Standard Deviation 
 � �
Fading i.i.d. Quasistatic Rayleigh

BS in each cell and one UT connects to each BS. Here, we
deal with the cooperation of � � � cells (numbered by
� � �� � � � � � � �) in downlink, and BS� with ����

antennas transmits its data ��������� � � �� � � � � �� � ��
using transmit weight vector ������, and after passing
through MIMO channel ���� � ���������� , UT� with
���� antennas receives it using receive weight vector������.

In this study, two disaster patterns are considered: in
pattern A, �� BSs in the connected cell region are broken.
In pattern B, �� cells with broken BS are distributed among
working cells. If the BS is broken, UT of that cell should
connect to a BS in an adjacent cell, and the strength of link
becomes weak. Our aim is to recover the communication
quality by the cooperative work of BSs, and the performance
improvement is evaluated not only in the cell edge but in
the entire cell.

B. Design

Three kinds of cooperative and noncooperative algorithms
described here are same as previous studies except that
they are multistream version, and selected for the main
objective of this paper, CoMP effect evaluation under dis-

aster situation. In this paper, CoMP scheme means the
cooperative work of BSs utilizing the shared channel state
information (CSI) and transmission data among BSs.

Method 1: This method does not consider the cooperation
of BSs, and BS� knows only its own channel ����. First,
the transmit weights are designed user by user like single
user design, namely, �������� are designed by singular
value decomposition (SVD) of ���� (utilization from the
largest to ��-th largest singular value and related vectors).
Then ������ is designed for the beamforming to minimize
the sum of the power of all the signal except �������. In
this method, the transmission interference mitigation to other
users are not paid attention.
Method 2: This method considers the cooperation of BSs
by sharing only CSI, and BS� knows channel ������ 	 �
�� � � � � � � �� including those of nontarget UTs. The re-
ceive weights are first designed by SVD (utilization from the
largest to ��-th largest singular value and related vectors).
Then ������ is designed to steer nulls to all the undesired
stream except the target weight ������ (zero forcing which
consumes only one degree of freedom for the nulling to one
stream). By this method, the transmit interference mitigation
to other users could be achieved.
Method 3: This method considers the cooperation of BSs,
and BS� knows, in addition to CSI in Method 2, the data of
all users ��������� � � �� � � � � ���� � � �� � � � � �����
through backhaul link. By this condition, all the (work-
ing) BSs can construct a virtual array of

�
���

���� antennas,

where � is the set of cell number with a working BS, which
means the enhancement of desired link is possible avoiding
the interference to undesired users utilizing sufficient degree
of freedom. The transmit and receive weights are designed
by block diagonalization [9].
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(a) Pattern A, �� � �, Cell 0. (b) Pattern A, �� � �, Cell 1.
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(c) Pattern A, �� � �, Cell 0. (d) Pattern A, �� � �, Cell 1.

Figure 2. Distribution functions of sum capacity in two and three stream transmission for Patter A (SNR � ��dB).

IV. SIMULATIONS

In this section, the performance improvement by coopera-
tive communication is verified through computer simulations
using algorithms in the previous section. The default sim-
ulation conditions are summed up in Table I. In [6], UT
position is restricted to the cell edge, but it is removed here
since the CoMP under disaster recovery is required to work
for the user anywhere in the cell. To avoid the complexity
of resource allocation, here we assume that BSs have the
enough power to allow 
��� � � for the transmission to each
user even if it is connected to multiple UTs (though more
practical evaluation including this problem is an important
future work, our experiment is sufficient to measure the
CoMP effect under the equal conditions for Method 1�3).
The BSs have enough number of antennas for steering zero
to all the users, but UTs are equipped with ���� � � or �
antennas because of the limitation of the physical size.

Figure 2 (a)�(d) plot the distribution functions of capacity

in pattern A for the system with �� � � and �� � �
streams, respectively. In those subplots, (a), (c) and (b), (d)
correspond to Cell 0 (BS is working) and Cell 1 (BS is
broken). It is first verified that shapes of curves are not so
much different between (a)-(c) and (b)-(d) though the actual
total capacity is significantly increased in (c) and (d) by
the use of larger number of eigenpaths. Between Cell 0 and
Cell 1, we can find the gap of capacity: in Cell 1 which uses
BSs of adjacent cells cannot achieve sufficient performance
improvement even by using cooperation of Method 2 in
which all BSs have CSI of all the users. This is because the
conventional CoMP schemes are designed to mitigate the
generation of interferences to nontarget users utilizing CSI,
but our problem is rather in the weakness of the target signal.
On the contrary, Method 3 which assumes the share of CSI
and data of all the users by all the cooperative BSs achieves
much higher improvement since the large size virtual array
has also the effect of the enhancement of the transmitted
signal. Another feature of the curve of Method 3 is that it
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(e) Pattern B, �� � �, Cell 2. (f) Pattern B, �� � �, Cell 1.

Figure 2. (Continued.) Distribution functions of sum capacity in two stream transmission for Patter B (SNR � ��dB).

has less steep gradient than that of others, which means the
variance of the capacity becomes larger. This fact means
that the quality is less stable, but the average capacity of
Method 3 is more than 2.5 times of others, and it is much
advantageous also in the point of outage capacity. Likewise,
distribution functions of capacity in case of pattern B are
given in Figure 2 (e) and (f). In subplot (e), characteristics
of Cell 2 with working BS has a different behavior from (a)
and (c) (curves of Cell 0 are similar to (a) and (c)): Cell 2 is
located in the edge of the seven cells, and the influence of
interferences is small, hence improvement by Method 2 is
not anticipated. In Cell 1 with broken BS, the overall trend is
not so much different from (c) and (d) except that the curve
of Method 3 in (f) shifts to the right. This upgrade happens
because in Pattern B, Cell 1 is surrounded by working cells
which become the origin of source signal (in Pattern A,
this is not consists), hence the cooperative transmission can
invoke its advantage more effectively.

Figure 3 draws the relation between the input SNR and
sum capacity for �� � �. Almost linear characteristic of
curves of Method 2 and 3 means those algorithms well avoid
the influence of interferences and synthesize the desired
signal as strong as possible. On the other hand, without
cooperation, such a linear improvement is not achievable,
since the number of antennas in UTs is not enough to sep-
arate the signals from all the BSs. What is also remarkable
is that the result of Method 2 (with CoMP) is worse than
Method 1 (w/o CoMP) in low SNR region, what is not seen
in the case of the conventional application [3]. The reason
is considered as follows: The UT location is distributed over
the entire cell and some of the origine of interference are
destructed. Hence the noise becomes much dominant in the
low SNR region, and Method 2 adopting ZF degrades due
to high noise level [9].

The capacities other than �� � � are given in Fig. 4.
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Figure 3. Input SNR versus sum capacity for �� � �.

We can observe the performance degradation in defect cells
and the recovery by CoMP scheme. In (a), as �� becomes
larger, the capacity difference against working cells is not
well improved since there’s few BSs which can be utilized
for cooperation, while the gap of them improved in (b) where
defect cell is well surrounded by the working cells, the origin
of desired signal.

From those results, we can conclude that the CoMP
scheme is effective for the disaster recovery also in mul-
tistream case. As the reason of the advantage of CoMP
scheme, it is considered that enhancement of target signal
is dominant to interference cancellation, hence the virtual
array sharing CSI and data brings significant performance
improvement, and its effectiveness compare to Method 2 is
larger than in case of conventional base station cooperation
[3]. On the contrary, the effect of CoMP sharing only CSI
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Figure 4. User index versus sum capacity for �� � 	 (solid line),
�� � � (broken line), and �� � � (dashed line).

is not sufficient in this application. What we can learn is
that it is desirable to connect BSs around disaster risk area
through backhaul link, which reinforces the result of [6].
Though the results are for downlink phase, they provide
enough materials to infer the advatage of CoMP also in case
of uplink scenario.

V. CONCLUSION AND FUTURE WORKS

This paper has evaluated the multistream cooperative
communication scheme for the disaster recovery in MIMO
cellular system where BSs in some cell are broken. We
have considered typical two types of disaster-suffered cell
patterns, and three kinds of cooperative and noncooperative
algorithms, and evaluated the performance improvement by
cooperative transmission in downlink through computer sim-
ulations under various conditions. The results show that the
concept of CoMP scheme utilizing survived infrastructure is
effective also for performance recovery in disaster area.

The future work is the relay-aided processing: in this case
the relay station may be a portable type (e.g., mounted on a
vehicle) and to keep the fairness of the user connection, mo-
bile relay might be more suitable. In addition, the resource
allocation putting importance on the disaster area becomes
an important theme of the study.
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Abstract—At the present stage of development various
measuring and executive devices (meters, sensors, actuators,
etc.) are widely used and these devices are increasingly
equipped with one of the standard interfaces such as USART
(RS232), SPI, 1 - Wire, I2C, etc. The fact is given opportunity
to project and make the extensive distributed multipurpose
automatic control systems with complicated control algorithms
and to automate the process of picking up and centralized data
processing. But, solving this problem requires the use of small
low-cost embedded microcontroller systems as buffer
management, as well as GSM and Wi-Fi modules for the
organization of a communication channel with the data
collection and processing center. The use of microcontrollers as
the buffer allows for some level of required operations to
produce and primary processing of data and prepared directly
at the control point. We designed the module - embedded
controller of a remote data acquisition and control
devices/equipment.

Keywords-wireless; module; data; collection

I. INTRODUCTION

Nowadays, computer-aided data acquisition systems are
accessible way to get the experimental date, and it is
connected, first of all, with a wide spread of personal
computers. Data acquisition systems are used for scientific
research, production process management, industrial
monitoring, medicine, meteorology, astronautics and others
fields of human activities. Computer-aided data acquisition
suggests the new quality of data, which is impossible to get
by other way – it is result of measurement abundance
statistical treatment an in the digital form; opportunity of
registration accidentally appearing event with unattainable
earlier resolution in time and amplitude; fast processes
registration. Due to the quick reduction in the data
acquisition systems price in comparison of human effort cost
it is found the usage in the area, in which uses the hand-
operated data registration: greenhouse, elevator,
meteorological station, the process of acceptance-and-
transfer and certification production test, storehouse,
industrial cold-storage plant, boiler room, science experiment
automation, etc.

As an analogue of our module considers the following
devices:

 TWCT20;
 AirLink GL6100.

AirLink GL6100 [5] - RS232 wireless gateway using the
communication channels GSM \ GPRS (850/900/1800/1900
MHz frequency bands). Allows working with interfaces
UART (one piece). Supports hot plugging controlled
devices. It is economy (Rated current 3 mA, max - 400 mA).
Use as a powerful and cost-effective CPU ARM946 with a
frequency of 104 MHz allows to execute custom scripts in
languages C \ C + + and Lua.

The positive aspects:
 Economy;
 supports all frequency ranges for the GSM \ GPRS

channels used in Russia;
 Powerful efficient processor;
 Compatible with OS Linux, Windows.
The negative aspects:
 Few supported Interfaces;
 Low maximum power GSM \ GPRS transmitter;
 No possibility change the firmware remotely.
TWCT20 [3] – Wireless terminal of remote control

devices \ equipment. For connection using GSM \ GPRS
networks (850/900/1800/1900 MHz). Lets you take the
signals from analog sensors, digital input lines, to work with
RS232 interface and manage the digital outputs (250 V 7A).
Supported protocols - SMS (text mode), HTTP, SMTP.
Configuration is done through an internal Web-based
interface.

The positive aspects:
 High speed of data exchange (16-48 KB / s);
 Working with the two analog signal sources;
 Commutation of power load (up to 7A).
The negative aspects:
 - No support for user scripts;
 - Low operating temperature range (-20 - 55);
 - High operating voltage (24 V).
Our module - embedded controller of a remote data

acquisition and control devices / equipment. For
communication using GSM \ GPRS networks
(850/900/1800/1900 MHz), Wi-Fi, ISM (2.4 GHz), Ethernet.
You can take the signals from analog sensors, sensors that
use the interfaces RS232 (2 pieces), SPI, CAN (1 piece),
I2C. When you work uses custom scripts loaded from the
server without the user. Supports the SMS, HTTP, TCP \ IP,
SMTP, FTP, FAX.

The positive aspects:
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 Multiprotocol;
 High data rate (up to 115,200 baud);
 Wide range of operating voltages (5-24 V);
 Efficiency (rated current of 40 mA);
 A standby power supply (up to 5-day battery life);
 2 RS232 interface;
 Modularity;
 High sensitivity GSM \ GPRS receiver;
 Possibility to control an external power load;
 Wide working temperature range (-40 to +85);
 Possibility of caching data.
The negative aspects:
 Low CPU performance;
 No opportunity to work as a gateway (only via CSD

for GSM).
Section "Data acquisition systems" is devoted to

reviewing the available data collection systems. In the
"Wireless module ”, we consider the design features of the
wireless module for data collection. On the basis of the
developed theory, we lead a experimental research that is
given in Section "Testing".

II. DATA ACQUISITION SYSTEMS

Data acquisition systems may be used in the real-time
regime, for instance, for monitoring different process,
emergency conditions identification in technological
systems, for management, and also for data archiving, when
they are separated from the processing procedures for the
collection during a time interval. In the real-time systems,
current data save in circular buffer, while older data displace
the new date, during the current time. Information tank of
greater capacity is used in archive systems, and data is
processed after data acquisition completion.

Archive data acquisition systems (loggers, recorders)
may be self-contained unit, constructed on base of
microcontroller, for instance, airborne recorder, electronic
counter of heat or electric power, portable
electrocardiograph). Data collected by loggers is transferred
to processing to computer with help, for instance, of a USB
flash memory or through serial port. Archive data acquisition
systems (loggers, recorders) may be self-contained unit,
constructed on base of microcontroller, for instance, airborne
recorder, electronic counter of heat or electric power,
portable electrocardiograph). Data collected by loggers is
transferred to processing to computer with help, for instance,
USB flash memory or through serial port.

A data acquisition systems constructed on the basis of
computer allow collecting and processing data at the same
place and often with the help of the same software. This is
the most widespread version of such systems performance.
The wide possibilities for collecting and processing data are
presented by MatLab, LabView, MS Excel.

Systems with parallel bus, including PCI-cards, are used
for fast processes registration (with required sampling rate
more than 1 MHz). Computer boards have limited number of
input, defined by constructional specification, and require
external terminal block for connection of signal source,
which is inconvenient at mounting system.

External devices connecting to computer with such ports
as СОМ, USB or Ethernet are more convenient for slow
process registration. External devices are different by less
noise, while the card inserted into a PC, are influenced by
interference from the computer's digital circuits.

Data acquisition systems may be distributed, when
devices input block is separated on Data acquisition object
territorially, and receiving data collect to one storage and
data transfer with help of network technologies (Ethernet,
Modbus, Profibus, DeviceNet, CANopen, DCON and others,
wireless network Bluetooth, Wi-Fi, ZigBee, Internet
technology, intranet). Distributed data acquisition allows
particular uncounted increasing number of inputs channel;
however it is restricted by network date rate. Data acquisition
systems may be distributed, when devices input block is
separated on Data acquisition object territorially, and
receiving data collect to one storage and data transfer with
help of network technologies (Ethernet, Modbus, Profibus,
DeviceNet, CANopen, DCON and others, wireless network
Bluetooth, Wi-Fi, ZigBee, internet technology, intranet).
Distributed data acquisition systems allow particular
uncounted increasing number of inputs channel; however it
is restricted by network date rate.

Data acquisition systems input may be universal (current,
inductive and potential) and specialized ( for instance, for
thermocouple, thermoelement resistance or tensormeter).
System with specialized input is economically effective to
user. Universal input uses together with measurement
converter of physical value to current and voltage. There are
system with hybrid input, for instance, when one input
received the thermocouple signal, other input – tensormeter
signal, third - thermoelement resistance and etc.)

Inputs may be differential, single or digital. Differential
input allow more effectively suppress internal noise inducing
to cable transmitted signal from detecting device to input
module. Voltage in the range ±(0...5), ±(0...10) V or current
in the range of 0..20, 4...20 mA is used the data transmission.
Voltage signals is worked out by voltage source and have the
high noise immunity to capacitive pickup; current signal is
worked out by current source and stable to inductive pickup.
Digital inputs receive logical signals (“0” or “1”) arrived
from limit switch, intruder or fire alarm sensor,
electromagnetic relay, voltage presence sensor and etc [1].

The major settings of data acquisition systems are
channels number, inaccuracy, dynamical inaccuracy,
establishing time or pass band, resolving power, effective
digit count, sampling rate, galvanic input and interface
isolation availability, availability of defense of careless
usage, overload and overheating.

Generally data acquisition systems have 4, 8, 16, 32, 64
... input, inquired by turn or simultaneously. System with
simultaneous inquiry is consist of identical channel, which is
done the analog-digital conversion of input value at the same
time for all channels. Such system is uncommon due to
expensive cost. Generally input inquiry performs in turn with
help of commutator. Therefore different channels data is
shift to time on the delay equal to relations of inquiry time to
channels quantity [2].
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III. WIRELESS MODULE

There is a few variant of data acquisition systems in the
radio technical monitoring center North (Arctic) federal
university named after M.V. Lomonosov.

As a mentioned above at the present stage of
development various measuring and executive devices
(meters, sensors, actuators, etc.) are widely used and these
devices are increasingly equipped with one of the standard
interfaces such as USART (RS232), SPI, 1 - Wire, I2C, and
etc. The fact is given opportunity to project and make the
extensive distributed multipurpose automatic control system
with complicated control algorithms and to automate the
process of picking up and centralized data processing. But to
solve this problem requires the use of small low-cost
embedded microcontroller systems as buffer management, as
well as GSM and Wi-Fi modules for the organization of a
communication channel with the data collection and
processing center. The use of microcontrollers as the buffer
allows for some level of required operations to produce and
primary processing of data and prepared directly at the
control point. In our case, a system based on high-quality
GSM modules manufactured with built-in powerful Telit
ARM microcontroller and the virtual machine interpreter a
powerful Python. In addition to a sufficiently powerful
processing core, this module is implemented by hardware
support 2 USART interfaces and one SPI, as well as a
number of universal input-output ports for user purposes.
The solution allows to have available a flexible system with
a powerful and versatile scripting language. But the use of
GSM channel is mainly justified when applied to mobile and
very distant objects. When used on most real-world objects
and within the city limits in most cases it is more efficient
use of wireless communication channel based on the Wi-Fi
technology as in this case is easier and cheaper to hold a
LAN to a monitored object and do not pay for the services of
mobile operators GSM / GPRS bands. In the result of led
researching-constructive works the system presented on
follows figure is worked out.

The general system operation principle is displayed in the
picture in general (Fig. 1). Seen from the figure that the
system can adapt itself to a wide range of tasks, changing
only the software on the server, data collection terminals to
client management, and scripts embedded microcontroller,
without replacing the hardware system. In this case, the user
can select the most appropriate for him the connection
channel.

The implemented the center module is constructed using
GSM processor Telit GL865-Dual and Wi-Fi module
SM2144N2 (Fig. 2).

As an analogue of our module considers the following
devices: TWCT20 [3], Cinterion DSB75 [4], AirLink
GL6100 [5]. Considered analogues have similar
characteristics, but have, in our view, a number of
disadvantages: impossibility reprogram and change the

settings of the driver remotely. Usually the remote
parameters change function is supported only; a supported
interface type (RS232).

We have tried to correct the disadvantages of the data.
Our module is:

 As part of the total data collection system can not
only change the remote settings of the device, but
also the change of the remote driver to work with
different types of devices. Changing the driver can
happen automatically, without human intervention;

 It supports not only the interface RS232, but also
widespread in industry interface CAN;

 There is an additional +5 V power supply output for
powering external sensors or, if necessary, power
interfaces, plug-ins.

IV. TESTING

As the unit tests were analyzed levels of the signal
module and 3G modem (Huawei E173) in the frequencies of
the network GSM. The measurements were performed using
the same SIM-card and the investigation object were placed
in the same point-space by rotation. Measuring levels the
signals was carried out in automatic mode with the help of
the same the software (the script in Python, runs with the
object at the level of AT commands) in order to exclude the
human factor. Measurements were carried out within 10
minutes with an interval of 10 seconds. The results are
shown in the graph (Fig.3).

As seen from the results, our module has a higher level
signal from a base station, which allows for higher rate data
transfer.

V. CONCLUSIONS

System can adapt itself to a wide range of tasks, changing
only the software on the server, data collection terminals to
client management, and scripts embedded microcontroller,
without replacing the hardware system. In this case, the user
can select the most appropriate for him the connection
channel.

[1] Bailo C., Alderson G., Yen J. Re-quirements for Open, Modular
Architecture Controllers for Applications in the Automotive
Industry//www.isa.org.

[2] Fischer H., et al. The COMPASS Data Acquisition System//IEEE
Trans. Nuclear Science, 2002, v. 49, .2, April, pp. 443–447.

[3] http://russian.gsm-gprs-modem.com/china-
programmable_gateways_and_gsm_gprs_modems_for_m2m_sierra_
wireless_airlink_gl6100_and_gl6110-130233.html

[4] http://www.sectron.eu/products/1-cinterion-wireless-modules/186-
development-kit/919-cinterion-dsb75-development-kit.html

[5] http://www.connect-gsm.ru/oborudovanie/teltonika/61-twct20-
programmiruemyj-gsm-kontroller

367Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         380 / 453



Figure 1. The general system operation principle.

Figure 2. Module sample
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Abstract—In the last decade, Information and Communication 
Technology (ICT) proved to be a milestone in the field of 
freight transport with the appearance of tracking and tracing 
devices. Different ICTs viz. Radio Frequency Identification 
(RFID), wireless sensor nodes and localization systems play 
vital role to improve the performance of the freight transport 
system by saving energy consumption, reducing the service 
cost and increasing the cargo throughput. To achieve these 
requirements, the development of reliable heterogeneous 
communication system among all communicating objects 
becomes a paramount objective. In this paper, we describe 
different kind of existing communication technologies in 
Intelligent Transport System (ITS) domain. Also, we propose 
an intelligent infrastructure integrated with ICTs for the 
operations of Intelligent Automated Vehicle (IAV) in confined 
space like container terminal.    

Keywords-Freight transport system; Intelligent transport 
system; Information and communication technology; Intelligent 
automated vehicle; Port conatiner terminal. 

I. INTRODUCTION 
The convergence of conveying, storing and manipulating 

data has led to many new and exciting developments in the 
Intelligent Communication Technology (ICT). An 
Intelligent Transport System (ITS) is advanced application 
of ICT which aims to provide innovative and efficient 
services relating to different modes of transport. The 
optimal transport strategy based on real-time information, as 
well as assessments of the transport system demand and 
supply should be given more importance in order to 
improve the productivity of the system. In the information 
society, the ICTs are developing towards an infrastructure 
that will enable new kinds of practices also affecting the 
transport system, for example trucks integrated with 
advanced devices that link the driver cab to the haulage 
operators' systems. 

Intelligent Automated Vehicles (IAVs) are cornerstone of 
the future ITS and can be seen as the logical transition of 
mobile robotics to the scale of vehicles in urban transport or 
in container terminals. In the context of urban transport, by 
enabling vehicles to communicate with each other (Vehicle-
to-Vehicle or V2V) as well as with base stations (Vehicle-
to-Infrastructure or V2I) via wireless communication 
networks can contribute to safer and more efficient roads by 

providing timely information to drivers and concerned 
authorities.  

The problem in freight transport systems is to obtain 
information in ITS over Mobile Relay Network to facilitate 
the necessary information access for drivers on the road. 
The proposed network solution consists of all the RFID 
enabled mobile nodes on road such as RFID tag and reader 
on the traffic light pole, and Wireless Sensor Network 
(WSN). This enables cars to be aware of their position and 
of the vessel they transport. In our case, we are limited with 
a small platform such as seaport confined space where cars 
are IAV nodes, and further works aim to generalize to more 
complex infrastructure.  

This work is performed in part of European project 
Weastflows [24]. The paper is organised as: In Section II, 
the role of ICT in sustainable transport system is described; 
then, in Section III, various ICTs are explained with their 
applications in freight transport system. In Section IV, a 
case of communication in container terminal is discussed. 
Concluding remarks are lead to the last section.  

II. ROLE OF ICT IN SUSTAINABLE FREIGHT TRANSPORT 
The key role of ICT for enabling sustainable freight 

transport is in establishing cooperation among logistics 
companies and various actors of freight transport system by 
enabling the real time flow of information. ICT helps to 
build trust among the various actors of the freight transport 
system by encouraging them to share information for 
achieving optimum transport strategies. Another important 
contribution of ICT towards sustainable freight transport 
system is its ability to support intermodal freight transport. 
Various practical applications of ICT in freight transport 
include vehicle tracking, monitoring and control, vehicle to 
vehicle communication, vehicle to infrastructure 
communication, security and safety purposes. 

Ollo-López and Aramendía-Muneta [4] examined the 
impact of ICT on competitiveness, innovation and 
environment, and found that use of ICT seems to favor these 
issues. Several applications can be cited thanks to ICT 
development in ITS: Tracking and tracing, localization, 
Monitoring and control, dynamic scheduling, traffic flow 
(optimization), weather and congestion information, 
pollution control, safety and security. For example, a trailer 
could be automatically identified, given permission to enter 
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a container yard and instructed where to drop its load. In 
[20], a framework of a devoted highway freight transport 
platform in China is described. Such platform can provide 
the availability of drivers to transport companies by 
destination requests, generating route plans, and returning 
the calculated plans to the users. Furthermore, the 
information is processed through a Geographic Information 
System (GIS) [19] capable to provide accurate and real-time 
weather information on a specific area.  

There are recent trends towards Vehicular ad hoc 
Network (VANET) as they can leverage mobile nodes to 
bridge the gap between information isolated islands. It is a 
flexible and low-cost extension of wired infrastructure 
networks. With its ubiquitous feature, VANET is attracting 
intensive interests in many application areas. Nowadays, the 
spread of unmetered high-speed connections of internet 
allows greater flexibility and can be realized in working 
location. The Internet can be accessed almost anywhere by 
numerous means, including through mobile internet devices, 
mobile phones, data cards and cellular routers.  

Figure 1 shows the flow of information in a freight 
transport network. All the information regarding the 
transport network is communicated to a central data base, 
which is updated with the current situation of the transport 
network. This information includes location of the cargo, 
congestion, incidents and vehicle breakdown. This 
information is useful for the different actors of the transport 
system, so that they can make the better business strategies 
according to the current situation of the transport network. 
This information flow allows real time control of the 
network to achieve the goal of sustainable transport system. 

 

 
 

Figure 1. Information Flow in Freight Transport Network 
 

However, some limitations have to be taken into account 
when choosing some plate-form. First of all, the quality of 
information delivery due to limited range in wireless 
protocols: Most conventional ITS technologies can only 
detect the vehicle in a fixed position. The second 
impediment is the lack of security data exchange, especially 
in wireless case. Coronado et al. [23] proposed secure 
service architecture for logistics covering road haulage, 
infrastructure and port operations. The various problems can 
occur with the implementation of technology including time 

delay to provide reliable information in critical situations, 
some network access are free and other not, lack of 
standardization especially when interoperability is needed,  
reliability, scalability (a huge number of vehicle), 
implementation cost  and network security.  

III. ICT TOOLS FOR FREIGT TRANSPORT SYSTEM 
In this section, we discuss about the various technologies 

used in freight transport system. Vehicle telematics system 
which involves telecommunication aspects like GPS, or 
more generally web-based information system can be used 
in trailer tracking and on-board navigation. Also, RFID is a 
type of automatic identification technology, has been 
increasingly used with a great success since the 1990s [2] 
and RFID-RTLS (Real time locating system) is well suited 
for container tracking. Infrastructure-based wireless 
communication has experienced a huge diversification of 
radio access technologies while experiencing a steady 
increase of capacity. Table I shows different technologies 
used in freight transport. 

TABLE I.  ICT TOOLS IN FREIGHT TRANSPORT 

Communica-
tion Mode 

Most used tools  Applications 

Sensors -Intrusive 
-non intrusive 
-embedded 

Geo-fencing, 
Parameters 
evaluation: speed, 
distance, Safety 
guidance   

Diffusion 
information 

Panels or bulletin board 
 electronic panels 
 High speaker   

Highway 
example 

Localization GPS, Galileo, Hertzien 
network, 
Vehicle Telematics 

Vehicle tracking 
and tracing, 
Navigation, 
Geofencing 

Tracking 
Identification 
and tracing 

RFID, GSM 3+, RTLS, 
Gyrometer, Inertial center 

Container 
tracking, 
Individual 
product tracking 
 

Cooperative 
systems 

GSM 
UMTS   

 Communication 
(V2V, V2I, 
IAVs) 

Dedicated 
Transmission  

GPRS (General Packet 
Radio Service) 
Radio Electric specific 
transmission  

Confined space,  
Automatic toll 
collection, 
Safety Warning 

Beyond third generation (B3G), wireless networks 
comprise of highly ubiquitous and fast mobile broadband 
access technologies such as WLAN (Wireless Local Area 
Network), HSPA (High Speed Packet Access), or Mobile 
WiMax. Sensor nodes (installed on each vehicle) can collect 
information in order to organize the traffic, especially at 
intersection where we have not traffic light. Sensors should 
be installed on both roadside and intersections. Then, the 
embedded unit can send vehicle parameters (location, speed, 
direction, etc.) using ZigBee (IEEE 802.15.4) to roadside 
units. The challenges today are: how could be developed 
new solutions and integrate them in the existing 
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infrastructure communication and how can heterogeneous 
systems involving different technologies exchange 
information through the network, independently from the 
machines or devices they use i.e. interoperability. 
 Example of interoperable system communication is the 
it839/u-it839. Korea’s “it839”3 project in 2004 has been one 
of the first national future Internet initiatives. It aims at 
funding research in eight different communication services 
(WiBro, DMB, home networks, Telematics, RFID-based, 
WCDMA, terrestrial DTV, and Internet telephony), three 
future network infrastructures (Broadband converged 
networks (BcN), soft infraware, the IPv6 architecture) and 
nine hardware-related businesses. From the point of view of 
services, the Location- and Context-Based Services (LCBS) 
are a new class of services with a high potential in the near 
future in freight transport. The key aspects of LCBS are 
their inherent relations between location coordinates or 
activity-contexts and applications. 
Typical example classes for LCBS are: 
• Intelligent navigation support for mobile users. 
• Geography-dependent information systems and geographic 
multicast communications. 
 Configuration of ad hoc infrastructures for location or 
context dependent applications in case of rescue/emergency 
situations, spatially and time-limited operations requires a 
decentralized provision of location information within the 
terminal equipment through specific sensors (GPS, active 
badges, user input, etc.). The multi-network access of 
mobile terminal equipment (WLAN, GPRS, UMTS and 
Differential GPS) with horizontal and vertical handover 
capability can be used to improve the accuracy of the 
receiver by adding a local reference station to augment the 
information available from the satellites. Another 
technology RFID is mostly used in retailing and 
manufacturing environment but recently, it has been used in 
tracking vehicle as well, because using high frequency 
transmission enables readers to get information from great 
distance. The RFID chip typically is capable of carrying 
2000 bytes of data or less. Table II summarizes different 
communications modes in RFID.  

TABLE II.  DIFFERENT RFID COMMUNICATION MODES 
RFID 
Mode 

Frequency 
/time  

Characteristic Application 

Passive 
Time has 
non limited 
lifespan 
Tag 
energized 
by the 
reader 

Low 
frequency 

Least interference 
from metal, liquid 

Access control 
(airport) 

High 
frequency 

Tracking items 
everyday 

Animal 
tracking 

Ultra high 
frequency 

3.5 m and up 
Lowest price (no 
battery) 

Pallet or case 
tracking 
(merchandise)  

Active  
200 m read-
range 
3-10 years 
tag life 
 

Beacon Presence or 
absence of items  

Boolean 
applications or 
detection 

Real time 
location 

The battery 
periodicaly 
transmits its signal 

Find objects or 
people in real 
time 

 To resolve the problem of the large transmission 
overhead when the RFID tag information is transmitted in 
IEEE 802.11 wireless LANs, we can consider the frame 
aggregation method being discussed in the IEEE 802.11n 
Task Group. The frame aggregation method has two 
techniques called MSDU (MAC Service Data Unit) 
aggregation and MPDU (MAC Protocol Data Unit) 
aggregation. 
 For efficiently transmitting in real time RFID tag 
information in IEEE 802.11 wireless LANs, we need to 
combine the multipolling method [3], which enhances the 
PCF protocol using the connectivity information. The 
EPCglobal Network [14] (developed by the M.I.T) is the 
Auto ID international center’s specification and specifies 
major aspects of operation of networked RFID system. The 
EPCglobal network architecture (middleware plate-form) 
can enable readers to identify and monitor RFID products 
and then, access crucial database to query cargos 
information shared through Internet. Furthermore, the 
system is regulated by international standard such as ISO 
6346:1995 and ISO 17363:2007. In the traffic information 
management, RFID can be used to collect information about 
traffic jams. For instance, officials can track the travel time 
of cars on specific motorways, analyses that information and 
then distribute reports about average commuting times to 
drivers, helping them decide which route to take. There are 
two kinds of vehicle tracking: automatic vehicle tracking, 
when the vehicle transmits its location regularly (within 
time interval) and events activated tracking system when the 
tracking system is activated in reaction to some event [15]. 
 Among tools for positioning problem or geo-
localization, we can cite GPS (or DGPS), GIS and RTLS 
(Real Time Localization System). Also, optical character 
recognition (OCR) and biometric based technology are used 
for vehicle or product identification. A great number of 
physical embedded sensors exist to enhance safety guidance 
to driver (speed, distance, sound sensor etc.) and finally 
many kind of interface or electronic devices allow the driver 
to access to the infrastructure networks (computers, PDA, 
iPad, smart phone, embedded camera, digital billboard etc.). 
Some authors propose a Dedicated Short Range 
Communication (DSRC) such as the ETC system used to 
collect highway tolls. This promising wireless technology is 
capable of handling the information requirements associated 
to road transport. It could facilitate high-speed transmission 
of large volumes of data between a vehicle and equipment 
installed alongside the road. 

 

IV. A CASE OF COMMUNICATION IN PORT CONTAINER 
TERMINAL 

 
 In the recent years, advanced ICTs and IAVs have been 
identified as possible candidates to implement Automated 
Container Terminals (ACT) to improve the performance of 
seaport management. New breakthrough of optimizing the 
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port logistics are achieved for smart container terminals. In 
an ACT, three types of handling facilities are usually used: 
Automated Yard Cranes (AYCs), IAVs and Quay Cranes 
(QCs). IAVs are autonomous vehicles used for horizontal 
transportation and are powered by batteries, which are 
automatically charged at a charging station on the terminal 
apron.  To be aware of its localisation at any time within the 
confined deployment space, an IAV node can include (but 
not necessarily) a GPS circuitry. RTLS is more suitable in 
this case which provides the exact position of a node to 
which the RTLS tag is attached at each time. At least three 
RTLS readers should receive signals from these tags to 
calculate the position by means of an engine which collects 
continuously the signals. In our case, the tags could be 
attached to AYC to play the role of readers, or “Anchor 
nodes”. Reduced Signals Strength Indicator (RSSI), Time of 
Arrival (ToA) and Angle of Arrival (AoA) give 
approximate location of the “tracked” nodes by using 
triangulation computation methods [10]. The second 
problem, in which RFID may play a major role, is the 
identification of an object tagged by a transponder.  This 
RFID localization solution is based on radar principles [18], 
but it couldn’t go further than 200m.   
 Now, we discuss the technologies to deal with the 
communications between IAV-to-IAV, IAV-to-CBS 
(Central Base Station) and IAV-to-RFID. These can be 
applied in freight transport infrastructure communication. 
The European project CVIS (Cooperative Vehicle 
Infrastructure Systems) has been investigating the capability 
to link vehicles to the roadside infrastructure through 
seamless communications channels. We distinguish two 
types of links in IAV-2-IAV and IAV-2-CBS 
communications: low rate wireless link to exchange data 
that do not require high transfer speed such as periodic and 
cooperation/coordination based data and high rate wireless 
link to exchange data of important volume such as data to be 
stored in data base or multimedia data, that are known as on 
demand data.  
 Because of possible interferences, IAV nodes could be 
equipped with a second transceiver such as GSM/GPRS 
technology to allow direct communications without passing 
by CBS nodes or another intermediate IAV nodes. Powerful 
meshing technical equipment such as Meshlium product 
proposed by LibeliumTM company [25] exists today in the 
market. This equipment allows interconnecting several 
wireless technologies at the same time (Wifi, Bluetooth, 
Zigbee, GSM/GPRS) and wired Internet. GPRS [14] has 
been introduced specifically for packet communication in 
GSM, it is described as 2.5G (between 2 and 3 generation) 
and recently enhanced by EDGE (Enhanced Data rates for 
global evolution). It is, thus, much more adequate for the 
application case under consideration. Contrary to voice/data 
communication in GSM (where an FD channel is reserved 
irrespective of the traffic intensity in the uplink/downlink 
direction) all users of a cell share the bandwidth.  

 For identification problem, we use RFID system in 
which typically a reader is placed on IAV and a tag attached 
to the container [8]. RFID reader and tag communicate 
wirelessly using antennas (see Figure 2). OCR (Optical 
Character Recognition) based system is also used for 
vehicle number plate’s recognition. When a vehicle arrives 
at the terminal gate the OCR system captures its plate 
number, so that the control system records it together with 
the time and date, and verifies if the vehicle is allowed to 
get inside the area. 
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Figure 2. IAV- RFID Communication 
 
 With regard to the communication architecture, we see 
that there are many standard solutions related to RFID 
technology exists in practice [5][6]. Choosing the right 
RFID tag hardware able to ensure effective and efficient 
communication is critical to the overall solution. The 
choices depend on various factors like amount of container 
information to be stored on the tag, distance requirements, 
and confined space conditions. This communication takes 
place between each IAV and the corresponding container in 
loading/discharging operations using RFID. Real-time 
locating system can also be used for local positioning; it 
allows tracking and identifying the location of objects in 
real time. ISO/IEC 24730-5:2010 defines an air interface 
protocol which utilizes chirp spread spectrum (CSS) at 
frequencies from 2.4 GHz to 2.483 GHz. 
 Cellular systems such as UMTS are also good candidate 
for IAV-2-CBS communications because it accounts for 
protocol design mobility and data rates can reach up to 21 
Mbps with high speed downlink packet (HSPDA). The 
imminent 4G technologies include Mobile WiMAX, Long 
term evolution (LTE) and HSPA+. The estimated coverage 
range is about 3 Km with a star network topology, LTE has 
a theoretical top download speed of 300Mbps and an 
Upload Speed of 75Mbps. Another candidate for IAV-2-
CBS is Digital Media Broadcasting (DMB) which includes 
digital audio /video Broadcasting (DAB/DVB) however it 
only relies on single frequency and broadcasting [7]. 
Wireless sensor networks (WSN) [13] are a set of nodes that 
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can communicate with each other. Sensor nodes measure a 
desired physical quantity and the base station node collects 
data to perform processing and to connect to the wired area 
network. In [17], two types of sensor nodes are used: mobile 
sinks (to which information is sent) and sensor nodes 
(sensing a physical phenomenon). The intelligent vehicular 
systems emerged as a good candidate for benefiting from 
the WSN’s features. WSN can be used for detecting the 
formation of ice over the road, and many other applications.  
  

TABLE III.  TECHNOLOGIES FOR IAVS COMMUNICATION 
Characteristic  Wifi Bluetooth Zigbee 

IEEE 
Specification 

802.11x 802.15.1 802.15.4 

Operating 
frequency   

2.4 GHz 
ISM, 5 GHz 

2.4 GHz 
ISM 

868 MHz, 
902-
928MHz, 2.4 
GHz ISM 

Data rate 600 Mb/s 1 Mb/s 20-250 Kb/s 

Nominal TX 
power 

15-20 dBm 0-10 dBm (-25)-0 dBm 

Nominal range 30-150 m 10-100 m 10-75 m 

Max # of cell 
nodes  

2007 8 65,000 

Waking up time - 3 s 15 ms 

Characteristic  WIMAX UWB DSRC 

IEEE 
Specification 

802.16 802.15.3 802.11.p 

Operating 
frequency   

10-66 Ghz 3.1-10.6 
GHz 

5.9 Ghz 

Data rate Speed up to 
70Mbps 

100-500 
Mb/s 

27 Mb/s 

Nominal TX 
power 

13.5 db -41.3 
dBm/MHz 

75 MHz 

Nominal range  3-5 km 
And 50 km 
from Base-
stat 

10 m 1000 m 

Max # of cell 
nodes  

 8  

Waking up time  Narrow 
pulse 

 

 

 The solution we propose is to use wireless sensor 
technology to control merchandise in this phase. The 
technologies integrated in the nodes include some wireless 
sensor device (GPS, sensors and clock) which make it 
possible to control the operations in real time. This allows 
sending relevant alerts in some critic situations and report 
emergency situations. UWB spectrum 3.1-10.6 GHz 
supports high data rate communications up to 480Mbps at a 
short distance (10-15m). Table III summarizes these 
technology choices that can be potential candidates for 
IAVs based data communication system. WLAN is 
recommended for confined regions because of its 100m 
range and low mobility whereas Mobile Wimax (802.16.x) 
is good candidate for high rate of data transfer it supports 
high speed transmission (up to 1Mbps in high mobility and 
70 Mbps in low mobility). The gain of complexity and 
mobility management is due to All-IP core future Networks 
allowing tolerance to multipath and self-interference. 
Currently, the IEEE MAC sublayer proposal for 
UltraWideBand (UWB), namely IEEE 802.15.a adopts the 
carrier sense multiple access/collision avoidance 
(CSMA/CA) technique. 

V. CONCLUSION AND FUTURE WORKS 
In the present work, we discussed about the role of ICT to 
achieve the goal of sustainable freight transport system. 
Various ICTs are described with their potential benefits and 
applications in freight transport system. A case is described 
on communication in port container terminal with 
specifying various suitable technologies. The 
communication among IAVs, and infrastructure is explained 
in a container terminal to enhance the productivity of the 
system. Through the container terminal application, we are 
convinced that WSN can be eventually incorporated into 
IAVs to overcome the problems associated to wired sensors.     

In general, the transport system lies on the intersection 
of several domains, which naturally puts pressure on the 
transport sector to stay as sensitive to change. Although it 
has been a great development in this domain but still it is a 
long way to reach sustainability in freight transport. 
Implementation of this use case using a dedicated 
simulation language like NS2, in order to test the network 
communication performances is let to perspectives.   

ACKNOWLEDGMENT 
 This work is performed in part of European Project 

‘Weastflows’. Weastflows is an Interreg IVB North West 
Europe (NWE) project funded by the European Regional 
Development Fund (ERDF) that aims to encourage a shift 
towards greener freight transport in the NWE region.  

REFERENCES 
[1] C-I. Liu, H. Jula, K. Vukadinovic and P. Ioannou, “Automated guided 

vehicle system for two container yard layouts”, Transportation Research 
Part C 12 (Elsevier), pp. 349-368, 2004. 

374Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         387 / 453



[2] S. Yong-Dong, P. Yuan-Yuan and L. Wei-Min, “The RFID application 
logistics and supply chain management”, Research Journal of Applied 
Sciences, Vol. 4, No.1, pp.  57-61, 2009. 

[3] W. Y. Choi, An Efficient Polling Scheme for Enhancing IEEE 802.11 
PCF Protocol, FREQUENZ 59: 268–271, 2005. 

[4] A. Ollo-López and M. E. Aramendía-Muneta, ICT impact on 
competitiveness, innovation and environment, “Telematics and 
Informatics” (Article in press) 2011. 

[5] S. J. Barro-Torres, T. M. Fernandez-Carames, M. Gonzalez-Lopez and 
C. J. Escudero-Cascon, “Maritime freight  container management system 
using RFID”, The Third International EURASIP on RFID Technology, 
pp. 93-96, 2010. 

[6] Y. Liang and X. Bai, “Design of RFID-Enabled Container Yard 
Management System”, G. Huang et al. (Eds.): DET2009 Proceedings, 
AISC 66 (Springer), pp. 1751–1758, 2009. 

[7] F. Qu, F. Wang and L. Yang, “Intelligent transportation spaces: 
vehicles, traffic, communications, and beyond”, IEEE Communication 
Magazine, Nov. 2010. Vol. 48, No. 11, pp. 136-142, 2010.  

[8] D. Mullen, “The application of RFID technology in a Port” 
http://www.aimglobal.org/technologies/rfid/resources/PortTech.pdf, 
[retrieved: July , 2011] 

[9] Z. Luo, T. Zhang and C. Wang, RFID Enabled Vehicular Wireless 
Query for Travel Information in Intelligent Transportation System, IEEE 
International Conference on RFID-Technologies and Applications, 
2011. 

[10] K. S. Wong, I. W. Tsang, V. Cheung and J. T. Kwok Position 
Estimation for Wireless sensor networks; IEEE Global 
Telecommunications Conference, pp.  2772-2776, 2005. 

[11] M. Forcolin, E. Fracasso, F. Tumanischvili and P. Lupieri, 
EURIDICE-IoT applied to Logistics using the Intelligent Cargo 
Concept, 17th International Conference on Concurrent Enterprising, 
Aachen, Germany, 2011. 

[12] V. Boschian, M. P. Fanti, G. Iacobellis, and W. Ukovich, The 
Assessment of ICT Solutions in Customs  Clearance Operations, IEEE 
International Conference on Systems Man and Cybernetics, Istanbul, 
2010. 

[13] C. Chong and S. Kumar, Sensor networks: Evolution, opportunities, 
and challenges” in Proceedings  of the  IEEE Vol. 91, pp. 1247-1256, 
2003. 

[14] EPC global Inc. The EPC global architecture framework 1.2, 2008. 
[15] Y. Wang and A. Potter, “The application or real time tracking 

technologies in freight transport”, The Third International IEEE 
Conference on Signal Image Technologies and Internet Based-system 
2008. 

[16] M. Mansouri, B. Sauser and J. Boardman “Application of System 
Thinking for Resilience Study in Maritime Transportation System of 
Systems” IEEE International Systems Conference, Vancouver, Canada, 
March 23-  26, 2009 . 

[17] D. Taccomi, D. Miorandi, I. Carreras, F. Chiti and R. Fantacci, Using 
wireless sensor networks to support intelligent transport systems, Adhoc 
Networks Journal (8), pp. 462-473, Elsevier 2010. 

[18] M. I. Skolnik, Radar Handbook, New York: McGraw-Hill, 2007. 
[19] F. Reclus and K. Drouad “Geofencing for fleet and freight 

management” 9th International Conference on Intelligent Transport 
Systems, Telecommunications, Lille 2009.  

[20] L. Chen, T. Alfred and C. Wang, “A highway freight transport plate-
form for the Chinese freight Market” IEEE Forum on Integrated and 
Sustainable Transport Systems, Vienna, Austria, June 29, 2011. 

[21] A. M. Zanni and A. L. Bristow, Emissions of CO2 from road freight 
transport in London: Trends and policies for long run reductions, 
ENERGY Policy 38, pp. 1774-1786, Science Direct 2010. 

[22] G. Zacharewicz, J. C. Deschamps and J. Francois, Distributed 
simulation platform to design advanced RFID based freight 
transportation systems. Computers in Industry 62, pp. 597–612, 2011. 

[23] A. E. Coronado, C. S. Lalwani, E. S. Coronado and S. Cherkaoui, 
Wireless Vehicular Networks to  Support Road Haulage and Port 
Operations in a Multimodal Logistics Environment, IEEE International 
Conference on Service Operations and Logistics and Informatics, 
Beijing, 2008. 

[24] http://www.weastflows.eu [retrieved: June,  2012]  

[25] www.libelium.com [retrieved: June,  2012] 
 
 

375Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         388 / 453



Performance Analysis of Synchronization for an OFDMA System

Jihyung Kim, Jung-Hyun Kim, Kwang Jae Lim, and Dong Seung Kwon
Mobile Convergence Research Division

ETRI
DAEJEON, KOREA

Email: {savant21, jh.kim06, kjlim, dskwon}@etri.re.kr

Abstract—We present the time and frequency synchroniza-
tion algorithm as well as the cell search scheme for cellular sys-
tems. Coarse time and fractional frequency offset estimates are
performed in the time domain by using the primary preamble,
while the cell search and the integer frequency offset estimate
are performed in the frequency domain and afterwards the fine
time and frequency offset estimates are performed by using
the secondary preamble. All algorithms are evaluated under
rapidly time-varying multipath fading channels and an initial
carrier frequency mismatch. The simulation results show that
the proposed algorithm can provide a robust synchronization
and cell-search capability, even in bad cellular environments.

Keywords-synchronizatoin; preamble; OFDMA.

I. INTRODUCTION

Orthogonal frequency division multiplexing access
(OFDMA) is an efficient multicarrier technique which has
been proposed for current and next generation wireless
communication systems, for example IEEE 802.16e (mobile
WiMAX) and IEEE 802. 16m [1] [2]. However, time offsets
(TOs) and frequency offsets (FOs) between the base-station
(BS) and the mobile users (MUs) arising due to local
oscillator mismatch and/or the mobility of the users destroy
the orthogonality among the user’s sub-carriers. Inter symbol
interference (ISI) and Inter carrier interference (ICI) caused
by these TOs and FOs severely degrade the performance
of the whole system. Therefore, the estimation and the
compensation of TO and FO are imperative at the BS and
the MUs.

In many situations that time delays and Doppler spreads
exist, TO and FO synchronization only at the downlink of
OFDMA systems is not sufficient and calls for TO and
FO synchronization at the uplink as well. However, TO
and FO synchronization is much more challenging at the
uplink due to the presence of multiple TOs and FOs and
the fact that the received signal at the BS is the sum of the
transmitted signals from all the users. In addition, ensuring
the identifiability of cell is also an important requirement.
By utilizing cell-specific reference signal, target TO and FO
can be restored from a signal disturbed by other users’ TOs
and FOs mismatch.

Various solutions of synchronization for OFDMA systems
have been proposed in the literature [3]∼ [6], but only a few
of them also discuss the identifiability [7] [8]. In this paper,

P-preamble S-preamble Data Slot Data Slot

Nframe

Primary
preamble

CP

G N

Ns

Figure 1. Abstract frame structure

we invest an overall synchronization process including the
identification. Moreover, we consider the mobility. The
mobility of the receiver relative to transmitter is the main
factor that affects the rate of fading. As the receiver moves
with some velocity relative to the transmitter, the phase
shifts of the received signal changes. This phenomenon is
known as the Doppler effect. In practical OFDMA systems,
a frequency offset due to the Doppler effect usually exists
between the transmitter and the receiver.

This paper is organized as follows: Section II introduces
a basic OFDMA system. Section III presents the proposed
synchronization algorithm in detail. Section IV shows the
performance of overall proposed scheme and compari-
son with the performance of without-fine synchronization
scheme. Finally, Section V gives some conclusions.

II. SYSTEM MODEL

As shown in Figure 1, we consider a packet-based
OFDMA communication system, where a preamble is placed
at the beginning of the packet. The preamble consists of
two different components, which are denoted as the pri-
mary preamble and the secondary preamble as similar to
IEEE802.16m [2]. The length of each preamble is an OFDM
symbol, which is the same length of a data symbol. We
consider an OFDM symbol with two identical halves in the
time domain as the primary preamble. The primary preamble
is common for all BSs and is used for the TO and FO
synchronization. The secondary preamble is used for the
cell-ID identification and it can also be used to estimate
more accurate TO and FO in bad cellular environments. In
this paper, we propose a robust synchronization technique
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using the primary preamble for coarse synchronization and
using the secondary preamble for the fine synchronization
as well as the cell-ID identification.

In the time domain, the n-th sample of a base-band
equivalent OFDM symbol is given by

x(n) =
1√
N

N−1∑
k=0

X(k)ej2πkn/N , (1)

where j =
√
−1, −G ≤ n ≤ N − 1, N is the total

number of subcarriers for an OFDM symbol, X(k) is the
k-th modulated signal in the frequency domain, and G is the
length of cyclic prefix (CP), which is assumed to be longer
than the length of channel impulse response. The signal
is transmitted through a frequency selective channel. Let
h(n) denote the base-band equivalent discrete-time channel
impulse response of length ν. A carrier frequency offset of ε
(normalized with subcarrier spacing) causes a phase rotation
of 2πεn/N . Assuming a perfect sampling clock, the received
samples of the OFDM symbol are given by

y(n) = ej[(2πεn/N)+ε0]
ν−1∑
l=0

h(l)x(n− l) + z(n), (2)

where ε0 is an initial arbitrary carrier phase and z(n) is a
zero mean symmetric complex white Gaussian noise with
variance σ2

z . x(n− l) is the (n− l)-th transmitted sample in
the time domain.

III. ROBUST SYNCHRONIZATION AND CELL SEARCH
SCHEME

We construct a procedure including coarse time and
frequency synchronization, cell search, and fine time and
frequency synchronization as illustrated in Figure 2. If
the decoder fails several times by a wrong cell-ID or
large synchronization errors, the synchronization will be
refreshed. Similarly when the estimated cell is not confirmed
after several iterations, which means that the cell were
estimated falsely, the complete process is performed from
the beginning. We now introduce the procedure of overall
synchronization scheme step by step.

A. Coarse Time and Frequency Offset Estimation

For coarse synchronization, the primary preamble is used.
The primary preamble excluding CP consists of two identi-
cal halves. Using the character of the primary preamble, we
can obtain a coarse TO and FO jointly. Based on [9], the
timing metric by using auto-correlation in the time domain
is given by

M(k) =
|P (k)|2

R2(k)
, (3)

Coarse time and
fractional frequency

offset estimation

Coarse time and
fractional frequency
offset compensation

Cell search and
integer frequency 
offset estimation

Integer frequency 
offset compensation

Fine time and
fractional frequency 

offset estimation

Fine time and
fractional frequency 
offset compensation

Figure 2. Proposed synchronization process

where P (k) and R(k) are

P (k) =

G+N/2−1∑
i=0

y(k + i)y∗(k + i+N/2), (4)

R(k) =
1

2

G+N−1∑
i=0

|y(k + i)|2,

where (·)∗ denotes the complex conjugate, y(k) is the k-
th sample of the base-band equivalent received signal, and
R(k) gives an estimate of the energy in G + N samples
of the received signal for the normalization. N/2 is chosen
such that the angle of P (k) lies in the range [-π,π] [10].

Then, we can obtain the estimated TO, τcoar, and the
estimated FO, εcoar, from the metric M(k) and P (k),
separately.

τcoar = argmax
k

M(k), (5)

εcoar = −
1

π
∠(P (k)).

B. Cell search and integer FO estimation

The cell-ID can be jointly estimated with the integer FO.
For the cell search, a simple method is to use a cross
correlation between the received signal and the secondary
preamble in the frequency domain. However, the algorithm
based on the cross correlation between the reference signal
and the received signal of the secondary preamble has per-
formance degradation due to TO and FO mismatch between
them. Therefore, we adopt a differential cross-correlation
method that is robust to TO and FO over frequency selective
channels and has the clear peak value at the estimated frame
timing from the coarse synchronization.

For the integer FO estimation, we exploit the cyclic shifts
of the secondary preamble sequence according to the cell-
ID. The quantity of integer FO can be estimated by the
subcarrier cyclic shift value maximizing the metric. This is
described as follows:

C(k, i) =
W (k, i)

V (k, i)
, (6)
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where

W (k, i) =

Nl−D−1∑
k=0

αk+Dα
∗
kβ

∗
k+D,iβk,i, (7)

V (k, i) =
1

4η

Nl−D−1∑
k=0

|αk+D|2 + |αk|2 (8)

+ η|βk+D,i|2 + η|βk,i|2,

αk = Y (Lc(k)), αk+D=Y (Lc (k+D)), βk,i=S((Lc(k) +
i)modN), and βk+D,i=S((Lc(k + D) + i)modN). η is
1

Nl

∑Nl−D−1
k=0 Y (Lc(k)) which is the normalization factor.

Y (·) is the received signal and S(·) is the reference sig-
nal, and Lc(·) is a pilot subcarrier index allocated in the
frequency domain. D is the coefficient for the differential
cross-correlation and set to 1 in this paper.

Then, we can obtain the estimated cell-ID, κ, and the
estimated integer FO, ξ, from the metric C(k, i).

κ = argmax
k

C(k, i), (9)

ξ = argmax
i
C(k, i).

The magnitude |C(k, i)| is expected to show a centrally
located high peak over threshold when the cell-ID was
correctly estimated. In the opposite case, if a correlation
will be performed between two unequal reference sequences
or between a reference sequence and received signal, then
|C(k, i)| will not show a significant peak and the estimated
cell-ID shall be considered as false.

C. Fine Time and Frequency Offset Estimation

After performing the coarse time synchronization scheme,
the estimated time is moved earlier by a few samples. This
means that the FFT starting point is located within CP, and
then makes to avoid ISI. The conventional method applied
to fine time synchronization calculates a cross correlation
value generated by producing the received signal and local
samples with known long training symbols. However, the
multipath channel introduces inter-path interference (IPI)
into the received signal which can not be removed by the
correlation based method in the conventional time offset
estimation. Thus, we propose a new fine time and frequency
synchronization scheme by using the secondary preamble.

Assuming a candidate of FO as ε in the fixed point, we
can calculate j(n) from the received signal y(n) as follows:

j(n) = e−2πεny(n). (10)

For a sake of simplicity, j is a vector of j(·) in the time
domain and S is a vector of the reference signal S(·) in the
frequency domain.

J = FFT (j). (11)

Then,

h = IFFT (J · S∗), (12)

=
1

N

N−1∑
k=0

Y (k)S∗(k)ej2πkn/N

=
1

N

N−1∑
k=0

X(k)H(k)ej2πkδ/NS∗(k)ej2πkn/N

=
1

N

N−1∑
k=0

H(k)ej2πk(n+δ)/N

= h(n+ δ)

where X(k)S∗(k)=1 in the case of the corrected cell-ID
estimation and the h is the channel impulse response vector.
Then, we can jointly obtain the estimated TO, τfine, and the
estimated FO, εfine, from the final metric, h

′
(·).

τfine = max
k

h
′
(k, ε), (13)

εfine = argmax
ε
h

′
(k, ε),

where

h
′
(k, ε) =

H−1∑
k=0

h(k, ε). (14)

Here, h
′
(·) is calculated by a summation of the first metric

h(·) with length H in order to improve the performance of
the peak value in the multi-path fading channel.

IV. SIMULATION RESULTS

Several simulations are carried out to evaluate the per-
formance of the proposed synchronization method. The
main parameters for an OFDMA system are chosen as
follows: The number of subcarriers is 2048 and the nom-
inal channel bandwidth is 20MHz, and the carrier fre-
quency is 2.4GHz. The used channel is Veh-A of ITU-
R of which the relative delay and the average power
are [0;310;710;1090;1730;2510](ns) and [0;-1;-9;-10;-15;-
20](dB), respectively [11].

The performance achieved by the proposed estimator is
evaluated in terms of the mean squared error(MSE) accord-
ing to signal-to-noise ratio(SNR), E[|H(k)S(k)|2/|Z(k)|2].
It is computed as

MSE(θ̂) = E[|θ̂ − θ|2], (15)

where E[·] denotes the expectation and θ̂ is an estimated
value with respect to θ.

Figures 3 and 4 depict the MSE curve when the time
offset by propagation delay is 500µs and the normalized
frequency offset is 1.01. We can see that the proposed
algorithm works robustly for a high delay spread fading
channel in the presence of both Doppler spread and an initial
frequency offset.
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Figure 3. Mean Squared Error of time synchronization
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Figure 4. Mean Squared Error of frequency synchronization

Figure 5 shows the code detection probability for cell
search. It provides the reliable cell search ability without
additional reference signal by the result of time synchro-
nization. Furthermore, the simulation results show that the
performance of the proposed estimator is tolerant to the
variation in the mobility of a user.

V. CONCLUSION

In this paper, a novel preamble-based synchronization
and cell-search technique for OFDMA cellular systems was
proposed. The preamble is composed of the primary and the
secondary preamble. With the primary preamble, the initial
coarse time and frequency offset estimation are performed.
With the secondary preamble, the cell-search algorithm is
proceeded in a hierarchical manner, the integer frequency
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Figure 5. Success probability of cell search

offset estimation and the cell-ID sequence estimation. The
fine time and frequency offset estimation is also performed
with the secondary preamble. The overall performance of
the synchronization and cell search was analyzed in terms
of MSE in time and frequency-selective fading channels.
Therefore, we conclude that the proposed algorithm provides
the robust synchronization and cell-search capability, even
in bad cellular environments.
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Abstract—Mobility Load Balancing (MLB) is one of the most 
important functions of Self-Organizing Networks (SON) in 
Long Term Evolution (LTE). The conventional MLB schemes 
based on handover (HO) conflict with Mobility Robustness 
Optimization (MRO) because both operations adjust the same 
HO parameters. The simulation results show that the 
conventional MLB scheme cannot achieve load balancing gain 
without some degradation in HO performance. In order to 
solve the conflict problem, this paper proposes an MLB scheme 
based on cell reselection (CR) that works in coordination with 
MRO. The proposed scheme adjusts the CR parameters and 
not the HO parameters, and never conflicts with MRO. 
Through computer simulations, it is shown that the proposed 
scheme can realize effective load balancing on a par with 
conventional schemes without any degradation in HO 
performance. The simulation results show that the proposed 
scheme is especially effective in an environment where a lot of 
small-size data packets are transmitted by a large number of 
users, which is highly applicable to current mobile networks 
with explosive diffusion of smart phones. In such case, more 
than 10% and 90% gains can be obtained in the total 
throughput and 5th percentile user throughput, respectively. 

Keywords: LTE; self-organizing networks (SON); mobility 
load balancing (MLB); mobility robustness optimization (MRO); 
cell reselection 

I.  INTRODUCTION 

In conventional cellular networks, system parameters are 
manually adjusted to maintain and/or improve the 
operational performance. However, due to the rapid 
evolution of networks, the parameters have become more 
complex and larger, and such manual tuning of the 
parameters is becoming increasingly difficult. In order to 
reduce the operational complexity of cellular networks, the 
concept of Self-Organizing Networks (SON) has been 
introduced into Long Term Evolution (LTE) and is currently 
being discussed in the 3rd Generation Partnership Project 
(3GPP) [1]. 

One of the main functions of SON is Mobility Load 
Balancing (MLB) [2]. In cellular networks, traffic demand 
dynamically changes both in time and space, and it is 
common for some cells to be heavily loaded, whereas their 
adjacent cells are not. The objective of MLB is to distribute 
cell load evenly among adjacent cells or to transfer part of 
the traffic from congested cells. In MLB, this is done by self-
optimization of the mobility parameters. 

In the 3GPP, the concept, requirements, procedures and 
interfaces of MLB are discussed. The actual solutions are left 

to vendor specific algorithms and several algorithms for the 
optimization of the mobility parameters have been reported 
in the literature [3][4][5][6][7][8][9][10][11]. They 
considered MLB based on handover (HO), which is referred 
to as “HO-MLB” hereafter. HO-MLB adjusts the HO timing 
by biasing the HO measurements, forcing user equipments 
(UEs) around the cell-edge in highly loaded cells to hand off 
to less loaded neighboring cells in order to share traffic 
between adjacent cells. The unavoidable problem in any 
attempt to realize HO-MLB is the conflict with Mobility 
Robustness Optimization (MRO), which is also one of the 
important functions of SON [2]. MRO aims to minimize HO 
failures and reduce ping-pong HOs by adjusting the HO 
parameters. Therefore, it is possible that both HO-MLB and 
MRO adjust the same HO parameter in the opposite 
directions at the same time and the conflict may lead to 
performance degradation. The conflict problem between HO-
MLB and MRO was investigated in detail [6]. In [6], the 
authors proposed a solution to avoid the conflict problem by 
imposing a restriction on HO-MLB through setting an 
allowed range to make sure that HO failures never occur. 
However, the proposal is not a sufficient solution because the 
load balancing is extremely limited by the operation of MRO 
and the gain is therefore expected to be negligible. Moreover, 
it is very difficult to determine the allowed range for in-
service cellular networks where the allowed range varies 
dynamically in response to changes in the radio environment 
and UE mobility. In such networks, the scheme may not 
work effectively. 

Cell reselection (CR) also has the potential to realize load 
balancing [2]. We refer to an MLB based on CR as “CR-
MLB” hereafter. In the same way as HO-MLB, the 
adjustment of the CR timing by biasing the CR 
measurements causes the UEs around the cell-edge in highly 
loaded cells to migrate to less loaded neighboring cells. 
While HO-MLB is intended for UEs in radio resource 
control (RRC) connected mode, CR-MLB is intended for 
UEs in RRC idle mode. In previous studies of MLB, HO-
MLB is mainly studied because the adjustment of CR 
parameters is only effective during call set-up and the 
optimization of HO parameters is considered to be the 
preferred option [9]. However, CR-MLB has a great 
advantage over HO-MLB in that there is no conflict with 
MRO because CR-MLB and MRO adjust different 
parameters. Therefore, CR-MLB can be a promising way to 
realize load balancing more than HO-MLB. To the best of 
our knowledge, the performances of CR-MLB have not been 
reported. 

381Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-203-5

ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

                         394 / 453



In this paper, we propose a CR-MLB scheme that works 
in coordination with MRO. The proposed scheme adjusts CR 
parameters under the restriction determined by the HO 
parameters, which are obtained by MRO operating 
independently of MLB. The proposed scheme is expected to 
realize load balancing without any degradation in HO 
performance. In order to examine the performance and 
clarify the applicable scope of the proposed scheme, we 
perform the computer simulations over different UE 
distributions and traffic patterns. 

The rest of the paper is organized as follows. In section II, 
we explain the conventional HO-MLB scheme, and the 
influence on HO performance is clarified through a computer 
simulation. Section III introduces the proposed CR-MLB 
scheme. The performance of the proposed scheme is 
evaluated in section IV. Finally, we conclude this paper in 
section V. 

II. MOBILITY LOAD BALANCING BASED ON HANDOVER 

In this section, we introduce the HO procedure in 3GPP 
LTE and then explain the operational principle of the 
conventional MLB scheme based on the HO (HO-MLB). 
The influence of HO-MLB on HO performances is also 
examined by computer simulations. 

A. HO Procedure 

The HO procedure in 3GPP LTE begins with 
measurement report (MR) transmission from a UE to its 
source cell (serving cell). The UE periodically performs 
downlink channel measurements based on cell-specific 
reference signals and checks whether the signal strengths 
satisfy the conditions for MR transmission. The entering 
condition for event A3, which is one of the MR triggering 
events generally used for the HO procedure [12], is defined 
as 

 Hys0a3Offset0 CIO 

where M0 and M1 are the signal strengths of the serving cell 
(Cell#0) and the target cell (Cell#1), respectively. Hys0 is the 
hysteresis parameter and a3Offset0 is the offset parameter for 
event A3.  In order to simplify the discussion without 
generality, we disregard Hys0 and a3Offset0 in this paper. By 
substituting Hys0 = a3Offset0 = 0 into (1), we obtain the 
following condition; 

 CIO 

where CIO0,1 is a cell-specific offset parameter set by Cell#0 
for Cell#1 and is called “Cell Individual Offset (CIO).” If 
condition (2) is satisfied for duration of Time To Trigger 
(TTT), the UE sends the MR to Cell#0 and the HO 
procedure from Cell#0 to Cell#1 is initiated. 

B. Conventional HO-MLB Scheme 

The operational principle of HO-MLB is illustrated in 
Figure 1. As shown in Figure 1(a), 12 UEs and 2 UEs belong 
to Cell#0 and Cell#1, respectively, that is, Cell#0 is more 
loaded than Cell#1. In this case, as illustrated in Figure 1(b), 

the HO-MLB scheme increases CIO0,1 to make the HO 
timing from Cell#0 to Cell#1 earlier and UEs of Cell#0 near 
Cell#1 will hand off to Cell#1. In addition, as shown in 
Figure 1(c), the HO-MLB scheme can decrease CIO1,0 to 
make the HO timing from Cell#1 to Cell#0 later in order to 
keep the handed off UEs from Cell#0 staying in Cell#1. 
Finally, the load is shared equally between Cell#0 and 
Cell#1. 
 

Cell#0 Cell#1

12UEs 2UEs
 

(a) Before the operation of HO-MLB. 

Cell#1Cell#0

HO

Increasing CIO0,1  
(b) HO-MLB Increases CIO0,1 to force UEs around cell-edge 

 to hand off to Cell#1. 

7UEs 7UEs

Cell#0 Cell#1Decreasing CIO1,0

 
(c) HO-MLB decreases CIO1,0 to keep UEs around the cell-edge 

 staying in Cell#1. 

Figure 1.  Operational principle of HO-MLB. 

C. Influence on HO pereformances 

The adjustment of the HO timing by the HO-MLB 
scheme may cause performance degradation of HO processes. 
Here the influence of HO-MLB on HO performances is 
examined through computer simulations. We evaluate the 
HO failure rate and ping-pong HO rate between Cell#0 and 
Cell#1 by changing CIO0,1 and CIO1,0. In the simulations, the 
number of HO failures is counted if “Too Late HO,” “Too 
Early HO,” or “HO to Wrong Cell” is observed [2]. The 
number of ping-pong HOs is counted when the UE returns to 
the original serving cell within a pre-determined minimum-
time-of-stay (MTS) after a HO from the original serving cell 
to a neighboring cell [13] and the MTS value in the 
simulations is set to 2 seconds. The HO failure rate and ping-
pong HO rate is defined as the ratio of the number of HO 
failures and ping-pong HOs divided by the number of all 
HOs including HO failures, respectively. The other 
simulation conditions are summarized in Table I. 
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In order to obtain significant load balancing gain, the 
MLB scheme should be operated in an environment in which 
low mobility UEs are dominant. Therefore, we assume that 
UE mobility is 3 km/h throughout the paper. In the case of 3 
km/h, we run the MRO [14] and find that the optimal CIO 
value that minimizes the sum of the HO failure rate and 
ping-pong HO rate is 6 dB.  The default CIO value is set to 
6 dB. 

TABLE I.  SIMULATION CONDITIONS 

Inter-Site Distance 500 m 

eNB Power 43 dBm 
Pathloss 120.9+37.6 log10(d) 

Shadowing Standard deviation: 8 dB, 
Correlation distance: 50 m 

Fading Typical Urban 6path 

UE Mobility Uniform Distribution, Random Walk, 
3/30/60/120/240 km/h 

L3 Filter Parameter K: 4 

Handover 

T300: 1 s, T301: 500 ms,
T304: 400 ms, T311: 10 s, 

delay (X2): 60 ms, delay (intra-eNB): 10 ms, 
Tstore_ue_context: 1 s, Time to Trigger: 256 ms

RLF Detection Qin: 6 dB, Qout: 8 dB, 
N310: 1, N311: 1, T310: 1 s

 
Figure 2 shows the HO failure rate and ping-pong HO 

rate when the HO-MLB scheme increases CIO0,1 from the 
default value of 6 dB to 6 dB while CIO1,0 is fixed to 6 dB. 
It is found that the HO failure rate is almost zero for all CIO 
values, but the ping-pong HO rate becomes higher as the 
HO-MLB scheme increases CIO0,1. This is because the 
hysteresis region becomes narrower by increasing CIO0,1. It 
is undesirable for the incidence of ping-pong HO to be too 
high as it consumes a lot of radio resources as well as placing 
an unnecessary burden on the hardware units of eNBs and 
wastes backhaul resources. If we introduce a policy whereby 
the ping-pong HO rate is kept below 15 %, HO-MLB can 
increase CIO0,1 only up to 2 dB and this may result in little 
load balancing gain being achieved. The gain will be 
evaluated in detail in section IV. 
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Figure 2.  HO failure rate and ping-pong HO rate: CIO0,1 is changed from 

6 dB to 6 dB, while CIO1,0 is the fixed value of 6 dB. 

In order to prevent ping-pong HO from occurring, HO-
MLB has to keep the hysteresis region at 12 dB by 
decreasing CIO1,0 according to the increase in CIO0,1 as 
shown in Figure 1(c). Figure 3 shows that decreasing CIO1,0 
causes a large number of Too Late HO from Cell#1 to Cell#0 
and the HO failure rate becomes critically high as HO-MLB 
increases CIO0,1. It is found that the increase in HO failures 
is inevitable when HO-MLB decreases CIO1,0. As a result, 
this option is not an appropriate approach because the HO 
failures directly influence the user performance. 

Finally, from Figures 2 and 3, it can be concluded that 
HO-MLB cannot achieve load balancing gain without some 
degradation in HO performance. 
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Figure 3.  HO failure rate and ping-pong HO rate: CIO0,1 is changed from 
6 dB to 6 dB and CIO1,0 is changed so that the hysteresis region is kept at 

12 dB. For example, CIO1,0 is set to 6 dB and 18 dB when CIO0,1 is set to 
6 dB and 6 dB, respectively. 

III. MOBILITY LOAD BALANCING BASED ON CELL 

RESELECTION 

In this section, we introduce the CR procedure in 3GPP 
LTE and then explain the operational principle of the 
proposed MLB scheme based on the CR (CR-MLB). 

A. Cell Reselection Procedure 

The CR procedure in 3GPP LTE is performed as follows. 
The UE in RRC idle mode periodically performs idle mode 
measurements. When more than 1 second has elapsed since 
the UE camped on the current serving cell and the following 
condition (3) is satisfied during a time interval of 
TreselectionRAT, the UE camped on Cell#0 shall perform cell 
reselection to Cell#1 [15]. 

 QHyst,0Qoffset 

where M0 and M1 are the signal strengths of the camped cell 
(Cell#0) and the target cell (Cell#1), respectively. QHyst,0 is 
the hysteresis parameter and, to simplify the discussion, we 
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disregard it in this paper. By substituting QHyst,0 = 0 into (3), 
we obtain the following condition; 

  Qoffset 

where Qoffset0,1 is a cell-specific offset parameter set by 
Cell#0 for Cell#1 called Qoffset. In normal operation, the 
CR timing is adjusted to be the same as the HO timing and 
then Qoffset0,1 is equal to CIO0,1. 

B. Proposed CR-MLB Scheme 

Figure 4 illustrates the operational principle of CR-MLB. 
As illustrated in Figure 4(a), 12 UEs and 2 UEs in RRC 
connected mode belong to Cell#0 and Cell#1, respectively. 
Because Cell#0 is more loaded than Cell#1, the CR-MLB 
scheme decreases Qoffset0,1 to make the CR timing from 
Cell#0 to Cell#1 earlier as shown in Figure 4(b). Once UEs 
of Cell#0 leave the RRC connected mode and enter the RRC 
idle mode, the UE near Cell#1 will perform cell reselection 
to Cell#1. Finally, as shown in Figure 4(c), the UEs camped 
on Cell#1 will enter the RRC connected mode and belong to 
Cell#1. In summary, if the UE stays within the hysteresis 
region of the HO parameter, it can potentially connect to 
both Cell#0 and Cell#1. Once the UE connects to either cell, 
the UE does not satisfy the HO condition and continues to 
stay in the same cell. CR-MLB moves such UEs to the less 
loaded cell when they are in the RRC idle mode. 
 

Cell#0 Cell#1

12UEs 2UEsHysteresis
 

(a) UEs in RRC connected mode before the operation of CR-MLB. 

Cell#0 Cell#1

Cell Reselection

Decreasing Qoffset0,1  
(b) CR-MLB decreases Qoffset0,1 to force UEs in RRC idle mode around the 

cell-edge to perform cell reselection to Cell#1. 

Cell#0 Cell#1

7UEs 7UEs
 

(c) UEs in RRC connected mode after the operation of CR-MLB. 

Figure 4.  Operational principle of CR-MLB. 

In the proposed scheme, CR-MLB and MRO operate 
independently and never conflict with each other. MRO 

always operates and optimizes the setting of CIO to 
minimize the HO failure rate and ping-pong HO rate. When 
the traffic load in each cell is not heavy and it is not 
necessary to perform load balancing, CR-MLB does not 
operate and the CR parameter is set to the default value 
Qoffset0,1 = CIO0,1, which is determined by the result of 
MRO. If the traffic load in some cells becomes high and the 
traffic loads between adjacent cells are unbalanced, CR-
MLB begins to operate and decreases the CR parameter of 
the higher loaded cell for the less loaded cells. As a result, 
CR-MLB works in coordination with MRO and can realize 
load balancing without any degradation in HO performance. 

There is one concern that will need to be considered. 
When CR-MLB decreases Qoffset0,1 and the hysteresis 
margin between the CR timing from Cell#0 to Cell#1 and the 
HO timing from Cell#1 to Cell#0 are close to zero, there is a 
high possibility for the UE performing cell reselection to 
Cell#1 in RRC idle mode to return to Cell#0 by HO after the 
UE becomes the RRC connected mode. This is because the 
measured signal strengths of Cell#0 and Cell#1 fluctuate 
over time due to the effect of fast fading, shadowing, and so 
on. Note that though this may reduce the load balancing gain 
of CR-MLB, it never causes ping-pong HO in RRC 
connected mode because the hysteresis of the HO parameters 
between CIO0,1 and CIO1,0 is not changed by CR-MLB. In 
the following section, we examine the load balancing 
performance of CR-MLB considering the above concern. 

IV. PERFORMANCE EVALUATION 

In this section, the load balancing performance of the 
proposed CR-MLB scheme is examined through computer 
simulations. The system-level simulator written in C++ is 
developed for the evaluation. First, we compare the proposed 
scheme with the conventional HO-MLB scheme for various 
offered traffic loads. We also evaluate the proposed scheme 
over different UE distributions and traffic patterns to clarify 
the applicable scope. 

A. Simulation Conditions 

Figure 5 illustrates a part of the cell layout used in the 
simulation. In order to examine the load balancing gain, we 
change CIO and Qoffset values of Cell#0 for the neighboring 
6 cells (Cell#1, Cell#2, Cell#4, Cell#5, Cell#8, and Cell#19) 
and evaluate the downlink UE throughput in those cells. 
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Figure 5.  A part of the cell layout used in the simulation. 
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We define the ratio of the throughput to that for the case 
where {CIO0,1 6 dBQoffset0,16 dB} as throughput 
gain. From the simulation results, the throughput gain for the 
case where { CIO0,1 x dBQoffset0,1y dB } is derived as 

0.1
)dB6,dB6(

)dB,dB(

1,01,0

1,01,0 





QoffsetCIOThroughput

yQoffsetxCIOThroughput
 gainThroughput  

and the gains of total throughput, 5th percentile user 
throughput, and 50th percentile user throughput are evaluated. 
As an example, throughput gain of 1.0 means that the 
throughput is twice as that for the case where {CIO0,1 6 
dBQoffset0,16 dB}. 

As for the traffic model, we assume that traffic with a 
fixed data size arrives at a fixed time interval per UE. Note 
that the timing of traffic arrival is uniformly distributed 
among UEs. When the traffic arrives, the UE enters the RRC 
connected mode and then returns to the RRC idle mode 1 
second after the transmission traffic queue becomes empty. 
If the queue is not empty when the next traffic arrives, the 
UE continues to stay in the RRC connected mode. The other 
simulation conditions are summarized in Tables I and II. 

TABLE II.  SIMULATION CONDITIONS 

Cell Layout Hexagonal grid, 57 cells 

Carrier Frequency 900 MHz 

System Bandwidth 10 MHz 

Scheduler Round Robin 
# of Antennas TX: 1, RX: 2 

# of UEs 20 UEs per Cell 

Traffic Model 

Traffic with a fixed data size
at a fixed time interval 

Default data size: 475 KB 
Default time interval: 30 s

CIO 
For Cell#0 to neighboring cells: variable

For others: 6 dB 

Qoffset For Cell#0 to neighboring cells: variable
For others: 6 dB 

TreselectionRAT 0 s 

 

B. Comparison with HO-MLB 

First, we compare the load balancing performance of the 
proposed CR-MLB with that of the conventional HO-MLB 
schemes for various offered traffic loads. In order to compare 
them in the case where high throughput gain is expected to 
be obtained, we allocate 140 UEs to Cell#0 and no UEs to 
neighboring cells, that is, intentionally create an unbalanced 
traffic load situation between Cell#0 and the neighboring 
cells. In the CR-MLB, Qoffset0,1 is changed from 6 to 6 dB 
and, in the HO-MLB, CIO0,1 is changed from 6 to 6 dB. 

Figure 6 shows the throughput gains of the CR-MLB and 
HO-MLB. We change the data size of traffic so that the total 
offered traffic load in Cell#0 is 17.6, 22, and 26.4 Mbps in 
Figures 6(a)-(c), respectively. The resource block (RB) usage 
of Cell#0 without MLB is nearly 100% when the total 
offered traffic load is 17.6 Mbps. 

From Figure 6(a), it is found that there is little throughput 
gains both for the CR-MLB and HO-MLB because almost 

all offered traffic can be handled solely by Cell#0 even 
though MLB does not operate. 

In Figure 6(b), we can see that high throughput gains are 
obtained. It is found that MLB improves the 5th percentile 
user throughput rather than the total throughput and about 
80% gain can be achieved both with CR-MLB and HO-MLB. 
In HO-MLB, as CIO0,1 increases, the throughput gains 
become higher although the ping-pong HO rate also becomes 
higher as shown in Figure 2. The throughput gains become 
saturated with CIO0,1 of more than 0 dB because the 
overloaded offered traffic of Cell#0 is mostly transferred into 
neighboring cells and the RB usage of Cell#0 becomes less 
than 100%.  In CR-MLB, as Qoffset0,1 decreases, the 
throughput gains become higher without any degradation in 
HO performance. Compared with HO-MLB, the throughput 
gains of CR-MLB increase more slowly. The reason is that 
some UEs return to Cell#0 in the RRC connected mode due 
to the effect of fast fading. If the stationary UEs are 
dominant and the signal strengths change more slowly, it is 
expected that the lines of throughput gains of CR-MLB will 
fit closely with those of HO-MLB. In any case, CR-MLB 
can achieve throughput gains equivalent to HO-MLB with 
Qoffset0,1 = 6 dB. In addition, as an example, if we adopt a 
policy where the ping-pong HO rate is kept below 15%, HO-
MLB cannot increase CIO0,1 by more than 2 dB as shown 
in Figure 2 and the throughput gains of CR-MLB with 
Qoffset0,1 = 6 dB are superior to those of HO-MLB with 
CIO0,1 = 2. 

Figure 6(c) shows the case where Cell#0 is very heavily 
loaded. In this case, the differences in the throughput gains 
between CR-MLB and HO-MLB become larger. However, if 
we adopt the policy that does not allow the ping-pong HO 
rate to rise above 15%, the throughput gains of CR-MLB 
with Qoffset0,1 = 6 dB are comparable to those of HO-MLB 
with CIO0,1 = 2. 

From the above observations, we can conclude that the 
proposed scheme can realize load balancing effectively on a 
par with conventional schemes without any degradation in 
HO performance. 

C. Performance Evaluation of CR-MLB 

Next, we evaluate the proposed CR-MLB scheme over 
different UE distributions and traffic patterns. 

Figure 7 shows the throughput gains when the ratio of the 
number of UEs in Cell#0 to neighboring cells is changed. 
The number of UEs in each cell except for Cell#0 is fixed at 
20 and only the number of UEs in Cell#0 is changed. The 
offered data size of traffic is normalized so that the total 
offered traffic load in Cell#0 is 26.4 Mbps. From Figure 7, 
we can see that the throughput gains become higher as the 
ratio of UEs increases and the traffic load becomes more 
unbalanced. 

In Figure 8, we evaluate the throughput gains by 
changing the total offered traffic load in Cell#0. In the 
evaluations, we allocate 140 UEs to Cell#0 and no UEs to 
neighboring cells. From Figure 8, it can be seen that the 
throughput gains reach the maximum when the total offered 
traffic load is around 22 Mbps, and then they become lower 
as the total offered traffic load increases. This is because 
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when the total offered traffic load increases significantly and 
the RB usage of Cell#0 is much greater than 100%, the UEs’ 
transmission traffic queues are always full and the UEs 
remain continuously in the RRC connected mode. In this 
case, there is no possibility of performing cell reselection and 
the performance gain of CR-MLB is reduced. This is a weak 
point of CR-MLB, but this situation can be avoided if CR-
MLB operates before the RB usage of Cell#0 becomes 
greater than 100% and properly off-load the excess load of 
Cell#0 to the neighboring cells. 

In Figure 9, the throughput gains are evaluated by 
changing the data size of traffic. The time interval of traffic 
arrival is adjusted according to the data size of traffic so that 
the total offered traffic load in Cell#0 is 26.4 Mbps. In the 
evaluations, we also allocate 140 UEs to Cell#0 and no UEs 
to neighboring cells. From Figure 9, we can see that more 
than 90% and 10% gains in the 5th percentile user throughput 
and total throughput respectively when the data size of traffic 
is less than 500 KB. As the data size of traffic increases, the 
throughput gains becomes lower because the time that a UE 
stays in the RRC connected mode becomes longer due to the 
large data size of traffic and the possibility that the UE will 
return to Cell#0 in the RRC connected mode becomes higher. 

Finally, from Figures 7-9, we can conclude that the 
proposed CR-MLB scheme is especially effective in an 
environment where a lot of small-size data packets are 
transmitted by a large number of users. Note that in the 
simulations of Figures 7-9, we also evaluate the throughput 
gains of HO-MLB and confirm that those of CR-MLB are 
superior or comparable to those of HO-MLB for all cases if 
we adopt a policy where the ping-pong HO rate is kept 
below 15%. 

V. CONCLUSION 

In this paper, we have proposed a novel MLB scheme 
based on CR that works in coordination with MRO. The 
conventional MLB schemes based on HO conflict with MRO 
and the simulation results show that the conventional MLB 
scheme cannot achieve load balancing gain without some 
degradation in HO performance. The proposed scheme 
adjusts the CR parameters but not the HO parameters, and 
never conflicts with MRO. Through the computer 
simulations, it was demonstrated that the proposed scheme 
can realize load balancing effectively on a par with 
conventional schemes without any degradation in HO 
performance. The simulation results have also shown that the 
proposed scheme is particularly effective in an environment 
where a lot of small-size data packets are transmitted by a 
large number of users, which is highly applicable to current 
mobile networks with explosive diffusion of smart phones. 
In such case, more than 10% and 90% gains can be obtained 
in the total throughput and 5th percentile user throughput, 
respectively. 
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Figure 6.  Throughput gains of the proposed CR-MLB and the 
conventional HO-MLB schemes: Qoffset0,1 is changed from 6 to 6 dB in 

the CR-MLB and CIO0,1 is changed from 6 to 6 dB in the HO-MLB. 
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Figure 7.  Throughput gains of the proposed CR-MLB scheme versus the 

ratio of number of UEs in Cell#0 to neighboring cells. 
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Figure 8.  Throughput gains of the proposed CR-MLB scheme versus total 

offered traffic load in Cell#0. 
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Figure 9.  Throughput gains of the proposed CR-MLB scheme versus data 

size of traffic. 
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Abstract - Wireless Sensor Networks are composed of resource-

constrained devices and are used in critical monitoring and 

tracking applications. Therefore, routing protocols for such 

networks should take into consideration the trustworthiness of 

and the energy available on sensor nodes. We developed TER - 

Trust and Energy-aware Routing protocol, a location-based, 

trust and energy-aware, routing protocol for Wireless Sensor 

Networks.  The protocol uses distance, trust and energy as 

metrics when choosing the best path towards the destination. 

The protocol can be easily extended to support other metrics. 

We implemented our protocol in TinyOS and tested it in 

several test configurations. We determined experimentally that 

TER provides traffic load and energy balancing while building 

trustworthy paths. 

Keywords - Wireless Sensor Networks, routing protocol, trust, 

energy, security 

I.  INTRODUCTION 

Wireless Sensor Networks (WSNs) represent an 
innovative technology used for monitoring specific 
environments. A WSN is composed of tens to thousands of 
sensor nodes, which are low-power, low-cost, small, 
resource-constrained devices. The sensor nodes collaborate 
in order to detect events that take place in the monitored 
environment and send relevant data to one or more base 
stations [1].  

WSNs are used in critical applications like military 
surveillance, homeland security and medical monitoring, 
and, in these cases, protecting the network against malicious 
attacks is crucial. However, WSNs have unique 
characteristics: wireless transmission medium, limited 
resources available on sensor nodes, hostile environment, ad-
hoc deployment, unreliable communication, and unattended 
operation. Therefore, protocols for critical sensor networks 
should be designed with security in mind, while taking into 
consideration their specific constraints and challenges.   

For large sensor networks, multi-hop communication is 
more energy-efficient than single-hop communication. A 
routing protocol is used for assuring packet delivery and 
most network traffic has a many-to-one pattern because all 
nodes send data packets towards the base station.  

Most routing protocols for sensor networks use a single 
metric to determine the best path to destination. Some use 
two metrics such as location and energy [2], [3], location and 
trust [4], or trust and link quality [5]. We identify a need for 
a routing framework that can be easily extended to support 
any metric.    

In this paper, we propose a trust and energy-aware, 
location-based routing protocol called Trust and Energy-
aware Routing (TER) protocol. TER uses trust values, 
energy levels and location information in order to determine 
the best paths towards a destination. The protocol achieves 
balancing of traffic load and energy, and generates 
trustworthy paths when taking into consideration all 
proposed metrics. Other metrics can be easily integrated in 
the protocol.   

The protocol relies on the trust values provided by the 
Adaptive Trust Management Protocol (ATMP), which 
computes trust based on intrusion detection techniques [6]. 
However, TER can also use trust and reputation data 
provided by other trust management mechanisms.  

The rest of the paper is structured as follows: Section II 
presents related work, Section III describes the protocol 
design, Section IV includes implementation details, Section 
V presents the experimental evaluation, and Section VI 
discusses conclusions and future work. 

II. RELATED WORK 

Based on the network structure, routing in Wireless 
Sensor Networks can be classified in flat-based, hierarchical-
based and location-based routing [7]. Based on protocol 
operation, routing protocols can be classified in multi-path 
based, query-based, negotiation-based, QoS-based and 
coherent-based routing protocols. 

Location-based routing protocols compute routing paths 
based on the location of nodes. Well known location-based 
protocols are: Geographic Adaptive Fidelity (GAF) [2] and 
Geographic and Energy Aware Routing (GEAR) [3]. 

Geographic Adaptive Fidelity (GAF) is an energy-aware, 
location-based routing algorithm [2]. Location information is 
used by each node to associate itself to a virtual grid. Nodes 
in the same grid square are equivalent in regard to packet 
forwarding and take turns in sleeping and being awake in 
order to load balance energy consumption. GAF relies on an 
underlying ad hoc routing protocol.  

Geographic and Energy Aware Routing (GEAR) is an 
energy-aware and location based routing protocol [3]. The 
protocol selects the neighbor using an energy-aware and 
geographically informed algorithm to forward the packet 
towards the target region. Then, it uses a recursive 
geographical forwarding technique for disseminating the 
packet in the target region.  

Two relevant routing protocols, which take into 
consideration trust values when determining the path to the 
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destination are elaborated in TRAP [4] and Zahariadis et al. 
[5]. 

TRAP is a trust-aware routing protocol, which represents 
a component of µRACER routing solution for Wireless 
Sensor Networks [4]. Each node considers the 
communication context when choosing the next hop. The 
communication context includes the past behavior of 
neighbor nodes and the quality of the links between the local 
node and the neighbors.  

Zahariadis et al. propose the integration of a trust model 
with a location-based routing protocol [5]. A metric is 
computed using the distance of the neighbor node to the 
destination and the trust in the neighbor node. Therefore, the 
metric is maximized for trustworthy neighbors closer to the 
destination.  

Our protocol is a location-based routing protocol, 
because it uses the location of neighbor nodes for 
determining the best path towards the destination. However, 
TER also considers trust and energy when determining the 
best next hop. In addition, the protocol uses trust values to 
determine whether to forward packets from specific nodes. 

III.  PROTOCOL DESIGN 

In Wireless Sensor Networks, most network traffic is 
upstream traffic, with a many-to-one communication pattern 
because all packets must reach the base station. In this paper, 
we develop a method for performing trustworthy routing of 
upstream traffic.  

Trust and Energy-aware Routing (TER) is a trust and 
energy-aware, location-based routing protocol for Wireless 
Sensor Networks.  The trust values are obtained from 
Adaptive Trust Management Protocol (ATMP), which 
computes them based on intrusion detection techniques [6]. 
We use an extended version of ATMP, which delivers 
energy and location data along with the trust associations.  

TER includes two phases: setup and forwarding. In the 
first phase, the best next hop towards the base station is 
selected by taking into consideration several factors, such as 
trust, energy and location. In the second phase, the packets 
generated by trustworthy nodes are forwarded using the 
selected next hop. 

A.  Assumptions and Notations 

A WSN can be represented as a graph, like in Formulas 
1, 2 and 3, where Ni are vertices which represent nodes in the 
sensor network and {Ni, Nj} are edges which represent that 
two sensor nodes can communicate with each other directly. 

 
),( EVWSN = (1) 

iNV U= (2) 

},{ ji NNE U= (3) 

 
The set of neighbors of a node is represented in Formula 

4, where Ni is the local node and Nj is a neighbor node. 
 

}},{|{)NB(Ni ENNVNN jijj ∈∧∈= U (4) 

The sensor network may be placed in a harsh 
environment and operate unattended. An attacker may have 
physical access to the nodes and can compromise them. 

We assume that each node knows its location and how 
much energy it has consumed at any moment. The 
localization algorithm or technology used for obtaining the 
location is out of scope for this paper.  

We also assume that the Base Station (BS) has a fixed 
location. Each node knows the location of the BS. This 
information is distributed to all sensor nodes, during network 
initialization, along with the shared keys.  

The TER assumes that ATMP is extended to send energy 
and location information along with the trust associations. 
Therefore, ATMP periodically sends update packets 
containing the trust associations, the consumed energy and 
location of the local node (the node sending the updates).  

The trust associations (TA) are represented in Formula 5. 
It includes associations between the neighbors of the local 
node (ni) and direct trust values (Ti) [6]. 

 
)],(),...,,(),,[( 2211 pp TnTnTnTA = (5) 

 
The update packet (UP) is represented in Formula 6, 

where El is the energy consumed by the local node and (xl 
and yl) are the coordinates of the local node.   

 

)],(,,[ lll yxETAUP = (6) 

 
ATMP takes the trust associations received from multiple 

neighbors and computes a final trust value. This value has a 
historical component (Told), a direct (Td) and an indirect 
component (Ti), as in Formula  7. The weights are allocated 
in regard to Formula 8. The final trust (Tnew) is used in TER 
when computing the cost. 
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A node is considered suspicious, if it has a trust value 

lower than a certain limit (SL), as in Formula 9. 
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The update packets are authenticated using a broadcast 

authentication mechanism such as µTESLA [8] in order to 
prevent malicious updates.  

We assume that the parameters of TER and ATMP 
(weights, limits) can be modified during run-time through 
generic reconfiguration mechanisms.  

The Setup Phase if performed periodically in order to 
update the costs. The period depends on the number of 
nodes, topology, mobility, application and security 
requirements. A large, dense network with mobile nodes, or 
a network exposed to threats should execute the Setup phase 
more often. 
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B. Setup Phase 

In the Setup Phase, each node computes a cost for each 
of its neighbors. The neighbor with the lowest cost is 
subsequently chosen as the next hop on the route to the BS. 

The cost takes into consideration the trust value provided 
by ATMP, the energy level available on the neighbor node, 
the distance from the local node to the neighbor node, and 
the distance from the neighbor node to the base station. 

The cost for a neighbor node N is computed using 
Formula 10, where DT is the degree of distrust in the 
neighbor node N normalized by the largest distrust among all 
neighbors, E is the consumed energy of node N normalized 
by the largest consumed energy among all neighbors, DN 
represents the distance from the local node to node N 
normalized by the largest distance, DB represents the 
distance between N and the BS, normalized by the largest 
distance, and weights are allocated in regard to Formula 11. 

  

)()()()()( NDBNDNNENDTNC δγβα +++= (10) 

1=+++ δγβα (11) 

 
The distrust (dt) is computed from the trust value 

generated by the ATMP (Formula 7) in regard to a specific 
neighbor, using Formula 12. In this formula, T signifies the 
trust value and MaxTrust is the maximum value for the trust 
parameter. The normalized value of distrust (DT) is 
computed and used in Formula 10. 

 
)()( NTMaxTrustNdt −= (12) 

 
The distance to a neighbor (dn) is computed using the 

coordinates of the local node and the ones of the neighbor 
node, as in Formula 13, where xL and yL are the coordinates 
of the local node, xN and yN are the coordinates of the 
neighbor node N. The distance is normalized (DN) and used 
when computing the cost. 

 

22 )()()( NLNL yyxxNdn −+−= (13) 

 
In the same manner, the distance from the neighbor node 

and the BS (db) are computed, using Formula 14, where xB 
and yB are the coordinated of the BS, xN and yN are the 
coordinates of the neighbor node N. The normalized value 
(DB) is used when computing the cost. 

 

22 )()()( BNBN yyxxNdb −+−= (14) 

 
In the Setup Phase, the node computes the cost for each 

neighbor and chooses the neighbor with the lowest cost as 
next hop towards the BS. Formula 15 represents the next 
hop, where Nj is the neighbor node with the minimum cost, 
and nb is the number of neighbors. 
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C.  Forwarding Phase 

In the Forwarding Phase, the node receives packets and 
forwards them towards the base station only if they are 
trustworthy. The trustworthiness of a packet is determined 
using Formula 16, where T is the trust in source node SN, 
TL is the minimum allowable trust limit and MAC is the 
Message Authentication Node. 
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If the packet cannot be authenticated (MAC) or if the 

source node has a trust value lower than the trust limit (TL), 
the packet is considered untrustworthy.  

D. Design considerations 

Most applications that use WSNs do not require reliable 
delivery. The use of acknowledgement considerably 
increases energy consumption. Therefore, we do not include 
an acknowledgement mechanism in TER. However, if the 
application does not tolerate packet loss, acknowledgements 
are easy to integrate with our protocol. 

Duplicate detection is necessary in the case of routing 
loops. However, in order to detect duplicates, information 
about each packet has to be stored on the nodes. This has a 
considerable impact on memory usage. If the application 
requires duplicate detection, TER can be easily extended to 
support such feature. 

IV. IMPLEMENTATION 

The protocol has been developed in TinyOS [9], within a 
layer in the communication stack, between the Active 
Message and the Application layers. A nesC [10] component 
has been used for implementing the two phases of TER. 

Because TinyOS is an event-based operating system, 
code is executed only when an event takes place. We have 
three types of events in TER: receive trust, location and 
energy data from ATMP, trigger timer, and receive packet. 
The flow of operations for the three types of events is 
represented in Figure 1.  

 

Figure 1.  TER workflow 
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The TER component communicates with the ATMP 
component through an interface, in order to receive trust, 
energy and location information regarding the neighbor 
nodes.  The ATMP component sends the data through a nesC 
event when it has obtained trust, energy and location 
information. The information is stored by the TER 
component. 

A timer is used for periodically computing the cost using 
the information received from the ATMP component, 
according to Formula 10. The component determines the 
neighbor with the lowest cost and stores the identifier of the 
neighbor as next hop. 

When a packet is received, the first step is to validate the 
MAC. If the MAC is invalid, the packet is considered 
untrustworthy and discarded. If the MAC is valid, the trust 
value for the source node is verified. If the trust value is 
below a certain accepted limit, the packet is considered 
untrustworthy and dropped. If the MAC is valid and the trust 
is above the accepted limit, the packet is forwarded trough 
the next hop.  

V. EXPERIMENTAL EVALUATION 

The protocol has been evaluated experimentally using 
TOSSIM, a simulator for TinyOS [11]. TOSSIM captures 
the behavior of a large number of nodes at network bit 
granularity. Therefore, it is a reliable tool for evaluating the 
behavior of TER enabled nodes in different test cases. 

We want to test our protocol in a realistic environment, in 
order to make sure it operates properly even in harsh 
conditions. We have therefore used TOSSIM to model an 
environment with interferences and signal attenuation, which 
causes a considerable amount of packet loss (30%) specific 
to harsh environments. The probability of packet loss is 
increased with the number of hops between source and 
destination. Therefore, longer paths cause a lower delivery 
rate. 

The test scenario involves a network topology of 10 
nodes and the Base Station (Node 0), as in Figure 2. For the 
analysis, we isolate the flow of packets generated by Node 7 
destined to the Base Station.   

 
Figure 2.   Scenario Topology 

We analyze the behavior of TER in different test 
configurations - with different values for weights α, β, γ and 

δ. Table 1 includes the analyzed configurations and the 
values for the considered weights.  

TABLE I.  TEST CONFIGURATIONS 

 α β γ δ 

 Trust Energy Node-

neighbor 

Neighbor-BS 

Configuration 1 0 0 0 1 

Configuration 2 1 0 0 0 

Configuration 3 0.3 0.3 0.1 0.3 

Configuration 4 0.4 0.3 0.1 0.2 

Configuration 5 0.3 0.4 0.1 0.2 

We vary the weights from Formula 10 in order to 
determine the best routing behavior for the proposed 
scenario. This behavior is evaluated in regard to the number 
of packets routed through suspicious nodes and to energy 
consumption.  

In Configuration 1, only the distance from the neighbor 
to the destination is considered, therefore the neighbor which 
is closer to the destination has the lowest cost.  In 
Configuration 2, only trust is considered: the most 
trustworthy neighbor has the lowest cost. The first 2 
configurations serve as benchmarks in order to determine the 
influence of a single metric on the packet flow.  

The next 3 configurations take in consideration all the 
proposed metrics and they can be used to determine the most 
appropriate routing behavior for a specific situation. In 
Configuration 3, trust, energy and distance to BS have equal 
weights while the distance to neighbor has a lower weight. In 
Configuration 4, trust has highest weight, then energy and 
distance to BS, while the distance to neighbor has the lowest 
weight. Configuration 5 is similar to Configuration 4 but the 
energy has the highest weight. 

We evaluate the routing behavior of sensor nodes by 
considering a particular scenario with two suspicious nodes: 
the trust in Node 4 is 60%, the trust in Node 10 is 40%, the 
Trust Limit is 50%, and the Suspicious Limit is 80%. This 
implies that Node 10 sends untrustworthy packets, which 
will not be forwarded by other nodes. 

For each configuration specified in Table 1, we evaluate 
the routing behavior when delivering a large number of 
packets generated by Node 7 and destined to the BS. We ran 
each test 20 times and computed the average values for 
routed packets and energy consumption, for each considered 
configuration. 

A. Routed Packets 

A way of evaluating routing behavior is through the 
number of packets routed by each node. From the results, we 
can determine which are the most used paths for each 
configuration, and whether the suspicious nodes are 
effectively avoided.  

The number of routed packets per node, in each 
configuration, is represented in Figure 3. An average number 
of 370 packets are sent by the source node 7, as it can be 
observed in the figure. 

For Configuration 1, all packets take the route [7, 4, 1, 0]. 
This is the best path when taking in consideration the 
distance between the neighbor and the destination. An 
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average number of 334.6 packets are delivered through 
suspicious node 4 (all packets which are not lost on the link 
between Node 7 and Node 4), but no packet is delivered 
through suspicious node 10. For this specific topology, the 
algorithm chooses an efficient path but routes through an 
untrustworthy node.  

In Configuration 2, all packets follow the route [7, 6, 3, 1, 
0], the first best path when taking into consideration the trust 
values. No packet is delivered through the suspicious nodes. 
For this specific topology, all packets, which are not lost 
during transmission, reach the base station. This is because 
the algorithm chooses the first trustworthy next-hop which 
happens to be placed in the direction of the base station. In 
other topologies, it is possible that the algorithm does not 
pick a neighbor in the right direction; in such a case, the 
paths would be longer and more packets would be lost 
during transmission.  

Because of the greedy algorithm implemented by TER, 
trust or energy cannot be used as single metric when 
computing the cost.  Therefore, it is better to use these 
metrics in combination with location.  

In Configuration 3, the traffic load is more balanced. The 
paths that are used for packet delivery are: [7, 8, 5, 2, 0], [7, 
6, 4, 1, 0], [7, 6, 3, 1, 0], [7, 8, 9, 5, 2, 0]. The average 
number of packets delivered through node 4 is 0.65, which is 
very low. No packets are sent through suspicious node 10. 
The configuration provides a very good load balancing, as it 
uses 4 paths to the destination and a very small number of 
packets are delivered through suspicious nodes.  
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Figure 3.  Routed Packets per Node 

In Configuration 4, packets are delivered through paths: 
[7, 8, 5, 2, 0], [7, 6, 3, 1, 0], [7, 8, 9, 5, 2, 0]. No packet is 
delivered through suspicious nodes 4 and 10. A good load 
balancing is assured in this configuration and suspicious 
nodes are avoided. 

In Configuration 5, several paths are used for packet 
delivery: [7, 8, 5, 2, 0], [7, 6, 3, 1, 0], [7, 8, 9, 5, 2, 0]. Some 
routing loops are generated: [7, 10, 8], [7, 4, 5, 9, 8]. The 

average number of routed packets through node 4 is 1.65 and 
through node 10 is 3. The configuration has a good load 
balancing but it may produce routing loops and a small 
number of packets are delivered through suspicious nodes. 

When analyzing the packets’ paths, we determine that 
Configurations 3 and 4 are the best for this scenario because 
they have good load balancing, do not create routing loops, 
and avoid suspicious nodes.  

B. Energy consumption 

Another way of evaluating routing behavior is the energy 
consumed while routing data packets. We wish to determine 
whether energy consumption is well balanced between the 
nodes. The energy metric has an important role in balancing 
consumption. Without the energy metric, the packets would 
take the same path and deplete the energy of the nodes on 
that path. 

We evaluate the energy consumption necessary for 
routing 300 packets generated by Node 7 and destined to the 
BS. The energy consumed with routing data packets towards 
the destination, on every node, in each configuration, is 
represented in Figure 4. The values are represented in Joules. 
A sensor node has two alkaline AA batteries, each with 9360 
J energy. Most energy is consumed with sending and 
receiving packets. Amiri determined experimentally that a 
byte sent or received by CC2420 radio consumes 0.12mJ 
[12].   

From Figure 4, we can determine whether energy 
consumption is balanced between the nodes and if suspicious 
nodes have been avoided.  
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Figure 4.  Energy Consumption per Node  

In Configuration 1, the most energy is consumed on the 
suspicious node 4. Energy consumption is not well balanced, 
as nodes 2, 3, 5, 6, 8 and 9 have no energy consumption due 
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to packet delivery. Node 7 and node 0 have lower energy 
consumption than nodes 4 and 1 because they either only 
transmit or only receive data packets. The energy 
consumption on nodes 4 and 1 doubles because they transmit 
and receive packets. Overall, the configuration does not have 
a balanced energy consumption and routes through 
suspicious nodes.   

In Configuration 2, the suspicious node is avoided, but 
energy consumption is still not so well balanced, because 
nodes 2, 5, 8 and 9 are not delivering any packets. The 
energy consumption drops from 1.74 J on node 4, to 1.55 J 
on node 3 and to 1.39 J on node 1 because of packet loss.  
Packets are lost during transmission, so less packets are 
routed by the subsequent nodes. 

In Configurations 3 and 4, energy consumption is well 
balanced in the network and there is no energy consumption 
on the suspicious nodes. Configuration 5 is also well 
balanced and has low energy consumption on the suspicious 
nodes. These 3 configurations are the best from the point of 
view of balancing energy consumption due to data packet 
delivery. 

The total energy, consumed on all nodes while delivering 
300 data packets generated by Node 7, is represented in 
Figure 5. The least energy is consumed in Configuration 1 
because the protocol determines the shortest path to the 
destination. Similar energy consumptions have been 
determined for configurations 3, 4, and 5, which try to 
determine the shortest path while avoiding suspicious nodes 
and balancing energy consumption. Configuration 2 has 
lower energy consumption but it is not well balanced 
throughout the network. 
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Figure 5.  Total Energy Consumption  

The energy metric imposes an energy cost but at the 
same time it allows for a good balancing of energy 
consumption (see Figure 4), which is an important aspect for 
Wireless Sensor Networks. The energy metric is particularly 

important if there is no redundancy among nodes concerning 
the transmitted information, and therefore we aim to avoid 
the energy depletion of the nodes which may be preferred by 
the routing protocol due to their position. 

C. Discussion 

Configuration 1 does not take into consideration neither 
energy nor trust, including only the distance from the 
neighbor to the base station. Therefore, it may route packets 
through nodes which are untrustworthy or have low energy. 
It only guarantees that it chooses the shortest path towards 
the destination, as it was observed experimentally. The 
shortest path consumes the least total energy on sensor nodes 
but it does not avoid nodes with low power. If the nodes are 
not mobile, the path is used until some of the nodes die and 
another path has to be chosen. On the long term, this strategy 
may determine the partitioning the network. This 
configuration does not provide load balancing of traffic, is 
not trustworthy and does not have a balanced energy 
consumption.   

Although Configuration 2 generates trustworthy paths, 
these paths can be long and inefficient in some cases because 
the algorithm does not take location into consideration. The 
only guarantee is that it chooses trustworthy paths. If nodes 
are not mobile and if the trust values do not change, the 
algorithm chooses the same path and it consumes all nodes’ 
energy on the path. It does not provide load balancing, it 
does not guarantee that an efficient path is chosen, and it 
does not balance energy consumption. 

Configuration 3 has a very good load balancing of 
network traffic, delivers a small number of packets through 
suspicious nodes and balances energy consumption.  

Configuration 4 performs load balancing of network 
traffic, selects trustworthy and short paths, and balances 
energy consumption on sensor nodes. Trust has a greater 
weight and this explains the minimum amount of packets 
routed through suspicious nodes.   

Configuration 5 performs load balancing for network 
traffic, balances energy consumption, but routes through 
suspicious nodes, and generates routing loops. 

The last three configurations have similar total energy 
consumption, provide load balancing of traffic, balancing of 
energy consumption, and they avoid suspicious nodes. From 
these configurations, Configuration 3 is preferable insofar it 
has the best load balancing of network traffic and 
Configuration 4 is preferable insofar it has the minimum 
number of packets delivered through suspicious nodes. 

VI. CONCLUSION AND FUTURE WORK 

Wireless Sensor Networks that are used for deploying 
critical applications such as military surveillance or medical 
monitoring should provide a high level of security and 
trustworthiness. Therefore, routing protocols for WSNs 
should to be designed with security in mind, taking into 
account multiple metrics that support network availability.  

We developed Trust and Energy-aware Routing protocol, 
which is a location-based, trust and energy-aware routing 
protocol for sensor networks. The protocol is based on the 
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Adaptive Trust Management Protocol, which computes trust 
values based on node behavior.  

The protocol uses several metrics:  trust values, energy 
levels, the distance between the local and the neighbor node 
and the distance between the neighbor node and the 
destination. These metrics may have different weights when 
computing the cost of routing a packet through a specific 
neighbor. The cost is computed based on the metrics and 
their weights. The neighbor with the lowest cost is chosen as 
next hop towards the base station.  

Trust and Energy-aware Routing protocol has two 
phases: the Setup and the Forwarding phase. In the Setup 
phase, the next hop is determined, and in the Forwarding 
phase, the packets generated by a trustworthy source are 
forwarded and the others are dropped.  

We have implemented the protocol in TinyOS and we 
have evaluated it experimentally using TOSSIM, comparing 
5 protocol configurations for the same scenario. Each 
configuration has different weights for the trust, energy and 
distance metrics.  For each configuration, the routing 
behavior has been examined in regard to the paths and 
packets routed through each node, the consumed energy, and 
the effectiveness of packet delivery.   

 Traffic load and energy balancing are very important in 
Wireless Sensor Networks. In relation to other routing 
protocols, TER achieves a good balancing of load and 
energy and generates trustworthy paths, when taking into 
consideration all proposed metrics: trust, energy and 
distance. 

As future work, we plan to extend the protocol to include 
other metrics, such as link quality, and to support adaptive 
weights, allowing, for example, the weight for energy to 
increase over time. Other extensions we want to implement 
are duplicate detection and acknowledgements.  

We also want to integrate our protocol with another trust 
mechanism. In addition, we wish to evaluate the protocol in a 
larger, real-world network.   
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Abstract—Traffic problems in the field of Intelligent 
Transport System (ITS) have always been an attraction in the 
researchers’ eyes all over the world. To reduce traffic 
congestions, to save travel time, to decrease traffic accidents 
and to provide demanding information exchanges have become 
challenges of today and the future. Current research works 
focus on applying Car-to-Car (C2C) and Car-to-Infrastructure 
(C2I) approaches in infrastructure-less and flexible ad hoc 
networks environment. The routing problem has always been 
one of the most difficult problems in such dynamic 
environment network. This paper presents a novel, designed 
for routing purposes, traffic routing algorithm (TMDA) for a 
novel VANET architecture. The algorithm with the inclusion 
of urban traffic related routing information has been designed 
to be deployed in vehicles, e.g., cars and buses and aims to 
provide proper strategies for the utilization of travel 
information available in many of the vehicles traversing urban 
networks. The research investigates and compares 
communication performance of the communication system 
under TMDA and the other existing ad-hoc routing protocol 
(e.g., Ad hoc On-Demand Distance Vector) by a set of 
experiments with the NS-2 simulator. According to 
simulation-based performance evaluation, the proposed 
algorithm, TMDA, provides higher efficiency and reliability 
than a popular used broadcasting method for data 
dissemination. 

 

Keywords-ITS; C2C/C2I; ad hoc network; VANET; routing 
algorithm; NS-2 simulation 

I.  INTRODUCTION 
In recent years, much more projects emerge in the field of 

Intelligent Transport System (ITS) because of the increasing 
traffic problems, such as traffic jam and fast accident 
notifications etc.  Fast and reliable real-time traffic 
information is irreplaceable tool to build safe and efficient 
traffic environment. To achieve this goal, traffic objects 
should cooperate with each other by using 
Car-to-Infrastructure (C2I) and Car-to-Car (C2C) 
communication approaches, as the communication of 
information is the biggest unutilised fully factor in ITS for 
reducing traffic congestions, saving travel time, decreasing 
traffic accident, improving air pollutions, lowing energy 
consumption and also providing demanding information 
during travels. 

Typical examples adding weight to this concept are C2X 
communications investigated in the following projects of the 
6th EU Framework Programme for Research and 
Technological Development [1]: 60 million EU CVIS 
(Cooperative Vehicle-Infrastructure Systems) Integrated 
Project [2], targeting mobile traffic participants to provide 
wise interactions between mobiles and transport 
infrastructures for road safety; COOPER (CO-OPerative 
SystEms for Intelligent Road) project [3], aiming at 
cooperative traffic management by exchanging real-time 
traffic information among travellers and fixed roadside 
system to finally enhance road safety on motorways; and 
SAFESPOT integrated project [4], cooperating intelligent 
information exchanges between vehicles and roadside units to 
realize safe and efficient transportations. These projects 
attempt to integrate C2C and C2I applications while existing 
outcomes show that the focal point is C2I solutions, by 
utilizing the supports of roadside units (RSU), access points 
(AP) and cellular base-stations etc. 

While the C2I architectures have been well developed 
nowadays, further problems about the cost of infrastructure 
deployment, the speed of connections and the volume of data 
are considered. Hence, more and more research work and 
projects pay attention to ad hoc networks, which are 
self-organized, dynamical and flexible for solving certain 
urgent social problems, e.g., emergency services and traffic 
information exchanges, etc. [5] with co-operations of other 
practical technologies.  

In this paper, novel Vehicle Ad-hoc Network (VANET) 
architecture for city traffic communications is introduced. 
This framework will create an opportunity for investigation of 
the benefits of car-based acquisition and dissemination of 
traffic information as well as generation and distributed 
implementation of traffic control. For routing purposes, the 
system applies a new Traffic Message Delivery Algorithm 
(TMDA). The defining novelty in this algorithm is the 
presence and utilization of travel route information available 
in many of the vehicles presenting in the traffic e.g., all buses, 
cars using Sat-Nav devices etc.  

Compared with real test-beds [6][7][8], simulations can 
save large expenses to construct a model and allow 
components to execute repeatable tests in diverse targeting 
scenarios. This paper discusses essential simulation issues via 
NS-2 and displays results for investigations of the new routing 
algorithm in the proposed VANET architecture. 
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The paper is structured as follows. Next section processes 
literature reviews on broadcasting techniques and introduces 
the new ideas about essential information being included in 
the transmission messages. Then newly VANET architecture 
with a proposed message delivery algorithm TMDA is 
introduced in details. There are a set of simulation 
experiments exhibited to evaluate communication 
performances with the innovative routing protocol. Finally, 
we conclude results and give a future vision. 

II. RELATED WORK 
Presently, a plethora of routing protocols is designed to 

adapt flexible and dynamic ad hoc networks. This paper will 
only concentrate on those studies being directly related to the 
proposed techniques and protocols. 

A. Broadcasting in VANET 
Broadcasting is a basic method used in ad hoc networks. 

The simplest and earliest broadcasting technique is flooding 
methods, as described in [9][10][11]. Each mobile node, 
which receives the packet for the first time, periodically 
broadcasts or rebroadcasts the packet to all neighbours; 
otherwise, the receiver will discard the packet due to 
redundant operations. Ho et al. [12] state that a simple 
flooding method provides minimal state and high reliability, 
particularly being suitable for highly mobility networks, such 
as MANET and VANET.  

The main problem of the simple flooding, also known as 
blind flooding [13], is the high amount of redundant 
broadcasting messages. This is referred as broadcast storm.  
To solve the problem, a few of solutions have been proposed. 
For example, a probability-based method from [14] assumes 
that nodes rebroadcast the received packet depending upon 
the predetermined probability. If the probability reaches 
100%, the scheme is identical to be pure flooding. 
Additionally, an IEEE802.11-based protocol named urban 
multi-hop broadcast (UMB) is designed in [15] to minimize 
the broadcast storm by allowing the farthest vehicles to 
receive and forward data and inform other nodes between 
original senders and itself. Meanwhile, it uses 
acknowledgment messages (ACK) to guarantee high 
reliability of packet delivery. 

As Ros et al. [16] presented, uneven distributions and 
speeds of vehicles are particular characteristics in VANET 
networks. Due to these reasons, VANET has to deal with high 
number of disconnections which may impact on message 
exchanges. U. Lee et al. [17] introduced periodically 
broadcasting methods to neighbours. In this case, one-hop 
neighbours will be able to disperse the message via their 
mobility to more hops of retransmissions. Moreover, Kitani et 
al. [22] present a concept of ‘message ferrying' in 
Inter-vehicle communications, introducing 'bus' as the ferry 
rather than 'car'. It proposes to improve efficiency of 
information sharing in sparse areas depending on buses which 
have regular routes and could collect more traffic information. 

In this paper, our new algorithm attempts to improve 
communication performance by using strategic broadcasting 
mechanism with the inclusion of traffic route information in 
the algorithm. 

B. The inclusion of essential information 
In the traffic area, diverse and changeable communication 

demands and traffic problems can occur at any time. For these 
reasons, maximum and optimum information are expected to 
be included in communication protocols by many research 
and projects. Although there has not been any comprehensive 
and popular message delivery algorithm meeting the 
requirements yet, some researchers have proposed algorithms 
with the inclusion of particular traffic information, for 
example, the inclusion of the acknowledgments into the 
periodic beacons for high reliability [16] and the inclusion of 
vehicles' status and surrounding information in [18], etc.  

So far, on the basis of studies in existing literatures, the 
concept of the inclusion of traffic route information has not 
been proposed and implemented. Certainly, many projects 
assume electronic devices such as GPS are installed in most of 
cars and mobile terminals. Hence, those devices could 
provide route information to car drivers or other traffic 
participants. However, this information cannot be easily 
shared with others unless they are included into the message 
routing protocols. For the proposed purpose, this research 
introduces designing a new message delivery algorithm with 
the inclusion of traffic route information based on a novel 
MANET architecture.  

III. THE NOVEL MESSAGE DELIVERY ALGORITHM - TMDA 

A. The proposed VANET architecture 
Wu [6] introduced a VANET architecture that, based on 

the background of Car-to-Car/Car-to-Infrastructure 
communications, involves spontaneous wireless 
communications occurring within a group of wireless mobile 
nodes (Figure 1). The architecture integrates features of 
traditional ad hoc networking technologies and VANET 
technologies, being used in standalone mode or cooperative 
connections to the larger Internet [23]. 

 

 
Figure 1.  Novel ad hoc wireless mobile network architecture                            

Ref.: http://www.car-to-car.org/index.php 

Being different from traditional ad hoc networks, this 
communication system utilizes vehicles for routing purposes 
via the inclusion of traffic route information. It recognises 
three types of ad hoc nodes - mobile, semi-mobile and static 
ad hoc nodes. To best exert the functionality of node when 
communications occur, the system specifies three types of 
nodes.  

Mobile nodes, such as cars, are defined as traditional ad 
hoc nodes without pre-conceived route with functions of 
routing and transmitting messages. They could be a major 
group to request traffic information and fast forward 
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messages. Indeed, if the car equips high capability electronic 
devices for message storages, they could carry messages 
anywhere and exchange to others anytime due to the nature of 
arbitrariness. However, most of drivers do not accept to spend 
money on these devices. Hence, car behaviors have to be 
relatively simplified, e.g., broadcasting only. 

Alternatively, bus-nodes, considered as semi-mobile 
nodes – having predetermined route onto which they are 
currently traveling, integrate routing, transmitting and 
gateway altogether to provide a possibility of interconnection 
among other types of networks, e.g., Internet. Although they 
could not move everywhere as cars do, they are able to equip 
powerful devices to offer more communication capabilities 
than other common vehicles. Typical examples are the energy 
of transmission, the range of communications, as well as the 
storage of messages. These are possible to compensate 
discontinuous delivery occurring between car 
communications. Moreover, buses and bus-lanes present 
some particularities in urban scenarios. Most of cities specify 
lanes for buses priority to guarantee unimpeded travels for the 
public, even in peak time.  

As far as static ad hoc nodes are concerned, they will 
cooperate with other two types of nodes to provide more 
reliable and specific information if exchanges of a message 
between first two kinds of nodes does not meet users’ 
requirements. In this research, static nodes belong to a kind of 
ad hoc nodes; however, the essence is similar as roadside 
units. The nodes are expected to provide access for larger 
scale of information exchanges. 

B. TMDA overview 
Traffic Message Delivery Algorithm (TMDA) is a novel 

traffic routing algorithm designed for improving 
communication performance of a particular VANET network 
described in Section A. The difference as compared to another 
routing protocol is that TMDA does not only implement 
single broadcasting approach, such as the simple flooding, 
probability-based method, area-based method and 
neighbourhood-based conception [19], but also adopts 
intelligent routing strategies by utilizing the pre-existing 
travel information for message delivery at any given moment. 
It means that the algorithm with the inclusion of traffic route 
information will be embedded in each communication 
mobility node with current advanced information adaptation 
devices and provide optimization routes to messages between 
the source and the destination.  

TMDA utilizes features of each type of nodes for efficient 
and reliable traffic communications. For example, it does not 
only take advantage of arbitrariness of car-nodes, but also 
exploits the benefits of controllable, scheduled, and predicted 
bus-nodes; it does not only allow simple broadcasting 
behaviours of cars, but also make uses of higher capability of 
bus-nodes for properly storing and forwarding the messages. 
Furthermore, TMDA is prone to regional message delivery 
and does not exclude the possibility of Internet access via 
static nodes to spread messages widely.  

C. Algorithm details 
TMDA could be divided into two sections: sending and 

receiving. Procedures are relatively simple for sending the 
message that nodes carry on periodic broadcasting via IEEE 
802.11 within a certain expiry; whereas more considerations 
occur in terms of receiving a message.  Algorithm I is 
showing the pseudo-code of TMDA in message receiving 
section. 

ALGORITHM I.         PSEUDO-CODE OF TMDA IN MESSAGE RECEIVING 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Actually, above steps implement a selective forwarding 
mechanism by utilising additional urban traffic related 
information.  The overall aim is to address broadcast storm 
problems. Two main parts are involved in the mechanism.  

One is the idea of I-Route. This is a critical route, e.g., bus 
lanes, used to determine next operations of nodes. Briefly, if 
messages reach I-Routes, they will be faster forwarded 
following the pre-configured directions of the I-Routes; 
otherwise, they are based on developed broadcasting 
strategies only. The nodes on I-Route, regardless the real type, 
are treated as buses. On the basis of I-Route, another concept 
is about ‘farthest node first send’ (FNFS). Once a sender 
delivers a message to all neighbours, the farthest one within 
the transmission range will deal with the message following 

 1 Event: the message has been received 
 2 if msg_id is not in check_list then 
 3    receives the message 
 4 else 
 5    discard the message 
 
 6 Event: the message received from NB or S 
 7 if R = src then 
 8    discard the message; 
 9 else 
10  if R = dst then 
11    inform others to stop broadcasting; 
12  else 
13   if Ps is on I-Routes then 
14     if Pr  is on I-Routes then 
15       when Tc = Td 1, farthest nb forward message;  
16       inform others between <S,R> to stop broadcast; 
17       message is stored longer in this node R; 
18    else 
19      if Dr = Ds then 
20        when Tc = Td2, farthest NB forward message; 
21      else 
22        when Tc = Td3, farthest NB forward message; 
23  else 
24    if Pr is on I-Routes then 
25       when Tc = Td 1, farthest nb forward message; 
26       inform others between<S,R> to stop broadcast; 
27       message is stored longer in this node R; 
28    else 
29      when Tc = Td 1, farthest nb forward message; 
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the priority over others. The priority level is set by delays 
introduced in the following pseudo-code of TMDA. The idea 
is beneficial to control data collisions to a certain degree. 

Message receiving function is divided into two events. 
From line 1 to 5, when a receiver R obtains a message with the 
id msg_id, R should firstly check whether it receives a 
redundant message. Each VANET node has a check_list to 
store received msg_id. Thus if the msg_id is found in the list, 
R discards the message; otherwise, continues the steps of 
another event (line 6 to 29). 

When R receives the message from its neighbours NB or 
source S, it needs to make sure that the message dose not loop 
back. Then if R is the destination node, it simply broadcasts 
back to all neighbours with a stop instruction. Alternately, if R 
is an intermediate node only, steps from line 13 to line 29 are 
focused on. To judge when to forward the message to 
neighbours, r needs to know nb's or s's position (x, y) and its 
own position. This helps to check whether they are on 
I-Routes or not. If both of S and R are on I-Routes, then R 
forwards the message at Td1 which consists of current_time 
(Tc) and a waiting delay d1. Within the transmission range, the 
delay d1 will be reduced accompanying with the increase of 
distance between <S, R>. That is, the farthest R will forward 
message firstly. Additionally, if S is on the I-Route but R is not, 
the moving directions of R and S become important. Same 
direction of R and S (Dr = Ds) makes the forward occur at Td2 
while the message is broadcast at Td3 for different directions of 
R and S.  The value of Td2 or Td3 is different but both consist 
of a current time Tc, a delay according to the distance d1 and a 
pre-configured delay d2 setup by the algorithm. The value 
order is Td1 <Td2 <Td3.   

IV. SIMULATION ISSUES 
NS-2 is selected as a well-suitable simulation tool in this 

paper. It uses Tcl (Tool Command Language) to organize 
script files for setting up traffic patterns such as scenarios and 
movements and also communication patterns, e.g., 
transmission issues. 

A. A City scenario 
In terms of traffic patterns, the focus at this stage is 

#-shaped city scenario (Figure 2). Compared with T-shaped 
patterns in a previous paper [6], this scenario contains more 
traffic situations. 

 
Figure 2.  #-shaped traffic pattern 

#-Shaped city scenario (Figure 2) – a medium scale 
network with possible traffic units consists of intersections, 
horizontal and vertical roads. It can be useful to investigate 
some issues that whether I-Route areas provide efficient 
decisions for message delivery; whether different types of 

nodes work properly to provide high reliability in various 
densities of networks etc. 

Nodes – The term density represents as the number of 
nodes over the network. This paper presents four dense levels 
(Figure 3), from very low to high.  

 

  
Figure 3.  Simulation models for example densities of networks 

I-Route – This is a term for a set of special routes 
integrated in our established ad hoc wireless mobile 
communication system. On I-Routes, message transmissions 
obey special strategies and they are expected to support for 
performance improvements. Therefore, I-Routes should have 
a capability to centralize more mobile nodes so that strategies 
can be best used. According to features of buses mentioned in 
previous sections, I-Routes are pre-set to be bus lanes in this 
paper. This point will be further investigated and validated. 
Current simulation models adopt the following I-Route 
patterns, drawn as two lines with arrows in Figure 4.  Future 
more I-Routes could be identified by buses or be 
pre-configured by control centres due to the different 
purposes. 

 
Figure 4.  Simulation model with I-Routes 

B. Transmissions 
Following points, such as transmission range and nodes 

distance etc. are essentially to impact on the design of 
simulation models.    

Distance – The distance of a node-pair varies because of 
simulation initializations and node densities. In our designs, 
the nodes are distributed following the shape of urban lanes 
and the distance between two nodes is chosen randomly but 
between 10 to 150 meters. Actually, the value is decided 
particularly in this research because of real traffic 
considerations. Meanwhile, the transmission range is set as 
the same value. 

Speed – Regarding to the real world conditions, the speed 
of vehicles should be different according to transportation 
conditions, such as the traffic flows, the speed of front nodes 
and the traffic rules etc. Therefore, the speed of nodes is 
assigned randomly when nodes are running with different 
directions. 

Time - Total simulation time for above models is set to 
300 seconds. Message sending time is randomly chosen by 
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NS-2 within the total simulation time. We assume that the 
maximum expire time of message is no more than 60 seconds 
for non-emergency messages. 

Message – Message contains three elements: message size, 
message id and other information, such as source node, 
destination node, current sender, the position of senders, the 
speed of senders, the direction of senders, the message expiry 
and current timestamp. It assumes that only one message is 
transmitted between a pair of nodes each time and the 
minimum number of message over the network at the time is 1 
while the maximum value is 10 in this paper. 

V. RESULTS EVALUATION AND ANALYSIS 

A. Network communication performance metrics 
End-to-End Delay Time (EDT) - It refers to the duration 

of a message sent from source to destination over the 
network [21]. Note that the equation (1) is used for 
calculating single-pair of nodes’ delay (EDT). Te stands for 
the end time of a packet delivery and T0 means the start time; 
(2) solves the average delays (EDT) by using the sum of 
single delays (EDT)) and  the number of tests (n).  

EDTe 

 EDT (EDT)n 

The acceptable maximum delay time is limited as 60 
seconds for non-emergency messages. If the delay time is 
over 1 minute, then packet loss is recorded. 

Message Delivery Ratio (MDR) – It represents a ratio of 
successful message deliveries. In equation (3), a single rate is 
calculated using the number of successful receives (nr) and the 
number of original sends (ns). The final evaluation of this 
paper will follow the results obtained via equation (4) which 
shows the average value of the testing delivery ratios. 

MDR nrns  

 MDR  (MDR)n 

B. The Comparison of routing protocols 
AODV – Wireless Ad hoc On-Demand Distance Vector 

(AODV) routing protocol concerns on mobile ad hoc 
networks (e.g., MANETs) nowadays. It is a reactive routing 
protocol which creates a route for nodes only when they 
demand it, being one of common broadcasting routing 
protocols used currently for both unicast and multicast routing. 
The serious problem is the broadcasting storm, which 
attempts to be avoided and reduced in the proposed routing 
protocol TMDA. 

TMDA – Traffic Message Delivery Algorithm delivers 
messages depending on the concept of pre-configured routes 
(I-Routes) in the city scenarios. On the basis of general 
broadcasting methods, TMDA reduces broadcast storms via 
selective forwarding mechanism, coupled with geographic 
information. 

Table I shows advantages and disadvantages of AODV, 
which have been proposed and validated for long years. 
Following that, the anticipated features of TMDA, being 
given in advance, will be investigated by simulation results in 
later sections. 

TABLE I.  COMPARISONS OF ROUTING PROTOCOLS 

Routing 
Protocol Advantages Disadvantages 

AODV 
[20] 

 
1) On-demand 
2) Destination sequence 
numbers to find latest route 
3) Small control and data 
packet requires few 
bandwidth 
4) Link broken response fast 
5) High reliability in medium 
and large networks 

 
1) stale entries 
2) Multiple RREP 
packets to a single 
RREQ packet causes big 
control overhead 
3) Battery and 
bandwidth consumptions 

TMDA 

 
Anticipated: 
1) Simple broadcasting 
mechanism 
2) No network topology 
maintenance 
3) No complex route 
discovery algorithm 
4) I-Routes are set up for 
controlling packet forwards 
5) Reduction of broadcast 
storm 

 
Anticipated: 
1) Bear with a certain 
delays if nodes are not 
on pre-configured routes 
2) Not good for 
emergency message 
exchanges in sparse 
networks 

C. Results in various dense networks 
Figures 5, 6, 7 and 8 compare EDT and MDR results by 

applying Traffic Message Delivery Algorithm (TMDA) and 
implementing Ad hoc On-Demand Distance Vector (AODV) 
routing protocol in very low, low, medium and high density of 
networks separately. There is an assumption in the 
experiments that the acceptable delivery time for 
non-emergency message is no more than 60 seconds, and 
random source-to-destination pairs are allowed to exchange  
various amount of messages (from 1 to 10) per randomly 
testing time. The overall aim is to investigate whether TMDA 
leads to less EDT and higher MDR in various scenarios rather 
than an another existing routing protocol; how degree the 
amount of messages impact on communication performance; 
and how the trend of EDT and MDR changes in different 
network conditions.  

 
1) High & Medium density 
Figure 5 represents the average EDT and Figure 6 shows 

the trend of MDR in the dense and moderate dense network 
respectively. According to above line charts, TMDA exhibits 
smaller EDT from 1 message to 10 messages per testing time, 
reflecting on the below lines in Figure 5 and higher MDR 
from the above lines in Figure 6 than those obtained from 
AODV protocols. 
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Figure 5.  Delays in the high & medium density of networks 

   

Figure 6.  Rates in the high & medium density of networks 

For AODV, the trend of the average EDT in both 
networks goes up accompanied with increases of the message 
number shown in Figure 5; conversely, the ratio displays as 
decreasing status in Figure 6. Therefore, the number of nodes 
over the network and the number of transmission messages 
have significant impacts on the transmission delays and 
reliability. However, the trends of average EDTs and MDRs 
are relatively stable when TDMA is used for message 
deliveries. Particularly in the dense VANET, the average 
value of EDTs is very small, presenting a distinguished gap 
between the line of AODV and the line of TMDA. Oppositely, 
the trend of average MDRs in TMDA keeps in a high level 
(e.g., 80%-100%) while AODV experiences decreasing 
values when increasing the message number from 1 to 10.  

Compared to the results in moderate density of networks, 
the results are notably better in the high density network. One 
of drawbacks inherited from AODV is the broadcast storm 
which is also considered as a major reason of packet loss. If 
10 messages are transmitting over the network, more nodes 
mean higher possibility to generate data collisions over the 
network. As introduced earlier in the paper, TMDA adopts 
delay strategies to reduce broadcast storm and the results 
prove that the packet loss is relatively less prominent.  

Certainly, when the nodes are reduced, both routing 
algorithms are influenced, reflecting on the increasing delays 
and the declining packet ratios, e.g., those in medium density 
of networks. It is understandable that the condition of re-send 
becomes frequent.  

 
2) Low & Very low density 
Figure 7 and Figure 8 display average EDT and MDR in 

low and very low density networks respectively. TMDA 
provides better results than those of AODV. For example, 
EDT lines of TMDA in both networks are lower than those of 
AODV with smaller average delays. Meanwhile, the above 
MDR lines which represent higher successful packet 
deliveries are from TMDA. 

 
 

   
Figure 7.  Delays in the low & very low density of networks 

   

Figure 8.  Rates in the low & very low of networks 

Usually, a problem of disconnection seriously occurs in 
sparse networks. This is because nodes are not enough to 
forward messages and they are not distributed evenly. The 
problem causes transmission failures as high possibility of 
packet loss within an expiry. If the transmission fails within 
the expiry, AODV provides a sequence of procedures such as 
packet requesting, replying and repairing etc. to deal with 
these failures. However, the mechanism suffers more delays 
because senders should wait reply packets from the 
destination nodes and then judge if they need to re-send again 
or stop sending. For TMDA, it allows senders to continually 
broadcasting the message within the expiry unless they 
receive a redundant message or they receive an instruction 
included in the message to stop broadcasting. This approach 
saves the time for senders to wait the response and also each 
sender needs not to keep a list to record paths for replying 
packets. 

Moreover, TMDA contains I-Route information. Nodes 
on the I-Routes are allowed to have longer storage time than 
nodes on the common lanes. This strategy helps to improve 
the ratio of message deliveries, particularly in sparse networks. 
One of cases in the experiments as follows: suppose a source 
node and a destination node are far from each other and a bus 
running on the I-Route could pass over each other in a certain 
time range.  AODV allows the bus to re-broadcast the 
message within T and the distance takes t for the bus to 
connect with the receiver. Due to T<t, the packet will be 
dropped. Instead, TMDA allows the bus to extend 
re-broadcast time to be T1 (T1 > T >= t), then the message 
could be received. Certainly, in specific cases, the delivery 
time will be very long by using TMDA, but it could be 
accepted with a tolerance limit. In our experiments, we set 
maximum expiry for non-emergency messages to be 60 
seconds. That is, any delay time more than 60 seconds will be 
regarded as final packet loss. 

Besides the above features of I-Routes, they could direct 
message towards assigned directions. If both source and 
destination nodes are on 'I-Route', the delay could be very 
small because nodes on 'I-Route' have the high priority of 
forwarding actions. As in AODV, it lets the message be sent 
with the same rights of broadcasting requests, replies and 
forwarding to all one-hop neighbours. Certainly, if the 
source-to-destination pair is not on the I-Route or not all on 
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the I-Route, the transmission time could be at least the similar 
as AODV results. Generally, the average message delivery 
time, seen in Figure 7, are smaller by using TMDA from 1 
message to 10 messages. 

VI. CONCLUSION AND FUTURE WORK 
This paper presented the comparisons of communication 

performance by using different routing protocols in a novel 
VANET architecture. AODV is a published protocol used 
commonly in ad hoc networks, whereas, TMDA is a newly 
created algorithm. It not only adopts principles based on 
existing broadcasting algorithms but also incorporates urban 
traffic route information into the algorithm, utilizing the 
concept of 'I-Route' available in vehicles. The aim of these 
new routing strategies is to alleviate the impact of the 
problems caused by previous routing protocols and also best 
service for the particular implementation background. We 
design a VANET architecture which contains three types of 
ad hoc communication objects - mobile, semi-mobile and 
static ones.  

So far, investigations indicate that TMDA generally 
shows better results than the others one in terms of packet 
delivery time and successful packet delivery ratio in dense, 
moderate dens, sparse and very sparse networks. The future 
work will concentrate on applying the algorithm in a real city 
scenario (e.g., Nottingham city) to further investigate above 
results of simulations. Meanwhile, static nodes are considered 
to be integrated into the architecture for collaboration studies. 
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Abstract—The weak performances of GPS within buildings
is the reason for a lot of different approaches for indoor
positioning, e.g., by using WiFi or odometry. The current
position of a person is crucial, for example, for location based
services that increase not only outside of buildings. Navigation
systems in subway stations is just one obvious example, where
GPS fails to deliver the necessary information. Especially in
the field of visual odometry, there are many approaches. But
all of them are either based on normal 2d camera systems or
on expensive 3d camera systems. In the presented approach,
we use a Microsoft Kinect, as these systems are inexpensive
and widespread. We evaluate how different state of the art
techniques like RANSAC or ICP can be used in combination
with the Kinect and how they perform in different indoor
scenarios. Our evaluation shows that those techniques can be
used for the Kinect but have their shortcomings in different
scenarios. For that reason, a hybrid technique was developed
which combines those methods using a Kinect specialized ICP
weight function. In addition, we use a loop detection algorithm
to further optimize the accuracy. Finally, we present our results
obtained during tests in three different test environments.
This paper presents the result of different SLAM approaches
implemented on the Microsoft Kinect in order to calculate
trajectories.

Keywords-slam, kinect, odometry, indoor positioning.

I. INTRODUCTION

Many indoor positioning methods have been researched
and some solutions found their way into consumer products.
But there are still not many (public) buildings equipped with
indoor positioning systems, even though it would add value
to many public institutions (e.g., libraries, schools, universi-
ties) or other areas without satellite coverage (e.g., subway
stations, tunnels). Mostly, indoor positioning solutions have
been deployed into companies with sufficient funds to invest
in expensive high precision technologies like Ultra Wide
Band, since their businesses can directly benefit through use
of indoor asset tracking [1].

A different approach to installing expensive indoor posi-
tioning solutions, which also often need a lot of calibration
and maintenance, is to make use of a method known from
the field of robotics called SLAM (simultaneous logging
and mapping). The main idea there is to place a mobile
robot at an unknown location in an unknown environment
and let the robot incrementally build a consistent map of its
environment while simultaneously determining its location
within this map [2]. There exists a lot of different algorithms

and solutions to solve this problem. We were interested in
the question whether those approaches can also be applied
to humans and everyday devices instead of robots equipped
with high-end sensors.

This paper deals with the comparison of two different
SLAM methods and a hybrid approach, which are applied
to the Microsoft Kinect carried by a human being. We
developed an evaluation platform which allows to compare
different SLAM algorithms and their performance in differ-
ent scenarios (test environments).

The reminder of this paper is structured as followed:
Section II will introduce SLAM principals and list some ref-
erence work in this field. Section III describes the Microsoft
Kinect, the concept and the three different test environments.
Section V evaluates the implemented algorithms in respect
of the test environments and Section VI concludes the paper.

II. FUNDAMENTALS OF SLAM

SLAM is a method usually applied by robots to create a
map of the surrounding while at the same time estimate their
location. Among the vast number of different SLAM meth-
ods the main principal remains the same: At the start there is
no map of the environment, hence the position of the robot is
the origin of the coordinate system and the measurement at
this position is the initial measurement. From then on each
subsequent measurement contains already known data and
new unknown data. By comparing the current measurement
with the data set the robot can find am overlapping, and
therefore, calculates its new position. By including the new
measured data into the map, the whole environment can be
surveyed incrementally. Since the position shift between two
measured data sets is not perfect, the map quality decreases
over time. Tim Bailey and Hugh Durrant-Whyte offer two
tutorials about SLAM, which deal with the SLAM problem
and algorithms solving the problem [2][3]. As mentioned
before, there exists a vast number of SLAM methods, e.g.,
algorithms using particle filters , the Extended Kalman Filter
or graph based techniques.In this paper we will focus on two
different approaches: the first is based on visual key points
and the second one is based on point clouds. Further details
will follow in Section III. In practice, there is a variety of
systems based on SLAM that use different sensor equipment.
A SLAM system using INS (inertial navigation systems) was
developed by Robertson et al. INS sensors were installed to
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pedestrians’ feet to obtain 2D maps of large areas based
on iterative processing of pedestrian odometry data [4]. A
system using an Extended Kalman Filter and laser scanners
was developed by Garulli et al. [5]. Multiple robots using
landmarks to create independent maps, which have to be
combined subsequently were used by Zhou [6]. A systems
using cameras and SURF detectors was implemented by
Engelhard et al. [7].

III. SLAM WITH KINECT

This section offers hardware data of the Kinect, the SLAM
algorithms and the information about the test settings.

A. The Kinect and quality of sensors

The technical components for the Kinect were developed
by PrimeSense [8], which also published the open source
API OpenNI together with WillowGarage [9] and Side-
Kick [10]. PrimeSense patented Light Coding generates
depth information based on a infrared laser projector and
a monochrome CMOS sensor camera. The resolution of
Kinect’s depth image is 320 x 240 pixel, which is internally
interpolated to the double size of 640 x 480. Objects can be
recognized to a distance within the range of 0.8 meter to 6
meter. The horizontal field of view is 57 and the vertical 43
[11]. An additional RGB camera provides 640 x 480 pixel
color images. Together with an audio channel, the micro
processor offers a synchronized data stream of color, depths
and audio information to a rate of 30 Hz [12].

Since SLAM algorithms are based on accurate sensor data
we examined the error rate of Kinect’s depths information.
The test comprised a set of Kinect pictures of a simple
wooden board placed parallel to the view of the Kinect.
Measurements were taken from different distances. Figure 1
shows the result that with bigger distance the error of raw
data grows significantly. A picture taken from four meters
distance results in a maximum of 14.2 centimeters devia-
tion, whereas with 80 centimeters distance the maximum
deviation is only one centimeter. To reduce the errors which
mainly result from signal noise we applied and examined
different filters. Exemplary the results of a median filter
[13] and a bilateral filter [14] with different parameters are
depicted in Figures 1 and 2. The figures show that using
filters can help minimizing the deviation.

B. SLAM Algorithms

Figure 3 gives an overview of the algorithms that are
implemented and examined: Visual Keypoints (upper part of
Figure 3), Hybrid (middle part of Figure 3) and ICP (lower
part of Figure 3).

The SLAM method based on visual key points (see Figure
3 upper part) works as follows: In the first step striking
key points have to be detected and categorized (e.g., SURF
and Shi Tomasi). The SURF(Speeded Up Robust Feature)
method [15] is an enhancement of the SIFT(Scale-invariant

50 100 150 200 250 300 350 400
0

5

10

15

Distance to wooden board (cm)

M
ax

im
um

 d
ev

ia
tio

n 
(c

m
)

Raw Error
Median Filter 5
Median Filter 13
Median Filter 17

Figure 1. Medianfilter

50 100 150 200 250 300 350 400
0

5

10

15

Distance to wooden board (cm)

M
ax

im
um

 d
ev

ia
tio

n 
(c

m
)

Raw Error
Bilateral Filter 8
Bilateral Filter 16
Bilateral Filter 32

Figure 2. Bilateral filter

feature transform) method [16]. The goals of both is to
robustly identify key points among disordered data with
a descriptor invariant to uniform scaling, orientation, and
partially invariant to distortion and illumination changes.
The advantage of the SURF is the higher speed which is
achieved for example by replacing the Gaussian filter with
a Box filter. Shi and Tomasi detectors are based on Harris
and Moravec detectors. The goal of those approaches is to
detect corners, whereas a corner is defined as a point with
low self similarity. Afterwards, in a second step, homologous
key points in two subsequent picture frames must be found.
Key points between two pictures found with SIFT/SURF
detectors and descriptors can be matched with the minimal
Euclidean distance. For key points found with the approach
of Shi and Tomasi, the optical flow is applied. In a final, step
homologous key point pairs are used to calculate the position
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Figure 3. Overview of application flow of visual key point, hybrid and ICP approaches

transformation (RANSAC [17]). The goal of the RANSAC
algorithm is to find a suitable model that describes the
position transformation best. The algorithm can be described
in 4 steps: 1. Select randomly sufficient homologous key
point pairs. 2. Define a possible characteristic of the model.
3. Apply this model to all key points of the first picture.
The key point pairs fitting this model are defined as inliers.
4. Calculate the quality of the model and decide whether
the new model with the number of inliers is better than
the current model. If so, the new model is now the best
model. This procedure is repeated a prior defined fixed
number of times, each time producing either a model which
is rejected because too few inlier points were found or a
better model with lower error measurement. The RANSAC
is very robust to noise and measurement errors and outliers,
but the number of iteration has to be limited since it is a non-
deterministic approach, which may result in an imprecise
or even incorrect model. Finally, the TORO (Tree-based
network optimizer) optimization is performed [18]. The
resulting graph of RANSAC underlies the general problem
of all SLAM methods. The errors in sensor measurement
cumulates over time and results in a deviation that also
increases over time. In case a position is passed twice,
pictures and key points can be recognized and a loop is
detected. The goal of TORO is now to minimize errors of
the calculated positions, which might have occurred since
the time when the position was passed the first time.

The second method (see Figure 3 lower part), the ICP
(Iterative Closest Point) Application Flow, uses point clouds
as input to calculate position transformations. The General-
ized ICP [19] takes two partly overlapping or completely
identical point clouds and aligns them until they match.
The algorithm works in two steps: Find correspondences
between both sets of point clouds and iteratively revises
the translation and rotation needed to minimize the distance
between the two sets. The correspondences can be weighted
either with a Point-to-Point Minimization [20] or a Point-
to-Plane Minimization [21].

We also examined a hybrid application flow (see Figure
3 middle part), which works in the beginning like the visual
key point application flow, but performs a refinement with
the ICP in the Alignment Pose Estimation Phase. In the
case not enough homologous key point pairs could be found,

the algorithm immediately switches to the ICP calculation,
which ensures that even in situations where visual SLAM
fails a position can be calculated and gaps in the output
graph prevented.

C. Evaluation platform and test environments

The evaluation platform offers several features to ensure
consistent and comparable results: All algorithms must
have the same input data (Kinect data stream). Hence,
the platform offers a record function, where each walking
path is stored into an ONI file. Each algorithm can be
applied separately on that ONI file. Therefore consistent
input data can be guaranteed and the performance of the
SLAM approaches can be compared for one particular
scenario. When algorithms are applied, duration and load
are measured. Together with the results, the platform offers
the functionality of exporting this data. Finally a modular
comparison can be performed. Additionally, the position
transformation are visualized in 2D and 3D.

To calculate the accuracy of the algorithms in different
test environments, the paths are marked with tape and when
passing one of those marks, the picture frame number is
logged. Later the calculated position by the algorithms
and the real position can be compared. To enable similar
conditions between the test environments, the test person
carrying the Kinect tries to hold the Kinect in the same
manner for all walked paths in all scenarios.

IV. EVALUATION RESULTS

We chose three different test environments to evaluate
the performance of the algorithms in different scenarios
and situations. The first test environment was a 7 room
apartment, the second environment was an office building
with connected rooms and the third environment was a
subway station in Munich.

A. Test environments

In the apartment scenario, the visual key points approach
was evaluated first. By comparing the SURF with the optical
flow/KLT approach, the SURF approach outperforms the
KLT (compare Figure 4). The effect of changes in the
maximum distance of inliers to the model of the RANSAC
algorithm were examined next. Comparing SURF and KLT,
both approaches show similar effects. The best results are
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Figure 4. Resulting graphs of SURF and KLT

achieved with a distance of 65 mm, higher or lower maxi-
mum values result in less accurate graphs. Applying the loop
detection algorithm and TORO (where every 40th tracknode
is compared to the new added) results in an enhancement
of the graph. The enhancement for the KLT approach is
higher than for the SURF approach. If more tracknodes are
considered no significant enhancement could be measured.

Within the ICP method we compare the Point-to-Point
method and the Point-to-Plane method. In Figure 5 the Point-
to-Point method underlies a strong drift from the beginning
on, whereas the Point-to-Plane method performs very well
until the fifth waypoint. Afterwards, we examined the effect
of different sizes of point clouds. Smaller variations of the
size do not influence the Point-to-Plane method, whereas the
Point-to-Plane method is sensitive to changes of the size. In
comparison, the Point-to-Plane method is more robust and
calculates good results with smaller point clouds.

In the office scenario the rooms were connected and the
path walked outlines a closed rectangle. By varying the dis-
tance of the Inlier to the model for the RANSAC algorithm,
similar results to the apartment scenario are calculated. The
best two values for the maximum distance are depicted in
Figure 6. Applying the loop detection algorithm and TORO
results also in a enhancement of the graph. Interesting in this
case is that the reduction of the track node distance from 40
to 20 in combination with the KLT and TORO, do not result
in significant changes of graph accuracy. The evaluation of
ICP algorithms (compare Figure 7) shows similar results to
the apartment scenario.

The subway station scenario depicts a special scenario
which differs in various aspects from the two previous sce-
narios. Subway stations consist of large areas and big halls.
Since the range of the Kinect is limited, the test scenario was
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adjusted and the way the camera was positioned changed. To
allow the Kinect to at least gather some depths information
the Kinect was tilted towards the floor. Furthermore, bright
illumination causes a lot of reflexions, which disturb the
algorithms. After testing both visual methods and the ICP
methods, the only approach which could calculate positions
at all was the SURF approach. Both KLT and ICP method
failed in the environment of the subway station.

B. Conclusions

Concluding the visual approaches, the SURF approach
performed better than the KLT in all scenarios and test envi-
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ronments. In the test environment of the subway station, the
KLT approach failed entirely because of variations of light-
ing, homogenous surfaces and missing depth information.
TORO enhances both approaches in the apartment scenario,
whereas in the office scenario SURF could be enhanced
more with TORO than KLT. Varying the maximal distance
between inliers and the model for the RANSAC algorithm
enhanced both approaches. A standard configuration that
performs equally well for all scenarios could not be found.
For the SURF method, a maximal distance between 30 and
65 mm is feasible and for the KLT method between 30 and
50 mm.

Concluding the ICP approach, the Point-to-Plane Mini-
mization method outperforms the Point-to-Plane method in
the apartment scenario. An interesting aspect is the size
of the point cloud. It was not the biggest point cloud
that obtained more favorable results. In the Point-to-Plane
alternative 3000 points achieved the best results.

Visual approaches could be further enhanced by inserting
a refinement via ICP. The KLT approach reaches in each
scenario the best performance in combination with the
ICP, whereas for the SURF approach the data set and the
test environment are crucial whether ICP can enhance the
approach further more or not.

C. Overview of error rate

For the overview of the deviation in Figure 8, the best
results from the apartment and the office test scenarios were
accumulated and an average calculated. The scenario of the
subway station was left out, since not all methods could
provide feasible results.

An overview of accuracy, calculation time and robustness
is given in Table I. The results of the subway scenario
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were included in this overview. The subway scenario shows
the weakness of the visual approaches. Since in subway
stations the conditions are harsh (lighting changes extremely,
homogenous surfaces and reflexions) key points could not
always be found. The vast areas and big halls furthermore
hamper SLAM methods using the Kinect.

V. CONCLUSION

In this work, we have shown that the Microsoft Kinect
can be used for visual odometry and therefore is suitable
for indoor positioning solutions in public buildings. For this
purpose we tested the aptitude of state of the art techniques
like SURF, RANSAC and ICP in combination with the
Kinect in different scenarios. The results showed that every
approach has some flaws, depending on the scenario.

For that reason, we developed a hybrid approach which
makes use of visual methods as well as ICP. In order to do
this, we use a customized RANSAC and then enhanced the
results by additionally applying the ICP. For this purpose,
we used a weight function customized for the Microsoft
Kinect. All approaches were tested with an evaluation soft-
ware which enabled us to test the approaches in real life
environments and allowed us to record those environments
for evaluations.

The results show that each the ICP and the hybrid
approach usually outperform the pure visual methods inside
of buildings. The scenario of the subway stations depicted a
very harsh environment, where the sensors of the Kinect
delivered weak data and only the SURF approach could
estimate positions at all.
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Abstract—This paper presents the possibility of using RSSI 

readings to monitor a single IEEE 802.15.4 channel in the 2.4 

GHz ISM band. An overview of the main sources of 

interference - namely Wireless Local Area Networks 

(WLANs), Bluetooth devices and microwave ovens - is given. 

Finally, an algorithm to classify one second of RSSI readings 

into one of these device classes is presented. The algorithm 

classifies 762 of 790 samples (96.46 %) correctly, having its 

worst precision with 97.41 % for the Bluetooth device class and 

its worst recall/sensitivity with 84.21 % for the microwave oven 

class. This algorithm gives an overview of interfering wireless 

devices without the need of changing the channel and thus 

allowing a continuous message reception. 

Keywords-IEEE 802.15.4; Radio Signal Strength Indicator 

(RSSI); 2.4 GHz ISM band; interference; coexistence; Wireless 

Sensor Network (WSN) 

I.  INTRODUCTION 

Wireless Sensor Networks (WSNs) are small, embedded, 
in-expensive, low-power networks that are going to be 
widely deployed in the near future. They can be used in 
many applications in homes, offices and all sorts of urban 
environments. Today’s most suitable wireless transfer 
technologies for WSNs are based on the IEEE 802.15.4 
standard [1], since it provides a simple, low-power stack for 
the Physical and Medium Access Control (MAC) Layer. The 
IEEE 802.15.4 (2003) standard can physically operate in the 
three free Industrial, Scientific and Medical (ISM) frequency 
bands offering 27 channels: one at 868 MHz, ten in the 915 
MHz band and 16 in the 2.4 GHz band. The only frequency 
band available worldwide is 2.4 GHz, which is the most used 
ISM band, utilized by many technologies and therefore the 
band is crowded [2]. Since wireless sensor nodes are power-
constrained, energy saving by means of avoiding 
retransmissions or unnecessary on-times of the radio is an 
important task. Finding sources of interference allows 
avoiding collisions and therefore retransmissions can be 
reduced. This helps to have more reliable and energy 
efficient WSNs. 

In the following section, a discussion of related work is 
given. Then the properties of Radio Signal Strength Indicator 
(RSSI) values are presented. Afterwards, the common 
sources of interference in WSNs are described, namely: 
Wireless Local Area Networks (WLANs), Bluetooth devices 
(BT) and microwave ovens (MWOs). For each device class, 

a short summary is given and then meaningful features for 
the detection are highlighted. Based on that, an algorithm is 
developed to identify the just mentioned device classes by 
RSSI readings of a single WSN channel. Subsequently, an 
evaluation and discussion of the algorithm is given. The 
paper ends with conclusions showing the potential fields of 
application for this work. 

II. RELATED WORK 

The coexistence of IEEE 802.15.4 with other IEEE 
standards has already been partly considered in the standard 
itself (Annex E). To avoid packet loss, the ZigBee standard 
recommends spectrum scanning with the help of RSSI 
readings for network channel management [3]. The scheme 
is only based on noise floor measurements on different 
channels and changes to a less used channel. There is no 
classification of sources of interference.  

Boano et al. are using RSSI readings to improve the 
channel simulation [4] and to recreate interference [5]. 
Especially [5] gives a good overview of the possibilities of 
RSSI readings and the sources of interference (as in this 
work, WLAN, BT and MWO are researched). Emulations of 
the different sources of interference are presented, but no 
classification is used. 

Rayanchu, Patro and Banerjee use an off-the-shelf 
WLAN interface card to measure the spectrum in the 2.4 
GHz band and to identify devices [6]. Since IEEE 802.11 
wireless network interface cards have different technical 
properties compared to IEEE 802.15.4 radios, their 
identification method differs from the one presented here. 
Their presented solution performs full spectrum scans and 
their classification of devices is based on a decision tree 
created with the help of machine learning.  

Chowdhury and Akyildiz propose spectrum sensing with 
the help of a sensor node and an offline interference source 
classification approach. They scan the full spectrum and 
identify WLANs and MWOs by matching the observed 
spectral pattern with a stored reference shape. Their 
approach scans the full spectrum, thus the sensor node 
cannot receive while performing the scan. Their number of 
researched devices for WLANs and MWOs is rather small. 
They further suggest a scheme to choose the channel, packet 
scheduling times and sleep-awake cycles [7]. 

The algorithm presented here only needs the readings of 
a single channel and thus, the measuring sensor node is 
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connected to the network all the time. Also, the number of 
researched devices is high for an approach using sensor 
nodes. 

III. RSSI READINGS 

The IEEE 802.15.4 standard defines that an “Energy 
Detection” (ED) value must be measured for the “network 
layer as part of a channel selection algorithm. It is an 
estimate of the received signal power within the bandwidth 
of an IEEE 802.15.4 channel. No attempt is made to identify 
or decode signals on the channel. The ED time shall be equal 
to 8 symbol periods.” This ED value is also widely known as 
the RSSI value. Since no identifying or decoding takes place, 
the RSSI can be used either to detect noise on a channel, or 
to indicate the quality of an incoming packet when measured 
while receiving.  

Many applications and protocols for WSNs use the RSSI 
values to detect traffic or interference on the channel and to 
estimate transmission distances. Thus, RSSI is an 
enormously useful metric when used as a link quality 
estimator [8] or as part of a link quality estimator [9], and 
therefore, for routing. In addition, localization [10], channel 
management [7] and other systems rely heavily on RSSI 
readings.  

In this work, RSSI readings from the Tmote Sky [11] 
sensor node are used. The data sheet of the built-in CC2420 
radio chip [12] states a dynamic range from -100 to 0 dBm 
with an accuracy of ±6 dB and a linearity of ±3 dB. The 
RSSI is read over an 8 symbol period, which is 128 µs long 
in average. The quality of these RSSI readings was 
researched in [13] and the effects of the antenna pattern are 
shown in [14]. 

IV. SOURCES OF INTERFERENCE 

The main sources of interference for WSNs in the 2.4 
GHz band in urban environments and their effects on WSN 
deployments are reviewed in literature [15, 16]. In the 
literature and from the authors’ experience, the main sources 
of interference are given as: 

A. Wireless Local Area Networks 

The term WLAN or Wi-Fi is commonly used to describe 
a collection of different technologies based on the IEEE 
802.11 standard and its amendments [17]. In the following, 
the 802.11b, g and n standard [18] are of interest, since these 
operate in the 2.4 GHz band. Dependent on national 
restrictions there are up to a maximum of 14 (11 in North 
America) channels available. The IEEE 802.11b and g 
channels are 22 MHz wide and their channel center 
frequencies are only 5 MHz away from each other, thus they 
overlap each other. Channel 14 is an exception being 12 
MHz away from its predecessor (see Figure 5). IEEE 

802.11n works basically on the same channels but supports 
40 MHz wide bundled channels and multiple-input multiple-
output (MIMO), which is based on multiple antennas. 
Although spread spectrum modulated signals are used, a 
single 2 MHz wide WSN channel within the 22 MHz wide 
WLAN channel shows a clear peak in the RSSI readings of 
the Tmote Sky sensor node on WLAN sending activity. 
Hence the transmitting time and temporal length can be 
roughly detected. Since this work concentrates on single 
channel measurements the spectral properties cannot be used 
for identification.  

The data rates of the previous mentioned standards are 1, 
2, 11, 54 and 150 Mbit/s. Although there are different data 
rates, the standard specifies beacons, send by the Access 
Point (AP), which are different to normal traffic. 

1) Beacon Frames: Every AP periodically sends a 

beacon frame to announce its network and to maintain 

connection to all clients in range.  To allow all network 

interface cards to see the network, this beacon is send with 

the lowest data rate (1 or 2 Mbit/s) for highest compatibility. 

The smallest theoretical beacon has a body of around 30 

bytes and 28 bytes of management frame. It has a 

measureable transfer time of roughly 0.5 or 0.25 ms. Most 

beacon frames are over 100 bytes in length and therefore, 

they are clearly traceable. The default behavior is to send 

ten beacons per second. The authors observed that all 

scanned WLANs (six in an office and 16 in a domestic 

environment) used a beaconing frequency of 10 Hz. This 

frequency is assumed for the remainder of this work. The 

beacons are good indicators of the presence of a WLAN on 

the channel and can be clearly seen in the RSSI readings as 

shown in Figure 6 (a). When the channel is heavily used the 

beacons become harder to identify as the standard does not 

provide reserved timeslot for beacons (see Figure 1 and 

Figure 6 (b)). This means that the AP has to access the 

communication medium by using the CSMA/CA algorithm 

as all participants do, resulting in the possibility of delayed 

beacons. As the AP is further away from the measuring 

sensor node, the beacons get increasingly lost in the data 

traffic. 

2) Non-Beacon Frames: All other traffic in the WLAN 

can be, depending on the network possibilities, transferred at 

a higher speed and is therefore harder to identify as WLAN 

traffic. Some small packets can even be too fast to be 

measured using 11 kHz RSSI readings. This traffic has no 

dominant pattern, due to the various amounts of different 

protocols and applications. 

B. Bluetooth Devices 

BT [19] (IEEE 802.15.1) is designed to be a low-cost, 
medium-power, robust, short-range communication platform 
for Wireless Personal Area Networks (WPANs). It also 
operates in the 2.4 GHz band using 79 different 1 MHz wide 
channels (see Figure 5). It supports different sending classes 
with different sending powers. There are different versions 
of BT available, supporting different data rates up to 3 

 
Figure 1. Beacon transmissions on a busy network [17]. 
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Mbit/s for Version 2.0 + Enhanced Data Rate (EDR) 
onwards. Since BT uses Adaptive Frequency Hopping 
(AFH) it is the least interfering technology presented here. 
BT changes the channel 1,600 times a second. This results in 
a time of 0.625 ms between the hops, called a slot, which is 
still traceable with a sampling rate of 11 kHz. A BT signal is 
characterized by its short spikes, due to the channel hops. 
The transmissions are organized by a Time Division 
Multiple Access (TDMA) scheme. BT supports two types of 
physical links: Synchronous Connection-Oriented (SCO) 
links and Asynchronous Connection-Less (ACL) links. SCO 
links are normally used for voice transfer and are strictly 
based on single slot packets. ACL links are packet based and 
can use one, three or five slots (see Figure 2). The traffic 
load and therefore the channel usage depend very much on 
the used application profile and wireless environment. The 
traffic can be low (regular traffic as for a wireless input 
device) to high (burst traffic as for file transfer (FTP)) or 
evenly spread transfer of audio as used for wireless headsets 
(see Figure 6 (d) and Figure 6 (e)). The actual transfer spikes 
of BT in the RSSI readings are the most reliable method for 
identification. The discovery and connection phase has not 
been investigated in this work.  

C. Microwave Ovens 

MWOs are a widely used household appliance working 
in the 2.4 GHz band with high power to warm food by 
dielectric heating. The common center frequency of MWOs 
is around 2.45 GHz with a spread width of at least 5 MHz 
and the average output power is around 800 W (the precise 
specification of a model can normally be found at the type 
plate at the back of the MWO). Through shielding most of 
the output power is kept in the cooking chamber of the 
device, but some waves are emitted to the environment. 
Measurements of the spectrum and the timing patterns of 
different MWOs can be found in [20]. 

MWOs consist of a single magnetron tube that emits high 
frequency waves. Since the magnetron works always with 
full power the user-set power level is achieved by controlling 
on and off periods. This results in off times between some 
heating phases (see Figure 3). These heating phases (shown 
in Figure 6 (c)) consist of wave emitting periods that are 
typically based on the frequency of the power supply (50 Hz 
in Europe or 60 Hz in North America). The periodical 
channel blocking differs very much to the signals used for 
digital, wireless communication and can be easily identified. 
For the rest of this paper, it is assumed that the MWO is 

measured in a heating phase, because in the off times no 
waves are emitted.  

D. Other Wireless Sensors Networks 

Other WSNs operating on the same channel also have the 
potential to jam communications. The identification of other 
WSNs by RSSI readings would be possible (see Figure 6 
(f)), but is not needed, since a single channel RSSI scanner 
can still receive messages. Even if the other WSN uses a 
different MAC protocol the message will still be received, 
but it might not be interpretable. Since the protocols used for 
WSNs are very variable, a time based classification based on 
RSSI readings would be quite complex to cover all possible 
patterns. 

E. Other Devices 

There are more devices active in the 2.4 GHz band, for 
example: Digital Enhanced Cordless Telecommunications 
(DECT) phones, wireless input devices not based on BT, or 
wireless video cameras, but they are beyond the scope of this 
paper. 

V. IDENTIFYING DEVICES IN THE TIME DOMAIN 

A. Experimental Setup 

To develop a decision algorithm to identify the class of 
an interfering device, a data base of RSSI readings was 
created. All samples have been collected with a single Tmote 
Sky sensor node running ContikiOS 2.5 [21]. For measuring 
the Frossi Scanner [3, 22] has been used, recording RSSI 
readings with an average sampling rate of 11,321 Hz. With 
the help of MATLAB [23] 790 samples, each one second 
long, have been cut. These samples consist of scans of 
different channels in two WLAN environments, two MWOs, 
four BT devices, and another Tmote Sky sensor node 
sending short messages. All samples have been checked 
manually by viewing a plot to make sure that the sample is 
feasible and classifiable. This data base forms the foundation 
for the later stated detection rates. Its detailed composition is 
shown in Table 1. 

B. Data Analysis 

The main part of the data analysis was done offline in 
MATLAB. Additionally WEKA [24] was used, but the 
suggested trees and rules have not been used with the present 
algorithm, since they leak domain knowledge and are purely 
based on statistics. Some thresholds have been incorporated 
in the algorithm presented here.  

 
 

Figure 2. Single- and multi-slot packets used by Bluetooth [19]. 

 

Figure 3. Simplified illustration of the wave emissions of a 
microwave oven operating with user setting “medium power”. 
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TABLE I.  COMPOSITION OF THE USED DATA BASE OF RSSI 
READINGS. 

Label Type of device Samples 

WLAN 22 WLANs (partly overlapping, office and 

domestic environment) 

640 

MWO 2 different models of microwave ovens 
(manufacturers: Matsu, Bush) 

19 

BT Laptop (Dell Wireless 370 Bluetooth Mini-

card), Mobile Phone (Motorola Razr v3i),  
Headset (Samsung WEP-470), 

Wireless Mouse (Apple Magic Mouse) 

121 

WSN Tmote Sky 10 

 

C. Algorithm 

The algorithm takes one second of RSSI readings as 
input and classifies it as WLAN, MWO, BT or unknown 
device. There is also the chance of an early return in the case 
where there is no signal present. In the following the 
algorithm is briefly described, an overview of the algorithm 
is given in Listing 1. The steps are worked through 
sequentially. If a classification matches, the result is returned 
and the algorithm ends. 

1) Input: 1 s (~11,300 samples) of RSSI readings with 
values in the range of [0…100]. The dBm values can be 
computed as the RSSI values minus 100. 

2) Noise: If no reading has a value greater or equal to 
15, there is no classifiable signal present. In the following 
all values under 15 mean a free channel, while higher values 
are considered as usage of the channel. The default Clear 
Channel Assessment (CCA) threshold of the radio is 23. But 
the threshold of 15 allows the algorithm to work with 
weaker signals and is still far enough away from the noise 
floor. 

3) MWO: The algorithm states that the signal is 
generated by a MWO if the following conditions are 
fulfilled: The maximum period power of the signal, found 
by a discrete Fourier transform, is between 48 and 52 or 
between 98 and 102 (based on European 50 Hz mean 
frequency). And the channel is used between 30 % and 70 
% of the time. 

4) BT: The algorithm states that the signal is generated 

by a BT device if the following conditions are fulfilled: The 

channel is never used longer than a single BT slot or the 

distance between rising flanks is mainly the [1…5] times of 

a slot time. And the channel is used less than 10 % of the 

time and the 10 Hz period power found by a discrete Fourier 

transform divided by the maximum power of all periods is 

less or equal to 0.035. 
5) WLAN: The algorithm states that the signal is 

generated by a WLAN if the following conditions are 
fulfilled: The usage of the channel is between 1 % and 30 % 
and the maximum time of a clear channel is less than 100 
ms (100 ms are the standard delay between to beacons). 

6) UNKNOWN: If none of the previous conditions are 
fulfilled, the source of the signal is unknown. 

D. Discussion of the Classification Results 

The algorithm described performs well on the previously 
mentioned data base with 28 wrongly classified data sets out 
of 790 in total (3.54 %). The detailed confusion matrix is 
given in Table 2. Samples of WSNs were used to check the 
behavior of the classifier for unknown signals and to proof 
the exclusiveness of the classes, thus the precision value for 
WSNs is not meaningful. There is no class for WSNs since 
there is no need to detect them with RSSI readings (as 
explained in Section IV-D).  

Since the signal is either binarized (channel used or clear) 
or normalized, as the FFT results, the distance to the 
interference source should be unimportant. The algorithm 
can be easily implemented on a personal computer. With an 
input of just one second of RSSI readings it is performed fast 
and can adapt quickly to changes in the wireless 
neighborhood. Unfortunately, at the moment, it is too 
complex to run on a sensor node. The memory of the node 
cannot handle the data.  

The presence of multiple sources of interference is a 
challenge for the detection algorithm and the present 
algorithm only returns a single class.  First trials showed that 
depending on the sources of interference different cases 
occur. 

Since MWOs do not monitor or react to traffic on the 
medium, they overlay the signals of WLANs and BT devices 
and the algorithm will most likely not identify other sources 
of interference, due to the dominance of the MWO. The 
interference range of a MWO is quite limited, thus further 
away from the MWO the MWO signal will decline quickly 
and the other signals will become dominant and will be 
detected by the algorithm. 

WLAN and BT are much more complex in there 
coexistence, since both of them react to the usage of the 

// 1 second of RSSI readings 

IF max(Readings) < 15 

THEN return(NOISE); 

IF ( (max(FFT.power).index between(48Hz,52Hz)) 

     OR 

     (max(FFT.power).index between(98Hz,102Hz)) 

     AND (Usage between(30%,70%) ) 

THEN return(MWO); 

IF ( (max(UsageLength) < 625 µs) OR 

     (RaisingFlanks/count(RaisingFlanks)  

      >= 0.286)) AND ((Usage <= 10%) AND  

     (FFT.Power[10HZ]/sum(FFT.Power) <= 0.035) ) 

THEN return(BT); 

IF ( (Usage between(1%,30%)) AND   

     (max(ClearanceLengths) <= 100ms) ) 

THEN return(WLAN); 

return(UNKNOWN); 

Listing 1. Pseudocode of classification algorithm. 

 
Figure 4. Simplified functional principle of Adaptive Frequency 

Hopping (AFH) compared to Frequency Hopping (FH). 
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medium. WLAN is quite widely spread, thus it can stand 
narrow band interference like BT. BT uses AFH and changes 
to un- or less used channels when many collisions occur on a 
channel. The principle of AFH is shown in Figure 4. 
Additionally, adaptive power control and Channel Quality 
Driven Data Rate (CQDDR) are used by BT to reduce 
interference. In the real world there are still some BT 
transmissions on the channels used by WLAN. But since 
there are many factors (distance to the sources of 
interference, data traffic and protocols used, and the just 
name interference avoiding technologies of BT) the interplay 
of BT and WLAN is not fully covered by the presented 
algorithm. In case of signals of BT and WLAN it will mostly 
classify the signal as WLAN, since WLAN is the dominant 
source of interference. According to [15], WLANs lead to 
much more lost packets than BT devices and so the 
algorithm returns the most relevant source of interference. 
Nevertheless, the detection of multiple sources of 
interference is a possible future enhancement for the 
presented algorithm.  

New classes of devices as mentioned in Section IV-E, 
like wireless DECT phones and other proprietary devices 
operating in the 2.4 GHz band could be added. The 
algorithm needs further testing with more devices. Also the 
quality of the RSSI readings across different nodes of the 
same and different models could be compared. According to 
[13] the RSSI readings across different sensor nodes are 
comparable and hence the usage of other nodes as 
measurement devices is feasible.  

As a short sanity check for the results, the authors went 
to another location and measured with a different Tmote Sky 
on channel 12 that was used by WLANs. All samples 
measured were classified correctly as WLANs. More 
consolidation of the results will be done in near future. 

VI. CONCLUSIONS 

This paper reviews the possibility of using RSSI readings 
to monitor the wireless channel. The main sources of 
wireless interference are introduced, and finally an algorithm 
to classify one second of RSSI readings into a device class is 
presented. 

The results presented here can be used in many 
applications. The features of the signals highlighted here, can 
help to better simulate interference for improved channel 
models. The algorithm could run on the base station of a 
WSN enabling the base station to perform a funded 
centralized channel management. Channel sensing is also an 
important step for Cognitive Radios [25]. With the 
knowledge of the channel number the identification results 
could be improved further. An additional full spectrum scan 
could considerably improve the classification, but the ability 
to received messages without interruption on the channel 
would be lost. To the best of the authors’ knowledge this is 
the first algorithm using a time series of RSSI readings of 
only a single channel to classify the wireless neighbors of a 
wireless sensor node. 
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Figure 5. Overview of the usage of the 2.4 GHz spectrum by different standards/devices. 

Do not scale spectral mask or output power from this drawing. 

TABLE II.  CONFUSION MATRIX OF IDENTIFIED CLASSES. 

 Predicted class  

WLAN BT MWO UNKNOWN Precision Recall/Sensitivity 

Actual 

class 

WLAN 623 3 0 14 99.05 % 97.34 % 

BT 3 113 0 5 97.41 % 93.39 % 

MWO 3 0 16 0 100.00 % 84.21 % 

WSN 0 0 0 10 34.45 % 100.00 % 
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Figure 6. Overview of typical RSSI time series (0.5 s) of different devices. (a) WLAN beacons. (b) WLAN data traffic. (c) MWO heating phase. (d) Low 

traffic BT using only single-slot packets. (e) High traffic BT using multi-slot packets. (f) WSN sending a 22-byte-long message. 
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Abstract—Relay assisted OFDMA networks are promising
solutions for provision of high-data-rate services in wide
coverage areas. However, the deployment of relays makes
the resource allocation a more challenging and complex task.
In this paper we study dynamic allocation of power and
subchannels in an OFDMA downlink system with regenerative
relays which have the capability of buffering the users’ data
to transmit in a suitable time. We model the network as a
multicell scenario with small serving areas and provide a novel
framework for resource allocation, in which each of the relays
and Base Station (BS) allocate resources based on the queue
and channel state information of their own users. We propose
a dynamic distributed resource allocation algorithm for this
purpose, where BS and relays decide about the allocation of the
power and subchannels by passing messages among themselves
and based on the local queue and channel state information.
Simulation results show significant improvement in terms of
system throughput and users’ queue stability.

Keywords-OFDMA; regenerative buffering relays; dual de-
composition; distributed resource allocation.

I. I NTRODUCTION

Orthogonal frequency division multiple access (OFDMA)
is a promising solution for multiple access in high speed
wireless networks such as IEEE 802.16 Worldwide Interop-
erability for Microwave Access (WiMAX), and Long Term
Evolution (LTE). Based on this technique, it is possible
to provide high spectaral efficiency, multiuser diversity,
robustness against multipath fading and flexibility in radio
resource allocation. However to make it possible for all the
users in a large area to get access to the network, wide
coverage is another important objective for next generation
of mobile networks. For this purpose, wireless relays have
gained significant attention in both industry and research
bodies, due to their cost effective and fast deployments.
Relays can improve the transmission link between Base
Station (BS) and users which are far from BS or have
blockage between BS and themselves.

Resource allocation and scheduling are important issues
in wireless networks due to increasing demand of users for
data traffic and the scarcity of radio resources [1]. It becomes
even more challenging and crucial in relay assisted OFDMA
networks[2]. Recently there has been remarkable work done
in this field [3][4][5][6]. In [3], authors studied the capac-
ity of relay assisted OFDMA networks for both amplify-
and-forward (AF) and decode-and-forward (DF) schemes.
Adaptive scheduling algorithms have been studied in [4] and,

based on a Time Division Duplexing (TDD) frame structure,
Greedy Polling (GP) and Partial Proportional Fair (PPF)
algorithms have been proposed. In [5] authors assumed that
the frequency band is partitioned between users connected
directly to BS and users connected through relays. They
studied the cross layer scheduling for the relayed users in
an AF relay network, as an optimization problem with the
objective of maximizing the received goodput and proposed
a distributed algorithm for it. Most of the works in this
area use two common assumptions. First one is that users
have infinitely backlogged buffers in BS, meaning that they
always have data to transmit; However in realistic scenarios,
this assumption is not true and users have random and bursty
traffic arrival of packets which feed users’ buffers in BS.
Therefore the channel aware scheduling without considering
the availability of data, would lead into inefficient use of
resources. The other common assumption is that relays are
“prompt” and the relaying is performed in two consecutive
transmission epochs [4]. In other words, time slots are
assumed to be divided into two subslots where in the first
one, BS transmits to the relays and in the second one, they
forward the received data to their users. However having
relays with the capability of buffering data and forwarding
them in a later time, can provide more flexibility for Radio
Resource Management (RRM) as it is possible to keep a
user’s data in the queue and forward it in a suitable time
slot, i.e., when the user’s channel gets better or the user gets
higher priority. Such a system has been considered in [6],
and based on that authors have studied the joint routing and
subchannel allocation in a relay assisted OFDMA cellular
network. They have considered concurrent transmission for
relays where a relay can receive data on some subchannels
and at the same time transmit on some others. Assuming
equal power allocation and equal number of frequency
subchannels being used by either of BS and any of the relays,
a centralized algorithm has been proposed. However optimal
power allocation is another important factor for efficient
utilization of the system resources and providing Quality
of Service (QoS) for users in terms of Bit Error Rate (BER)
and queue stability [7][8].

In this paper, we consider a relay assissted OFDMA
network with buffering capability in relays and availibility
of all of the subchannels to all of the BS and Relays.
We formulate joint channel and power allocation as an
optimization problem and introducing some concepts, we
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show its similarity to a multicell OFDMA scenario with
smaller cells. Moreover, to make the problem tractable, we
transform it into a convex optimization problem and using
dual decomposition, we propose an iterative Dynamic Dis-
tributed Resource Allocation (DDRA) algorithm, where BS
and each relay solve their own problem based on their users’
Queue and Channel State Information (QCSI) and some
global variables exchanged among them. DDRA provides
a novel framework for exploiting the system’s power and
subchannel resources in an effeicient and adaptive way over
time, with lower overhead of the CSI feedback and lower
computational complexity at the BS compared to optimal
centralized scheduling which requires global CSI at the BS.

The rest of the paper is organized as follows. In Section
II, we outline the model for the relay assisted OFDMA
system. In Section III, we formulate the resource allocation
algorithm design as an optimization problem and solve it by
dual decomposition, where distributed closed-form solutions
for power and subcarrier allocation are derived. Simulation
results for the distributed algorithm are studied in Section
IV with conclusion finally presented in Section V.

II. SYSTEM MODEL

We consider a single cell time slotted OFDMA system
in downlink (DL) with K users andM relays. Users are
uniformly distributed in the cell,K1 of them being served
directly by BS while others receive data through one of the
relays. As it is shown in Figure 1, we assume that each user
has been assigned to either BS or any of the relays based
on a criteria such as average Signal to Nosie Ratio (SNR),
distance from the BS and relays, etc.

Relays’ locations are fixed and can have different dis-
tances from BS, based on the topology of the service area.
BS and relays are equipped with buffers, where BS has
one for each user but relays have one for each of only
the users connected to them. Users’ packets arrive at the
BS buffer according to their traffic model and are queued
until transmission to the directly connected users or to relays
serving other users. Relays do not need to transmit the
received packets immediately in the next time slot and it is
possible to keep them in the buffers and serve them based on
the scheduling policy. This gives flexibility to the scheduler
to utilize the resources more opportunistically by postponing
the transmission until the user gets higher priority or better
channel. We useQB

k , k = 1, . . . ,K to denote the queue size
of userk in BS, andQR(k)

k , k = K1 + 1, . . . ,K to denote
the queue size of userk in its serving relay,R(k).

We assume that transmission bandwidth is divided intoN

subchannels where each subchannel can be used exclusively
by BS or relays in one of the groups of the links, i.e., BS-
to-users, BS-to-relays and relays-to-users. Any relay hasthe
ability to transmit on some subchannels and at the same time
receive data from BS on other ones. The channels in all the
links are assumed time variant and frequency selective, but

Figure 1. System model

constant during one time slot. We define the gain-to-noise
ratio corresponding to the link between BS and userk as
follows:

eBkn =
|HB

kn|
2GB

k

σ2
n

, (1)

whereHB
kn is the small scale fading coefficient between BS

and userk in subchaneln, GB
k is the path loss attenuation

between BS and userk andσ2
n is the variance of Gaussian

noise.eR(k)
kn andeBR(k)

n can be defined in a similar way for
the links betweenR(k) and userk and the links between
BS andR(k). Assuming that M-ary QAM modulation is
used for transmission, the achievable transmission rate can
be computed as follows[9]:

rBkn = xB
kn log2

(

1 +
pBkne

B
kn

Γk

)

, k = 1, . . . ,K1, (2)

where, without loss of generality, the bandwidth of a sub-
channel has been assumed equal to1. rBkn is the achievable
transmission rate between BS and userk on subchanneln.
xB
kn denotes subchannel allocation indicator which would be

one if subchanneln is used by BS to transmit data to userk,
k = 1...K1, and zero otherwise.pBkn is the power allocated
by BS to userk on subchanneln. Γk is the SNR gap due
to the limited number of coding and modulation schemes
and is related to bit error rate of user k (BERk), through
equationΓk = − ln(5BERk)

1.5 . In a similar way we can define

x
R(k)
kn ,pR(k)

kn and r
R(k)
kn for the links of relays-to-users and

x
BR(k)
kn , pBR(k)

kn , andrBR(k)
kn for the links of BS-to-relays.

III. C ROSSLAYER SCHEDULING AND RESOURCE

ALLOCATION

In this section, we formulate the cross layer scheduling
and resource allocation and then using some definitions and
modifications, we propose a new perspective with simplified
convex optimization problem.

A. Problem Formulation

In each time slot, the resource allocation policy aims
at efficient use of the system resources, i.e., power and
subchannles, while considering the QoS for the users, in
terms of BER and queue stability. For this purpose, a weight
is considered for each of the users on their links and the
objective is to maximize the weighted throughput over the
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links. The cross layer scheduling and resource allocation can
be formulated as the following optimization problem:

P : max
p,x

K1
∑

k=1

N
∑

n=1

wB
k rBkn +

K
∑

k=K1+1

N
∑

n=1

w
BR(k)
k r

BR(k)
kn

+

K
∑

k=K1+1

N
∑

n=1

w
R(k)
k r

R(k)
kn , (3a)

s.t.C1 :

N
∑

n=1

(

K1
∑

k=1

pBkn +

K
∑

k=K1+1

(p
BR(k)
kn +p

R(k)
kn ))≤Pt, (3b)

C2 :

K1
∑

k=1

xB
kn +

K
∑

k=K1+1

(x
BR(k)
kn + x

R(k)
kn ) ≤ 1, ∀n, (3c)

C3 : xB
kn, x

BR(k)
kn , x

R(k)
kn ∈ {0, 1}, ∀k, n, (3d)

C4 : pBkn, p
BR(k)
kn , p

R(k)
kn ≥ 0, ∀k, n (3e)

wherewB
k , wBR(k)

k , andwR(k)
k are the weights of the users

over the links of BS-to-users, BS-to-relays and relays-to-
users. ConstraintC1 is the total power constraint for the BS
and the relays. The problem (3a) is a complex combinatorial
optimization problem, which needs an exhaustive search to
find the optimal solution. In order to make the problem
tractable, we relax the subchannel assignment variables
xB
kn, x

BR(k)
kn , x

R(k)
kn to be real value between zero and one,

instead of a Boolean, i.e.,0 ≤ xB
kn, x

BR(k)
kn , x

R(k)
kn ≤ 1,

which is known as time or tone sharing. Furthermore, we
consider the buffers of usersk = K1, . . . ,K in their relays,
as virtual users that are directly connected to BS. In other
words, we interpret the links between BS and relays as the
direct links between BS and some virtual users. As shown
in Figure 2, this perspective helps us to divide the serving
area (single cell) into smaller areas (multi cells) served by
M +1 nodes, where node1 is BS withK users and has the
complicated RRM capability and act as a central controller
while nodesm,m = 2, . . . ,M + 1, are the relays with
their own users, totallyK −K1 users, and acts as antennas
distributed in the serving area and connected wirelessly to
the controller. We denote the set of users of nodem with
Um; in particularU1 = 1...K. Each node has the buffers
of its own users and transmits data independently; however
in the beginning of each slot they all communicate with a
central controller in node1 to decide about their shares of
power and subchannels in order not to make interference to
other nodes.

We use the following notations for each user:

emkn =











eBkn, m=1, k=1, . . . ,K1

e
BR(k)
n ,m=1, k=K1+1, . . . ,K

e
R(k)
kn ,m=2, . . . ,M+1, k=K1+1, . . . ,K, k ∈ Um

wm
k , xm

kn andpmkn can be defined in a similar way. We define
D={(p,x)|0≤pmkn≤Pt, x

m
kn ∈ [0, 1]} as the domain of the

problem. Due to tone sharing, SNR will be equal topm

kn
em
kn

xm

kn

;

Figure 2. Similarity of the model to multicell network

this SNR is because of viewingpmkn as the energy per time
slot that nodem uses for userk on subchanneln [10]. As
a result the rates will be computed byrmkn = xm

kn log2(1 +
pm

kn
em
kn

xm

kn
Γk

). Assuming that the system is stabilizable, similar to
[11], it can be proved that queue stability can be provided
by defining the weights of users as follows:

wm
k =

{

QB
k ,m=1, k=1, . . . ,K

Q
R(k)
k ,m=2, . . . ,M+1, k=K1+1, . . . ,K, k ∈ Um

(4)
Considering these weights for queue stability provision,
makes it possible for BS and relays to utilize only local
QCSI for resource allocation algorithm provided in the sub-
sequent subections. Using the framework mentioned above,
resource allocation problem can be represented as follows:

max
p,x ∈D

M+1
∑

m=1

∑

k∈Um

N
∑

n=1

wm
k xm

kn log2(1 +
pmkne

m
kn

xm
knΓk

), (5a)

s.t. C1 :

N
∑

n=1

M+1
∑

m=1

∑

k∈Um

pmkn ≤ Pt, (5b)

C2 :
M+1
∑

m=1

∑

k∈Um

xm
kn ≤ 1, ∀n (5c)

It is worth to note that the ordinary OFDMA networks can
be considered as a special case of this formulation where
M=0; in that case the virtual users will become the real
users directly connected to BS.

Problem 5 is convex and the strong duality holds [10]
(This can be verified by defining̃pmkn =

pm

kn

xm

kn

and substituting
in the objective and constraints). Therefore, using dual
decomposition, an iterative algorithm can be designed to
solve the problem.

B. Dual Problem Formulation

In this subsection, we formulate the dual problem for the
resource allocation optimization problem. For this, we first
obtain the Lagrangian function of primal problem. After
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rearranging the terms, the Lagrangian can be written as:

L(p, x, µ, δ) =

M+1
∑

m=1

∑

k∈Um

N
∑

n=1

wm
k xm

kn log2(1 +
pmkne

m
kn

xm
kn
Γk

)

−

M+1
∑

m=1

∑

k∈Um

N
∑

n=1

µpmkn

−

M+1
∑

m=1

∑

k∈Um

N
∑

n=1

δnx
m
kn

+ µPt +

N
∑

n=1

δn (6)

whereµ is the Lagrangian multiplier associated with total
power constraint andδ is the Lagrangian multiplier vector
for the subchannel allocation constraints. The dual problem
is given by:

min
µ,δ≥0

max
p,x∈D

L(p, x, µ, δ) (7)

Similar to the method in [10], the dual problem can be solved
by a centralized iterative algorithm in BS. In this case, since
the BS has the information of the previous transmissions, it
would have QSI of all the relays, but it will need to ask
for the CSI for the links between relays and their users
on all the subchannels which will lead to an overhead in
the order of O((K −K1)N ). Alternatively, as in [5], using
dual decomposition and concept of pricing, we propose an
iterative distributed algorithm where in each iteration, BS
and relays, solve their own problem based on the global
variables and their local QCSI.

In the following subsection, we solve the dual problem
in (7) by decomposing it into two parts: the first part is the
local subproblem to be solved by each of the serving nodes,
BS and relays, and the second part is the main dual problem
to be solved by BS.

C. Dynamic Distributed Resource Allocation - DDRA

By dual decomposition, the dual problem is decomposed
into a main global problem andM+1 local problems which
can be solved iteratively. In each iteration, using the dual
variables, which are global for all the nodes, BS and relays
solve their local subproblem based on their QCSI. Then
relays report their results to the BS and BS updates the
dual variables and broadcasts them to relays. In this way,
dual variables act as prices that BS adjusts to control the
demands. The local subproblem in each node is given by:

max
p,x∈D

Lm(p, x, µ, δ), with

Lm(p, x, µ, δ) =
∑

k∈Um

N
∑

n=1

wm
k xm

kn log2(1 +
pmkne

m
kn

xm
knΓk

)

−
∑

k∈Um

N
∑

n=1

µpmkn

−
∑

k∈Um

N
∑

n=1

δnx
m
kn (8)

where the lagrange multipliersµ andδ are provided by the
BS. Using the Karush-Kuhn-Tucker conditions we have:

∂Lm

∂pmkn
=

wm
k xm

kne
m
kn

xm
knΓk + pmkne

m
kn

− µ = 0 (9)

As a result, power allocation for subchanneln is obtained
by:

pmkn
∗(x, µ, δ) = xm

knp̃
m
kn(µ), with

p̃mkn (µ) = min
(

Pt,
(wm

k

µ
+

ln(5BERk)

1.5 emkn

)+)

(10)

where(a)+=max(a, 0). After substitutingpmkn
∗ into (8), we

have:

Lm (x, µ, δ) =
∑

k∈Um

N
∑

n=1

xm
knV

m
kn (11)

with V m
kn = wm

k log2(1 +
p̃mkne

m
kn

Γk

)−
(

µp̃mkn + δn

)

Defining V m∗
n = max

k∈Um

{Vm
kn}, (11) will be maximized if

subchannel assignment variables are computed as follows:

xm
kn

∗(µ, δ) =

{

1, V m
kn = (V m∗

n )+,
0, V m

kn < (V m∗
n )+,

(12)

In some time slots, more than one users might haveV m
kn =

(V m∗
n )+. This happens mostly for the virtual users of BS

that represent the links belonging to the same group, i.e.,
between BS and a particular relay, as these links have the
same channel condition over a subchannel. In such cases,
subchannel is allocated to the user that has larger queue size
or better channel condition. According to (4), (10) and (12),
queue sizes of users, their channel conditions and required
BER will affect their share of power and subchennals.

D. Solution of Main Dual Problem at BS

Based on the information of the powers and channel
allocation variables reported by relays and using subgradient
method, BS will update the dual variables through the
following iterations:

µ(t+ 1) =
[

µ(t)− ξ1(t)
(

Pt −

M+1
∑

m=1

∑

k∈Um

N
∑

n=1

pmkn

)]+

,

δn(t+ 1) =
[

δn(t)− ξ2(t)
(

1−

M+1
∑

m=1

∑

k∈Um

N
∑

n=1

xm
kn

)]+

, ∀n

(13)
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In this algorithm, the overhead of messages reported by
relays will be in the order ofO(NM) multiplied by the
number of iterations, which would be considerably lower
than that of centralized algorithm in the networks with high
number of users. Number of iterations can be optimized to
reach fast convergence, by choosing suitable step sizes and
initial values [5].

IV. N UMERICAL RESULTS

To evaluate the system performance, we have considered
a system with M=3 and N=20 and have conducted extensive
Matlab simulations over 1000 time slots. Simulation param-
eters are shown in table I. For the links from BS or relay
to users, Rayleigh channel model is used, while the links
from BS to relays, are modeled with Rician channel with
κ factor equal to 6 dB. Results are presented in terms of
system throughput as well as average and maximum queue
sizes in the system. For baseline, we have used the PPF
method proposed in [4] in which power is equally allocated
over subchannels and relays are prompt, i.e., they transmit
in a time subslot immediately after the reception subslot.
We have adjusted PPF for our scenario by considering the
availability of data in the queues of users in BS; we call
it Queue Aware PPF (QAPPF), as it computes the achiev-
able rates of users based on their queue size and channel
conditions. Figure 3 shows the average system throughput
in each time slot, with two values of systme total power.
It is observed that DDRA is able to utilize the wireless
resources more efficiently, compared to QAPPF. The reason
is that although both of them share the system power and
subchannels for the users directly connected to BS and users
connected through relays, in DDRA BS and relays allocate
power and subchannels adaptively and also have flexibility
over time to transmit to users and as a result they are able to
get higher benefit from resources and from time diversity.
Also it is observed that as the number of users increases,
DDRA is able to utilize the multiuser diversity and get more
gain. This is also displayed in Figure 4, by the Cumulative
Distribution Function (CDF) of throughputs in each time
slot, in the case of 10 users. The jumps in the diagram

Table I
SIMULATION PARAMETERS

Parameter Name Setting

Cell Radius 1000m
Min UE-BS distance 50m
BS Antenna Height 15m
Relay Antenna Height 5m
User Antenna Height 1.5m
Relay Distance from BS 2/3 cell radius
Pathloss Model From [12]
Subchannel Bandwidth 15 kHz
Time Slot Duration 1ms
BER Requirement 1e-6
Traffic Model/Packet Size Poisson/1Kb
Packet Interarrival Time 30ms

of DDRA are because of the fact that it utilizes resources
efficiently and is able to empty the queues sometimes. Then
when a new packet is arrived in a time slot in one of the
queues, it is transmitted completely. It is clear frrom Figure
4 that DDRA is able to provide higher bit rates with higher
probability.

Figure 5 demonstrates the average queue size in the
system over time, with 10 users. While DDRA keeps queues
stable, QAPPF is not able to reach this goal and therefore
queue sizes increase unboundedly. We also show the CDF of
maximum queue sizes in a system with 10 users in Figure 6.
QAPPF results in higher probability for large queue sizes in
the system, which would cause higher probability of buffer
overflow. On the other hand, DDRA is able to keep queue
sizes in smaller ranges and guarantee system stability. This
is due to the fact that according to (4) DDRA gives higher
weights to the users with larger queue sizes and using (10)
and (12), it is able to allocate resources adaptively based
on queue size, channel condition and required BER of the
users. As the results confirm, DDRA is a throughput optimal
algorithm, meaning that it is able to keep the queue sizes
bounded if it is feasible at all [11].
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V. CONCLUSION AND FUTURE WORK

In this paper we provided a novel framework for joint
power and subchannel allocation in a relay assisted OFDMA
network, with the assumption that relays are able to buffer
data and transmit in a later time. Defining the links between
BS and relays as virtual users, a new perspective was pro-
vided and similarity of the system to a multicell network was
shown. We formulated the resource allocation problem as a
convex optimization problem and using dual decomposition,
we proposed an iterative Dynamic Distributed Resource
Allocation (DDRA) algorithm, in which each of the BS
and relays solve their own problem based on some global
variables and their local information about queue and chan-
nel states of their users. The closed form equations derived
for power and subchannel allocation, reveals the adaptive
characteristic of our resource allocation algorithm basedon
queue size, channel condition and required BER of the users.
The propsed perspective and algorithm, is highly scalable
which is of great appeal for deployment and radio resource
management of relay assisted OFDMA networks. Numerical
results confirm the throughput optimality of DDRA and
show significant improvement in the system performance
in terms of average throughput and queue stability. As the

future work, we will consider separate power constraints for
BS and relays and will extend DDRA for a scenario with
both delay-sensitive and delay-tolerant services.
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Abstract—Due to the increasing demand on wireless commu-
nications the idea of cognitive radio is of utmost interest. The
TV white space may become the first commercial application
of cognitive radio resulting from its advantageous propagation
properties. It allows the usage of secondary communication sys-
tems at non-occupied frequency bands. Within this manuscript, a
prototyping platform for cognitive radio applications is presented.
Its underlying architecture is based on a combination of DSP
and FPGA and relies on the software-defined radio paradigm.
Spectrum sensing algorithms are introduced for the three pre-
dominant Chinese TV standards DTMB, CMMB and PAL-D/K.
Finally, the algorithms’ performance is shown in a comparison
to simulation results. The focus of this manuscript is on a TV
white space prototyping platform and the validation of spectrum
sensing algorithms for the Chinese TV standards DTMB, CMMB
and PAL-D/K.

Keywords—CMMB; Cognitive Radio; DTMB; Prototyping
Platform; PAL-D/K; TV White Space

I. INTRODUCTION

In the recent decade, an increasing interest in the field
of cognitive radio (CR) for wireless communication systems
could be discovered. It is considered as a key technology for
significantly alleviating the spectrum scarcity. One application
for the CR technology is the TV white space (TVWS). It
refers to non-occupied frequency bands in the TV spectrum,
i.e., below 900 MHz, and is a desirable target for CR-
based spectrum sharing due to its advantageous propagation
properties compared to other frequency ranges on the one hand
and due to its low utilization ratio on the other hand [1]. Hence,
CR in TVWS will probably become the first commercial
application that brings CR from concept to reality. In the
United States, the FCC has already made an official request
to allow unlicensed users reusing TV bands without causing
interference to incumbent users [2]. In other countries, the
corresponding regulatory authorities such as the CEPT in the
European Union are developing regulations on the unlicensed
usage in TVWS as well. Besides the regulatory authorities,
standardization organizations such as IEEE 802.22 [3] have
started the standardization for cognitive radio applications.

The spectrum sensing technology has been considered as
a key element of CR and its application to TVWS has

been widely studied. However, a variety of different TV
standards exists, which may differ from country to country,
especially for digital TV standards. While in North America
ATSC (Advanced Television Systems Committee) is deployed,
in Europe, South Asia and Africa, DVB-T/H (Digital Video
Broadcasting - Terrestrial/Handheld) plays the predominant
role. Further standards such as ISDB (Integrated Services
Digital Broadcasting) developed in Japan or DMB (Digital
Multimedia Broadcasting) developed in Korea are also used
in various countries [4]. As a result, it is hardly feasible to
design a universal sensing algorithm for all TV standards.
This manuscript focuses on spectrum sensing for Chinese TV
standards.

There are mainly three terrestrial and handheld TV stan-
dards in China: DTMB (Digital Terrestrial Multimedia Broad-
cast) [5] for terrestrial reception, CMMB (China Mobile
Multimedia Broadcasting) [6] for handheld reception and PAL-
D/K (Phase Alternating Line) [7] for analog TV. While other
countries such as the USA have already stopped the provision
of analog TV, the nationwide switchover from analog to digital
TV will not occur until the year 2015. Therefore, the analog
TV will still coexist with the digital TV for many years to
come. As a result, the detection of both analog and digital
signals is necessary for CR implementations.

The United States are the first and also most active country
in exploiting the unlicensed usage of TVWS. The spectrum
sensing technology for ATSC signals has been intensively
studied. Several detection algorithms for ATSC and its analog
predecessor NTSC (National Television System Committee)
can be found in IEEE 802.22 standard [8]. In 2008, a sensing
prototype test campaign was organized by FCC [9]. As an
example, Motorola, Philips and I2R have submitted their pro-
totype designs, which have been tested both in the laboratory
as well as in the field. The results showed that the ATSC
and NTSC signals can be detected correctly with a certain
probability. As another widely used TV standard, DVB-T
has also been intensively studied with respect to spectrum
sensing. In [10], a robust sensing approach is discussed using
a prototype sensor developed by Philips. Several detection
algorithms for a Chinese standard, i.e., DTMB, have also
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Fig. 1. Platform Overview for Spectrum Sensing Applications

been studied and published [11], [12]. The focus of this
manuscript is on a prototyping platform developed by the
authors and deployed for the implementation of spectrum
sensing algorithms for the TVWS in China. The prototyping
platform is based on the software-defined radio paradigm [13]
allowing a reconfiguration of the platform by software. Besides
the prototyping platform, spectrum sensing algorithms for
DTMB, CMMB and PAL-D/K are illustrated including their
measured performance in comparison with simulation results.

This manuscript is structured as follows. In Section II, the
prototyping platform is presented, while, in Section III, the
signal flow for the spectrum sensing operation is addressed.
Section IV gives an overview of the Chinese TV standards
DTMB, CMMB and PAL-D/K. The corresponding sensing
algorithms, which are implemented on the prototyping plat-
form, are presented in Section V. Section VI shows selected
results in a comparison between the simulated algorithms’ per-
formance and the performance measured with the prototyping
platform. Finally, a conclusion is given.

II. SPECTRUM SENSING PROTOTYPING PLATFORM

For the implementation of cognitive radios, an elaborated
prototyping platform is essential. Already during the concept
phase of this prototyping platform, modularity has been a
crucial design constraint. Hence, the platform is designed in a
way that certain parts can easily be replaced by more appropri-
ate parts depending on the system to be implemented and its
underlying requirements. The platform mainly consists of three
printed circuit boards as illustrated in Figure 1. The base board
is a DSP starter kit hosting a powerful DSP TMS320C6455 by
Texas Instruments running at 1.2 GHz. This DSP is responsible
for major parts of the signal processing algorithms on the one
hand and for the overall platform scheduling on the other hand.
Since higher-level programming languages such as C/C++ can
be used for implementing signal processing algorithms, this
DSP-based platform is ideally suited for rapid prototyping.
Algorithms, which have been studied in a simulation environ-
ment before, can easily be implemented to run on the DSP.
Furthermore, the advanced debugging capabilities of this DSP
simplifies locating implementation errors.

Directly attached to the DSP is the mixed-signal daughter
card. While in Figure 1 the core components required for the
spectrum sensing operation are illustrated only, Figure 2 shows
a more detailed block diagram of this daughter card. The
daughter card can, besides the implementation presented here,
also be used as a full communication transceiver. It consists
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Fig. 2. Prototyping Platform: Block Diagram of the Mixed-Signal Daughter
Card

of an Analog Devices AD6655 analog-to-digital converter
(ADC) as well as of an Analog Devices AD9957 digital-to-
analog converter (DAC). Both devices are supplied from an
elaborate clock distribution network, which guarantees highly
stable clocks for the overall platform. Since the focus of this
manuscript is on the spectrum sensing implementation, in the
following only the receiver branch of this daughter card is
considered. The digitized signal coming from the ADC is
directly given to a Xilinx Spartan-3 FPGA for performing
further filtering and decimation operations. Furthermore, the
FPGA is used for synchronizing the spectrum sensing events.
The synchronization information originates from a Huawei
LTE eNodeB. After some fundamental signal processing steps,
the data is buffered within the FPGA and transferred to the
DSP using the Texas Instrument EMIF (External Memory
Interface). To reduce the overall load of the DSP, this transfer
makes use of direct memory access (DMA).

The analog input signal of the ADC originates from an
RF front-end directly attached to the mixed-signal daughter
card. In case of the spectrum sensing prototyping platform, the
RF front-end mainly consists of a commercially available TV
tuner receiving the RF signal by an appropriate antenna and
down-converting it to an intermediate frequency (IF) signal,
which is then sampled by the ADC.

A photography of the spectrum sensing prototyping plat-
form is given in Figure 3. It shows the three aforementioned
modules with the RF front-end at the top and the DSK at
the bottom. In between, the PCB of the daughter card is
located. Additionally, a separate PCB is located on the right-
hand side for debugging purposes and for interfacing with the
synchronization entity.
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III. PROTOTYPING PLATFORM SIGNAL FLOW

This section describes the signal flow for the spectrum
sensing operation. The focus is on the digital baseband signal,
which is buffered in the DSP. An overview of the signal
flow gives Figure 4. Before the sensing operation starts,
its parameters such as sensing interval, target false-alarm
probability and TV standards to be sensed for are defined by an
external spectrum management entity. Within the prototyping
platform itself, a control unit is responsible for evaluating
and distributing the parameters of interest. There are different
operation modes depending on the a-priori knowledge about
the underlying TV usage. In case the frequency band of
interest may only be used by one TV standard, this infor-
mation is communicated to the control unit so that only the
corresponding detection algorithm is carried out. Otherwise, in
case this frequency band may be used by all of the available
TV standards, the control unit passes the captured data first
to the DTMB detector followed by the CMMB detector and,
finally, the PAL-D/K detector. The soft-decision outputs of all
detectors are then processed by a combination metric to give an
overall information about the presence of any of these signals.
A graphical user interface (GUI) exists, which allows a simple
configuration of the sensing parameters and an immediate
demonstration of the sensing results.

IV. CHINESE TV STANDARDS

The intention of this section is to give a brief overview of
the various Chinese TV standards. The focus is on the main
aspects, which are relevant for feature-based signal detection.
For a full description of the TV systems, please refer to [5],
[6] and [7], respectively.

A. DTMB

DTMB, also referred to as DMB-T (Digital Multimedia
Broadcast - Terrestrial), is a mandatory TV standard in China.
DTMB can be used in either single-carrier or in multi-carrier
mode. Three FEC (Forward Error Correction) code rates, five
modulation orders and two interleaving depths are specified
for DTMB [5]. A block diagram of a DTMB transmitter is
shown in Figure 5.

DTMB defines three different header types with different
lengths. The frame body itself has a fixed length of 500 µs.
The frame structure of DTMB including the different header
types is illustrated in Figure 6. The frames are hierarchically
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structured in a calendar day frame, a minute frame and a super
frame. One superframe consists of either 225 frames with
frame header mode 1 or of 216 frames with frame header
mode 2 or of 200 frames with frame header mode 3.

The three frame headers are generated by different generator
polynomials [5], which are:

G1(x) = 1 + x+ x5 + x6 + x8 (1)

for mode 1,

G2(x) = 1 + x3 + x10 (2)

0 0 . . . . . . . . . . . . . . . . . . . . . . . . 1439 1439 

0 0 . . . . . . . . . . . . . . . . . . . . . . . . 479 479 
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Fig. 6. DTMB Frame Structure [5]
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Fig. 7. CMMB Symbol Overlapping

for mode 2 and

G3(x) = 1 + x2 + x7 + x8 + x9 (3)

for mode 3. The generation of the sequence can be realized
by a linear feedback shift register.

B. CMMB

CMMB is a system fully based on the well-known OFDM
(Orthogonal Frequency Division Multiplexing). A combina-
tion of Reed-Solomon (RS) and Low-Density Parity-Check
(LDPC) codes is used for FEC. Unlike many other OFDM
systems such as DVB-T [14], the OFDM symbol of length
T0 in time-domain is not only extended by inserting a cyclic
prefix (length T1) but it is also extended by a pre-guard interval
and a post-guard interval of length TGI each. As illustrated in
Figure 7, the post-guard interval of a certain OFDM symbol in
CMMB overlaps with the pre-guard interval of the subsequent
symbol [6].

In CMMB, one frame has a duration of 1 s and consists of 40
time slots. Each time slot contains one beacon and 53 OFDM
symbols. The beacon contains a transmitter identification field
and two synchronization signals. The OFDM symbols consist
of data-bearing subcarriers as well as of pilot subcarriers.
These pilot subcarriers are subdivided into continual pilots and
scattered pilots [6].

C. PAL-D/K

A variety of different PAL-based standards exist, which
mainly differ in the channel bandwidth or in the underlying
modulation scheme. The PAL standard used in China is
called PAL-D/K with 8 MHz channel bandwidth, 50 Hz field
frequency and 625 lines per frame [7]. A PAL signal consists
of separate video and audio parts. Within this manuscript,
only the bandwidth occupied by the video part is subject
to spectrum sensing. The video signal used in PAL is a
CVBS (Color Video, Blanking and Sync) signal, which is
an extension to the monochrome VBS (Video, Blanking and
Sync) signal. A snapshot of a standard VBS signal is depicted
in Figure 8. In addition to the video signal itself, the VBS
signal has some additional components, which are required,
e.g., for synchronization at the receiver. The black-level signal
components after and before the video signal are referred to
as front porch and back porch, respectively. The time values
shown in Figure 8 are compliant to the PAL-D/K standard. The
total duration of one line is 64 µs resulting in a line frequency
of 15625 Hz [7].

V. SPECTRUM SENSING ALGORITHMS

After the brief introduction to the various Chinese TV
standards, this section describes the spectrum sensing algo-
rithms. All algorithms have in common that they are based
on autocorrelation of the digital baseband signal. In general,
the autocorrelation function ϕss(t) of a complex signal s(t)
is defined as

ϕss(τ) =

∫ ∞
−∞

s∗(t)s(t+ τ)dt (4)

where (·)∗ denotes the complex conjugation.

A. DTMB

In DTMB, the frame header appears periodically at the
beginning of each frame, which can be exploited for the
sensing operation. The presented autocorrelation-based sens-
ing algorithm for DTMB can be divided into three stages:

• autocorrelation stage
• comb-correlation stage
• decision stage

A flow diagram of the algorithm is shown in Figure 9. For
the autocorrelation the digitized baseband signal is multiplied
with a delayed and complex conjugated version of the signal
where the delay itself depends on the frame header mode.
The running average filter cumulates a certain number of the
multiplication output samples. Resulting from the periodical
appearance of the frame header, the first stage’s output is
applied to a comb correlator, which is a correlation with a
Dirac comb g(t) with a distance ∆t corresponding to the frame
header period, i.e.,

g(t) =

∞∑
k=−∞

δ(t− k · ∆t). (5)

This stage allows collecting the energy of all frames within
the sensing period. The squared magnitude of the cumulated
comb-correlation output ϕcc is given to the decision stage. In
this stage, the ratio λ of the maximum and the average of the
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Fig. 9. Flow Diagram of the DTMB Sensing Algorithm

previous stage’s output is calculated:

λ =
max (ϕcc(t))

ϕcc(t)
. (6)

By applying a soft-decision metric to λ, a measure for the
probability of the presence of a DTMB signal is generated.
Furthermore, comparing the ratio with a threshold Γ gives
a hard-decision on the presence of a DTMB signal. This
threshold is generated by using a threshold metric based on
the available sensing interval tsense and the desired false-alarm
probability Pfa.

By using the ratio λ for making the decision about the
presence of a DTMB signal, the presented algorithm is robust
against dynamic range variations as well as varying signal-
to-noise ratios and, thus, independent of the underlying AGC
(Automatic Gain Control) implementation.

B. CMMB

The sensing algorithm for CMMB is very similar to the
sensing algorithm for DTMB. As shown in Section IV, CMMB
uses a cyclic repetition of certain parts of the OFDM symbol,
denoted as cyclic prefix. Since this cyclic prefix equals the last
part of the corresponding OFDM symbol, it is well suited for
the sensing operation. The general data flow of the algorithm
is identical to the DTMB algorithm depicted in Figure 9.

However, the timings must be adapted according to the CMMB
parameters.

C. PAL-D/K

The sensing algorithm for PAL-D/K relies on the periodicity
of certain parts of the CVBS signal as depicted in Figure 8.
The CVBS signal exhibits a periodic pattern of the synchro-
nization pulses in every transmitted line of the resulting TV
picture. In addition to the synchronization pulses itself with a
length of thsync = 4.7 µs the front as well as the back porch
with lengths of tfp = 1.2 µs and tbp = 6.1 µs, respectively,
can be used for sensing purposes. The time between two
consecutive synchronization pulses is tH = 64 µs. A flow
diagram of the PAL-D/K sensing algorithm is depicted in
Figure 10 and consists of two stages:
• Autocorrelation stage
• Decision stage

While the delay in the autocorrelation corresponds to the
periodicity of the CVBS signal, the length of the running
average filter is set to tH as well. This improves the sensing
performance by exploiting similarities in the video signal for
consecutive lines. In the decision stage, the average of the
output of the autocorrelation stage is calculated. The residual
parts of the decision stage are identical to the corresponding
parts in the decision stages for DTMB and CMMB signals.

VI. RESULTS

To show the overall performance of the previously intro-
duced algorithms, a comparison between the simulation results
and the results measured with the prototyping platform is
given. The TV signals are generated by a Rohde & Schwarz
signal generator. The signals are sent to the prototyping
platform for detection. Additionally, the actual signal power
is measured using a Rohde & Schwarz power meter. The
parameters used for the simulations as well as for the mea-
surements are as follows: The bandwidth used for all TV

Fig. 10. Flow Diagram of the PAL-D/K Sensing Algorithm
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standards is 8 MHz and the sensing interval tsense is set
to 20 ms. The target false-alarm probabilities are 10% and
0.1%, while the target detection probability is 90%. For the
simulations, a noise figure of 8 dB is considered. Figure 11
shows the detection probability Pd versus the received signal
power prx. The considered DTMB signal uses frame header
mode 1. The blue curves show the simulation results for a
false-alarm probability of 10% and 0.1%, respectively. The red
curves show the corresponding measurement results. For the
target detection probability of 90%, the measurement results
are 3 dB to 4 dB worse than the simulation results. Thus, with
the given algorithms, a sensitivity of approximately −110 dBm
and −108.5 dBm can be reached in the presented hardware
setup. There are several reasons that could result in such
degradations. The simulations assume a perfect AGC while
in the real system the maximum gain is limited by the tuner
module leading to an increased quantization noise in case of
very low signal powers at the input of the tuner. The TV tuner
shows highly unstable behavior in terms of amplitude and
phase when the input signal is very weak. Such a property
results from the fact that the tuner is designed for receiving
TV signals at significantly higher power levels. The required
sensing sensitivity is much higher than the TV receiver sensi-
tivity. This causes unexpected distortion when the signal level
is below the target receiver sensitivity. This aspect is also the
reason why autocorrelation algorithms are favorable compared
to cross-correlation algorithms. Cross-correlation algorithms
suffer more seriously from such distortions of the tuner,
leading maximally to the same overall performance as the
autocorrelation algorithms although in simulations such cross-
correlation algorithms perform better than their autocorrela-
tion counterparts. However, the computational complexity of
cross-correlation implementations is much higher and, hence,
autocorrelation algorithms are preferred.

Further reasons for the difference between the simulated and
measured sensing results are effects such as frequency offsets
and amplifier non-linearities in the RF stage, which cannot
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Fig. 12. Simulation and Measurement Results for CMMB

be avoided in hardware implementations and may lead to
significant performance degradations. However, these effects
have not been considered in the simulations.

The simulation and measurement results for the TV standard
CMMB are plotted in Figure 12. Again, a degradation of
the measurement performance of almost 3 dB compared to
the simulation performance can be identified. With the imple-
mented algorithms, a sensitivity of −111 dBm (Pfa = 10%)
and −109.5 dBm (Pfa = 0.1%), respectively, can be reached
for the given target detection probability.

In case of PAL-D/K, the measured performance is much
worse than the simulated performance as shown in Figure 13.
For PAL-D/K, further signal processing steps are necessary
to extract the CVBS signal from the received PAL signal.
These signal processing steps need to be carried out before the
sensing operation. However, they are implemented in a way
to minimize the processing latency rather than for utilizing
the dynamic range most efficiently. This leads to a significant
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performance degradation in comparison to the simulation
results, which are based on floating-point calculations without
any constraints regarding the dynamic range. The sensitivity
for PAL-D/K is approximately −102 dBm.

VII. CONCLUSION

In this manuscript, a prototyping platform for spectrum
sensing was presented and its underlying architecture was
illustrated. Furthermore, an application of cognitive radio for
TV white space in China was addressed. Therefore, spectrum
sensing algorithms for the three predominant TV standards in
China, namely DTMB, CMMB and PAL-D/K, were presented.
Those sensing algorithms have been validated on a prototyping
platform. The prototyping platform itself as well as the under-
lying signal flow were highlighted. It was shown that a signal
detection even at very low input levels is possible with that
platform. For a false-alarm probability of 10% and a detection
probability of 90%, a sensitivity of −110 dBm can be achieved
for DTMB. For CMMB and for PAL-D/K, −111 dBm and
−102 dBm, respectively, can be achieved.
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Abstract— Long Term Evolution (LTE) system has selected 

Single Carrier Frequency Division Multiple Access (SC-FDMA) 

for uplink transmission. Multiple Input Multiple Output 

(MIMO) can be used in order to improve throughput, 

robustness, coverage and capacity. Although it is well known that 

the performance of SC-FDMA is worse than that of Orthogonal 

Frequency Division Multiplexing (OFDM) for Rayleigh channels, 

the existence of a Line Of Sight (LOS) is able to increase 

SC-FDMA resistance to fading further than that of OFDM. In 

this work, the effect of antenna correlation over SC-FDMA is 

investigated for Rice and Rayleigh fading channels. Performance 

of MRC SC-FDMA is compared to that of ZF and MMSE 

equalizers for several LOS power and antenna correlation 

values. Results show that SC-FDMA coherent combination 

performance is better than that of OFDM for both Rayleigh and 

Rice channels. Influence of fading frequency correlation function 

on SC-FDMA performance is kept under MRC.  

Keywords-SC-FDMA, MRC, Rice 

I. INTRODUCTION 

Single Carrier Frequency Division Multiple Access 
(SC-FDMA) is used for the E-UTRA Long Term Evolution 
(LTE) mobile communication system. SC-FDMA, also 
referred to as Discrete Fourier Transform (DFT) spread 
Orthogonal Frequency Division Multiple Access (OFDM), has 
been selected for uplink transmission for LTE [1]. The main 
important advantage of SC-FDMA compared to standard 
OFDM is its low Peak to Average Power Ratio (PAPR) [2], 
which enables low complexity implementation of mobile 
terminal.  

In general, it is accepted that SC-FDMA link level 
performance is worse than that of OFDM [3]. However, under 
certain conditions, SC-FDMA behavior improves that of 
OFDM. Specifically, the existence of a Line Of Sight (LOS) 
increases SC-FDMA resistance to fading over OFDM [4]. 
Roughly speaking, SC-FDMA BER is obtained from the 
harmonic average of the channel response at the allocated 
subcarriers. On the other hand, BER in OFDM is evaluated as 
the average of the BER for each subcarrier. Under high 
probability of deeply faded subcarriers (as in Rayleigh 
channels), SC-FDMA basically behaves as the worst 
subcarrier. However, the existence of a LOS greatly reduces 
the probability of deep fading. Without that burden, SC-FDMA 
is able to add frequency diversity to an OFDM system, thus 
reducing BER.  

In the receiver at base station, frequency domain Zero 
Forcing (ZF) or Minimum Mean-Squared Error (MMSE) linear 
equalization [5], [6] might be applied. For OFDM, both 
techniques obtain similar results [7]. However, MMSE 

SC-FDMA performance outperforms MMSE OFDM [8][9] 
due to a similar reason to that of the existence of a LOS: 
MMSE modifies the harmonic average previously described by 
including a constant for each subcarrier.  

Multiple Input Multiple Output (MIMO) techniques [10] 
take advantage of the spatial separation between antenna 
elements to create uncorrelated spatial channels and to exploit 
higher levels of the spatial diversity. This improves spectral 
and power efficiency. MIMO techniques are very attractive at 
base station, where large antenna spacing is easily 
accommodated. On the mobile unit, however, single antenna is 
more feasible, thus Single Input Multiple Output (SIMO) 
techniques are advisable for uplink.  

Diversity combining is well known to mitigate the 
performance degradation in multipath fading. Specifically, 
Maximal Ratio Combining (MRC) represents an optimal 
combiner over fading channels: multiple copies of the same 
information signal are blended so as to maximize the 
instantaneous SNR at the output [11]. Exact closed form 
expressions of average symbol error rate (SER) can be found 
for uncorrelated [12] and correlated [13] received Rayleigh 
channels, and certain efforts for analysis under LOS reception 
can also be found [14]. In general, it is well known that 
antenna correlation degrades the system performance as less 
diversity is present at the receiver.  

MRC for received uplink SC-FDMA signals is implicitly 
assumed in many works with multiple antennas at the base 
station [15][6]. However, works regarding evaluation of MRC 
SC-FDMA link level performance for Rice channels and 
studies on the effect of antenna correlation are difficult to find.  

In this paper, BER performance of MRC SC-FDMA 
system is evaluated. The effects of antenna correlation and 
Rice factor on SC-FDMA link level performance are studied 
and compared to those over Rayleigh channel and for OFDM. 
Two distinct realistic channel models [16] are used for 
simulation, as power delay profile greatly influences 
SC-FDMA performance.  

The rest of the paper is organized as follows. In Section II, 
we summarize the maximal ratio combining receiver diversity 
scheme. Our system model is described in Section III. In 
Section IV, we evaluate BER of MRC SC-FDMA system by 
simulating a BPSK signaling scheme. Finally, some 
concluding remarks are given. 

II. MAXIMAL RATIO COMBINING 

MRC is a SIMO technique allowing coherent combination 
of signals received over a set of antennas. In particular, signals 
from antenna elements are weighted and combined to 
maximize the output Signal to Noise Ratio (SNR).  
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Consider a receiver diversity system with NR antennas as 

shown in Fig. 1. The channel can be expressed as � �  ��� �� ��  … �
��

 (1) 

The received set of signals � �  ��� �� ��  … �
���
 is then 

� �  ����� �� � � (2) 

being n a vector of noise AWGN samples and x the 
transmitted symbol. Let �� be the instantaneous SNR for the i

th
 

branch, which is given by 

γ� �   ���� |��|� (3) 

In MRC, all NR branches are combined by the following 
weighted sum:  �� ! � �"�"�"� … "
�� � � #
� (4) 

Power of the instantaneous signal and noise part are 
respectively given as  

$%�&'() � ����  | "
�|� (5) 

and $'��%* � +#
+��
 (6) 

where +,+�  represents the usual Euclidean norm. From 
equation (5) and (6) the average SNR for MRC is given as  

-�.� ! � $/�&'()$'��%* � ���0 . |#
 �|�
+#
+��   (7) 

Invoking the Cauchy-Schwartz inequality, SNR is 
maximized at 2 � 34 which yields 

-�.� ! � ���� +�+��
 (8) 

Roughly, MRC process corrects the channel phase and 
blends the two received signals in the correct direction. 
Further, signals are amplitude scaled in such a way that 
stronger signals are more influent in the final value. Later, the 
amplitude scaling step makes sure that the received sequence 
has similar amplitude as the transmitted sequence. These steps 
together remove the channel effect and replace the equalizer.  

III. SYSTEM MODEL 

We consider Fig. 2 - Fig. 3 system model with one transmit 
and �  receive antenna, i.e. a SIMO 1 6 �  system.  

For a given user, a sequence of transmitted bit is mapped to 
a constellation of complex symbols (e.g. BPSK, QAM). The 
precoded complex symbol X is obtained by performing N-DFT 

operation over the resulting complex sequence x. Then, X is 
mapped on a subset of different allocated subcarriers per user, 

i.e., N out of M sub-carriers in which the total system 
bandwidth is divided. The subset may consist of a group of 
adjacent localized SC-FDMA (L. SC-FDMA) or of distributed 
interleaved SC-FDMA (I. SC-FDMA) subcarriers [2]. Non-
allocated subcarriers are forced to zero. From this point 
onwards transmission is similar to that of OFDMA. 

The channel system with �  diversity branches at the 
receiver can be represented by the channel vector  � �   ��7� (9) 

where �7   is the channel coefficient between the transmit 

antenna and the i
th
 receive antenna. Certain correlation, 

measured through the correlation factor ρ, can exist among 
paths. Moreover, hj can be described by multiple paths, which 
arise from spreading. If there are Nj distinct paths from the 
transmitter to the receiver, the impulse response for this 
channel will be: 

   �7:;, => �   ?   @�A:;, =�> 

B

�
 (10) 

where t stands for time variability and τ for delay. This is 
the well known tapped-delay line model. Path amplitudes are 
well described by Rayleigh distributed amplitudes varying 
according to a classical Doppler spread and with average 
power as given by the Power Delay Profile (PDP). Moreover, a 
Line of Sight (LOS) component can also exist between the 
transmitter and the receiver. The Rice factor K [10] measures 
the relative strength of the LOS compared to that of the whole 
varying amplitude. It is a measure of the severity of the fading, 
being K = 0 the most severe fading case (Rayleigh fading, i.e. 
no LOS), and K = ∞ the usual Additive White Gaussian Noise 
(AWGN) channel.  

At the receiver, NR different receiving chains are followed 
as shown in Fig. 3. Perfect channel estimation and 
synchronization avoid interference from other users. The cyclic 
prefix is suppressed and an M-DFT operation converts each 
time domain symbol in to a frequency-domain symbol at the 
receiver. After demapping, the received symbols at each 
antenna Yn can be expressed as 

h1

h2

x

y1

y2

yTX
MRC

combiner

Figure 1.  Transmitter and receiver configuration for MRC 

 

Figure 2.  SC-FDMA transmitter scheme 
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C' � D'E � F (11) 

where F is a noise vector whose entries are i.i.d. complex 
Gaussian CG (0, N0) and D�  represents the N 6 N diagonal 
matrix whose entries are the channel frequency response as 
seen by antenna n for each allocated subcarrier [10].  

These NR signals are frequency combined using MRC:  

C �  ∑ C� D�4IJ�KL  ∑ |D�|MIJ�KL
 (12) 

After taking IDFT of Y, signal is given to detector. The 
output of detector is the estimated input bit sequence.  

IV. SIMULATION RESULTS 

In this section, simulation results are given in order to 
evaluate BER performance for MRC SC-FDMA. LTE settings 
are fixed to those in Table I. Channel profiles described in 
Table II are adopted from ITU-R_M.1225 specs [16] with an 
added direct LOS with Rice factor K. Following figures give 
the BER performance of MRC SC-FDMA for two receiving 

antenna with different antenna correlation ρ, number of 
allocated subcarrier N and Rice factor K. Results are given for 
Vehicular B (VB) and Pedestrian A (PA) channels. For 

comparison, ZF or MMSE frequency equalized single antenna 
detection [9] are also included in figures, as well as several 
results for OFDM.  

Figs. 4 and 5 show BER of MRC without antenna 
correlation over VB channel for Localized and Interleaved 
SC-FDMA, respectively. As it is known, in ZF single antenna 
reception, OFDMA determines the lower bound for SC-
FDMA, while in MMSE. SC-FDMA results are better. It is 
shown that under MRC, SC-FDMA results are also better than 
those of OFDM. Improvement for MRC Localized SC-FDMA 
is slightly higher than that of Interleaved SC-FDMA. 

The effect of channel correlation among antenna can be 
inspected in Fig. 6. Results for Interleaved SC-FDMA over 
channel were as expected: the more antenna correlation, the 
more errors at detection. However, performance under Rice 
fading correlation is less affected by correlation value as direct 
path affect both antenna anyway. Due to the same reason, 
specific frequency correlation function influences less 
SC-FDMA performance under a LOS [9]. However, Fig. 7 
shows that VB channel results are better than those of PA 
channel for MRC Localized SC-FDMA.  

Fig. 8 gives results equivalent to those of Figs. 6 and 7 but 
for OFDM. Note that no effect due to PA or VB channel model 
or localized/interleaved mode exists in OFDM. Effect of 
correlation factor is more noticeable than in SC-FDMA. 
Expected 3dB gain for Rayleigh coherent MRC combination 

(ρ = 1) can be found. 
In Fig. 9, results for VB and PA channels are given for two 

different numbers of allocated subcarriers in Localized and 
Interleaved SC-FDMA. Over VB channel, improvement is 
better for a higher number of subcarriers as the probability of at 
least one very faded pair of carriers is lower. In general, PA 
channel performance is worse as its coherence bandwidth is 
higher.  

V. CONCLUSION 

In this paper, we have investigated BER performance of 
MRC SC-FDMA over Rayleigh and Rice fading channels. It is 
known that ZF SC-FDMA behavior is worse than that of 
OFDM for single antenna systems. However, coherent 
combination of signal received on two antennas improves 
SC-FDMA up to overtake OFDM. Influence of fading 
frequency correlation function on SC FDMA performance is 
kept under MRC. Lower correlation among allocated 

 

Figure 3. MRC SC-FDMA receiver scheme 

TABLE I.  SIMULATION PARAMETERS 

FFT size 2048 

Modulation Techniques BPSK, 16QAM 

Carrier frequency 2.00 GHz 

System Bandwidth 20 MHz 

Sampling Frequency 30.72 MHz 

Number of used 
subcarriers 

4, 32 

Antenna configuration 1 6 N1, 2, 4Q 

Channel model ITU-R VA & PA 
channel 

Equalizers MMSE, ZF & MRC 

Number of receiving 

antenna 

1, 2, 4 

TABLE II.  DELAY SPREAD AND COHERENCE BANDWIDTH FOR 

CONSIDERED CHANNELS 

Channel 

model 

Delay 

spread 

(r.m.s.) 

Coherence 

Bandwidth 

(50%) 

PA 46 ns 4.35 MHz 

VB 4001 ns 50 KHz 
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subcarriers (i.e., higher frequency diversity) improves 
performance of SC-FDMA (VB channels vs. PA fading; 
Interleaved mode vs. Localized).  
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Figure 4. BER of MRC SC-FDMA over Rayleigh fading VB channel 

Figure 5. BER of MRC SC-FDMA over Rice fading VB channel 

 
Figure 6. BER of Interleaved SC-FDMA with MRC for different antenna 

correlation factor over Rice fading VB channel 
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Figure 7. BER performance of localized VB (left) and PA (right) SC-FDMA with MRC for different antenna correlation factor over Rice fading 

 

Figure 8. BER of OFDM with MRC for different antenna correlation factor over Rayleigh (left) and Rice 4dB (right) fading 

 

Figure 9. BER performance of SC-FDMA with MRC for different number of allocated subcarriers over VB and PA Rice fading channels 
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Abstract— The article reports the results of the research on 

reducing handicaps level to radio signal in a Wi-Fi network. 

The authors consider the theory of multi-media in order to 

understand the processes taking place during reflection of 

electromagnetic waves with a frequency of 2.4GHz. The 

resulting numerical modeling conclusions are used to develop 

measures for the processing of premises multilayer materials. 

Experiments have shown that the rate of data transmission in 

wireless IEEE 802.11n standard after treatment of premises 

increased by 15-20%. 

Keywords - RadioEthernet; wireless interference; 

disturbance; Wi-Fi, reflectance. 

I. INTRODUCTION 

Recently, content of data transmitted has more changed 
to the side of multimedia. This leads to an increase in the 
volume of data transmitted. To transmit large volumes of 
data need to increase the data rate. Adopted in 2009, the 
IEEE 802.11n declares transmit rate of 300 Mbit/s, but the 
real data transmit rate is 20-30% of the declared. The 
statistical theory of radiowave distribution indoor is 
described in our paper [1]. It offers a way to increase the 
speed of the network. Let us consider another way. 

Section "Interference handicaps" is devoted to research 
features the work of the interference noises of wireless 
networks. In the section "Definition of factor of reflection 
interference materials», we consider the theory of the 
behavior of the reflection coefficient of the vertical and 
horizontal polarization plane waves at oblique incidence in 
the controlled environment. The section "Definition of 
permittivity" is devoted to research of one of the methods for 
determining the different materials dielectric permittivity ε *. 
On the basis of the developed theory, we conducted a pilot 
research that is presented in section "Application of the 
geometric theory at construction of Wireless Networks". 

II. INTERFERENCE HANDICAPS 

Interference handicaps, arising due to repeated 
radiowaves reflection from surrounding subjects, are shown 
in simultaneous receipt in the receiver of useful signal 
"copies" set with the displaced phases that can result in its 
easing or even full disappearance on separate sites of the 
spectrum (so-called "fading"). 

Under the same system Direct Sequence Spread 
Spectrum (DSSS) external conditions appear steadier to 
fading, than Frequency Hopping Spread Spectrum(FHSS) (as 
well as in case of the narrow-band handicaps, the useful 
signal appears deformed only on separate frequencies); 
however, they are much more sensitive to displacement in 
time of the protected binary signal - because of considerably 
shorter (approximately ten times) pulses duration the levels 
wrong interpretation probability 0 or 1 grows at gate. 

At electromagnetic radiation interaction with materials in 
the last absorption (dielectric and magnetic decreasees), 
dispersion (due to structural heterogeneity of a material) and 
radiowaves interference take place. Non-magnetic materials 
from the radio signal absorption view subdivide on 
interference, gradient and combined. Interference materials 
will consist of alternating dielectric and conducting layers. 
The waves reflected from electro conductive layers and from 
a protected object metal surface interfere among themselves 
in them. Gradient materials (the most extensive class) have 
multilayered structure with smooth or step change of 
complex dielectric permeability on thickness (it is usual 
under the hyperbolic law). Their thickness is rather great and 
makes> 0.12-0.15 λmax, where λmax - the maximal working 
wave length (in our case 0.12м). The external (matching) 
layer is made from firm dielectric with the big maintenance 
of air inclusions, with the dielectric permeability close to 
unit, with other (absorbing) layers - from dielectric with high 
dielectric permeability with absorbing conducting stuff. Also 
materials with a relief external surface (formed by ledges as 
thorns, cones and pyramids), named subulate materials are 
conditionally related to gradient materials. Reflection's factor 
reduction is promoted by repeated waves reflection from 
thorns surfaces (with waves energy absorption at each 
reflection) in them.  The combined materials - a combination 
of gradient and interference materials. They differ in action 
efficiency in the expanded wave band. 

The greatest level interfering handicaps is provided with 
signals at direct falling a radiowave on a material. At 
application of not directed aerial access point is a wall or a 
ceiling to which the aerial fastens. Application gradient 
material for processing a wall or a ceiling in the aerial 
fastening point can provide increase in a ratio signal/noise up 
to 6 dB. The aerial direction on a concave surface is 
inadmissible, as it results in a high level interfering 
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handicaps and high non-uniformity of a radio signal. Walls 
on which the direct radiowave gets are processed interfering 
or gradient materials. 

III. DEFINITION OF FACTOR OF REFLECTION 

INTERFERENCE MATERIALS 

The most difficult for practical work is reflection factor 
definition of materials premises used for processing. 
Radiophysical diagnostics systems work and the control 
interference environments are based on the reaction analysis 
of the researched environment on probing signal. 

One of the most actual the problem is problem of the 
electromagnetic waves interaction adequate description with 
sound the environment characterized by complex dielectric 
permeability (ε *) by the sounding data interpretation 
methods development.  It is connected by that sound material 
environments represent complex dielectric structures.  These 
environments constantly contact to a variable temperature 
field and water in its various modular conditions in real 
conditions. These variable components define, basically, 
dielectric properties of such environments. 

It is necessary to take into account spatial distribution ε * 
at the of radiowave diagnostics of a condition and properties 
of such environments problems decision. The data about 
profile distribution ε * can be received or from the aprioristic 
data, or using the approached theoretical models, or 
experimentally. One of the reflected signals interpretation 
methods perfection directions is connected with the 
modeling tasks decision of which are taking into account flat 
waves interaction with the layered environment which is 
described by real geometrical parameters and real dielectric 
characteristics. 

Let us analyze reflection factor behaviour of flat waves 
of vertical and horizontal polarization at inclined falling on 
the controllable environment. Sharing of vertically and 
horizontal the polarized waves results allow to take the 
information on dielectric properties layers. 

Statement of a task 

On the flaky-non-uniform dielectric environment from 
free space (ε * =1, µ * = 1) the flat electromagnetic wave 
under various Θ angels (Fig. 1) falls.  

X

Z
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E1

E2

E3

h2

P0

P
2

E H0 0( )

Θ

Θ2

 

Figure 1.  Geometry of a problem 

It is required to define values of factor of reflection K 
from the researched environment depending on a horizontal 
and vertical polarization waves falling angel in case of a 
presence on the dielectric layers environment surface. The 
top and bottom layers have half-infinite thickness, and 
thickness of second rather thin layer is a variable quantity 
and commensurable with a wave length. Values ε * the 
second and third layer change during experiment. 

Physical model 

Environment with profile distribution ε usually is 
represented as multilayered system for carrying out of 
numerical modeling. In this case, ε * will be function of 
coordinate Ζ, and on borders between layers this function can 
be explosive. Dependence ε * (Ζ) inside each layer is set by 
numerical values in some points Ζi. We consider ε * between 
points Ζi and Ζi+1 constant and homogeneous in Χ and Υ 
directions on layers for simplification of calculations. 

Mathematical model 

The multilayered environment reflection factor is defined 
under the recurrent formula [2]: 
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Using formulas (1-3), we will find formulas for reflection 
K1,3 factor in case of the research model accepted by us: 
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Then for horizontal polarization: 
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For vertical polarization: 
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Reflection factors modules for wave’s horizontal |KH| 
and vertical |KV| polarization have been designed at various 
falling Θ angels on sound environment by formulas (4−8) for 
different environment conditions (Fig. 1). Thus thickness of 
a thin layer h2 varied, various values ε * a thin layer and the 
third layer were set. For presentation thickness of a thin layer 
was set in relative units and normalized thus to a wave length 
in the environment 
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The formulas (4-8) analysis and diagrams on Figs. 2-4 
shows, that factors of reflection |KH| and |KV| on Figs. 2-3 
behave classically, as in case of falling a flat wave on the 
homogeneous dielectric environment. Diagrams |KH| 
monotonously grow from the minimal value at Θ = 0 up to 
maximal - at Θ =90. Dependence |KV| from a falling angel 
has more complex kind. In the beginning of coordinates 
diagrams monotonously decrease up to zero, and then grow 
up to unit more sharply. Position of a minimum on the 
diagram depends on thickness and ε * thin a layer, and also 
ε * the third layer (Figs. 2-7). Besides concurrence of 
diagrams |KV| and |KH|, received is observed in case of a thin 
layer absence, with diagrams when a thin layer thickness is 
equal 0.5λε (Figs. 2,3-6,7). This fact indicates that the 

reflected waves from a thin layer and environment are 
summarized in a phase. 
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Figure 2.  )(Θ= ϕK  (H=0, horizontal polarization) 
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Figure 3.  )(Θ= ϕK  (H=0, vertical polarization) 
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Figure 4.  )(Θ= ϕK (H=0.25, horizontal polarization) 
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Figure 5.  )(Θ= ϕK  (H=0.25, vertical polarization) 
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Figure 6.  )(Θ= ϕK (H=0.5, horizontal polarization) 
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Figure 7.  )(Θ= ϕK  (H=0.5, vertical polarization) 

In certain situations the behavior of diagrams |KV| and 
|KH| differs from considered above (Figs. 8-9). At the certain 

values ε1, ε2, ε3 layers and thickness of a thin layer equal 
0.25λε the reflected waves from the top layer and a spreading 
surface are summarized in an antiphase, as results in change 
of a kind of diagrams |KV| and |KH|. 

For reflection |KV| and |KH| factors behavior presentation 
from a falling angel Θ and thin layer Н thickness are 
constructed three-dimensional diagrams (Figs. 8-15). Value 

i1.063 −=ε
 was supported to constants, value ε2 changed in 

limits from i1.02 −  up to i1.027 − . Thin layer h2 
thickness changed from 0 up to λmax. 

The figures analysis confirms characteristic failures 
presence on diagrams |KV| and |KH| which appear at certain 
parities ε1, ε2, ε3 layers, a falling angel Θ and a thin layer 
thickness N. Depth of failures on diagrams depends on 
presence of decreases in the environment and a thin layer. 
The fact of presence of special points in behavior of factors 
of reflection |KV| and |KH| can be used for development of 
algorithms of definition ε * or thickness of a thin layer. 

Presence of characteristic failures on diagrams at small 
values ε2 allows picking up such material, the reflection 
factor from which will be minimal (Figs. 8-11). At the big 
size ε2 characteristic, dependence is observed; the increase in 
a thin layer h2 thickness results in increase in reflection 
factor (Figs. 12-15). 

 
Figure 8.  )(Θ= ϕK  

 
Figure 9.  )(Θ= ϕK  
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Figure 10.  )(Θ= ϕK  

 
Figure 11.  )(Θ= ϕK  

 

 
Figure 12.  )(Θ= ϕK  

 
Figure 13.  )(Θ= ϕK  

 

 
Figure 14.  )(Θ= ϕK  

 

 
Figure 15.  )(Θ= ϕK  

IV. DEFINITION OF PERMITTIVITY 

For reflection coefficient definition method use is 

necessary to know size of permittivity ε*a material. For the 

majority of the materials used in premises furnish, the given 

value is unknown and there is a permittivity value definition 

problem. 
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We research theoretically an opportunity of application of 

linear aerials for measurement of thickness (h2) and 

permittivity (ε2) first layers of the two-layer environment on 

a variable frequency method. Let us define h2 and ε2 by 

measurement results of an ultrahigh-frequency linear aerials 

entrance impedance available above environment in turn. 

Linear aerials impedance measurements are carried out with 

the help of a transfer complex factors measuring instrument. 

Let us assume, that aerial A in length 2l is set at height h 

above the horizontal - layered environment in parallel a 

surface of environment (Fig. 16). Environment consists of 

two layers. The first layer is characterized by thickness h2 

and complex permittivity ε2 *, the second layer - thickness 

h3 and complex permittivity ε3*. 

 
Figure 16.  The plan to a problem about definition of an impedance 

of the linear aerial located above the two-layer environment  

Assume that the environment first layer is dielectric, and 

the second layer - conductive. The first layer thickness is 

finite, the second layer represents half-subspace (h3 → ∞). 

Let us consider three cases. In the first case the first layer 

will be a pine board (ε2 = 2.73, h2 = 0.07 м), in the second 

case - a burnt brick (ε2 = 5.5, h2 = 0.066 м), in the third 

case - the block from a glass (ε2 = 6, h2 = 0.117 м). In all 

three cases value of the factor of decreases of the first layer 

we shall accept equal 0.01. Let aerials will be adjusted on 

frequencies 300, 350.. 2200 MHz (with step 50 MHz). 

The length of each aerial without taking into account the 

aerial thickness  is determined n the following way: 

 f

c
l

22
2 ==

λ

, (9) 

where 

λ – length of a wave in free space, m, 

c – speed of distribution of waves in free space, m/s 

f – frequency of tuning of the aerial, Hz.  

Each aerial is above environment at the height equal to 

optimum height of the half-wave linear aerial arrangement 

above a homogeneous environment λ28.0=h . 

Under condition of an the half-wave linear aerial 

arrangement above a homogeneous environment at the 

height equal or not enough distinguished from 0.28λ, the 

maximal value of the module of an impedance of the aerial 

is observed. 

Results of the calculation executed with use of theoretical 

model [3], are submitted in Fig. 17 as diagrams of 

dependences of the half-wave linear aerial impedance 

module located above the two-layer environment, from the 

aerial tuning frequency. The curve 1 conforms to a case 

when the environment first layer is the pine board, curve 2 - 

a burnt brick, a curve 3 - the block from a glass.  

 

 
Figure 17.  Dependence of the module of an the half-wave linear 

aerial impedance located above the two-layer environment, on frequency of 

tunnig at various characteristics of the first layer  

1: ε2* = 2.73 – 0.01i (pine board), h2 = 0.07 m;  

2: ε2* = 5.5 – 0.01i (burnt brick), h2 = 0.066 m;  

3: ε2* = 5.3 – 0.0035i (glass), h2 = 0.12 m 

Under the diagrams submitted in Fig. 17, it is possible to 

determine one of first layer parameters of the two-layer 

environment (h2 or ε2) if another is known. For calculation 

of thickness of the first layer we shall use the formula 

 
f

c
h

∆⋅
=

2

2
4 ε

, (10) 

where ∆f - A difference of the frequencies corresponding 

to two next minimum of frequency dependence of the 

module of an impedance of the linear aerial, Hz,  

 2

1min2min ff
f

−
=∆

, (11)) 

For example, for a case when the environment first layer 

is the pine board; on a curve 1 in Fig. 17, we find fmin1 = 

1401.542 MHz and fmin2 = 2711.424 MHz.  
Thus ∆f = 654.941 MHz. Having substituted values ε2 

and ∆f in the formula (10), we receive value h2, equal 0.069 

m. In this case, the deviation of settlement value of 

thickness of the first layer from a preset value (∆h2) is equal 

1.4%.  
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Similarly we determine a material thickness for a burnt 

brick and glasses. We use the minimal values close to 

frequency researched by us 2.4GHz. 

Results of calculation under the formula (10) the two-

layer environment first layer thickness of are Table I. In the 

considered cases the deviation of settlement value h2 from a 

preset value does not exceed 2%. 

TABLE I.   
RESULTS OF CALCULATION OF THICKNESS OF THE FIRST LAYER OF THE 

TWO-LAYER ENVIRONMENT  

Materials 

Set point 

h2, 

m 

Design value 

h2, 

m 

∆h2, 

% 

Pine board 0.07 0.069 1.4 

Burnt brick 0.066 0.067 1.50 

Glass 0.12 0.122 1.7 

 

For calculation of the two-layer environment first layer 

permittivity we use the formula 
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Let us define size of dielectric permeability for three 

materials at known thickness of the first thin layer.  

Results of calculation under the formula (12) permittivity 

of the first layer of the two-layer environment are Table II. 

In the considered cases the deviation of settlement value ε2 

from a preset value does not exceed 3%. 

TABLE II.   
RESULTS OF CALCULATION OF PERMITTIVITY OF THE FIRST LAYER OF THE 

TWO-LAYER ENVIRONMENT  

Materials 
Set point 

ε2, 

Design value 

ε2, 
∆ ε2, 

% 

Pine board 2.73 2.68 1.8 

Burnt brick 5.5 5,58 1.5 

Glass 5.3 5.449 2.8 

 

For the definition of permittivity dielectric, which 

thickness is unknown, the following algorithm is applied. 

First the difference of frequencies ∆f1 is defined, 

corresponding to unknown thickness of a layer h2 then the 

superficial part of a layer having thickness ∆h2 is removed. 

Then the difference of frequencies ∆f2 is defined, 

corresponding to the stayed thickness of a layer (h2 - ∆h2), 

and depend on ε2. For research of a permittivity dielectric 

measurement opportunity with unknown thickness we return 

to third of the considered cases. 

Let us reduce thickness of the first layer (the block from a 

glass) by 0.036 m and we calculate the module of an linear 

aerials impedance, serially available above the two-layer 

environment.  

 
1: ε2* = 5.3 – 0.035i (glass), h2 = 0.12 m;  

2: ε2* = 5.3 – 0.035i (glass), h2 = 0.084 m 

Figure 18.  Dependence of the module of an impedance of the half-

wave linear aerial located above the two-layer environment, on frequency 

of tuning at various thickness of the first layer  

Results of calculation are submitted in Fig. 18 as a curve 

of 2 the half-wave linear aerial impedance module 

dependences located above the two-layer environment, from 

frequency of tunnig of the aerial. The curve 1 corresponds to 

a case when a glass layer thickness is equal 0.12 m, and is a 

part of the curve 3 represented in Fig. 17. 

Under the diagrams submitted in Fig. 18, it is possible to 

define ε2, not knowing h2. For calculation of the first layer 

permittivity when its thickness is unknown, we shall use the 

formula 
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where 

∆f1 – The difference of frequencies corresponding to 

thickness of the first layer h2, Гц, 

∆f2 – The difference of frequencies corresponding to 

thickness of the first layer (h2 - ∆h2), Hz, 

∆h2 - a difference of thickness of the first layer, m. 

Having substituted in the formula (13) values ∆f1 and 

∆f2, found under the diagrams represented in Fig. 18, we 

receive the value ε2 equal 5.256. In this case, the deviation 

of settlement value ε2 from a preset value is equal 1 %. 

V. APPLICATION OF THE GEOMETRIC THEORY AT 

CONSTRUCTION OF WIRELESS NETWORKS 

Having received theoretical calculation results the 
wireless network practical research in indoor is carried out. 
For treatment premises, we used the multi-layered materials, 
combining materials with high and low dielectric constant. 
We used the wireless network Radio Ethernet, making with 
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standard equipment IEEE 802.11n usage. Router Linksys 
WRT610N, Netgear WNDR3700 and TRENDnet TEW-
671BR are used as POP. 

The research was carried out on the basis of method [4] 
and rate was measured by IxChariot [5]. 

TCP-traffic (with max size package mainly) is generated 
by the program and different situation as receiving, 
transmission and both synchronous (direction to adapter in 
PC)  is modeling. POP (Depending from model no all point 
was available) is set to operate with 802.11n range on 
channel 1(5) in regime  «40 MHz», previous generation  
network security regime was switched off, ciphering WPA2-
PSK whit с AES algorithm was switched on. Other settings 
were standard. 

That network works sufficiently stable should take into 
account, as data transmission rate negligible changed  during 
all test. After the first cycle of measurements, we treated the 
room multilayer materials. Special attention was given to 
surface where the falling electromagnetic wave at the first 
reflection. Then there was held the measurements second 
series. 

Test results are shown on Figs. 19, 20, 21, and 22. 
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Figure 19.  2.4 GHz before processing 
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Figure 20.  5 GHz before processing 

In the range 2.4GHz we received max rate in 
transmission regime from adapter (about 71 Mbit/s) for POP 
Linksys WRT610N. Receiving rate is a little smaller – on the 
order of 61 Mbit/s. The second indicator in the POP 
TRENDnet TEW-671BR. Worst performance in terms of in 
the POP Netgear WNDR3700. The second indicator in the 
POP TRENDnet TEW-671BR. Worst performance in terms 
of in the POP Netgear WNDR3700. In the range 5GHz, we 
received max rate (about 104 Mbit/s) for POP Netgear 

WNDR3700 only on test Intensive send-receive. When 
transferring files, the best result shows an POP Linksys 
WRT610N. After processing premises speed increased by 
15-20%. 
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Figure 21.  2.4 GHz after processing 
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Figure 22.  5 GHz after processing 

VI. CONCLUSIONS 

The results of the modeling calculations carried out by 
the authors allow to draw a conclusion that the layered 
environments parameters control is possible with the helt of 
electromagnetic waves of vertical and horizontal polarization 
in the range of 2.4 GHz. To determine the dielectric layers 
were suggested the method of using half-wave antenna. The 
given theory we used for the treatment premises. The model 
calculations results were approved in the experiments. The 
experimental results at frequencies of 2.4 GHz and 5 GHz 
have shown that after a special treatment of premises rate 
increased by 5-10%. 
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