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Foreword

The Eighth International Conference on Wireless and Mobile Communications [ICWMC
2012], held between June 24-29, 2012 - Venice, ltaly, followed on the previous events on
advanced wireless technologies, wireless networking, and wireless applications.

ICWMC 2012 addressed wireless related topics concerning integration of latest
technological advances to realize mobile and ubiquitous service environments for advanced
applications and services in wireless networks. Mobility and wireless, special services and
lessons learnt from particular deployment complemented the traditional wireless topics.

We take here the opportunity to warmly thank all the members of the ICWMC 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
ICWMC 2012. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICWMC 2012 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that ICWMC 2012 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the area
of wireless and mobile communications.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Venice, Italy.
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Performance Evaluation of Multicell Coordinated Beamforming Approaches for OFDM
Systems

José Assungdo, Reza Holakouei, Addo Silva, and Atilio Gameiro

DETI, Instituto de Telecomunicag¢des, University of Aveiro, Portugal
E-mails: jassuncao@av.it.pt ,rholakouei@ua.pt, asilva@av.it.pt, and amg@ua.pt

Abstract - In this paper we propose and evaluate multicell
coordinated beamforming schemes for the downlink of MISO-
OFDM systems. The precoders are designed in two phases: first
the precoder vectors are computed in a distributed manner at
each BS considering two criteria, namely distributed zero-forcing
and virtual signal-to-interference noise ratio. Then the system is
optimized through distributed power allocation under per-BS
power constraint. The proposed power allocation scheme is
designed based on minimization of the average bit error rate over
all the available subcarriers. Both the precoder vectors and the
power allocation are computed by assuming that the BSs have
only knowledge of local channel state information and do not
share the data symbols. The performance of the proposed
schemes are evaluated, considering typical pedestrian scenarios
based on LTE specifications. The results have shown that the
proposed distributed power allocation scheme outperform the
equal power allocation approach.

Keywords-component; distributed precoding, distributed

power allocation, multicell systems, OFDM and LTE.

[. INTRODUCTION

Multicell cooperation is one of the fastest growing areas
of research, and it is a promising solution for cellular
wireless systems to mitigate intercell interference,
improving system fairness and increasing capacity in the
years to come. This technology is already under study in
LTE-Advanced under the coordinated multipoint (CoMP)
concept.

There are several CoMP approaches depending on the
amount of information shared by the transmitters through
the backhaul network and where the processing takes place,
i.e., centralized if the processing takes place at the central
unit (CU) or distributed if it takes at the different
transmitters.  Coordinated  centralized  beamforming
approaches, where transmitters exchange both data and
channel state information (CSI) for joint signal processing
at the CU, promise larger spectral efficiency gains than
distributed interference coordination techniques, but
typically at the price of larger backhaul requirements and
more severe synchronization requirements. Two centralized
multicell precoding schemes based on the waterfilling
technique have been proposed in [1]. It was shown that
these techniques achieve a performance, in terms of
weighted sum rate, very close to the optimal. In [2] a
clustered BS coordination is enabled through a multicell
block diagonalization (BD) strategy to mitigate the effects
of interference in multicell MIMO systems. A new BD

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5

cooperative multicell scheme has been proposed in [3], to
maximize the weighted sum-rate achievable for all the user
terminals (UTs).

Distributed precoding approaches, where the precoder
vectors are computed at each BS in a distributed fashion,
have been proposed in [4]. It is assumed that each base
station has only the knowledge of local CSI and based on
that a parameterization of the beamforming vectors used to
achieve the outer boundary of the achievable rate region
was derived. In [5], distributed precoding schemes based on
zero-forcing criterion with several centralized power
allocation based on minimization of the average BER and
sum of inverse of signal-to-noise ratio (SNIR) have been
derived.

In the previous approaches, it was assumed that the
transmitters (or BSs) share the entire data of all UTs.
However, there are distributed beamforming approaches
where the transmitters do not share the data, which fall into
the interference channel (IC) framework. The local CSI, i.e.
the CSI between a given BS and all UTs, is used by
transmitters to design individual precoders to transmit
exclusively to the users within their own cell [6], [7]. This
approach, known as inter-cell interference nulling (ICIN), in
which each BS transmits in the null-space of the
interference it is causing to neighboring cells, has been
discussed in the 3GPP long term evolution advanced (LTE-
A) literature. The authors of [8] proposed a non-iterative
distributed solution to design precoding matrices for multi-
cell systems, which maximizes the sum-rates for only a two-
cell system at high SNR. In [9], a coordinated beamforming
approach based on the virtual SINR framework, for a
special case of two transmitters, has been proposed.

The aim of this work is to propose and evaluate
coordinated beamforming for the downlink of multicell
MISO-OFDM systems. It is assumed that the BSs have only
knowledge of local CSI and do not share the data symbols.
The precoder is designed in two phases: first the precoder
vectors are computed based on distributed zero-forcing
(DZF), and distributed virtual signal-to-interference noise
ratio (DVSINR). Then the system is further optimized by
proposing a novel distributed power allocation algorithm,
based on minimization of the average bit error rate (BER)
over the available subcarriers. With the proposed strategy
both the precoder vectors and the power allocation are
computed at each BS in a distributed manner. The
considered criterion for power allocation essentially lead to
a redistribution of powers among subcarriers, and therefore
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provide data symbols fairness, which in practical cellular
systems may be for the operators a goal as important as
throughput maximization.

The remainder of the paper is organized as follows:
section II presents the multicell MISO-OFDM system
model. Section III briefly describes the considered
distributed precoder vectors. In Section IV the novel
distributed power allocation scheme is derived. Section V
presents the main simulation results. The conclusions will
be drawn in section VI.

II. SYSTEM MODEL

Throughout this paper, we will use the following
notations. Lowercase letters, boldface lowercase letters and
boldface uppercase letters are used for scalars, vectors and

matrices, respectively. ()H represents the conjugate

transpose operators, E[.] represents the expectation

operator, I is the identity matrix of size NxN, CN (,)
denotes a circular symmetric complex Gaussian vector and
;(5 denotes the chi-square random variable with n degrees

of freedom.
We consider the MISO interference channel where B

BSs, each equipped with N, antennas, transmit to B
single antenna UTs, as shown in Fig. 1. Also, we assume an
OFDM based system with N, available subcarriers. Under
the assumption of linear precoding, the signal transmitted
by the BS b on subcarrier / is given by,

Xpi = | Pbi Wb, 1Sp,1 (1)

where p,, represents the transmitted power allocated to
. Ny x1 .

sub-carrier / at BS b, w,; € C"*" is the precoder at BS

sub-carrier [  with  unit

[woi|=1 b=1..B.1=1..N,.

c

b on norms, 1i.e.,

The data symbols,,,

2
with E[|sb,l| } =1, is intended for UT b. The average
power transmitted by the BS b is then given by,
27 N
E[""b" ] =2 Pui 2)

where x, is the signal transmitted over the N, subcarriers.
The received signal at the UT b on sub-carrier/

Vou € cH , can be expressed by,

B
"
Yoy = Z] Pl WS+, (3)
=
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Desired user
forBs b

Distributed Processing at each BS

(precoders vector and power allocation)

Fig. 1: System Model considered.

where h;,, ~ CN(O,pj’bINlb) of size N, x1, represents

the channel between user b and BS ; on subcarrier / and

Pjyp 1s the long-term channel power gain between BS j,
and UT b and n,; ~ CN(O,GZ) is the noise.

From (1) and (3) the received signal at UT b on sub-
carrier [ can be decomposed in,

B
_ H H
Vot =N Poi Mo W Spy + 2\ P WG Wi+, (4)
N - A [

Desired Signal Jj#b Noise

Multiuser Multicell Interference
and from (4) the instantaneous SINR of user & on sub-
carrier / can be written as,

2
H (type)
‘\/pb,lhb,b,lwb,l

2

SINR,, = ®)

B

H (type)
Zl ‘\/ Piilp Wi
=

Jj#b

+o?

where type = {DZF,DVSINR}. Assuming M-ary QAM
constellations, the instantaneous probability of error for user

b and data symbol transmitted on subcarrier / is given by

[10],
Fp = l//Q(\/ﬁS[NRb,I ) (6)

where Q(x):(l/x/ﬂ)oj?ei(tz/z)dt, p=3/(M-1) and

w =(4/1og, M )(1-1/3/M ).
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III. DISTRIBUTED PRECODER VECTORS

In this section we describe the distributed precoding
vectors, namely DZF and DVSINR. To design the
distributed precoder vector we assume that the BSs have
only knowledge of local CSI and its own data symbols, i.e.,

BS b knows the instantaneous channel vectors h, j,l,Vj,l ,

and only the data symbols sb’,,l=1,...,N

. reducing the
feedback load over the backhaul network as compared with

the data and/or CSI sharing beamforming approaches.

A. Distributed Zero Forcing (DZF)

Zero forcing is considered a classic beamforming
strategy which removes the co-terminal interference. We
derive a distributed ZF transmission scheme with the phase
of the received signal at each UT aligned. In this case,

(DZF)

w,;~’ in (5) is a unit-norm zero forcing vector orthogonal

to B—1 channel Vectors{hl’;’.]} By wusing such
s Jj#b

precoding vectors, the multicell interference is canceled and
the data symbol at each BS on each subcarrier is only

transmitted to its intended UT. The SVD of {hf ; 1} can
o) e

be portioned as follows,
{hll:fj,l}#b = Ub,IQb,I [Wb,l v_Vb,IJ (7

Ny X Ny ~B+1)

where W, , €C holds the (N,b —B+1)

singular vectors in the null space of {hf/,} b.The
i

columns of \TVbJ are candidates for b’s precoding vector
since they will produce zero interference at the other UTs. It
can be shown that an optimal linear combination of these

vectors can be given by [5],

®)

Also, it can be shown that h w(PZ) _ 2 .
bl bl 2Ny, -k +1)

B. Distributed Virtual SINR (DVSINR)

Intuitively, the maximal ratio combining (MRT) is the
asymptotically optimal strategy at low SNR, while ZF has
good performance at high SNR or as the number of
antennas increase. As discussed in [4][9], the optimal
strategy lies in between these two precoders and cannot be
determined without global CSI. However, inspired by the
uplink-downlink duality for broadcast channels, the authors
of [4] have derived a novel distributed virtual SINR
precoder. The precoder vectors are achieved by maximizing
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the SINR-like expression in (9) where the signal power that
BS b generates at UT b is balanced against the noise and
interference power generated at all other UTs. It was named
DVSINR as it originates from the dual virtual uplink and
does not directly represent the SINR of any of the links in
the downlink.

2
H
‘hb,b,lw‘
= arg max

WP

j#b

(DVSINR)
Wi

SNC)
O
hf : ,W‘ +—
) Rb

where F, is the per-BS power constraint. The solution to

(9) is not unique, since the virtual SINR is unaffected by the
phase shifts inw . One possible solution can be written as

[4],

-1 h
(DVSINR) _ Dbt (10)
bl -1
”valhb,b,l
where
1 o’ H
C,, =—1I, + 2hy by (11)
B, " e

IV. POWER ALLOCATION STRATEGY

In this section we design a novel distributed power
allocation algorithm, based on minimization of the average
BER over the available subcarriers. The criteria used to
design distributed power allocation essentially lead to a
redistribution of powers among subcarriers. To derive the
power allocation for both precoders, we assume that the
interference is negligible at both low and high SNR, even
for the VSINR precoder.

The above precoders were specifically designed to make

the equivalent channels, given by hlfqb[:h;{b‘,wgyl”e),

positive and real valued. Under free interference assumption
the SINR defined in (5) reduces to,

2
[ eq
‘ Py, hb,b,l‘

0_2

SNR,, = (12)

The above expression can be used to derive distributed
power allocation because it only contains the local channel
gains at BS b. Based on (6) and (12) we define the average
BER as,

Fovp :Nng(\/ﬂSNRbJ) (13)

The power allocation problem at each BS b, with per-BS
power constraint, can be formulated as,
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N, N,
mm(%}ZQ(UBNRMUsm{EpMS3VVb(M)

{pos 20l N, 121

The Lagrangian associated with this problem is given
by,

L(pb,l:,u) =

N, N,
%;Q(\/ﬁSNRb,,)+u{lzlpb,,—e,,J (15)
| =
where 4 >0 is the Lagrange multiplier [11]. Since the
objective function is convex inp,,, and the constraint

functions are linear, this is a convex optimization problem.
Thus, it is necessary and sufficient to solve the Karush—
Kuhn-Tucker (KKT) conditions, given by,

2
eq
1| Pp
eq vy ﬂixlﬁb,l
Py . 2[ o

oL _ 74 o
= — +u=0 16
6pb,, NC 2 27r,¢pb’, ( )
oL N
= —P =0
ou E] Pyy— 1y,

It can be shown that the powers p,; as function of the

Lagrange multiplier y are given by,
4
2 22 (e
02 v ﬂ (th),l)
2 4nr2, 2
ﬂ(h;fz,;) 870" N. 1

where W, stands for Lambert’s /¥ function of index 0 [12].
This function W;(x)

Wy(x)=0, x=0 and W,(x) >0, x> 0. Therefore, 1% can

Doy = (17)

is an increasing function with

NC
be easily determined iteratively to satisfy }: p,, = F, , by
I=1

using the bisection method. This scheme is referred as DZF
virtual minimum BER power allocation (DZF MBER PA)
or VSINR minimum BER power allocation (VSINR MBER
PA) when DZF or VSINR precoders are considered,
respectively.

V. NUMERICAL RESULTS

In this section, the performance of the coordinated
beamforming approaches with the proposed distributed
power allocation scheme will be illustrated numerically.
The scenario consists of 4 uniformly distributed single
antenna UTs in a square with BSs in each of the corners.

The power decay is proportional to 1/7*, where 7 is the
distance from a transmitter. We define the SNR at the cell

edge asSNR =P, p./ N_o’, where the p, represents the

long term channel power in the center of the square. This

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5

represents a scenario where terminals are moving around in
the area covered by 4 base stations.

The main parameters used in the simulations are based
on LTE standard [14]: FFT size of 1024; number of
available subcarriers set to 128; sampling frequency set to
15.36 MHz; useful symbol duration is 66.6 us, cyclic prefix
duration is 5.21 us; overall OFDM symbol duration is 71.86
us; sub-carrier separation is 15 kHz, and modulation is
QPSK. We used the ITU pedestrian channel model B, with
the modified taps delays according to the sampling
frequency defined by LTE standard.

We compare the performance results of the proposed
distributed power allocation schemes, DZF MBER PA and
DVSINR MBER PA. Also, these schemes are compared
with equal power allocation approach, i.e., the power
available at each BS is equally divided by the subcarriers,
Dy = Ptb /N, ,¥(b,]), referred as DZF EPA and DVSINR

EPA for DZF and VSINR, respectively. The results are
presented in terms of the average BER as a function of Cell-
edge SNR defined above.

From Fig. 2, we can see that the performance of the
proposed distributed power allocation scheme, for the two
precoders, outperforms their equal power i.e. the DZF EPA
and DVSINR EPA approaches. This is because they
redistribute the powers across the different subchannels
more efficiently. As can be seen in this figure, the gains of
the proposed power allocation schemes, DZF MBER PA
and DVSINR MBER PA) against the equal power
approaches are approximately, 8 and 6 dB (at target BER of
107), respectively. Also, we can observe that the
performance of the DZF MBER PA tends to the DVSINR
MBER one as the SNR increases.

Fig. 3 shows the performance results when one more
antenna is added to each BS. In this scenario the DoF of the

equivalent channels variables, given by Z(N,b—K+l),

increases from 2 (scenario one) to 4. It can be observed that

BER

|
—&— DZF EPA
—s+— DZF MBER PA
—b— DVSINR EPA
S— DVSINR MBER PA ‘

4 8 12 16 20 24 28 32
Cell-edge SNR (dB)

Fig. 2: Performance evaluation of the distributed precoding
schemes for N, =4.
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Fig. 3: Performance evaluation of the distributed precoding
schemes for N, =5.

increasing the DoF, the DZF tends to the DVSINR. This
behaviour is similar to the single cell systems where the
precoders based on ZF criterion tends to the ones based on
MMSE as the number of transmit antennas (or DoF)
increases or at high SNR. From the results we can see that
the gains obtained with power allocation schemes are lower,
as compared with equal power approaches, than in the
previous scenario.

VI. CONCLUSIONS

We proposed a novel distributed power allocation
scheme for distributed precoding schemes, namely DZF and
DVSINR, and for the downlink MISO-OFDM based
systems. Both the precoders and power allocation were
computed at each base station just by assuming the
knowledge of local CSI without data sharing.

The results have shown that the proposed distributed
power allocation schemes outperform the equal power ones.
Also, the performance of the DZF based approaches tend to
the DVSINR ones when the number of DoF increases or at
high SNR.

It is clear from the presented results that the proposed
distributed precoding schemes present significant interest
for next generation wireless networks for which cooperation
between BSs is anticipated.
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Abstract—In this paper, the blind subspace channel estimation
using the block matrix scheme is proposed for multiple-input
multiple-output (MIMO) orthogonal frequency division
multiplexing (OFDM) systems. Based on the Toeplitz structure,
the block matrix scheme collects a group of the received
OFDM symbols into a vector, and then partitions it into a set
of equivalent signals. The number of equivalent signals is
about N times of OFDM symbols, where N is the size FFT
operation. The proposed blind subspace channel estimation
can converge within a small amount of OFDM symbols.
Besides, the semi-blind channel estimation is also examined by
combining few pilot sequences with the subspace method.
Simulation results show that the proposed blind and semi-
blind algorithms outperform the compared methods.

Keywords-MIMO-OFDM; blind subspace channel estimation;
Toeplitz; AIC; MDL.

l. INTRODUCTION

Wideband wireless communication systems have been
extensively studied in recent years for the demands of high
data rate and high quality transmission. Orthogonal
frequency division multiplexing (OFDM) and multiple-input
multiple-output (MIMO) are two key techniques to fulfill
those demands appeared in the long-term evolution (LTE)
and the future fourth-generation (4G) communication
systems [1]-[3]. Channel estimations are necessary for
coherent detection in MIMO-OFDM systems. There are in
general three categories in channel estimations which are
training-based, blind and semi-blind methods, respectively.
The training-based method requires extra bandwidth to
accommodate the periodic known symbols and thus reduces
the spectral efficiency [4][5]. The blind method saves the
spectral efficiency by utilizing the statistics of received
signals. But, this method requires a large amount of received
signals to obtain accurate statistics [6][7]. Semi-blind
methods, on the other hand, combine the blind method with
few training symbols to solve the ambiguity problem
occurred in blind methods [8][9].

In this paper, we discuss the blind and semi-blind
subspace channel estimation for MIMO OFDM systems with
much fewer received symbols. Blind subspace channel
estimation has been widely examined for various precoding
OFDM systems. For example, Ali et al. studied the subspace
channel estimation for cyclic-prefix (CP)-OFDM, zero-
padding (ZP)-OFDM and CP-free OFDM systems,
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Fig.1. MIMO CP-OFDM block transmission systems. The system has M,
transmit and M, receive antennas.

respectively [10]. Li and Roy proposed subspace channel
estimation based on exploiting the presence of virtual
carriers for single-input single-output OFDM systems [11].
Zeng and Ng investigated in [12] the subspace channel
estimation for multi-user and multi-antenna ZP-OFDM
systems. Shin et al. extended the work in [11] to MIMO-
OFDM systems [13]. The subspace channel estimation often
converges in a large amount of received OFDM symbols. To
enhance the convergence of the subspace channel estimation,
Yu [14] presented the block matrix scheme (BMS) to SIMO
CP-free OFDM systems. This approach can obtain a group
of equivalent signals which is about N times of OFDM
symbols where N is the size of FFT operation. By exploiting
the idea from [14], a new block matrix scheme is applied to
MIMO CP-OFDM systems, in which the number of
equivalent samples is increased and the channel estimation
error is lowered.

Notation: Vectors and matrices are denoted by boldface
lower and upper case letters, respectively; superscripts of (-)"
and ()" denote the transpose and conjugate transpose,
respectively; T denotes an identity matrix; 0 denotes a zero
vector or matrix with all zero entries; E[-] denotes the
statistical expectation; ||| denotes the matrix or vector

Frobenius norm.

The rest of this paper is organized as follows. In Section
I1, we introduce the signal model of the MIMO CP-OFDM
systems. The subspace channel estimation is briefly
described in Section Ill. In Section IV, the blind and semi-
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blind subspace channel estimations are presented with the
assistance of block matrix scheme. The computer simulations
are performed in Section V. Finally, conclusion and future
work are given in Section V1.

Il.  SYSTEM MODEL

Fig. 1 shows the quasi-synchronous MIMO CP-OFDM
system with A, transmit antennas and M, receive antennas.

Let b, (n) =[5, (n,0),-+,b,(n,N-1)] be the n-th block

frequency domain symbol for the g-th transmit antenna.
Transmitted symbol b,(nk) is assumed to be independent
and identically distributed (i.i.d.) complex random variable

with zero-mean and variance o’ . After multicarrier

modulation implemented by IDFT, the time domain signal
vector is given by

sq(n)=Wf,[bq(n)=[sq(n,O),---,sq(n,N—l)]T where Wy
is the N-point DFT matrix with the (n,m)-th element
@/VN)exp(-j2z(n-1)(m-1)/N).  Appending  CP
components at the front of s (1) vyields
x, (1) =] x,(1,0),,x,(n.0-1)] , where O=N+L. and L,
is the length of CP. Denote by
x(m):ZigZijx(n,j)é(m—(nQ+j)) the transmitted
vector  among all transmit  antennas  where
x(n ) =[x, ) xy, ()] . The discrete-time
received signal at the p-th receive antenna is given by

(=Y S (D, (=), (m) @

¢=11=0
where &, (1), I=0,....L represents the composite channel

impulse response between the g-th transmit antenna and the
p-th receive antenna with maximum channel order L, and
v,(m) is the additive white Gaussian noise (AWGN) with

zero-mean and variance . Noise is assumed to be spatially

and temporally white, and be uncorrelated with transmitted
symbols. In order to avoid the inter-symbol interference (ISI),

we assume that L<L. . Let r(m)=[r(m),n, (m)]
and stack r(m), m=nQ+L,, -+, nQ+Q-1 as r,. Then we have
r, :[rT(nQ+LC),-~,rT(nQ+Q—1)JT =H,x,+v, (2
where v, is the noise vector and
X, = [xr(n,Lc —L),-~-,XT(n,Q—1)JT e CrMA
h(L) h(O© - - 0
H,=| @ . . . 3)
0 - - h() h(0)
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B (D) (1) oy, (1)
wy| 2O A=) D)
i (D) o (D) o g, (1)

Note that Hy is a NM,x(N+L)M, block Toeplitz matrix.
To consider a tall and skinny matrix for Hy, we assume that
M,>M,. If it is not the case, the fractionally spaced receiver
could be used here. In (2), we assume the channel order is
known a priori derived from Akaike information theoretic
criterion (AIC) or minimum description length (MDL) [15].
Based on the signal model in (2), we discuss the subspace
channel estimation in the next section.

I1l.  SuBSPACE CHANNEL ESTIMATION

With the signal model in (2), various subspace channel
estimation techniques have been presented based on
different assumptions. We briefly describe the channel
estimation in [12] for the purpose of comparison. Let Wy
=[w(0) ... w(N-1)] and define W¢p and Wep,, respectively
by

W, =[W(N-L),--,w(N-1) W,]eC""™H
Wep s = We ®1,, € CIM LM,
The signal vector x,, can be rewritten as
Xn = Wg’,Mtbn (4)

where

b, =[b"(1,0),--,b" (n, N -1) ] eC**

b(n, j) =[by(n, /), by (n, )] €T
Substituting (4) into (2), y, can be expressed by

rrz = HNWCI';,Mtbn + Vn = Han + Vn (5)
where H,, =H, W, ., . In the subspace channel estimation,

the channel is identifiable if the matrix Hy is of full column
rank. A necessary and sufficient condition for this full
column rank requirement is given in [12], which is stated as
follows.

Theorem 1 [12]: In the case of M, >M,, the matrix Hy is
of full column rank if and only if rank(H(z))=M, at

z=¢e/N [=0,...,N-1, where H(z) = Zj_o h(n)z™ .

From Theorem 2, we can calculate the signal and noise
subspaces from r, in (5) if the assumptions of M, >M, and
rank(H(¢”*™))=M, are satisfied. To find the noise subspace,
the correlation matrix of r,, is first computed by

R, = E[r,r1= H,, E[b,b” H}, + 0’ = o°H, H} + o1 (6)

n n
Performing the eigenvalue-eigenvector decomposition

(EVD) onto R, yields the eigenvectors U. The eigenvectors
can be divided into two sets U=[U, U,] according to their

eigenvalue spread, where U e C"™ DY js the signal
subspace spanning the same subspace as Hy, and
U, e CM WMD) s the noise subspace which is



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

orthogonal to the signal subspace. Let U,=[wy,...,unns-(v+z)na]
and u, be partitioned into a block vector

=[u) (@1)---u (N)]" where wu(j) is a M,x1 vector. Then
from the subspace orthogonal principle, we have [12]
u/H, =0 or W,,V/h=0 (7

where h:[hT(O),--~,h’(L)} and V, is a (L+1)M, xQ

matrix
0 -« 0w u, (N)
V, = 5 u, (1) u, (N) 0.
u, (1) u(N) 0 0

It is shown in [12] that the equations in (7) can
determine the channel matrix h up to an ambiguity matrix.
In practical, the correlation matrix in (6) is computed from
the sample correlation matrix of r,. If there are K OFDM
symbols available, the sample correlation matrix is given by

K
R =@/ K)Y ! ®
n=1

From (8), the eigenvectors u, and matrix ffk can be

obtained. With the constraint that h has a full column rank,
the channel matrix can be estimated by the least square
minimization technique

NM, (N+L)M

=arg min "WCPV” h" 9)

h'h=1

IV. BLIND CHANNEL ESTIMATION BY BLOCK MATRIX
SCHEME

The estimation performance in (9) is heavily depended
on the biasness of the sample correlation matrix. Let

AR, =R, -R, be the bias sample correlation matrix. It is

shown in [16] that the norm of the bias matrix is proportional
to the dimension of r, and inversely proportional to X.
Therefore, the subspace channel estimation generally
requires a large amount of received blocks to achieve a small
perturbation of sample correlation matrix and a low channel
estimation error. The block matrix scheme is proposed in this
section to improve the subspace channel estimation. With the
assistance of block Toeplitz structure in the received signal,
the block matrix scheme segments the stacked OFDM
symbols into a group of equivalent sub-vectors. The number
of equivalent sub-vectors is about Q times of OFDM
symbols. Therefore, the biasness of the sample correlation
matrix is reduced considerably.

A.  Block Matrix Scheme

We first observe that the channel matrix in (2) has a
block Toeplitz form. The block matrix scheme is proposed
here to increase the number of equivalent samples and then
to enhance the performance of channel estimation. By
collecting K consecutive received OFDM symbols, the
signal vector is given by
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£ =[r" (0" @, 1" (K0 -1)] =H, %, +¥,  (10)
where %, =[x’ (-LO-L),-x" (1,0 -1),x7,x{ -, x4 ]
is a (OKM,+LM)x1 vector with x ;=0 and Hy is a

OKM, x(QK+L)M, block Toeplitz matrix which has a similar
form to (3). Because of the block Toeplitz structure in Hy,
we can select a proper parameter G such that Hyg is

expressed by
0
0

where Hg is also a block Toeplitz matrix with dimensions
GM,*(G+L)M,. Using (10) and (11), a sub-vector r, , of

=[" ()1 (g +G-D]

(11)

GM,x1 is defined by r,,

which is obtained as

=H Xy, +V¢,, §=0,,KO-G

x(g+G—1)] and v,

(12)

Kg

ke =[X(g=L),
the noise components.

From the sub-vectors in (12), the subspace channel
estimation can be performed if the channel matrix Hg has a
full column rank. A tall and skinny matrix is only a
necessary but not a sufficient condition for the block
Toeplitz matrix to be of full column rank. That is
GM,>(G+L)M, can not guarantee that Hg has a full column
rank. More precisely, a necessary and sufficient condition
for this requirement has been presented in [17].

Theorem 2 [17]: Assume that h(0), h(Z) and H(z) have
a full column rank for all z. The block Toeplitz matrix Hg
has a full column rank if and only if G is no less than the
degree of orthogonal complement polynomial matrix of
H(z).

If the assumptions in Theorem 2 are satisfied such that
H;; has a full column rank, the subspace channel estimation
is developed as follows. We first show that the symbols in
X, areuncorrelated. Since s _(n) = W,C’bq(n) , we find that

s,(n) is also an iid. random vector
E[s, (n)s] (n)] = Wy E[b,(n)b] (n)]W, =1 .
R, = E[F,,

properly choose the parameter G such that the symbols in
X, are uncorrelated, the noise subspace can be computed

from the EVD of R, = E[F, i ]
R, =0’H,H! +c1=EX E” +o’E E/

s s s n n n (13)
where X is a dlagonal matrix consisting of (G+L)M,

where X contains

because of
Denote by

¢ ] the correlation matrix of r, . If we

eigenvalues larger than o, E, is the signal subspace which

equals the range space of Hg, and E, is the noise subspace.
Using the orthogonal property between signal subspace and
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noise subspace, we have EfH,=0. Let q; be the i-th
column of E, and partition q; into a Gx1 block vector
q,=[a/ 0.4/ @)/ (G-D] (14)
where q,(j)eC",j=0,---,G-1. Exploiting the block
Toeplitz structure of Hg, E/H, =0 is rewritten by

Q'h=0, i=1-,GM,—(G+L)M, (15)
Whel’e Q c C(L+1)M,,><(G+L)
q(G-1) - q(0) - 0
Q = : S (16)
0 - o q(G-1) - q(0)

A theorem is given in [17] that (15) can determine the
channel matrix h up to an ambiguity matrix.

Theorem 3 [17]: Let h' be a matrix that has the same
size as that of h, H/, be constructed from h’ in the same

form as Hg is constructed from h. Assume that h(0), h(L)
and H(z) have a full column rank for all z, and G is no less
than the degree of orthogonal complement polynomial
matrix of H(z). Then h’ is equal to hQ where Q is an M,
xM, invertible matrix if and only if h’" has a full column
rank and span (H(,) is equal to span(Hg).

In a finite sample scenario, we use the sample
correlation matrix R, instead of the ensemble average

correlation matrix R to compute the noise subspace. Due to
the biasness of the sample correlation matrix, the
homogeneous equations in (15) will not be satisfied. The
constrained least square optimization criterion is adopted to
find the channel matrix

h=[h,---h, ]=arg min h”QQ"h, 7

where Q=[Q1-~-QGM117(G+L)M,]. The estimates of h in (17)

are the eigenvectors associated with the M, smallest
eigenvalues of the matrix QQ”. From Theorem 3, h differs
from h by an ambiguity matrix . In the blind channel
estimation, the assistance of pilot sequences is a practical
way to solve the ambiguity and alleviate the phase rotation
in the symbol detection.

B. Semi-blind Approach
The semi-blind estimation technique estimates the
channels by combining the blind method with the pilot
information [18]. From (2), r, can be rewritten as
rn = Hc[rsn +Vn
where H., is a NM,xNM, block circular matrix, and
s, =(W/ ®I,,)b, . Performing DFT operation onto r,

yields y, = DFT(r,) =[y" (n,0)---y" (n, N =1)]" where
y(n,k) = H(k)b(n, k) +n(n, k) (18)
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, H(k) = ZIL:Oh(l)e"’z’”“‘V is a M,xM, matrix and n(n,k) is

the noise. Assume that there are 4 OFDM symbols and each
one contains B pilots at &y, k>, ... ,kz subcarriers. Define Y(n)
and B(n) and n(n) respectively by

Y(n) =[y(n k), y(n k)., y (k)]

B(n) = [b(n,k,),b(n,k,), -, b(n, k)]’ (19)

n(n) =[n(m k) n(n, k), n(n k)]
Then from (18) and (19), Y(») is given by
Y(n) = Y ®'B(n)h’ () +n(n) = D(n)h +n(n) (20)

1=0

where ® = diag(e >™V ... e /2INY ,
h=[h(0),---,h(L)]" , D(n)=[B(n),®'B(n), -, ®"'B(n)] .
Stacking Y (n) for n=ny, n, ..., ny produces

Y(n,) D(n,) n(n,)

Y=| ¢ |=| i |h+|

Y(n,)) \D(n,) n(n,)
To solve the ambiguity problem in the subspace channel
estimation, we integrate linear equations in (15) and (21)
together. Denote by vec(.) the vectorization of a matrix by
stacking its columns in order. Let 'y, =vec(Y),
h, =vec(h), h, =vec(h), and n, = vec(n) . Then (15) and
(21) become

=Dh+n  (21)

e, =0,
QMI vN (22)
yv = DMrhv +nv
where Q,,=1,®Q and D, =1, ®D . We further

observe that ﬁv and h, have the same components with
different arrangement. After carefully simplification, we
obtain h, =Ph, where P, is a MM(L+1)x MM,L+1)
permutation matrix.

x=r-DM,(L+1)+IM, +¢,
1L, y=@-)M (L+D)+IM, +r

[=0---L,t=1---M,,r=1.--M,
0, otherwise

P,(x,y) = (23)

Thus the semi-blind approach can find the estimates of h by
the following minimization criterion,

2
“rafQih| (29)
where « is a weighting constant. The solution of the
problem in (24) is given by

l’iv = (Pv{nglf[rDMer + aQMIQ;\fh)ilP\fHthyv (25)

h, =arg min |y,-D,,Ph,

C. Discussions

The parameter G needs to be selected properly such that
Hg is of full column rank. Two possible considerations are
examined as follows. Firstly, the symbols in x,  are
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required to be uncorrelated explained in Sec IV.A. Since
x(n,i)= x(n,i+N) for i=0,...,L., those identical components
will not appear in X, at the same time if G+L<N. Secondly,

from Theorem 2, the necessary and sufficient condition for
H;; has a full column rank is that G is no less than the degree
of orthogonal complement polynomial matrix of H(z). We
can show that a more practical selection to ensure that G is
sufficiently large to satisfy this requirement is G2M,L.
Therefore, the selectable range of G is given by M,L<G<N-L.

Besides, comparing with R, in (8), the sample
correlation matrix for the proposed method is calculated by
. 1 KO-G I
= - r. r 26
G KQ _ G +1 ; K.g"K.g ( )

Therefore, ﬁG is averaged by (KQ-G+1) equivalent signals

with dimension of GM,x1, while lir is averaged by K

OFDM symbols with dimension of NM,x1. According to
the analysis in [16], the biasness of the sample correlation
matrix for the proposed method is reduced considerably.

V. COMPUTER SIMULATIONS

Computer simulations are given here to verify the
performances of the proposed channel estimations (CE).
The number of subcarriers is set N=64 and number of
CP=16. The 16QAM modulation scheme is applied. The
input signal-to-noise ratio (SNR) is defined as the bit SNR
at single receive antenna. The independent Rayleigh channel
withexponentially decaying power delay profile of channel
order L=5 is used in simulations. In the semi-blind approach,
we use 4=2, B=8 and « =100 . The normalized root mean-
squared error (NRMSE) between the estimated and true
channels is given by

1 % Ih(p)-h(p) |}
NmMth (L +1) p=1 ” h(p) ”i‘

where the subscript p refers to the p-th simulation run and
N,, denotes the number of Monte Carlo runs.

We first examine in Fig. 2 the influences of block matrix
size G varied from 12 to 80 for the BMS-based channel
estimators. The selectable range of G suggested in Sec IV is
10=G<59. It is observed from Fig. 2 that the selection of G
is very robust for the proposed BMS-based methods even G
is larger than 59. When G=60, there are a portion of
equivalent signals suffer from the correlated transmitted
signals due to CP components. However, the amount of the
correlated signals is small such that it has insignificantly
influence on the channel estimation. Besides, the blind
method uses pilot sequences to correct the ambiguity matrix
while the semi-blind method integrates the subspace
information with pilot sequences in calculation of channel
estimation. Therefore, the semi-blind method outperforms
the blind one.

NRMSE = J (34)
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The RNMSE versus the input SNR for the compared
channel estimation methods is plotted in Fig. 3. With the
selection of G=64, the proposed methods produce almost
0=80 times of equivalent signals while the method in [14]
has only 17 times of equivalent signals. Therefore, the
proposed methods outperform the other two channel
estimation methods. Furthermore, combining with 16 pilot
signals for each transmit antenna, the semi-blind method
obtains the lowest MSE values. Fig. 4 shows the RNMSE
versus the number of OFDM symbols. As the number of
OFDM symbols increases, the proposed BMS-based
methods decrease the RNMSE on a steeper slope than the
methods in [12] and [14]. Especially the semi-blind method
converges to the lowest MSE after about K>50.

With the estimated channels in Figs. 3 and 4, we
examine the BER performances of the minimum mean-
square error (MMSE) equalizers. For the sake of
comparison, the BER with real channel coefficients is also
plotted. The BERs versus the input SNR are discussed in
Fig. 5. Since the proposed BMS-based methods produce a
lower estimation error than the compared methods, the
equalizers with the former methods outperform those with
the latter ones. The semi-blind method almost achieves the
same BER performance as the equalizer with real channels.
Finally, the BERs versus the number of OFDM symbols are
examined in Fig. 6. The proposed BMS-based methods
converge faster than the other two methods. Interestingly,
the semi-blind method reaches the error floor of the BER at
about K=50 in which the lowest MSE is also met.

VI. CONCLUSION AND FUTURE WORK

We proposed in this paper the blind and semi-blind
subspace channel estimation for MIMO CP-OFDM systems.
Inspired by the block Toeplitz structure, the block matrix
scheme is first presented to increase the number of
equivalent signals. The block matrix scheme decreases the
biasness of the correlation matrix, noise subspace and then
the channel estimation. The identifiability of the proposed
channel estimation is further studied, where the estimated

channels differ from the true channels by an invertible matrix.

With the assistance of few pilot sequences, the semi-blind
method combining the subspace method with pilot
information is provided at the end. Computer simulations
verify the superiority of the proposed blind and semi-blind
CE over the compared ones.

We will extend the work in this paper to the OFDM
systems with the virtual carriers (VCs). The VCs are often
properly distributed on the dedicated band with zero values
in OFDM systems for shaping the transmission spectrum and
alleviating the adjacent channel interference (ACI). With the
existence of VCs, the property that the symbols in %, , are
uncorrelated is not hold. Additional work will be required to

make the block matrix scheme applicable to OFDM systems
with VCs.

10
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Abstract—In this paper, the blind frequency offset estimation
schemes robust to the non-Gaussian noise for orthogonal fre-
quency division multiplexing (OFDM) systems are addressed.
Based on the cyclic prefix structure and a maximume-likelihood
(ML) estimation, the estimation schemes in non-Gaussian noise
are proposed. Simulation results show that the proposed blind
estimation schemes offer a robustness and a substantial per-
formance improvement over the conventional blind estimation
scheme in non-gaussian noise environments.

Keywords-blind estimation; frequency offset; maximum-

likelihood; non-Gaussian noise; OFDM.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has
been adopted as a physical layer implementation in a wide
variety of wireless systems such as long term evolution
(LTE), wireless local area network (WLAN), and worldwide
interoperability for microwave access (WiMAX) due to its
immunity to multipath fading and high spectral efficiency
[1]-[3]. However, OFDM is very sensitive to the frequency
offset (FO) caused by Doppler shift or oscillator instabilities
[1], [4]. In this paper, we focus on FO estimation based on
the blind approach, which does not require an additional
training symbol [4].

Assuming that the ambient noise is a Gaussian process, in
[5], an optimal FO estimation scheme was proposed using
the cyclic prefix (CP) of OFDM symbols without requiring
the training symbol. However, it has been observed that the
ambient noise often exhibits non-Gaussian nature in wireless
channels, mostly due to the impulsive nature originated from
various sources such as car ignitions, narrowband interfer-
ences, moving obstacles, and reflections from sea waves [6],
[7]. The conventional estimation scheme developed assum-
ing the Gaussian noise could suffer from severe performance
degradation under the non-Gaussian noise environments.

In this paper, we propose robust blind FO estimation
schemes in non-Gaussian noise environments. Using the
CP structure of OFDM, we first derive a blind maximum-
likelihood (ML) FO estimation scheme in non-gaussian
noise modeled as a complex isotropic Cauchy noise, and
then, propose a simpler blind estimation scheme reducing
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the size of the candidate set. From simulation results, the
proposed schemes are confirmed to offer a substantial per-
formance improvement over conventional blind estimation
scheme in non-Gaussian noise environments.

The rest of this paper is organized as follows. Section
II introduces the signal and noise model. In Section III,
the novel blind FO estimation schemes are proposed, and
then, in Section IV the simulation results are demonstrated.
Section V concludes this paper.

II. SIGNAL MODEL

The kth received OFDM sample r(k) can be expressed
as

r(k) = x(k)ejQ’Tks/N +n(k) (1)

for k = -G,---,-1,0,1,--- | N — 1, where z(k) is the
kth sample of the transmitted OFDM symbol generated by
the inverse fast Fourier transform (IFFT) of size N, G is
the size of the CP, ¢ is the FO normalized to the subcarrier
spacing 1/N, and n(k) is the kth sample of additive noise.

In this paper, we adopt the complex isotropic symmetric «
stable (CISa:S) model for the noise samples {n(k)} o5 and
assume that they are independent and identically distributed;
this model has been widely employed due to its strong
agreement with experimental data [8], [9]. For example, the
interference due to the multiple access is often modeled
as the SaS noise [10], [11] as well as the ambient noise
in the shallow water channel of underwater communication
systems [12]. The probability density function (pdf) of n(k)
is then given by [8]

1 > > 2, 2\% .
fn(p) = 72/ / e (W ?) —IRp (=i} gy,
47r — 00 — 00

2
where ${-} denotes the real part, the dispersion v > 0
is related to the spread of the pdf, and the characteristic
exponent « € (0, 2] is related to the heaviness of the tails of
the pdf: A smaller value of « indicates a higher degree of
impulsiveness, whereas a value closer to 2 indicates a more
Gaussian behavior.

13
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A closed-form expression of (2) does not exist except for
the special cases of & = 1 (complex isotropic Cauchy) and
a = 2 (complex isotropic Gaussian). For complex isotropic
Cauchy and Gaussian cases, (2) can be re-written in the
closed form as

_3
£.00) = (Ip*++%) %, whena=1
n(p) =971 ,Iplj), when a = 2.

(3
In this paper, we concentrate on the case of o = 1, since it
is known that the receiver which performs well in Cauchy
noise also works well in other cases of SaS noise [11]. We
shall see in Section IV that the estimation schemes obtained
for a« = 1 are not only more robust to the variation of «,
but they also provide a better performance for most values
of «, than the conventional estimation scheme.

III. PROPOSED SCHEMES

A. Maximum-likelihood Blind Estimation Scheme

In estimating the FO, we consider a property of the
CP structure of OFDM, i.e., z(k) = z(k + N) for k =

—G,—G+1---,—1 as in [5]. Then, from (1), we have
r(k+ N) —r(k)e?®™ = n(k 4+ N) — n(k)e??>™  (4)
for k= —-G,—G +1---,—1. Observing that n(k + N) —

n(k)e?™ obeys the complex isotropic Cauchy distribution
with dispersion 2 (since the distribution of —n(k)e/?™ is
the same as that of n(k)), we obtain the pdf

Il : |

fr(ﬂ‘g) =
k=-G (|7”(k + N) — r(k)ei? | + 472)

wlw

)
of r = {r(k+N)—r(k)e’?™}, ! conditioned on ¢. The
ML estimation is then to choose ¢ such that

¢ = arg max(log fr(r|)]

= argmin A(é), (©)
I

where g denotes the candidate value of

¢ and the log-likelihood function A(€) =

Sk glog{[r(k+ N) = r(R)e? e + 497} s
periodic function of & with period 1: The minima of A(¢)
occur at a distance of 1 from each other, causing an
ambiguity in estimation. Assuming that e is distributed
equally over positive and negative sides around zero, the
valid estimation range of the ML estimation scheme can be
set to —0.5 < ¢ < 0.5, as in [5]. The estimation scheme
(6) will be called the Cauchy ML blind estimation (CMBE)
scheme.
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B. Low-complexity Blind Estimation Scheme

The CMBE scheme is based on the exhaustive search
over the whole estimation range (|¢| < 0.5), which requires
high computational complexity. Thus, we propose a low-
complexity FO estimation scheme with the reduced set of
the candidate values.

In order to obtain the reduced set of the candidate values,
we exploit the fact that ¢ = = Z{z*(k)z(k + N)} =
= Z{r*(k)r(k+ N)} for k= —G,—G +1--- ,—1 in the
absence of noise. Based on this property, we obtain the set
of the candidate values

1
g(k) = %é{r*(k)r(k-i-N)}, for k=-G,-G+1---,—1.

(7
Exploiting the set of the candidate values in (7), the FO
estimate €7, can be obtained as follows

ép = argr;(l;lﬂr)lA(é(k)), fork=-G,—-G+1---,—-1. (8)

In the following, (8) is denoted as the low-complexity
CMBE (L-CMBE) scheme. Using only N/2 candidate val-
ues, the L-CMBE scheme can offer an almost same per-
formance as the CMBE scheme with the exhaustive search,
which is verified by simulation results in Section IV.

IV. SIMULATION RESULTS

In this section, the proposed CMBE and L-CMBE
schemes are compared with the Gaussian ML blind estima-
tion (GMBE) scheme in [5] in terms of the mean squared
error (MSE). We assume the following parameters: The IFFT
size¢ N = 64, FO ¢ = 0.25, the search spacing of 0.001
for the CMBE scheme, and a multipath Rayleigh fading
channel with length L = 8 and an exponential power delay
profile of E[|A(1)[?] = exp(—1/L) /{3y exp(~1/L)} for
l =0,1,---,7, where h(l) is the [th channel coefficient
of a multipath channel and E[-] denotes the statistical ex-
pectation. Since CISaS noise with o < 2 has an infinite
variance, the standard signal-to-noise ratio (SNR) becomes
meaningless for such a noise. Thus, we employ the geomet-
ric SNR (GSNR) defined as E[|z(k)|?]/(4C 112/ an2/e),
where C' = exp{lim, oo (> -1 + —Inm)} ~ 1.78 is the
exponential of the Euler constant [13]. The GSNR indicates
the relative strength between the information-bearing signal
and the CISaS noise with @ < 2. Clearly, the GSNR
becomes the standard SNR when o = 2. Since v can be
easily and exactly estimated using only the sample mean and
variance of the received samples [14], it may be regarded as
a known value: Thus, y is set to 1 without loss of generality.

Figs. 1-3 show the MSE performances of the CMBE, L-
CMBE, and GMBE schemes as a function of o when the
GSNR is 5, 10, and 15 dB, respectively. From the figures,
we can clearly observe that the proposed schemes not only
outperform the conventional scheme for most values of «,
except for those close to 2, but also provide a robustness
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Figure 2. The MSE performances of the CMBE, L-CMBE, and GMBE

schemes as a function of v when the GSNR is 10 dB.

to the variation of the value of a.. Another important obser-
vation is that the estimation performance of the L-CMBE
scheme is almost same as that of the CMBE scheme. From
this observation, it is confirmed that the candidate values for
the L-CMBE scheme is reasonable.

Fig. 4 shows the MSE performances of the proposed and
conventional schemes as a function of GSNR when o = 1.
From the figure, we can clearly observe that the proposed
schemes outperform the conventional scheme regardless of
value of GSNR. Moreover, the MSE performance of L-
CMBE is very similar to that of the CMBE, the optimal
FO estimation scheme when o = 1, but also provide a
robustness to the variation of the value of «.
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Figure 4. The MSE performances of the CMBE, L-CMBE, and GMBE
schemes as a function of GSNR when o = 1.

V. CONCLUSION

In this paper, we have proposed blind FO estimation
schemes in non-Gaussian noise environments. Based on
the CP structure of OFDM, we first have derived a ML
FO estimation scheme in non-gaussian noise modeled as a
complex isotropic Cauchy noise, and then, derived a simpler
blind estimation scheme with a lower complexity. From
simulation results, it has been confirmed that the proposed
schemes offer a robustness and a substantial performance
improvement over the conventional estimation scheme in
non-gaussian noise environments.
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Abstract—In this paper, we propose a novel carrier fre-
quency offset (CFO) estimation scheme for orthogonal fre-
quency division multiplexing (OFDM) systems in non-Gaussian
noise environments. The proposed scheme has much wider
estimation range compared with that of the conventional
scheme, improving the overall CFO estimation performance.
Numerical results demonstrate that the proposed scheme has
better estimation performance than the conventional scheme.

Keywords-estimation; carrier frequency offset; orthogonal
frequency division multiplexing (OFDM); non-Gaussian; peri-
odogram.

I. INTRODUCTION

Tho orthogonal frequency division multiplexing (OFDM)
signal has been widely used for wireless communication
systems including wireless local area network (WLAN),
wireless metropolitan area network (WMAN), and digital
video broadcasting (DVB) systems [1]. However, the OFDM
system is very sensitive to the carrier frequency offset (CFO)
caused by Doppler shift or oscillator instabilities. Thus,
the CFO estimation is one of the most important issues in
OFDM systems.

Several schemes [2]-[4] have been proposed to estimate
the CFO of OFDM signals. Schmidl and Cox proposed
a CFO estimation scheme using a training symbol with
two identical halves [2], whose estimation range is equal
to the sub-carrier spacing. In [3], a new CFO estimation
scheme that utilizes a training symbol with more than
two identical parts was proposed, increasing the estimation
range twice that of the scheme in [2]. With the maximum-
likelihood (ML) criterion, in [4], an optimal scheme for CFO
estimation was derived using the same training symbol as in
[3]. Recently, in [5], a periodogram-based CFO estimation
scheme was proposed, whose estimation range is as large
as the bandwidth of the OFDM signal while maintaining
the same level of the estimation performance as those of
the schemes based on training symbols with identical parts.
However, the conventional schemes are developed under
the assumption of the Gaussian distributed noise. Since
it has been observed that the noise often exhibits non-
Gaussian nature in wireless channels [6], the conventional
estimators could suffer from performance degradation in the
non-Gaussian noise environments.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5

In this paper, we propose a novel periodogram-based CFO
estimation scheme for OFDM systems in non-Gaussian noise
environments. We first investigate the influence of the non-
Gaussian noise on the integer part of CFO estimation scheme
in [5], and then, propose a novel fractional frequency offset
(FFO) estimation scheme with wider estimation range. The
numerical results show that the proposed FFO estimation
scheme has better estimation performance than the FFO
estimation scheme in [5] under the influence of the non-
Gaussian noise.

II. SIGNAL MODEL

After the inverse fast Fourier transform (IFFT) operation,
at the transmitter, the nth complex-valued OFDM sample
x(n) can be expressed as

N—

—

z(n) = X ed2mkn/N -y — 0,1, ,N=1, (1)

3l

k=0

where NN is the size of the IFFT and X} is a phase
shift keying (PSK) or a quadrature amplitude modulation
(QAM) symbol in the kth sub-carrier. The data part of the
OFDM symbol has a duration of 7' seconds, and the cyclic
prefix (CP), whose length is generally designed to be longer
than the channel impulse response, is inserted to avoid the
intersymbol interference (ISI).

The nth received OFDM sample r(n) is obtained by

sampling the received OFDM signal every 7;, = T/N
seconds and can be expressed as
r(n) = s(n)el2mErrer)n/N 4y (n), (2)

where s(n) = Zé;& hipz(n — k) is the signal component
with the kth channel filter tap coefficient hj and the chan-
nel memory size L, £; and ep represent the integer FO
(TFO) and FFO normalized to the sub-carrier spacing 1/T,
respectively, and w(n) is the non-Gaussian noise sample. In
this paper, we assume the static channel during one OFDM
symbol duration and perfect timing synchronization.
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Figure 2. TFO metric {I(f) + I(f + 1)} normalized to NZ||lho||? as a

function of the frequency f € [-N/2, N/2) for ep = 0.3 when ey =1,
N = 8, and the noise is absent.

III. PROPOSED SCHEME

A. Influence of the non-Gaussian noise on the IFO estima-
tion

In [5], the estimates £; and £ of the IFO and FFO are
obtained as

ér = argn;gx{l(fk) +I(fr+1)} 3)
and
_ I(¢; +1)
VIEDN +VIGE+1)

respectively, where ‘arg’ is the argument operation and
I(fx) is the signal periodogram defined as

™M

F

“

N-1 2

I(fx) = Zr(n)e(n)e_ﬂ”f’“"/]v , )

n=0

where fr € {5, -5 +1,---, & — 1} is the kth IFO
candidate, | - | is the absolute operation, and e(n) is the
envelope equalized processing factor, which removes the
influence of the data modulation, defined by % with
the complex conjugation ‘x’ and Euclidean norm || - ||.

In the absence of the noise, £ is given by %
where Z (o) = | sin(w(e—a)/N)|, and is drawn as a function
of ¢ — €5 as shown in Fig. 1, where € = 7 4+ ep. It is seen
from the figure that the FFO can be correctly estimated only
when 0 < e—£7 <1 (ie, é; € (¢ —1,¢]) which is referred
to as the correct estimation range.
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Fig. 2 shows the IFO metric {I(f) + I(f + 1)} nor-
malized to N?||hg||? as a function of the frequency f €
[-N/2,N/2) for ep = 0.3 when ¢; = 1, N = 8, and
the noise is absent, where ‘o’ represents the IFO metric
value corresponding to each f; and the shaded region
represents the correct estimation range. In this paper, the
correct estimation probability of the IFO is defined as the
probability that the maximum IFO metric corresponds to fj
stays within the correct estimation range.

From the figure, we can see that the IFO metric value
(outside the correct estimation range) nearest to the correct
estimation range is as large as that in the correct estimation
range. Thus, under the influence of non-Gaussian noise
with impulsive nature, the IFO estimation scheme (3) often
outputs an incorrect estimate.

B. Proposed FFO Estimation Scheme

First, we define a new function similar to the periodogram,
which can be expressed as
N-1
I(fx) = Z r(n)e(n)e I2 /N (6)
n=0
In the absence of the noise and interferences, I,,( ;) can be
re-written as
N-1
L(fx) =Y hoe?>r e fein/N. (7)
n=0
Next, using the ratio I,(¢7) to I,(é7r+1), we can remove
the channel component hg as follows

h 1_ei2m(e—€p)
0" _gi2n(c—2)/N

I é 1 . 1—ej2“(5*51>e*127’
p( 1+ ) ho 1_ei2n(e—¢1)/N g—j2n/N

1— 6j27r(6751)/N67j27r/N
- 1 _ eizn(e—én/N - (®)

From (8), the estimate of the FFO ér (= ¢ — £7) can be
obtained as

1—M(ér) >, ©)

. N 1-ME)
P 9r o\ e N — M(g))

where M (1) = I,(é1)/I,(ér + 1) and Z(y) denotes an
angle of y. From (9), we can see that the estimation range
of the proposed scheme is f% < ép < % Thus, the
proposed scheme (9) can estimate the FFO in both correct
IFO estimate and incorrect IFO estimate cases.

IV. NUMERICAL RESULTS

In this section, we compare the performance of the pro-
posed and conventional [5] FFO estimation schemes in terms
of the correct estimation probability. In the simulation, we
assume the following parameters: quadrature PSK (QPSK)
data modulation, the FFT size of N = 64, a CP with a length
of 8 samples, and the maximum Doppler shift of 125 Hz
(corresponding to a mobile speed of 54 km/h with a carrier
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Figure 4. Correct estimation probabilities of the FFO as a function of

€ — &1 for the proposed and conventional schemes in the Rayleigh fading
channel model when G-SNR is 25 dB.

frequency of 2.5 GHz). The non-Gaussian noise is modeled
as Cauchy noise [7]. Since the variance is not defined
in Cauchy noise, the standard signal-to-noise ratio (SNR)
becomes meaningless. Thus, we employ the geometric SNR
(G-SNR), which provides a mathematically and conceptually
valid characterization of the relative strength between the
signal and noise [8], is defined as

o2

> 10)

G-SNR =
202’

A
where o2 £

: E{|s(n)|?} with the expectation operator
E{}, C = exp{limpoo(X0_, L —Inb)} &~ 1.78 is the
exponential of the Euler constant, and ~y is the dispersion

parameter, which is set to be 1 in this paper. We consider
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four-path Rayleigh fading channel model with path delays of
0, 2, 4, and 6 samples and exponential power delay profile
of E{A?} = exp(—0.768!) for | = 0,1,2, and 3 (i.e., the
power ratio of the first and last paths is set to 10 dB).

Figs. 3 and 4 show the correct estimation probabilities
of the FFO as a function of ¢ — £; for the proposed and
conventional schemes. In the figures, we can see that the
proposed scheme has wider estimation range than the con-
ventional scheme. Thus, the proposed scheme can estimate
the FFO when ¢ — é; < 0 and € — é; > 1 (outside of
the correct estimation range of the IFO). However, we can
observe that the estimation range of the proposed scheme
is narrower than that in the ideal case of —% <ér < %
in the absence of noise. This can be explained as follows.
The proposed scheme is based on I,(¢7) and I,(é; + 1).
As shown in Fig. 2, when the chosen £; is far from the
correct estimation range of the IFO, I,,(¢;) and I,(é; + 1)
have small values, and thus, they would suffer from more
severe influence of the non-Gaussian noise. Thus, the correct
estimation probability of the proposed scheme becomes
smaller as |¢ — £;| increases and the estimation range of
the proposed scheme is narrower than that in the ideal case.
However, as mentioned in Section III-A and shown in Fig.
2, in the most cases, the proposed scheme can improve the
overall CFO estimation performance.

In passing, we would like to stress that the proposed
scheme is applicable to any kind of OFDM system employ-
ing training symbol. However, in the applications adopting
the training symbol solely dedicated to the frequency offset
estimation (e.g., IEEE 802.11 [9], long term evolution (LTE)
[10]), the performance of the proposed scheme may not be
better than the schemes dedicated to the application only.

V. CONCLUSION

In this paper, we have proposed a novel CFO estimation
scheme for OFDM systems in the non-Gaussian noise envi-
ronments. We have first investigated the influence of the non-
Gaussian noise on the IFO estimation, and then, proposed
a novel FFO estimation scheme with wider FFO estimation
range. From numerical results, we have confirmed that the
proposed scheme has better estimation performance than the
conventional scheme.
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Abstract -This paper presents the initial results of applying a novel
concept of energy-efficient pulse switching protocol for ultra-
light-weight wireless network applications. The key idea is to ab-
stract a single pulse, as opposed to multi-bit packets, as the in-
formation exchange mechanism. Pulse switching is shown to be
sufficient for event sensing applications with binary sensing.
Event sensing with conventional packet transport can be prohibi-
tively energy-inefficient due to the communication, processing,
and buffering overheads of the large number of bits within a
packet’s data, header, and preambles. The paper presents the key
architectural ideas of a joint MAC-Routing protocol for pulse
switching with a novel hop-angular event localization.

Keywords-Impulse Radio; Pulse Switching; UWB; Sensor

Network; Event Monitoring; Pulse Routing

I.  INTRODUCTION

The key idea in this paper is to introduce a new abstraction of
pulse switching for replacing the traditional packet switching
for event monitoring. An example application is Structural
Health Monitoring (SHM) [1] in which while monitoring a
bridge for structural failures, it may be sufficient for a sensor
to generate an event to indicate a structural crack in its vicinity.
Sending an event, indicating the presence of the crack, to a
sink would require single bit information transport. For this
scenario, packets can be energy inefficient due to the commu-
nication, processing, and buffering overheads of a large num-
ber of bits within the payload, header, and the synchronization
preambles [2] in each packet.

In the proposed pulse switching paradigm, such an event can
be coded as a single pulse, which is then transported multi-hop
while preserving the event’s localization information. The re-
sulting operational lightness, leveraged via zero collision, zero
buffering, no addressing, no packet processing, and ultra-low
communication and energy budgets makes the protocol appli-
cable for severely resource-constrained sensor devices such as
Radio Frequency Identifiers (RFIDs) operating with tight ener-
gy budgets, often from harvested energy [3].

The primary challenges are: 1) how to transport localiza-
tion information using a single pulse, and 2) how to route a
pulse without being able to explicitly code any information
within the pulse. A key architectural novelty in this work is to
integrate a pulses’ (i.e. event’s) location of origin within the
MAC-routing protocol syntaxes. More specifically, by observ-
ing the time of arrival of a pulse with respect to the MAC-
routing frame, a sink can resolve the corresponding event loca-
tion with a pre-set resolution. Multi-hop pulse routing is ad-
dressed by introducing the concept of a novel synchronized
phase waves across different hop-distances from the sink.

The rest of the paper is organized as follows. Section Il pre-
sents the related work. Section 111 describes the network, appli-
cation, and localization model. Section IV presents the MAC-
Routing pulse switching architecture, and Section V presents
simulated performance results of the proposed architecture.
Finally, Section VI summarizes the paper.
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Il. RELATED WORK

Jain et al. [4] reduce preamble and header overheads by ag-
gregating payloads from multiple short packets into a single
large packet that is routed to a sink node. While reducing the
energy cost, aggregation still requires the inherent packet over-
heads. The objective of our work is to fully eliminate packets
via replacing them by pulse switching.

Fragouli et al. [5] develop models for energy and delay
bounds for bit (i.e., packet based) and pulse communications in
single hop networks. The main results are to demonstrate that
the worst case energy performance of pulse communication
can be substantially better than that of packet based communi-
cation, although with a possibly worse delay performance. A
notable limitation of this work is that the paper does not pro-
vide mechanisms for scaling these results for multi-hop net-
works. Also, no Medium Access Control (MAC) and routing
protocol details are provided for pulse switching. The objective
of this paper is to design a MAC-routing framework that can
be used for practical implementations of multi-hop pulse
switching.

I11. NETWORK AND APPLICATION MODEL

Network Model: As shown in Fig. 1, a network contains arbi-
trarily distributed sensors that send pulses to a sink. Depending
on the node locations and the transmission range (assumed to
be non-uniform), each node resides at a certain hop-distance
from the sink. In Fig. 1, the hop-distance for each node is
marked under the node. The sink is assumed to be capable of
making high-power transmissions with full network coverage
for frame-synchronizing the sensors.
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Figure 1. Network model with hop-angular localization

Application Model: Pulse switching can be used for event
sensing applications. An event results in multiple pulses, which
are transported multi-hop to a sink. A pulse is able to repre-
sent: a) the very occurrence of the event, and b) its location of
origin. With this information, several high level conclusions
can be derived at the sink by correlating multiple event pulses.

Hop-angular Event Localization: A concept of hop-angular
event area is introduced for event localization. The network is
logically divided into a fixed number of angular sectors. In Fig.
1, for example, there are 16 22.5°-wide sectors. With a pre-
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defined sector-width (a°), the location of a sensor can be repre-
sented by the tuple {sector-id, hop-distance}. For example, the
location of the encircled sensor in Event Area B in Fig. 1 can
be represented as {15, 3}, meaning the node is located in the
15" sector, with a hop-distance 3 from the sink.

T(r;-l).Rmin—{

ge i Sector Size: 10 degrees r
g R_min: 1 m
x4 R max: 1.5 m
£24 consenative "
=
H
wo T T T
0 2 4 6

hop-distance

Figure 2. Hop-distance event localization

The concept of event area does not assume any specific
shape (i.e. circular or otherwise) of a node’s transmission cov-
erage area. It could be of any arbitrary shape as shown in Fig.
1. While the angle for a node is pre-programmed at the de-
ployment time, its hop-distance can be dynamically discovered
using the process outlined in Section 1V.C. The {sector-id,
hop-distance} tuple indicates an event-area, whose size deter-
mines the event localization resolution. This tuple for an
event’s origin is carried to the sink by the corresponding pulse.

Consider the example event-area identified by the tuple {a,
h} in the top portion of Fig. 2. With a sector-width of «, and
Rmin, Rmax representing the known minimum and maximum
wireless transmission range, the most conservative (coarse)
localization resolution can be expressed as the largest possible
event area: A _ . =R ?—(h-1)°R,,*}jar/360. The average

resolution is Averge = {thz —(h _1)2R2}a,;/360, where

R=(R, +R /2. For example, with transmission range span-

ning between 1m to 1.5m, in a network with sector-width (i.e.
«) of 10° the size of an event-area that is 5 hop-distances away
is approximately 3.5 square meters. For the Structural Health
Monitoring application on a bridge, this means that a structural
crack can be localized within approximately 3.5 square meter
area. For a given a and transmission range, since this resolu-
tion reduces with higher hop-distances, the maximum network
size will be determined based on the desired resolution.

IV. PULSE SWITCHING ARCHITECTURE
A. Joint MAC-Routing Frame Structure

Nodes are frame-by-frame time synchronized by the sink,
and they maintain joint MAC-Routing frames (see Fig. 3) in
which each slot is used for sending a single pulse. The slot
includes a guard-time to accommodate the cumulative clock-
drift during a frame, which can be very small for RF technolo-
gy such as Ultra Wide Band (UWB) Impulse Radio, as the
frame size itself can be ultra-short (us) for UWB. As shown in
Fig. 3, the frame contains an uplink part and a downlink part.
The uplink part contains a control sub-frame and an event sub-
frame. The downlink part of the frame contains a synchroniza-
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tion slot in which the sink transmits a full power pulse to make
all nodes frame-synchronized. The two following downlink
slots and the reconfiguration part of the uplink control sub-
frame are used for hop-distance discovery. The reconfiguration
area in control sub-frame has (H+1) slots, where H is the max-
imum hop-distance. The forwarding flag area is designed for
routing pulses towards the sink. The H-slot wide routing area
of the control sub-frame is used for energy management. These
functions will be explained in detail in the next few sections.

Frame

Control Sub-frame —4

Reconfig. Rout Event Sub-frame
.| Fwd Flag., outing | ;
Area ”‘ Area ’|‘ area |, hop-distance:1

hop-distance:H

Downlink|

SIOtS\ Slot Cluster [ Slot Cluster |
7 7 X
- ‘ / ’ N
- ' - ] PETSTETRTD
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‘ ‘ L Hel == H ~f— H —] L
Tx-Rx Turn-around/Wake-up Sector-360/a
Stop-Reconfig. H
Start-Reconfig. Sector-2
Sync Sector-1

Wake-up
Figure 3. MAC-Routing frame for multi-hop pulse switching

The event sub-frame contains H slot clusters, each cluster
containing 360/a. slots, where a corresponds to the sector-
width. Each slot within a cluster corresponds to a specific {sec-
tor-id, hop-distance} tuple. Meaning, for each event-area, rep-
resented by {sector-id, hop-distance}, there is a dedicated slot
in the event sub-frame. An event originating node transmits a
pulse during the dedicated event sub-frame slot that corre-
sponds to the {sector-id, hop-distance} of the node’s event
area. While routing the pulse towards the sink, at all intermedi-
ate nodes it is transmitted at the same event sub-frame slot that
corresponds to the {sector-id, hop-distance} of its event-area
of origin. In other words, while being forwarded, the transmis-
sion slot for the pulse at all intermediate nodes does not change
with respect to the frame. This is how information about the
location of origin of an event is preserved during routing. Upon
reception, the sink can infer the event-area of origin from the
{sector-id, hop-distance} value corresponding to the slot at
which the pulse is received. The role of the control sub-frame
in Fig. 3 will be described in Sections IV.C, IV.D and V.
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|
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Figure 4. Pulse switching with un-modulated UWB pulses

B. Pulse Realization using UWB Impulse Radio

The ability to transmit and receive a single pulse without per-
pulse synchronization overhead is a key requirement for pulse
switching. Ultra Wide Band (UWB) [6][7] Impulse Radio (IR)
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technology can be practically [8] used because of its support
of single pulse transmission and reception. The top graph in
Fig. 4 depicts a UWB implementation of the slot structure used
in this protocol. A typical UWB pulse width is 1 ns, and the
pulse repetition period Ty, is 1000 ns [6], which determines the
slot size in this case.

C. Pulse Forwarding

A hop-distance discovery process needs to be periodically
executed by the network for each node to discover its own hop-
distance from the sink node. When a pulse is transmitted by a
node at hop-distance h, only its neighboring nodes at hop-area
(h-1) forward it towards the sink. Meaning, the nodes at hop-
area h and h+1 should ignore the pulse. This logic ensures that
a pulse is eventually delivered to the sink. While transmitting a
pulse in the event sub-frame (see Section IV.A), its transmitter
also sends a pulse in the corresponding slot of the forwarding
flag area of the control sub-frame. That is, while forwarding a
pulse by a hop area h node, it sends a pulse in the h™ time slot
of the forwarding flag area. By looking at the received pulse in
the forwarding area, all the receivers of the pulse can decide if
it should be discarded or forwarded towards the sink. This can
ensure that a pulse from hop-area h should be forwarded only
by nodes in hop-area h-1.

D. Sector-constrained Routing

The extent of sector-constraints during pulse forwarding can
be parameterized usings, which represents the ratio of the
angular resolution and an angle y . The angle y is the sector-
width beyond which a pulse may not be flooded while for-
warding. For a given g, the minimum and the maximum values
of y areq and180°respectively.

7
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b: Intra-event pulse merging at node A

Figure 5. Route diversity and pulse merging/aggregation

The corresponding ¢ values are 1 and180° /. When § is
1, routing is maximally constrained, indicating the minimum
communication energy consumption, and the maximum sus-
ceptibility to errors due to the minimum pulse redundancy, as
shown in Fig. 6.

E. Aggregation via Pulse Merging

Collisions between pulses may not necessarily lead to infor-
mation loss. For example, in Fig. 5, since the pulse originating
from D is transmitted by B and C on the same slot in the event
sub-frame, the receiver A detects RF signals for a merged pulse
in that slot. As long as the RF hardware can detect the presence
of this overlapped pulse, the routing continues. In fact, this
pulse merging and route diversity provides inherent in-network
aggregation for events from the same event-area.
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Figure 6. Routing envelope and pulse fan-out during forwarding
V. PERFORMANCE EVALUATION

We developed an event-driven C++ simulator which imple-
ments MAC framing and pulse routing using the UWB Im-
pulse Radio model as presented in Section 1V.

A. Pulse Transmission Count

For the proposed Pulse Switching Protocol (PSP), Fig. 7:a
reports the number of forwarding transmissions across differ-
ent hop areas when an event is created in hop area 5 in the 441
node network. Numbers are reported for two different sector
constraints (§=0.2 and 1). For both § observe how the num-
ber of pulse transmissions maximizes at an intermediate hop-
distance, confirming the lateral fan-out and convergence seen
as the routing envelopes in Fig. 6.
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Figure 7. Transmission count and route diversity
B. Route Diversity
The route diversity factor g (g >1) represents the number of

forwarding transmissions for a pulse from hop-distance h,
normalized by h, which is the minimum number of required
transmissions. Fig. 7b demonstrates g with increasing sector-
constraint § for two different angular resolutions of a = 15°
and 30°. A larger o means more nodes are involved in forward-
ing (see Fig. 6), leading to higher route diversity.

C. Error Analysis

Impacts of Pulse Loss Error: Pulse losses can manifest in the
form of un-reported events. We define Pulse Loss Rate (PLR)
as the probability that a pulse is lost in a given time-slot due to
multi-path, channel noise, or interferences. Event Loss Rate
(ELR) is the probability that a pulse is not reported to the sink.
Fig. 8:a depicts simulation results of PLR versus ELR for a
single event generated in hop area 5 of the 441-node network.
Observe that for practical range of PLR [10], the ELR for PSP
remains vanishingly small and it is generally insensitive to the
value of PLR. This is mainly because of the redundancy in
pulse transmissions (i.e. route diversity) for PSP as demon-

2 3
Hop Area
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strated in Fig. 7.

Impacts of False Positive Errors: If pulses are erroneously
detected [9] by a node in state LO or TL such that a false posi-
tive pulse in the control sub-frame corresponds to another false
positive pulse in the event sub-frame with corresponding for-
warding flag (see Fig. 3), then an event is falsely detected at
that node. Once such a false positive event is generated, it is
forwarded all the way to the sink, leading to a false positive
event reporting. Let FPPR (False Positive Pulse Rate) be the
probability that a false positive pulse is generated due to faulty
UWAB detection in a given time-slot. We intend to determine
the quantity FPEGR (False Positive Event Generation Rate)
which corresponds to the probability of at least one false posi-
tive event generation per frame per node at a given hop-area.
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Figure 8. Impacts of pulse loss and false positive

The impacts of FPPR on FPEGR in hop area 3 in PSP are
shown in Fig. 8:b. Hop area 3 is chosen because it represents
the middle of the experimental network. Observe that in PSP,
FPEGR is extremely small with practical range of FPPR [10]
which is lower than 10™. This indicates that the proposed PSP
is fairly immune to false positive errors.

D. Energy Consumption

A distributed TDMA with sink-rooted minimum spanning
tree for packet routing has been used as the representative pro-
tocol to compare its energy consumption with that of the pro-
posed pulse switching. TDMA is chosen because of its high
energy efficiency compared to random access mechanisms. An
event detected by a sensor is reported to sink using min-hop
routing along the minimum spanning tree. A packet contains
the minimum amount of information to represent a {sector-id,
hop-distance} event-area and also a per-packet preamble [2].

Based on the UWB specification [8], the transmission and
reception consumptions are set to 4 nJ and 8 nJ per pulse.
Since a pulse transmission using the baseband UWB has the
same energy expenditure for Pulse Position Modulated bits in a
packet, the same 4 nJ and 8 nJ values are used for both pulse
and bit (in packets) transmission and reception.

Fig. 9 reports the communication power consumption for
both pulse and packet transport with varying event rates. Ob-
serve that the consumption is linearly dependent on the event
rate A for both pulse and packet scenarios. The slope of the
TDMA graph in Fig. 9 is noticeably higher than that for PSP
for both angular resolutions of ¢ = 15° and 30", and it is mainly
due to the overhead of per-packet preamble and payload over-
heads. Overall, Fig. 9 validates the primary premise of pulse
switching that it can transport multi-point-to-point binary
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events at a lower energy budget compared to traditional packet
switching.
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VI. CONCLUSIONS AND FUTURE WORK

A novel pulse switching protocol for ultra-light-weight net-
working applications has been developed in this paper. A joint
MAC-routing architecture for pulse switching with a hop-
angular event localization strategy was presented. Through
simulation results, it is shown that the proposed pulse switch-
ing architecture can be an effective means for energy efficient-
ly transporting information that is binary in nature.

Future work on this topic includes: 1) an implementation of
the proposed pulse routing architecture on a UWB embedded
hardware, 2) extending the architecture for cellular event local-
ization, and 3) experimenting with pulse switching for non-
radio media such as ultrasound on metal substrates.
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Abstract— Recently, algebraic soft-decision decoding algorithm
for RS codes that can correct the errors beyond the error
correcting bound has been proposed. The main task in the
algorithm is the weighted interpolation of a bivariate
polynomial that requires intensive computations. In this paper,
we propose an efficient architecture with low hardware
complexity for interpolation in soft-decision list decoding of
Reed-Solomon codes. The proposed architecture processes the
candidate polynomial in such a way that the terms of X degrees
are processed in serial and the terms of Y degrees are
processed in parallel. The processing order of candidate
polynomials adaptively changes to increase the efficiency of
memory access for coefficients. The proposed interpolation
architecture for the (255, 239) RS list decoder is designed and
synthesized using the DonbuAnam 0.18um standard cell
library. The maximum operating clock frequency is 200MHz
and the synthesized gate count is about 25.1K gates in two-
input equivalent NAND gates.

Keywords—VLSI architecture; Polynomial
Reed-Solomon codes; Soft-decision list decoding.

interpolation;

l. INTRODUCTION

Among the various kinds of error correcting codes in
digital communication systems, Reed-Solomon (RS) codes
are widely used block codes due to their excellent burst
error-correcting capabilities. It is well known that an (n, k)
RS codes have k message symbols and n coded symbols,
where each symbol belongs to GF(2™). An (n,k) RS
codes can correct v symbols and p erasures with
2v+p <n-—k. Classical RS decoding scheme can be
thought of as the bounded minimum distance (BMD)
algorithm that decodes the received codewords through the
channel by hard-decision. Efficient algebraic hard-decision
decoding algorithms, such as Berlekamp-Massey algorithm
and Euclid algorithm [1] have been widely used to decode
the Reed-Solomon codes.

Recently, Guruswami-Sudan (GS) [2] proposed a
polynomial-time list decoding algorithm that can correct the
errors beyond the error correcting bound. The proposed list
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decoding algorithm has a decoding radius t' > |d /2]

and corrects up to n —+/nk errors for all code rates [2].
With reliable soft-decision data, such as probabilistic channel
information, RS decoding can achieve better performance in
correcting errors. Koetter and Vardy (KV) [3] generalized
the list decoding algorithm that can decode, as long as a
certain weighted condition is satisfied. The soft-decision list
decoding algorithm consists of two major processes:
interpolation process with KV front end and factorization
process. The interpolation process is quite computationally
intensive with large latency, so it may suffer low
performance. The re-encoding scheme can be applied to
reduce the number of iterations for interpolation [4].

Many researchers have proposed a number of the
interpolation architectures for the soft-decision RS decoder
[51[6]1[71[13][14]. Most of the architectures proposed so far
try to increase the decoding performance by parallelizing the
processes for the candidate polynomials. This requires
considerable hardware with memory modules that may be
hard to apply in some applications. Ahmed, Koetter, and
Shanbhag proposed the point-serial algorithm that calculates
all the discrepancy coefficients corresponding to a particular
interpolation point in parallel [5]. Wang and Ma represent
the finite field numbers in both regular and power formats,
i.e., hybrid-format, that can reduce the hardware complexity
for the DCC block and parallelize the decoder architecture
[6]. The parallel architecture [7] proposed by Gross,
Kschischang, and Gulak embeds both a binary tree and a
linear array in a 2-D array processor, enabling fast
polynomial evaluation operations. Zhu et. al. have proposed
backward interpolation, which eliminates interpolation points
or reduces interpolation multiplicities [13]. The proposed
architectures share computational units with forward

interpolation architectures to reduce the hardware complexity.

In [14], new technigues are employed to achieve high-speed
interpolation for the iterative bit-level generalized minimum
distance (BGMD) algebraic soft-decision decoding. They
also proposed architectures to efficiently integrate the
combined and backward interpolation techniques.

In this paper, we propose an efficient architecture with
low hardware complexity for interpolation in a soft-decision
list decoding of Reed-Solomon codes. To reduce hardware
cost, the proposed architecture processes the terms of X
degrees in the candidate polynomial serially, whereas it
processes the terms of Y degrees in the candidate

25



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

polynomial in parallel. During the polynomial update in the
interpolation process, the appropriate polynomial coefficients
should be read efficiently from memory. The processing
order of candidate polynomials adaptively changes to
increase the efficiency of memory access for coefficients.
This scheduling minimizes the usage of internal registers and
the number of memory accesses and simplifies the memory
structure by combining and storing data in memory. Also,
the proposed architecture shows high hardware efficiency,
since each module is balanced in terms of latency and the
modules are maximally overlapped in the schedule.

Il.  SOFT-DECISION LIST DECODING OF RS CODES

An (n,k) RS codes defined in the Galois field GF(2™)
have codewords of length n =2 —1, where m is a
positive integer and k is the number of information symbols
in the codeword. RS codes can be obtained by evaluating
certain subspaces of F,(X) in a set of points P =
{x0, %1, xn_1 S Fy(X)} . Therefore, (n,k) RS codes
Cq(n, k) of length n and dimension k is defined as

(Cq(n' k) = {(f(xo),f(x1)""'f(xn—1)):xo:xln'"

» Xn—1 c :P,f(X) € Fq(X)!degf(X) < k} (1)

Guruswami and Sudan verified that the generalized
Reed-Solomon decoding problem reduces to the polynomial
reconstruction problem [2]. Now, we define the essential
elements of the soft decision list decoding algorithm. The
bivariate polynomial Q(X,Y) over F, is defined as in [3].

QX,Y) = TI X e XYt = 6p(X) + 6:(X)Y +
0,(X)Y2 4+ -+ 60,X)Y” + -+ 0, (X)Y",

where 6,(X) = Gop + q1pX + qz,vXZ + et qu,VXWU'
0Osv<r. 2

We define the weighted degree of a polynomial, as
follows.

Definition 1: Let Q(X,Y) = XX¥q;;X'Y/ be a
bivariate polynomial over GF(27), and let w,, w, be real
numbers. Then, the (w,,w,)-weighted degree of Q(X,Y),
denoted degwx,WyQ(X, Y), is the maximum over all
numbers iw, + jw,, suchthat q;; # 0.

Definition 2: A bivariate polynomial Q(X,Y) is said to
pass through a point (x;,y;) with multiplicity m,_ , , if the
shifted polynomial Q(X — x;,Y —y;) contains a monomial
of degree m,,, and does not contain a monomial of degree
less than m, , . Equivalently, the point (x;, ;) is said to
be a zero of multiplicity m,, . of the polynomial Q(X,Y).

When P(X,Y) is the shifted version of the polynomial
Q(X,Y) by (x;,¥:), the equation below holds.

PIX,Y) = B5 20" PapX Y = QX —x,Y —y) =
Yh e QapX — x)*(Y — y)P.

CO@f(Q(X —x,Y — yi)lXaYB) = Pa,p J Pap =
OVa+p <m. 3)

The soft-decision RS list decoding can be considered as a
“curve-fitting” problem. In the first phase, the algorithm
finds a polynomial Q(x,y) of low degree that fits the points
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(x;,v:). Next, it finds all small degree roots of Q(x,y); and
each factor of Q(x,y) forms possible candidates of the
message polynomial.

We now briefly describe the list decoding algorithm.
Figure 1 shows the block diagram of the soft-decision RS list
decoder. The block diagram consists of three steps:
multiplicity computation, interpolation, and factorization.
The multiplicity computation step calculates the multiplicity
matrix that has reliability information from the channel.

i Compute i . _— Decoded

Soft Symbol i { Multiplicity |1 Interpolation Factorization Codeword
“KVfrontend

Figure 1. Block diagram of soft-decision RS list decoder.

Let us suppose that we have the set of interpolation
points (x;,¥;,;),1 <i<29,1<j<n with corresponding
multiplicities m;; . The interpolation step forms the
nontrivial polynomial Q(x,y) of minimal (1,k—1) -
weighted degree that passes each interpolation point
(xi,yi,;) with multiplicity at least m;;. This bivariate
polynomial Q(x,y) may contain the message polynomial as
a root. After the bivariate polynomial Q(x,y) is found, the
factorization step determines all the factors of Q(x,y) in
the form of Y — f(X), where the degree of f(X) is at most
k. Each root polynomial f(X) is the candidate of the
message polynomial. Finally, the polynomial with the
highest probability among the candidates is selected as a
message polynomial.

Interpolation algorithm
« Initialization

O X.T)=Y", for 0 <v<=r
« lteration for each point set (xl,yi,m&y!)

O, = (w,,w,) — weighted degresof Q,(X,¥), for 0 < v <r

for f=0tom, , —1

for a=0tom, , —1-4
« DCC(Discrepancy Coefficient Computation)
a4 = coef (O (X +x,¥ + ), X°Y"), for 0<v=r

«If there exist 7= argmin {O,}
o<

ver, =0

« PU(Polynomial Update)

O0,(X.Y)=d P 0o,X,¥)+d PO (X.,¥), for v=q

OX. 1) =0, X.T)X +x), for v=p
0,=0,+1
end for
end for

Figure 2. Interpolation algorithm.

I1l.  PROPOSED ARCHITECTURE

Now, we will explain the interpolation algorithm in more
detail. The interpolation step finds the bivariate polynomial
that fits the set of points with the corresponding
multiplicities. Two main interpolation algorithms have been
proposed so far: a constrained-serial interpolation algorithm
[61[71[8] and a point-serial interpolation algorithm [5]. The
point-serial interpolation algorithm is usually less efficient
and less flexible in architecture than the constraint-serial
interpolation algorithm [6]. Figure 2 shows the interpolation
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algorithm based on the Fundamental Iterative Algorithm
(FIA) [10].

The algorithm consists of two major operations, namely
the Discrepancy Coefficient Computation (DCC) and the
Polynomial Update (PU). As we explained earlier, the
interpolation process finds a bivariate polynomial Q(x,y)
that passes a point (x;,y;) with a multiplicity m, ;. In the
algorithm, the DCC operation computes the discrepancy
coefficients corresponding to a particular constraint for each
candidate polynomial and the PU operation updates the
polynomial by reducing the corresponding discrepancy
coefficients to zero.

A. Proposed interpolation architecture and its scheduling

Figure 3 shows the block diagram of the proposed
interpolation architecture. The proposed architecture consists
of the Discrepancy Coefficient Computation Unit (DCCU)
that calculates the discrepancy coefficients (DC) using the
Hasse Derivative (HD), the Polynomial Update Unit (PUU)
that updates the candidate polynomials, the Polynomial
Order Sorting Unit (POSU) that decides the processing order
of data by storing and aligning the weighted degrees of the
candidate polynomials, and a few memory blocks and
control logic. The DCCU also consists of the HD
computation block and the Y-generator that calculates the
power of Y for the HD computation. The DCCU takes the
stream of interpolation points and multiplicities as inputs.

HD
Computation

(x, y.m) POSU

Ctrl

Figure 3. Proposed interpolation architecture.
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Figure 4. Timing diagram showing overlap between the DCCU and the
PUU when r =5.

The proposed architecture parallelizes the computation
for the terms in Y and computes each candidate polynomial
and the monomials in X sequentially and thus the required
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hardware is reduced. When the polynomials are updated
sequentially, the “pivot” polynomial @,(X,Y), which has
the smallest weighted degree and a non-zero DC value, is
used to update the other polynomials and is updated itself
last.

Figure 4 shows the processing schedule of DCCU and
PUU when r=5, where @, denotes a candidate
polynomial and qf ;, denotes the coefficient of X'y’ in
Q. All the coefficients of X, with the same degree in Q,,
(@Ce0y 9Cx1y A2y = D)) are processed simultaneously,
since the proposed architecture processes the terms in Y in
parallel. We can overlap the computation of the DCCU and
the PUU by sending the output coefficient of the PUU
directly to the DCCU, as depicted in Fig.4. The updated
coefficients in candidate polynomials are stored and sent to
the DCCU to calculate the next DC simultaneously. Fig.4
shows the timing diagram when n = 0, 2, 4. We assume that
the candidate polynomials initially have the constant terms
only at the first iteration (n = 0). The value q(;,, at the
first iteration 7 = 0 denotes the updated coefficient in
Q (X, ).

B. Discrepancy Coefficient Computation Unit (DCCU)

The DCC defined in equation (4) calculates the
coefficient of the monomial X*Y# in Q(X +x,Y +y) that
is the shifted version of Q(X,Y) by x and y in X, Y
direction respectively, where «, 8 are non-negative integers
that satisfy a + 8 < m. The following equation shows the
Hasse derivative [11] to find the DC.

d,(,“’ﬁ) = coef (Q,(X + x,Y + ), XYF) =

g Xt (2) (;) QX Y P for v=0,1,2,..,7 (7)
The hardware to solve equation (7) may suffer from
latency, because it consists of a double loop of addition. The
architecture proposed by Wang and Ma utilized the finite
field additions, instead of multiplications, by representing the
symbol by its exponent [6]. The proposed architecture
calculates the DCs with respect to Y in parallel, whereas it
calculates the DCs with respect to X and the candidate
polynomials in serial. Equation (7) can be expanded as
follows.

a P = ma(xee{(5) akoy®f + () ety +

-t (5) aty ®)

The values s —a,t—,(0 <t <r) are meaningful
when s > a,t > . Fig.5 shows the block diagram of the
proposed DCCU to compute equation (8). The multiplication
at the input computes x*~% and the DCC is performed
monomially and in increasing order of X. Once the multiple
of x, x°% is calculated, it is stored for the next
computation and distributed to compute the other DCs in
candidate  polynomial  simultaneously. In  Fig.5,
y°=By1-B . y"~F denotes the output of the Y generator,
to be explained later, and qg,, which is the output of the
PUU, is the coefficient of monomial XSY® in the v-th

candidate polynomial Q,(X,Y). The value (}) (;;) can be
easily implemented by Lucas’s theorem [11]. (;) is the
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common term like x5~% that will be distributed and (;),)

can be further simplified according to t. The registers on the
right in Figure 5 store the intermediate DC values for each
candidate polynomial.

:C

x‘,?_)@_

s
y

Figure 5. DCCU structure.

Y generator that is basically the same as that in [9]
computes the multiple of y. When a = =0, y° %=
yo=1,y1"0=y,..,y" 0 =y At the first iteration, the
value when B =0 will be used immediately. As S
increases, the values stored in the registers are shifted down
and we can compute yt~# for the DCCU without any
additional hardware. r — 1 finite multipliers are required
for the Y generator and the number of latency to get the first
outputis |log, r].

C. Polynomial Update Unit (PUU)

The PU stage updates each candidate polynomial
Q»(X,Y) using the selected “pivot” polynomial Q,(X,Y),
where 7 is the index of the minimum weighted degree
polynomial among all polynomials with non-zero DCs. As
explained in Fig.2, the “non-pivot” polynomials are usually
updated first and the “pivot” polynomial is updated last.

0. 0T) = {dff"ﬁ)(zv(x, Y) +d{PQ,(x,), for vy
o (X, Y)(X +x), for v=n
Here, d,(f"ﬁ) and d*? denotes the DCs of Q,(X,Y)

and Q,(X,Y) respectively. The candidate polynomials for
v # 1, are updated by adding two polynomials: Q,(X,Y)

multiplied by di“® and Q,(X,v) multiplied by di“?.

This deletes the monomial X*Y# in P(X,Y) in equation (3)

that is the shifted version of the polynomial Q(X,Y) by
(x;, ;). Last, the polynomial @,(X,Y) will be updated by
multiplying (X + x).

The proposed architecture processes the polynomials in
serial but with an efficient schedule. The update for the
“non-pivot” polynomials in case of v #n requires the
information of both Q,(X,Y) and Q,(X,Y) before update.
The monomials with the same X degree in the polynomial
are computed simultaneously and the update is preceded
from the constant terms to higher order of monomials, since
the proposed architecture processes the Y degrees in
parallel.

We can serialize and rewrite the update procedure, as in
equation (11).
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q'i‘y =(qi—1y +%4;y,0<i<dy, 0Sy=<71,q4,=0
(11)
Figure 6 depicts the structure of one PUU element that
can update both Q,(X,Y) and Q,(X,Y). When the

corresponding coefficient qu in the polynomial @, (X,Y)
comes in as an input, the multiplexer select signal ‘sel’ is set
to ‘0" and the computation of q;, ==xq], +q;,, is
implemented. In the register, the coefficient q[’_l_y will be

stored to update the other polynomials Q,(X,Y). Then, this
structure is used to update the polynomials Q,(X,Y) by
setting the multiplexer select signal ‘sel’ to ‘1°, so the

computation q'{,y' = d,,qu + d,q;, will be implemented.

Figure 6.  Structure of one PUU element.

Figure 7 shows the PUU structure that updates the
polynomials in Y in parallel. PUU consists of (r+ 1)
PUU elements and each PUU element computes for the
polynomial 6,(X) in equation (2). The updated coefficients
will be stored in the registers at the output and will be sent to
the DCCU simultaneously to overlap the operations of the
PUU and the DCCU. After finishing update in the registers,
the data in the registers will be stored in the memory
immediately, so the memory access occurs once every
(r+ 1) clock cycles. The number of memory accesses is
reduced and the memory structure is simplified by applying
the proposed scheduling.

PUU overall structure.

Figure 7.

D. Polynomial Order Sorting Unit (POSU)

In each iteration of the interpolation algorithm, the
polynomial @,(X,Y) needs to be selected by the weighted
degree and the DC computed in the DCCU. Fig.8 shows the
structure of the proposed POSU. Instead of computing the
weighted degrees of the candidate polynomials to select
Q,(X,Y) each iteration, we save the candidate polynomials
with their weighted degrees once in the internal memory and
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update the weighted degrees every iteration. The proposed
POSU has (r + 1) registers that store the weight degree
and its index in one word. As shown in equation (10), the
degree of the polynomial Q,(X,Y) will be increased by one
due to the multiplication by (X + x), whereas the degrees of
the other polynomials remain the same.

Figure 8 shows the POSU structure that reorders the
polynomials by their weighted degrees. The registers consist
of the (r + 1) shift registers and each register is partitioned
to the part for the weighted degrees (0,) and the part for the
index of the polynomials (v), where 0, is initialized to
1,(k—1),2(k —1),--,r(k — 1) (k is message symbol, r
is the number of the candidate polynomials) and v is
initialized to 0,1,2,...,r. The weighted degree O, is
increased by one in case that v =17 and a bubble sort is
performed to reorder the weighted degrees using comparator
and shift registers.

A, Vo

(=) Y

u v=rn?
= .
ET E
2, it}
Weighted
degree D
comipare
Low High
Figure 8. POSU structure.

IV. DESIGN AND PERFORMANCE ANALYSIS

In this section, we apply the proposed architecture to the
RS code (n, k) = (255,239) defined on GF(2%). We
analyze the proposed architecture in terms of hardware cost,
latency, and performance and compare it to existing
architectures. The primitive polynomial used in this paper is
p(x) =1+ x% + x3 + x* + x5. For fair comparison, we use
the same experimental condition as that used in [6]. In the
KV front-end, the maximum multiplicity, m,,,,, equals 5,
using the low complexity method in the case of 1 = 5. The
simulation shows the soft-decision decoder with an
interpolation cost, C = 3,800, can provide more than 0.5dB
of coding gain at a codeword error rate of 10~> compared
to the hard-decision decoder [11]. The following equation
can be applied to estimate the number of bivariate
polynomials [6].

, t(k—1)

r:mln{teZ:(t+1)(—2 +k) > C},

where Z denotes the set of all integers and C is the cost of
the interpolation. By applying these parameters to this
equation, r equals to 5. The re-encoding technique to reduce
the number of iterations is used to achieve higher throughput.
The number of iterations when the re-encoding is applied can
be computed to €' = C X (n — k)/n = 3,800 X 16/255 =
239. When C' is applied to the interpolation algorithm, the
number of degrees of X in the polynomials can be
computed to C'/(r + 1) = 239/6 = 40. The total number
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of latencies is (E] +s) C’, where ¢ is the number of

clocks to select and control the “pivot” polynomial,
Q,(X,Y) inFigure 4.

TABLE I.
HARDWARE COMPLEXITY AND LATENCY OF DCCU AND PUU

Module HW complexity Latency
GF(29) multipliers 3r+1
DCCU | GF(29) adders r+1 [%]
registers (2r +3) + llog, 7]
GF(27) multipliers 2(r+1)
PUU GF(29) adders (r+1) [%]
Registers r+1D+2(r+1)?
Total ([%] +e)C

Table I shows the hardware cost and latency of the
DCCU and the PUU. The architecture in [5] uses the
relatively complex dual-port memory. Also, the architectures
in [5] and [6] divide the memory into (r + 1)? of small
memory modules that require a bigger area and more
controls. We expect that the benefit of getting rid of complex
access control is more than the degradation of power
consumption and memory access speed. All the required
coefficients can be read out and stored simultaneously and
they are fed to the DCC and the PU in an efficient way. Also,
by utilizing one large memory module with one-port, instead
of multiple memory banks with dual-ports, the memory
structure is simplified and efficient.

TABLE II.

HARDWARE COMPLEXITY AND PERFORMANCE COMPARISON

Area - -

Design |(# of XOR Critical Path Latency Throughput Efflue_ncy
gates (# of gates) (normalized)|(normalized)

[5] 8535 12 1437 1 1
[6] 11726 4 1775 243 1.77
[13] 7872 10 916 1.88 2.04
[14] 10718 12 454 3.17 2.52
Proposed | 1321 4 10650 0.4 2.62

Table 1l compares the hardware complexity and the
performance with the existing architectures. Ahmed, Koetter,
and Shanbhag use a point-serial algorithm for the
interpolation and apply a parallelism on polynomials and Y
degrees [5]. The point-serial algorithm usually improves the
performance when the interpolation points have high
multiplicities. However, the hardware cost of the DCCU also
increases due to 7 (7 = 2"°92™1) which is normally
greater than r. The architecture proposed by Wang and Ma
[6] also applies to a parallelism on polynomials and Y
degrees and uses a hybrid data format for conversion
between normal and power representations, so the
computation complexity between symbols on finite field is
dramatically reduced. However they need hardware for pre-
and post-processing for the format conversion, such as a
look-up table (LUT).
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A finite field multiplier can be implemented by 64 XOR
gates and 48 AND gates by employing composite field
arithmetic, whereas a finite field adder simply requires 8 XOR
gates. As analyzed in [6], the hardware complexity of the
interpolation architecture grows linearly with (m,q, + 1)2.
For fair comparison, the proposed architecture including the
architectures [5], [6] are scaled down with m,,,, = 2 since
Mpyay 1S €qual to 2 in the BGMD architectures [13], [14].
All possible optimizations have been applied to the
architectures in [5], [6]. Also, we can apply the pipelining to
the proposed architecture for further speedup like the
architecture in [6]. Based on that, the critical path can be
reduced to the delay of 4 XOR gates. The hardware cost is
analyzed based on the following assumption. Each AND gate
or OR gate requires 3/4 of the area of an XOR, each MuUXx or
memory cell has the same area as an XOR, and each register
occupies about 3 times of the area of an XoR. According to
Table 1, the hardware complexity of the proposed
architecture when m,,,, =5 is 5284 in equivalent XOR
gates including memory. In case of m,,, = 2, the area
requirement of the proposed architecture is equivalent to that
of 1321 XOR gates. Since the terms of X degrees are
processed in serial, the latency of the proposed architecture
will be increased to the order of (r+ 1), compared to the
architecture in [6]. The analysis results for the existing
architectures in Table Il can be found in the paper [14]. Even
though the throughput is relatively low, the efficiency is
highest among the architectures in Table I1.

TABLE Ill. RESULTS OF DESIGN AND SYNTHESIS

parameters performance
C Mpal T € total latency | Max clock freq.
239 5 5 4 29636 200 Mhz
DCCU PUU control total
gate count 7K 11K 7.1K 25.1K

The proposed interpolation architecture for the (255, 239)
RS list decoder is designed with VerilogHDL and
synthesized using a DongbuAnam 0.18 pm standard cell
library. Table Il shows the synthesized gate count for the
functional blocks in the proposed interpolation architecture.
We wuse C =239 mp., =5 r=5ande=4 as the
design parameters. The maximum operating clock frequency
is 200MHz and the synthesized gate count is about 25.1K
gates in two-input equivalent NAND gates.

V. CONCLUSIONS

In this paper, we proposed an efficient architecture with
low hardware complexity for interpolation in soft-decision
list decoding of Reed-Solomon codes. The proposed
architecture has several advantages over the existing
architectures in the following view points: 1) it employs
parallel processing only for Y degrees in bivariate
polynomial Q(X,Y) and shares hardware modules, thus
reducing the hardware complexity; 2) the schedule is
adaptively adjusted according to the “pivot” polynomial
computed at each iteration, so the irregular memory access
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problem is resolved; 3) the number of internal registers is
reduced by processing the polynomial monomially; 4)
scheduling minimizes the number of memory accesses and
simplifies the memory structure by combining and storing
data in memory, and the proposed architecture consists of
one-port memory and one bank of memory and is efficient in
area; 5) the DCCU and the PUU in the proposed architecture
are overlapped in schedule, so the total latency is reduced.
The proposed interpolation architecture for the (255, 239) RS
list decoder is designed with VerilogHDL in a ModelSim
environment. After logic synthesis, using the DonbuAnam
0.18um standard cell library, the maximum operating clock
frequency is 200MHz and the synthesized gate count is about
25.1K gates in two-input equivalent NAND gates.
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Abstract—A  wideband switching-mode power amplifier
(SMPA) provides an optimum solution to cover multiple wireless
standards with high efficiency and a high level of integration
in a low-cost CMOS process. In this paper, a single-ended two-
stage PA operating at 2.5GHz in 130nm CMOS technology is
presented. The main-stage comprises a class-E PA based on finite
DC-feed inductance, which provides high output resistance and
can, therefore, cover a wide frequency range. A class-E driver
with interstage matching is used to drive the main-stage PA in
order to obtain large overall power gain with an optimum PA
performance. The main and the driver stages are operated at
3.3V and 1.3V, respectively. Simulations indicate that the PA
provides peak output power of 23.0 dBm and peak power added
efficiency (PAE) of 64.0 %. From 2.15 GHz to 3.1 GHz, an output
power of more than 20.5dBm with a gain of 16.5dB and PAE
of more than 50.0 % are simulated.

Index Terms—Wideband, class-E, load transformation network
(LTN), switching-mode power amplifier (SMPA), power added
efficiency (PAE).

I. INTRODUCTION

The upcoming wireless technology is in motion to provide
high data rate with wider coverage capabilities. From mobile
equipment manufacturers perspective, this development brings
several challenges since these advancements are linked to high
power dissipation and high costs of the mobiles. Hence, it
demands the design of high performance circuits with high
efficiency to increase the battery life in a low cost CMOS
process. The power amplifier (PA) is one of the most critical
components of the RF front-end as it is the most power hungry
element and defines the overall efficiency of a transceiver.
Improving PA efficiency significantly impacts battery life and
thus a comprehensive effort is being made to implement highly
efficient CMOS PAs [1].

Switching-mode power amplifiers (SMPAs) are nonlinear
class of PAs and have the capability to obtain high efficiency,
ideally 100 % at RF and microwave frequencies. The active
device is used as an ON/OFF switch such that for any time in-
stant, a nonoverlapping voltage and current exist at the device
output. Each class of SMPA, namely class-D [2], E [3], F [4]
and F~! [5] requires specific harmonic impedance termination
at the output of the active device in order to prevent power
dissipation. This eventually limits the operational bandwidth
of a SMPA.
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Introduction of next generation wireless communication
standards increases the demand on both mobile equipments
and base stations. A mobile terminal is required to cover
the existing and also the upcoming standards to reduce the
form factor and fabrication cost with minimum hardware
effort. Several approaches for multiple band coverage have
been proposed in literature. One solution is a multiband
multiharmonic LTN using transmission-lines and/or multiple
tuned LC circuits [6]- [7]. But, these are not feasible for
mobile terminals due to their huge chip area requirements and
the high associated cost.

The broadband design seems to be the most suitable ap-
proach to cover multiple bands which employs one active
device as a switch and a wideband LTN [8]. It does not require
any tuning element which results in an area efficient LTN
and the PA can be fully integrated on-chip with a reasonable
amount of die area.

A class-E PA based on finite DC-feed inductance instead
of a conventional RF choke (RFC) provides wider bandwidth
because it offers a higher optimum resistance, Rg, for the
same output power and supply voltage [9]. In this paper, a two
stage class-E PA using finite DC-feed inductance in 130 nm
CMOS technology is presented. The main-stage is driven with
a class-E PA to enhance the overall gain and PA efficiency. In
simulation, the circuit provides 23.0 dBm peak output power
with 64.0 % peak PAE. For a frequency range from 2.15 GHz
to 3.1 GHz, the amplifier delivers an output power of 20.5 dBm
and PAE of more than 50.0 %.

II. CLASS-E POWER AMPLIFIER

The class-E PA exploits the soft-switching property to
provide high efficiency at high frequencies. It incorporates the
drain-source capacitance, C'pg of the transistor in the LTN to
eliminate the power losses associated with its discharging over
the transistor in every RF cycle. This results in zero-voltage
switching (ZVS) and zero-derivative switching (ZDS) which
means at device turn on, there is no capacitor charge and no
capacitor current at the device output [3].
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Fig. 1. Equivalent circuit of a class-E PA based on finite DC-feed inductance.

A. Load transformation network based on finite DC-feed in-
ductance

The equivalent circuit of a class-E LTN using finite DC-feed
inductance is shown in Fig. 1. The ZVS and ZDS conditions
can be fulfilled by using only the LC'pg tank, whose resonant
frequency is 1.41 times the operating frequency, fo. The
operation principle along with the equations for Rg, L and
Cpg for a given output power, P,,;, are detailed in [9]. The
load phase angle, @, at the device drain at fy is given by:

& =tan~! (RE — wORECDS> =34.24°, (1)
LUQL

where impedances at all other harmonic frequencies are as-
sumed to be capacitive. The LCpgs tank gives the accurate
load angle and, thus, one can obtain the nominal class-E output
waveforms at the transistor output. Since there is no imaginary
part in the LTN as compared to the typical class-E conditions
with an RFC, the optimum impedance can be written as:

Re(1+40), ifn=1
0, ifn=23,..

Zp(nfo) = { (2)

A class-E PA using finite DC-feed inductance results in a
relatively high Rp, which relaxes the impedance transforma-
tion ratio at fy and, therefore, also allows wider bandwidth.
Secondly, the finite DC-feed inductor has a high self-resonance
frequency (fsgr), which permits the designer to implement
PAs for high frequency applications. In addition, the inductors
can be integrated on-chip and, therefore, the total cost of the
PA may be reduced.

B. Optimised second harmonic load circuit

The influence of harmonic termination on amplifier effi-
ciency decrease with increasing order, whereas, second har-
monic theoretically has the highest impact on efficiency. In
order to filter out the second harmonic content, the parallel
tank, LoC', resonating at 2 f; is added to the circuit in Fig. 1.
This leads to an optimised second harmonic load circuit for a
class-E PA [10], as shown in Fig. 2.

The parallel tank L,C5 is inductive at f; and can be sized
using LCpg in combination with C; to get the nominal
class-E conditions at fy. As LoCy resonates at 2fy, the
value of Lo is smaller than the series inductance used in a
conventional class-E LTN. This is not only good for integration
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Fig. 2. Class-E LTN based on a finite DC-feed inductance and using the
optimised second harmonic impedance termination network.

r

but it also extends the frequency range of the LTN. The values
for the optimised second harmonic load circuit, illustrated in
Fig. 2, are given by the expressions [10]:

1 Ry,
Cr=— |2t 1 3
V= 9n i\ Ry , (3)
3Rg /Ry
Ly = — =1 4
2 87rfo“RE ) 4)
C _; (5)
2= 4(27Tf0)2L2 ’

where R, is the 502 load.

III. DESIGN AND IMPLEMENTATION

Using the concept discussed in SectionlIl, a two-stage
class-E PA was implemented. The design starts with a class-E
PA as a main-stage amplifier followed by a class-E driver and
an interstage matching network.

A. Main-stage class-E PA

A class-E LTN with finite DC-feed inductance was designed
using Fig. 2 for an output power, P,,; = 0.7 W at 2.5 GHz. The
transistor was biased at Vpp, = 3.3V and Vgg, = 400mV.
This leads to an Rg of 21.5€, L of 0.93nH and Cpg of
2.17pFE. The transistor was scaled to 2.3 mm for this design.
The output capacitance of this transistor is smaller than the
desired value, therefore, an external capacitance is added to
provide nominal class-E conditions.

The fundamental impedance at the transistor drain is sim-
ulated to be (27.0+j14.5)$2, which corresponds to a load
angle, & = tan~!(3%3) ~ 28.2°, while other harmonics are
capacitive. The achieved impedances at the fundamental and
harmonic frequencies are in good comparison with the class-E
switching conditions as depicted in Fig. 3.

Peak PAE of 64.8 % and peak output power of 23.6 dBm are
simulated as shown in Fig. 4. The second and third harmonic
frequencies are suppressed by 26.8 dBc and 36.6 dBc, respec-
tively. Fig. 5 illustrates the simulated time-domain voltage and
current waveforms at the device output, which approximate
ideal class-E characteristics. In Fig. 6, amplifier performance

32



ICWMC 2012 :

+31.0

-31.0

Fig. 3.
finite DC-feed inductance.
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Fig. 4. Simulated output power and PAE of the designed class-E PA with
finite DC-feed inductance.

against input frequency is highlighted. The main-stage PA
attains more than 50.0 % PAE, more than 19 dBm of output

power with an associated power gain greater than 8.0 dB from
2.15GHz to 3.15 GHz.

B. Class-E driver stage

The driver stage consists of a class-E amplifier with an
interstage matching network cascaded to the previously de-
signed main-stage amplifier, as shown in Fig. 7. The class-E
driver fulfills the class-E conditions as the tank L3C5 is tuned
to 1.41fy. Secondly, the gate-source capacitance, Cgg, of
the main-stage transistor is resonated out with L, at 2fj. It
results in an approximately half-sinusoidal voltage waveform
to operate the main transistor as a switch. Due to this, the PA
operates only in the active region and the large negative swing
of the input voltage is eliminated. Fig. 8 shows the simulated
time-domain voltage waveforms at the output and input of the
main transistor and also at the output of the class-E driver.
Simulated PAE and output power of the two-stage class-E
PA are shown in Fig. 9. Peak PAE of 64 % and peak output
power of approximately 23.0 dBm is obtained. One can clearly
see that due to the driver and inter stage matching network,
the amplifier performance is basically unchanged over a wide
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Simulated output impedance of the designed class-E LTN based on
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Fig. 6. Simulated output power and PAE versus frequency of the designed
class-E PA with finite DC-feed inductance at P;,, = 11 dBm.

range of input powers. Fig. 10 illustrates the PA performance
against input frequency. The designed amplifier provides PAE
greater than 50 %, output power of more than 20.5 dBm and
a power gain of more than 16.5dB over a relative bandwidth
of more than 36.2 %, i.e. from 2.15 GHz- 3.1 GHz.

Simulated performance of the SMPA is summarised in Ta-
ble I. Following figure-of-merits (FOMs) are used to compare

the performance of designed amplifier with other published
two-stage CMOS SMPA designs:

FOM, = PAE - Freq [Hz]>?° P, , (6)

FOM, = PAE - Freq [Hz]>*BW , (7)

where BW is the relative bandwidth. In [12], inductors
have large values which consume significant chip area. For
this work, all the biasing inductors can be realised by bond
wires, whereas an on-chip inductor, L, = 1.18 nH. Hence, the
implemented two-stage amplifier has an area-efficient design.
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TABLE 1
PERFORMANCE COMPARISON OF THE PRESENTED DESIGN WITH OTHER TWO-STAGE CMOS SMPAS
Ref. Tech. VDDl VDD2 Freq. Max Output Max PAE -3% PAE, BW FOM1 FOM2
[nm] [V] [V] [GHz] [dBm] [%] [(GHz]
[11]* 180 2.0 - 1.9 16.3 70.0 1.87 - 1.96 (4.7 %) 6.28 6.87
[12] 180 2.5 1.8 2.4 23.0 73.0 2.22 - 2.57 (14.6 %) 323 23.6
This work 130 33 1.3 2.5 23.0 64.0 2.34 - 2.84 (19.3 %) 28.6 27.6
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of main-stage transistor and at the output of class-E driver.

ductance. This approach leads to high optimum resistance,

Simulated time-domain voltage waveforms at the output and input which facilitates wideband operation. Secondly, the use of

finite DC-feed inductance has less resistive losses, high fsgr
and, therefore, high efficiency. A class-E driver also using
finite DC-feed inductance with interstage matching feeds the
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main-stage class-E PA with a waveform approaching a half
sinusoidal voltage. The benefit of the circuit is an improvement
in the overall PA performance since there is no negative
voltage swing.

Simulation results show that the amplifier can deliver
23.0dBm peak output power at peak PAE of 64.0% to a
50 load at 2.5GHz from 3.3V supply. The two-stage PA
obtains an optimum wideband performance with output power
and PAE more than 20.5dBm and 50.0 %, respectively, for a
power gain greater than 16.5dB, within a frequency range
from 2.15GHz to 3.1 GHz. The mentioned bandwidth covers
WLAN, Bluetooth and LTE applications.
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Abstract—This paper presents a semi-passive universal, multi-
applications, SMART RFID Sensing Transponder (SRST). It
consists of a new low-power passive 13.56MHz RFID Analogue
Front End (AFE), a micro-controller, sensors and rechargeable
battery. The AFE was designed and fabricated successfully based
on using a 0.35um CMOS technology. To allow re-charging a
battery through the RF field, a new RF energy harvesting system
is designed and integrated within the AFE; this leads to a self-
powered system, which is a new benefit in the RFID sensing and
continuous monitoring.

Keywords-SMART RFID; sensing system; Low-Power.

. INTRODUCTION

RFID (Radio Frequency Identification) technology has
been widely used in the past few years as it helps identify
objects and people in a fast, accurate and inexpensive way. It
is used into many areas, including product tracing,
transportation payment, animal identification, as well as
passports, etc. [1].

RFID systems are comprised of three main components:
the tag or transponder, the reader or transceiver that reads and
writes data to a transponder, and in some applications, the
computer containing database and information management
software.

RFID tags can be active, passive, or semi-passive. The
communication of active RFID is powered by its own battery
which enables higher signal strength and extended
communication range of up to 100 m. But the implementation
of active communication requires larger batteries and more
electronic components leading to higher costs. Passive and
semi-passive RFID send their data by reflection or modulation
of the electromagnetic field that was emitted by the Reader.
The typical reading range is between 10cm and 3m.

In recent years, RFID has been introduced in sensing
applications and semi-passive RFID tags are mainly used for
such applications. The battery of semi-passive RFID is only
used to power the sensor and recording logic. New
developments have provided solutions for temperature
monitoring, but RFID for sensing applications is still limited
to sensing and storing the temperature and fulfilling the
functionality of data logger [2][3]. Semi-passive RFID loggers
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offer an economical solution for the spatial profiling of
transports with a high number of loggers.

Data loggers are standard tools for the supervision of cool
chains. In order to handle the data for a high number of
temperature records, the measurements have to be processed
locally. It is not feasible to transmit full temperature data by a
reader at unloading of a truck or container [4][5].

The shelf life prediction system is an example of
application where huge data have to be processed locally. The
system used to monitor the changes in quality of perishable
foods during the transport phase and record them [5][6]. When
addressed, the system delivers the prediction of the remaining
shelf life time based on the used keeping quality model which
uses the Arrhenius’ Law, saying that, all reaction rate
constants are assumed to depend on temperature [7][8].

An intelligent RFID sensing transponder has to measure
the ambient parameters, process the information locally and
transmits only the important information. Currently, there is
no RFID transponder with a freely programmable processor.
Indeed, the available RFID transponders do not allow the
development of new applications because their protocols are
already frozen by the chip logic core.

In this paper, a SMART RFID Sensing Transponder
system is presented. It includes a new passive RFID chip and a
platform which allows the following:

o A freely programmable processor for the development
of new applications

o Cost-effective to facilitate the deployment

e The system allows storing the history of the measured
environmental condition data (Temperature, Humidity,
etc.)

e Layered HW/Firmware/SW system structure which
allows a modular structure. The transponder provides
an easy update and offers the possibility to extend
application domains

Energy consumption of the transponder system has been

minimized to a high extent by appropriate design and system
control.
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In addition, a Smart energy harvesting has been developed
to ensure energy autonomy and to allow sensing and
continuous monitoring. These represent radical progress in
RFID sensing applications.

The paper is organized as follows. In Section Il, we
describe the proposed transponder system. In Section Ill, we
present the transponder power consumption analysis. Section
IV presents the designed Analogue Front End chip. Section V
discusses the AFE experimental results. Finally, we present a
conclusion of the work in Section IV.

Il.  RFID SENSING TRANSPONDER SYSTEM

The transponder system (SRST) is a semi-passive element.
Figure 1 shows the general architecture of the tag which is
designed with the minimum electronics components and
optimized to achieve a low current consumption during
operating period. The tag is composed of a new passive RFID
Analogue Front End (AFE) chip, a micro-controller,
EEPROM and sensors.

&;

Figure 1 — SMART RFID Sensing Transponder architecture

Figure 2 and Figure 3 show the front and the back view of
the realised prototype device for the transponder.

Figure 2 — SMART RFID Sensing Transponder prototype (Front view)
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Figure 3 — SMART RFID Sensing Transponder prototype (Back view)

The component list used in the proposed sensing
transponder is summarized in Table I. A microcontroller is
used to develop applications and process data provided by
sensors and stored in an EEPROM. Thanks to the new AFE
intended mainly to the communication and energy scavenging,
the SRST allows freely programmable processor for the
development of new applications.

TABLEI. SLTT COMPONENT LIST
Component || Model | Notes
Microcontroller|| MSP430F2350IRHA  [|16KB Flash, 256KB
RAM
Sensor || SHT11 |[ Temp & Humidity
EEPROM || 24LC256-IsM || 256KB
Regulator || TPS78233 |
13.56MHz RFID
AFE Proprietary Analogue Front
End

To add sensors to the tag, a microcontroller becomes
necessary for the analysis of the measured values. The
processor module calculates and stores the resulting values
into a programmable memory EEPROM. The stored data are
sent when receiving a “data-log” command from the reader.
The RFID AFE Chip transmits the stored data over the RF
Field to the reader. In addition, the RFID tag sends a real time
sensor measures. In this case, the microcontroller sends the
measured values of the sensors, after a conversion, directly to
the RFID chip. For the programming of the micro-controller
and the development of a new application, a JTAG (Joint Test
Action Group) interface is added.

IIl.  TRANSPONDER OPTIMIZED POWER CONSUMATION
CONSIDERATION

The transponder system is optimized for low-power
dissipation in order to extend the battery life, which allows the
condition monitoring during the transport for instance. After
the good shipment, a new battery charging cycle is started to
prepare the transponders for a new shipment.
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Table 1l summarizes the power consumption of each
component of the transponder.

TABLE II. POWER CONSUMPTION SUMMARY
Chip Active mode Standby mode
MSP430F2330 390pA @ 3V, IMHz 1pA @3V
SHT11 550pA @3.3V 0.3pA @3.3V
241.C256 Read=400uA, SpHA @5.5V
Write=2mA @3V

Extending the battery lifetime requires an efficient use of
the transponder components which must then be turned off
when not required. This is what is called the duty-cycling, i.e.
the sensor is active during a short period and goes to the
standby mode when its sensing information are sent and or
stored in the EEPROM. The EEPROM is switched to the
standby mode after a write cycle.

Figure 4 presents the current consumption at different
operating steps of the transponder during one sampling period.

1 Get sensor Store in memory
measures '
2000pA
Sleep
"4 1000pA
~15pA
Period T t
Thin Film TPS78233 MSP430F2330 STH11
Battery
Measuring
Active mode Active mode 55044 | 320ms
0.7mAh 0.50A ~450pA @1MHz
Sleep Mode
1uA @12kHz

24L.C256

Write access
~2000pA | 4ms

Figure 4 — Current consumption at different transponder operating steps

From Figure 4, the average current/Period (T) can be given
by (eq. 1):

_1000uA e 320ms + 2000uA e 4ms + (T —324ms) e 1.5uA

I avg T

1)

For a battery with 0.7mAh capacity, the battery lifetime is
then given by (eq. 2):

W, = 7OOU/T. 3600s )
avg

Figure 5 presents the battery lifetime for different battery
capacities as function of the sampling period. We can see for
example, if a measurement period is set to 10mn, a battery
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with a capacity of ImAh can been used for about 20 days
before starting a new battery charging cycle. A small battery
capacity is selected to get a thin form factor for the overall
transponder.

Tag working time

—— 0.5mAh
231 0.7mAh
1.0mAh

Working time, days
=
=

/

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Sampling period, min

Figure 5 — Battery lifetime as function of the sampling period

IV. ANALOGUE FRONT END (AFE)

To allow free programing RFID transponder, a new RFID
Analog Front End (AFE) has been designed and fabricated.
Figure 6 is showing the schematic of the AFE.

[Trim-Bits] V_Battery
Vvdc vdd l
A4 dd

Bias Circuit Battery Charger Battery

— Data-out
Coill

ACIDC Power-On- POR
Le G Converter ¥ Reset

Coil2

uc
interface

Clock Frequency
extractor Divider

Clk/2

Data Data-in
extractor

'

Gnd

Figure 6 — RFID Analogue Front End Chip (AFE)

The AFE includes the following blocks:

A. Power Supply

The on chip power supply is extracted from the exciting
field using an AC/DC converter. To avoid over-voltages in
high magnetic fields the DC-voltage is clamped. The buffered
Supply Voltage passes via a regulator. The output of the
regulator is used to power the major part of the analogue front
end.

The conventional rectifier is a diode bridge rectifier. The
structure of bridge rectifier and its MOS construction are
shown in Figure 7.
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L ] T
;
L

Figure 7 — Diode and MOS bridge rectifier

The diode bridge rectifier output voltage is given by
Vout=Vin-2Vy,.

In the MOS transistors bridge rectifier, the voltage drops
are related to the threshold voltage and also the overload
voltage, which linearly increases with square root of the

current (eq. 3):
/ 2-L-1
AV =VTH + CT (3)
ox WV H

To reduce the output voltage drop, the bridge rectifier
structure shown in Figure 8 is used. In this structure, the output
voltage drop is reduced from two threshold voltages to one
threshold voltage.

In Figure 8, NMOS MN1 and MN2 are diode-connected
structure, and NMOS MN3 and MN4 are cross-connected
structure. L1 and L2 are the input differential signal, when L1
is high, L2 is low, MN1 and MN3 transistors are turn-on,
MN2 and MN4 transistors are turn-off and the rectifier has one
Vs drop. The opposite operation occurs when L1 is low and
L2 is high.

L1

- <

L2
| L
“ MN2) MNL\
T
| mN3 mNa

Vout

Figure 8 — Cross-connected MOS bridge rectifier

B. Power On Reset

The Power-On-Reset (POR) circuit monitors the regulated
voltage Vy4 and generates a global reset-signal putting the chip
into an appropriate initial state at power up. It also will
guarantee that the chip ceases operating when the supply
voltage falls below level necessary for reliable operation.
Hysteresis system is provided to avoid improper operation at
the limit level
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C. Modulator

The Modulator will modulate the continuous wave RF
signal coming from the reader by changing the Q-factor of the
tuned circuit by means of an extra resistive load connected in
parallel with the resonance capacitor C,. These changes in the
Q factor induce a corresponding signal in the reader coil.

D. Clock Extractor

The clock extractor generates a system clock with the
frequency of the RF field. The output signal of this Clock
Extractor is passed via a Frequency divider and will then
define the on-chip timings.

E. Data-Extractor

The data extractor demodulates the incoming signal to
generate logic levels and decodes the incoming data.
In the 1ISO 15693 standard, communication between the reader
and the tag takes place using the modulation principle of
Amplitude Shift Keying (ASK). Two modulation indexes are
used, 10% and 100%. The tag shall decode both. The reader
determines which index is used. Data transmission type from
tag to reader employs load modulation. When 100% ASK is
selected, there is the discontinuousness in the energy of
electromagnetism field because of characteristics of
modulation type. When 10% ASK is selected, the transmission
of energy of electromagnetism field is continuous.

Figure 9 and Figure 10 show the incoming signal and the
extracted data in 10% and 100% modulation receptively.

0000 2000y 4000y 6000y  80.00u 1000y 12000 1400y 160.0u  180.0u  200.0u
Seconds

Figure 9 —-10% OOK Modulation, Data extraction

Wty W0 2000w

Figure 10 —~100% OOK Modulation, Data extraction
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F. Micro-controller interface

This block allows setting the appropriate voltage levels for
the data coming in and out of the AFE.

G. RF Energy harvesting

The important feature of the proposed system is the re-use
feature thanks to the battery charger block which will allow re-
charging the battery through the RF field.

The battery charger has been designed to allow the
charging of a Micro-Energy Cell (MEC®), which is a solid-
state, rechargeable thin-film battery. MECs are manufactured
by Infinite Power Solutions using wide area thin-film
deposition techniques similar to those used to manufacture
semiconductors [9]. The MECs enjoy the advantages of rapid
recharge and charge acceptance at currents as low as 1UA.

Figure 11shows the block diagram of the battery charger. It
consists of a battery current charger and a voltage sensing
blocks.

The battery supply (Vq) is obtained by rectifying the
power carrier of the wireless link.

The battery current charger consists of reference current
and current sources.

The voltage sensing block senses the battery voltage and
generates the end-of-charge signal (Charge) so the
microcontroller will set the Enable (uc_EN) low to stop the
battery charging.

The selection of the current charge level and the battery
end-of-charge is done by a trimming method. The trimming
circuit was chosen by means of a binary weighted switch
network with 11 bits resolution.

vdd

vic @—<_15
<
vreg@—<__13

vad @

>SVbat

|_Bat_charger | reference Vbat

[:Hp.,sauha.gmé é é (%
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Battery Charger

Charge
Charge By charge

UC_EN > uC_en uc_en

TRIM[9:11]

TRIM[9:11] >

EN

Voltage sensing

Charge I————__>Charge
vief bat [ > Bbret Bt ¢
>0
.

TRIM[1:8] [ — TR V[ 1:8]
1Bat [ >———————p Bat
Figure 11 —Block diagram of the battery charger
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V. AFE EXPERIMENTAL RESULTS

The proposed AFE has been designed and fabricated
successfully using a 0.35um CMOS technology as shown in
Figure 12. The overall circuit is 1635um by 1640um.

Before the layout release, every function module of the
AFE has been verified by SPICE simulations and by
considering the variation of Process, Voltage and Temperature
(PVT).

The measured total current consumption of 6uUA has been
achieved in active mode. The AFE chip operates within a
temperature range of -40 to 95°C and a supply range (V) of
3-5V.

A summary of the chip characterization is presented in this
section.

—H— e
| I( :_H_{:! :III:IIIH-;\\
8 ] - — 1 ]
1] i
] |
H mEEEL
:JI 1 mEEii *
-.H III :j|I
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Figure 12 —Die photo of the AFE

A. Reader-Transponder communication

The SMART RFID Sensing Transponder communication
platform is fully compliant with the standard protocol
1ISO15693 [10].

Custom commands for sensing and monitoring have been
also developed and implemented.

Figure 13 is showing an example of communication. The
reader sends Inventory request Double Sub-carrier, High Data-
rate. The data are extracted for the RF field by the AFE (top
trace). The transponder responds through the AFE (bottom
trace) by sending its UID.

ISO- 4: Wed Dec 07 2259:38 2011

To turn on cursors, press the [Cursors] key on the front panel

Figure 13 —Reader-Transponder communication: Inventory request
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In Figure 14, the reader sends write command (top trace),
the transponder responds successfully after 4.5ms (bottom
trace).

4 \Wed Dec: 07 2304:32 2011

Agilent

Figure 14 —Reader-Transponder communication: Write command

B. RF enrergy harvesting

To evaluate the battery charger, a capacitor of 100uF was
used. The limit test cases are shown below:

a) Casel

The battery voltage is set to the minimum level of 3.0V
with the trimming bits 1 to 8 at low state. The charging current
is minimum by setting the trimming bit 9 to 11 to low state
(Figure 15).

1S0-X 30128, MY51350224: Wed Dec 07 155739 2011
1100

Figure 15: Case 1, All trimming bits are set to low state.
TRIM<1:8>= Low, TRIM<9:11>= Low Battery voltage = 3.0V,
Charge Time: 580ms

b) Case 2

The battery voltage is set to the maximum level of 4.1V
with the trimming bits 1 to 8 at high state. The charging
current is increased by setting the trimming bit 9 to 11 to high
state (Figure 16).
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WSO-K 30124, MY51350224: Wed Dec 07 16:01:34 2011
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Figure 16: Case 1, All trimming bits are set to high state.
TRIM<1:8>= High, TRIM<9:11>= High, Battery voltage = 4.1V,
Charge Time: 384ms

VI. CONCLUSION

In this paper, a novel RFID sensing technology that is
validated in a Smart, Self-powered, Low-cost and Re-usable
transponder system was presented. A batteryless RFID
Analogue Front End has been described. The chip was
fabricated in a 0.35m CMOS process. The re-use and
continuous features are allowed thanks to the designed RF
energy harvesting system. In addition, low-power
consumption has been achieved by optimizing circuit design
and technology.

The power consumption of the used sensors is still high. In
future, to further reduce the overall power consumption, low-
power temperature and humidity sensors will be designed and
integrated within the AFE.
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Abstract—The ever-increasing number of customers and the
need for higher data rates and multimedia services require
the deployment of Small Cell Networks. This paper considers
modeling, performance evaluation and reliability of Small Cell
Wireless Networks, taking into account the retrial phenomenon,
finite number of customers served in a cell and channels
breakdowns. The aim of this paper is to give a detailed
performance and reliability analysis of these next-generation
networks considering different breakdowns disciplines using
Generalized Stochastic Petri nets formalism. The novelty of
this investigation consists in the consideration of two break-
downs disciplines: channels breakdowns and base station
(synchronous) breakdowns. For the first one, each channel is
an independent working unit, and it can fail independently
of other channels state. For the second one, the breakdowns
are synchronous, hence all the channels of the base station fail
down simultaneously. Hence, we show how this high level model
allows us to cope with the complexity of such finite-source re-
trial networks, under the different breakdowns disciplines and
how several steady-state performance and reliability indices
can be derived. Through numerical examples, we discuss the
effect of the network parameters on performance.

Keywords-Small Cell Networks; Retrial phenomenon; Chan-
nels breakdowns; Base station breakdowns; Generalized Stochas-
tic Petri nets; Performance and reliability indices.

I. INTRODUCTION

The ever-increasing number of customers and the need for
higher data rates and multimedia services lead to stringent
requirements on the bit rate/km?2 that next-generation cellu-
lar wireless networks are expected to deliver. A promising
approach to solving this problem is through the deployment
of Small Cell Networks (SCNs), which represent a novel
networking paradigm based on the idea of deploying short-
range, low-power, and low-cost base stations (BSs) oper-
ating in conjunction with the main macro-cellular network
infrastructure. Small Cells operate in licensed and unlicensed
spectrum that have a range of 10 meter to 200 meters,
compared to a mobile Macrocell which might have a range
of a few kilometers. The use of SCNs is envisioned to enable
next-generation networks to provide high data rates, allow
offloading traffic from the macro cell and provide dedicated
capacity to homes, enterprises, or urban hotspots. SCNs
encompass a broad variety of cell types, such as micro,
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pico, femto cells, as well as advanced wireless relays and
distributed antennas. Regarding compatible technologies,
Small Cells are available for a wide range of air interfaces
including GSM, CDMA2000, TD-SCDMA, W-CDMA, LTE
and WiMax.

This paper considers modeling, performance evaluation
and reliability of small cell wireless networks, taking into
account the repeated calls of customers and channels break-
downs. Models with repeated calls (or retrial phenomenon)
arise in various practical areas as telecommunication, com-
puter networks and cellular mobile networks [1], [2], [3].
These models are based on the fact that, when servers are
all busy or unavailable, customers attempting to get a service
are not put in a queue but will try again to reach the
servers after a random delay. Significant references reveal
the non-negligible impact of repeated calls on the network
performances. These repeated calls arise due to a blocking
in a network with limited capacity resources or are due
to impatience of customers. For a recent summary of the
fundamental methods, results and applications on this topic,
the reader is referred to [4], [5], [6].

To this end, we observe a wireless network where a
supported area is divided into small cells, each of them
is served by a base station having a limited number of
channels which could be subject to breakdowns. These
random breakdowns may have a heavy influence on the
network quality of service. On the other hand, the number
of mobiles (or customers) served in a cell is also small,
such that models with a finite number of sources should
be considered. These three aspects, customer retrial, finite
number of sources and breakdowns of the base station
channels, will be dealt with in this paper.

Although the reliability study is of great importance,
there are only few works that take into consideration retrial
phenomenon involving the unreliability of the servers, as it
can be seen in the recent classified bibliography of Artalejo
[6]. Moreover, most studies deal with single unreliable server
retrial queueing systems [7], [8] or an infinite customers
source [9].

Regarding finite-source retrial systems with unreliable
multiple servers, we have found some few papers as [10]

42



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

in which the servers are asymmetric (heterogenous) and the
models are analyzed by queueing theory, and our recent
paper [11] where retrial systems with servers breakdowns
policy were analyzed using Generalized stochastic Petri
nets (GSPNs) formalism. However, the several breakdowns
mechanisms considered in the literature, can be classified as
servers breakdowns.

In this paper, we propose the applicability of GSPNs
for modeling and performance evaluation of Small Cell
Networks (SCNs) with unreliable base station channels. The
novelty of this investigation consists in the consideration of
two breakdowns policies: servers (channels) breakdowns and
station breakdowns. For the first one, each channel is an
independent working unit, and it can fail independently of
other channels state. For the second one, the breakdowns are
synchronous, hence all the channels of the station fail down
simultaneously (base station breakdown). This phenomenon
occurs in practice, for example, when a system consists
of several interconnected machines that are inseparable, or
when all the machines are run by a single operator which
may be fails at any time. In such situations, the whole station
has to be treated as a single entity.

The paper is organized as follows: First, we give an
overview of syntax and semantics of GSPNs formalism. In
Section 3, we present the mathematical model describing
the customers behavior in SCNs. Next, the GSPNs models
for the different breakdowns disciplines are developed. In
Section 5, we show how several steady-state performance
and reliability indices can be derived. Then, based on
numerical examples, we validate the proposed models with
respect to the reliable case and we discuss the effect of
the network parameters on performance. Finally, we give
a conclusion.

II. SYNTAX AND SEMANTICS OF GENERALIZED
STOCHASTIC PETRI NETS

In this section, we developed briefly the basics concepts of
Generalized Stochastic Petri Nets formalism (GSPNs), that
the readers are needed to better understand the proposed
models describing small cell networks.

Generalized stochastic Petri nets [12], [13] are mathemat-
ical and graphical models, that are well suited for represent-
ing and analyzing stochastic and concurrent systems with
synchronization characteristics.

A GSPN is a directed graph that consists of two kinds of
nodes, called places (drawn as circles) and transitions that
are partitioned into two different classes: timed transitions
(represented by means of rectangles) describe the execution
of time consuming activities and can fire only after a random
delay characterized by a negative exponential probability
distribution, and immediate transitions (represented by thin
bars), which model logic activities as synchronization, have
priority over timed transitions and fire in zero time once
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they are enabled. Formally, a GSPN can be defined as a
seven-tuple (P, T, 1,0, Inh, My, W) where:

e P is the set of places;

e 71 is the set of timed and immediate transitions;

e I.Inh : P xT — IN are the input and inhibitor
functions, which provides the multiplicities of the input
and inhibitor arcs from places to transitions (IN is the
set of natural numbers);

e O:Tx P — IN is the output function which provides
the multiplicities of the output arcs from transitions to
places;

e My : P — IN is the initial marking, which describes
the initial state of the system;

e« W : T — IR is a function that associates rates of
negative exponential distribution to timed transitions
and weights to immediate transitions.

An inhibitor arc is represented by a line terminating with

a rounded head. The presence of a token in the inhibitor
place inhibit the firing of the transition.

The system state is described by means of markings.
A marking is a mapping from P to IN, which gives the
number of tokens in each place. A transition is said to
be enabled in a given marking, if and only if each of its
normal input places contains at least as many tokens as the
multiplicity of the connecting arc, and each of its inhibitor
input places contains fewer tokens than the multiplicity of
the corresponding inhibitor arc.

The firing of an enabled transition creates a new marking
(state) of the net. The set of all markings reachable from
initial marking M) is called the reachability set. The reacha-
bility graph is the associated graph obtained by representing
each marking by a vertex and placing a directed edge from
vertex M; to vertex M;, if marking M, can be obtained by
the firing of some transition enabled in marking M;. This
graph consists of fangible markings enabling only timed
transitions and vanishing markings in which at least one
immediate transition is enabled. Since the process spends
zero time in the vanishing markings, they are eliminated
from the reachability graph by merging them with their
successor tangible markings [12]. This elimination results
in a tangible reachability graph, which is isomorphic to a
continuous time Markov chain (CTMC). The solution of this
CTMC at steady-state is the stationary probability vector 7
which can be expressed as the solution of the linear system
of equilibrium equations 7.() = 0 with the normalization
condition ), m; = 1, where m; denotes the steady-state
probability that the process is in state M; and @ is the
infinitesimal generator. Having the probabilities vector T,
we can compute several stationary performance indices of
the system.

III. MATHEMATICAL MODEL

The mathematical model describing the customers be-
havior in small cell wireless networks can be viewed as a
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retrial model consisting of a multiserver service station, an
imaginary waiting space called orbit and a finite source of
K homogeneous customers. Each customer can be in one
of the following states: free, under service or in orbit at any
time. The probability that any particular customer generates
a primary request for service in any interval (¢,¢ + dt) is
Adt + o(dt) as dt — 0 if the customer is free at time
t. The service station consists of ¢ identical (symmetric)
servers subject to breakdowns and repairs. Each server can
be in operational (up) or non-operational (down) state, and
it can be idle or busy. If one of the servers is up and
idle at the moment of the arrival of a call, then the call
starts to be served immediately, the customer moves into the
under service state and the server moves into busy state. The
service times are independent and identically exponentially
distributed with parameter p. After service completion, the
server becomes idle. Otherwise, if all the servers are busy or
down at the arrival of a call, the customer joins the orbit and
starts generation of a flow of repeated calls exponentially
distributed with rate v until it finds one operational free
server.

A server can fail during the interval (¢,¢ + dt) with
probability ddt + o(dt) as dt — 0 if it is idle, and with
probability vdt + o(dt) if it is busy. In the literature, three
breakdowns disciplines were defined:

o The active breakdowns discipline[10], [9] when § = 0
and v > 0. This means that a server can fail only in
busy state.

o The independent breakdowns discipline[10] when
0 >0,v>0and § = . In this case, a server can
fail in busy or free state with the same probability.

o The dependent breakdowns discipline which
we have proposed recently in [11]. In this case,
the failure probability depends on the server state.
Hence, the rates § > 0 and v > 0 could be equal or not.

If the server fails in busy state, the interrupted customer
returns to the orbit to resume service later. The repair time
of a server is exponentially distributed with a finite mean
1/7. We assume that the repairman follows FIFO discipline
to fix up the servers breakdowns, repairs one server at a time
and after repair, the server is as good as new.

The several breakdowns mechanisms studied in the liter-
ature, can be classified as servers breakdowns. In this paper,
we introduce the station breakdowns policy, which describes
systems with synchronous breakdowns of all servers of the
station.

IV. GSPN MODELS OF SMALL CELL NETWORKS WITH
CHANNELS AND BASE STATION BREAKDOWNS

In the following, we present the GSPN models describing
Small Cell Wireless Networks with different breakdowns
disciplines.
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Figure 1. GSPN model of small cell wireless networks with retrials and
active channels breakdowns

A. Retrial Networks with Active Channels Breakdowns

Figure 1 shows the GSPN describing a wireless network
small cell with retrials and active breakdowns of channels.
In this model, the place Cus_ F'ree contains the free cus-
tomers, the place Orbit represents the orbit, Cus_Serv
contains customers under service, Ser_Idle represents the
operational free servers (channels) and the place Ser_ Down
contains non-operational (failed) servers.

The initial marking of the net is: {K,0,0,¢,0,0} which
represents the fact that all customers are initially free, the ¢
channels are operational free and the orbit is empty.

The firing of the transition Arrival indicates the arrival
of a primary call. The service semantics of this transition
is oo-servers (represented by the symbol # placed next to
transition) because all free customers are able to generate
primary calls. At the arrival of a primary or repeated call
to the place Choice, if the place Ser_Idle contains at
least one operational free channel, the immediate transition
Begin_Serv fires. This firing represents the fact that the
customer starts to be served and the server moves into busy
state. However, the immediate transition Go_Orbit fires at
the arrival of a call who finds no operational free channel i.e.
Ser_Idle is empty. Hence, the customer joins immediately
the place Orbit. Once in orbit, it starts generation of a
flow of repeated calls exponentially distributed with rate v.
The firing of transition Retrial represents the arrival of a
repeated call from orbit.

When the timed transition Service fires, the customer
under service returns to free state (to the place Cus_ F'ree)
and the channel becomes idle and ready to serve another
customer. The service semantics of transition Service is oco-
servers because several channels can work simultaneously.

A channel can fail during a service period. This is repre-
sented by the fact that the transition Act_ Fail fires before
Service (application of race policy). Thus, the interrupted
customer joins the orbit and the failed channel joins the
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Figure 2.  GSPN model of small cell wireless networks with retrials and
dependent channels breakdowns

place Ser_Down where it will be immediately repaired.
The firing of transition Repair represents the end of the
repair time. The repairman repairs one server at a time. Thus,
the service semantics of this transition Repair is single.

B. Retrial Networks with Dependent Channels Breakdowns

In the model describing dependent breakdowns of chan-
nels, depicted in Figure 2, during a service period, a channel
can fail, which is represented by the firing of transition
Act_Fail. In this case, the interrupted customer joins the
orbit and the failed channel joins the place Ser_Down to
be repaired. On the other hand, a channel can also fail if it is
idle (in the place Ser_1Idle). This is represented by the firing
of transition Idle_ Fail which has an oco-servers semantics
because several idle channels can also fail in the same time.
The transitions Act_ Fail and Idle_ Fail representing the
breakdown during busy and idle state respectively, may have
the same (0 = v > 0) or different rates which correspond to
independent and dependent breakdowns disciplines respec-
tively.

C. Retrial Networks with Base Station Breakdowns

In models considering base station breakdowns, all the
channels fail down simultaneously and they also return to
the operational state at the same time, when the base station
is repaired. Hence, the corresponding GSPN models vary
slightly from the previous ones. In fact, the models are the
same as those given in Figure 1 and Figure 2, in which the
multiplicity of the arcs connecting the place C'us_Serv to
transition Act_ Fail, Act_Fail to the places Ser_Down
and Orbit, Ser_Down to the transition Repair and the
transition Repair to place Ser_Idle equals c (rather that
1), because the c active channels fail down at the same time.
The firing of transition Act_ Fail will move c tokens in the
place Ser_ Down, which represents the breakdown of all
base station. At the end of the reparation period (after a mean
delay of 1/7), ¢ tokens corresponding to the ¢ channels will
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be deposited in Ser_Idle. Moreover, in Figure 2, to model
the possibility that all channels of the station fail down
when being in idle state, we should modify the multiplicity
of the arcs connecting the place Ser_Idle to transition
Idle_Fail and Idle_Fail to place Ser_Down (c rather
than 1). The service semantics of the transitions Act_ Fail
and Idle_ Fail is single-server semantics, because the base
station is a single unit. Hence, the symbols # should be
omitted from these two transitions.

V. PERFORMANCE AND RELIABILITY ANALYSIS

The aim of this study is twofold. Firstly, we have to verify
the correctness of our models and their ergodicity. Next,
we derive the formulas of the most important steady-state
performance indices.

The primordial qualitative property we have to verify is
the boundness of the proposed models. This property ensures
that each place of the net is bounded and so the model state
space is finite. The second important qualitative property
is the liveness. A transition t is live if from any reachable
marking, there is a reachable marking enabling ¢. Thus, t is
live implies that the activity modeled by this transition can
always take place from any state. In the proposed models,
all transitions are live. Finally, another interesting qualitative
property we had to check is the presence of home states.

The proposed GSPN models are bounded, live and
the initial marking is a home state. Thus, the underlying
continuous time Markov chains are ergodic. Hence, the
steady-state probability distribution vector 7 exists and is
unique. Once this probability vector is computed, several
performance and reliability indices of small cell wireless
networks with retrial phenomenon and different breakdowns
disciplines can be derived as follows. In these formulas,
M;(p) denotes the number of tokens in place p in marking
M;, A the set of reachable tangible markings, and A(t) is
the set of tangible markings reachable by transition ¢ and
E(t) is the set of markings where the transition ¢ is enabled.

e Mean number of busy channels (ng): This
corresponds to the mean number of tokens in the
place Cus_Serv which is also the mean number of
customers under service.

Ng = E M;(Cus_Serv).m;
i:M;EA
e Mean number of customers in orbit

(n,): This correspond to the mean number of tokens
in the place Orbit which models the orbit.

Ne = Z M;(Orbit).m;
©wM;EA

e Mean number of operational free

channels (ng): This represents the average
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number of tokens in the place Ser_Idle.

na= Y M(Ser_Idle).m;
wM;EA
Mean number of failed channels (ny):
This represents the mean number of tokens in the
place Ser_ Down.

ny = Z M;(Ser_Down).m; = s — (ns + ng)
i M;EA

Mean rate of generation of primary
calls () : This represents the throughput of the
transition Arrival.

-y

i:M;e A(Arrival)

A.M;(Cus_Free).m;

Mean rate of generation of repeated
calls (7) : This represents the retrial frequency of
customers in orbit. It corresponds to the throughput of
the transition Retrial.

D>

i:M; € A(Retrial)

v.M;(Orbit).m;

Mean rate of service (m): This represents
the throughput of the transition Service.

=

i:M;eA(Service)

w.M;(Cus_Serv).m;

Mean rate of repair (7) : This represents the
throughput of the transition Repair.

D>

i:M; € A(Repair)

T.M;(Ser_Down).m;

Blocking probability of a primary
call (B,):
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Availability of s channels (A;): (1 <
s < c¢) This corresponds to the probability that s
servers are operational and idle.

As = Z U

i:M;(Ser_Idle)>s

Failure probability of s channels
(Fs): (1 < s < ¢) This corresponds to the
probability that s servers are failed:

FSZ Z iy

©:M;(Ser_Down)>s

Utilization of the repairman (U,) : This
corresponds to the probability that at least one server

is failed:
U.=F = Z i
©:M;(Ser_Down)>1

Failure frequency of busy channels
(%)) : This represents the throughput of the transition
Failure (or Fail_Act) for active breakdowns case
and dependent breakdowns case respectively.

Zv’,:M,;GA(Failure) ’)/.Mi(C’U,S,SGT'U).Wi,
in active breakdowns,

Y i A(Fail_Act) V-Mi(Cus_Serv).m;,
in dependent breakdowns.

=2
Il

Failure frequency of idle channels

(9)) : This represents the throughput of the transition
Fail_Idle.

DS

i:M; € A(Fail _Idle)

0.M;(Ser_Idle).w;

Zj:MjeA Zfi}s i.A.Prob[M;(Cus_Free) = i&M,;(Ser_Idle) = 0]

B, = —
P P\

Blocking probability of a repeated
call (B,):

B, =

Y inyen St i-v-Prob[M;(Orbit) = i&M;(Ser_Idle) = 0]

U
Blocking probability (B):

B=B,+B,

Utilization of s channels (U;):
(1 < s < ¢) This corresponds to the probability that
s servers are busy :

USZ Z v

©:M;(Cus_Serv)>s
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e Mean waiting time (W) :

The mean waiting
time W of the customers in the steady state, can be
easily obtained with the help of Little’s formula:

W =ny/A

e Mean response time (R):

R=(n,+mns)/A
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Table T
VALIDATION OF RESULTS IN RELIABLE CASE
Reliable Active Active Dependent Dependent
model breakdowns | breakdowns | breakdowns | breakdowns
of servers of station of servers of station
Population size 20 20 20 20 20
Number of servers 4 4 4 4 4
Primary call generation rate 0.1 0.1 0.1 0.1 0.1
Service rate 1 1 1 1 1
Retrial rate 1.2 1.2 1.2 1.2 1.2
Server’s failure rate - le-25 le-25 le-25 le-25
Server’s repair rate - le+25 le+25 le+25 le+25
Mean number of busy servers 1.800748 1.800764 1.800764 1.800763 1.800763
Mean number of customers in orbit | 0.191771 0.191786 0.191786 0.191785 0.191785
Mean rate of customers arrivals 1.800748 1.800745 1.800745 1.800745 1.800745
Mean response time 1.106495 1.1065036 1.1065036 1.1065031 1.1065031
3,5
—e— Reliable

Mean Response Time

—&— Active servers breakdowns
Active station breakdowns

Dependent servers
breakdowns

—¥— Dependent station
breakdowns

1,5 T T T T T T T T T
0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 0,1
Retrial Rate

Figure 3. Effect of Retrial Rate on the Mean Response Time with K =50, c=4, A =04, p =5,y =0.02, =0.01, 7=0.5

VI. VALIDATION OF MODELS

In this section, we consider some numerical results, to val-
idate the proposed models. To this aim, the results obtained
in the reliable case were compared to those obtained by the
Pascal program given in the book of Falin and Templeton
[4], since if the failure rate in non-reliable models is very low
and repair rate is very high, the measures should approach
the corresponding ones in reliable models.

In Table 1, we can see that the corresponding performance
measures for the model with active channels breakdowns,
the model with active station breakdowns, the model with
dependent channels breakdowns and the model with depen-
dent station breakdowns are very close to the reliable case.
In fact, the derived results are the same up to the 4th decimal
digit.

In Figures 3 and 4, the mean response time is splotted
versus the retrial rate v and channels number c respectively.
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We have presented five curves which correspond to the
reliable case, the active and independent channels and station
breakdowns disciplines. From Figure 3, we can see how
much the increase of retrial rate affects the mean response
time which decreases in reliable case and for the different
breakdowns disciplines. The numerical results agree with
the intuition that the mean response time is better (lower)
in the reliable case for all values of the retrial rate. It is
also shown from this figure that among the four breakdowns
disciplines, the model with active breakdowns of base station
gives the best mean response times particularly when the
retrial rate is smaller, but when the repeated calls arrive more
frequently, the two station breakdowns disciplines (active
and dependent) are very close.

In Figure 4, it is demonstrated that the channels number
of the base station has a significant influence on the mean
response time. We can also see that a small change in
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Figure 4. Effect of Channels Number on the Mean Response Time with K = 50, A =0.4, u =5, v =1,v=0.02, § = 0.0, 7 =0.5

the number of channels, particularly from 1 to 3, produces
big difference in the mean response time in reliable and
unreliable cases (=~ —55%). However, after a certain value
the decrease is not considerable. On the other hand, we can
observe that the models with base station breakdowns give
the best results, and the worst response time is obtained in
dependent breakdowns of channels discipline.

VII. CONCLUSION

The exponentially increasing demand for wireless data
services requires a massive network densification. A promis-
ing solution to this problem is the concept of Small Cell
Networks, which is founded on the idea of a very dense
deployment of short-range, low-cost and low-power base
stations.

This paper aims at modeling, performance evaluation and
reliability of Small Cell Wireless Networks, taking into
account the repeated calls of blocked customers, the finite
number of customers served in a cell and the breakdowns of
base station channels. Hence, we showed how the behavior
of customers in Small Cell Wireless Networks with different
breakdowns disciplines can be intuitively described using
Generalized Stochastic Petri nets formalism and how several
performance and reliability indices can be derived.
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Abstract—The objective is to build a global analytical approach
for the evaluation of the quality of service perceived by the users
in wireless cellular networks which is calibrated in some reference
cases.

To do so, a model accounting for interference in a MIMO
cellular system is firstly described. An explicit expression of users
bit-rates theoretically feasible from the information theory point
of view is then deduced. The comparison between these bit-rates
and practical LTE performance permits to obtain the progress
margins for potential evolution of the technology. Moreover, it
leads to an analytical approximate expression of the system
performance which is calibrated with the practical one. This
expression is the keystone of a global analytical approach for
the evaluation of the QoS perceived by the users in the long run
of users arrivals and departures in the network. We illustrate
our approach by calculating the users QoS as function of the
cell radius in different mobility and interference cancellation
scenarios.

Keywords-MIMO; interference; QoS; cellular; wireless

I. INTRODUCTION

The performance of a MIMO (multiple input and multiple
output) cellular network may be considered from different
points of view. The information theory gives the ultimate
performance of the best possible coding schemes, whereas
real systems deploy practical coding schemes of lower per-
formance. On the other hand, information theory gives closed
form formulae in several cases, whereas practical system
performance is mostly evaluated by simulations such as those
of 3GPP (3rd Generation Partnership Project) [1].

The objective of the present paper is to compare these two
points of views in order to establish an analytical approxima-
tion of practical system performance. Our ultimate aim is to
build a global analytical approach which is firstly calibrated
using simulation results in some reference practical cases, and
then used to study the relationships between the key network
parameters and the QoS (quality of service) perceived by the
users.

A. Related work

Telatar [2, Lemma 2] gives the capacity of a MIMO channel
with fading and additive white Gaussian noise (without inter-
ference) from the information theory point of view. Different
MIMO configurations are compared within this context by
Foschini and Gans [3] . Blum et al. [4] study the capacity
of a MIMO cellular network with flat Rayleigh fading. Tulino
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and Verdu [5] apply random matrix theory to analyze this
capacity. Tarok et al. [6] study the performance of space-time
coding which generalizes the Alamouti’s codes [7]. Diggavi
and Cover [8] study the worst noise process for an additive
channel under covariance constraints.

The 3GPP [1] evaluates the performance of LTE systems by
simulations. Goldsmith and Chua [9] observed that practical
coding schemes performance may be evaluated by a mod-
ification of the famous log, (1 + SNR) Shannon’s formula.
Mogensen et al. [10] have observed that the LTE capacity in
the AWGN context is well approximated by this formula with
a multiplicative coefficient. These ideas will be extended in
the present paper to MIMO cellular networks with fading.

B. Paper organization

In Section IT an explicit expression of users bit-rates feasible
from the information theory point of view is given. This
expression is compared to practical system performance in
Section IIl. The progress margins for potential evolution of
the technology are also presented in this section. Finally, the
global analytical approach is illustrated in Section IV by
evaluating the quality of service perceived by the users in real
cellular networks accounting for their arrivals and departures.

II. THEORETICALLY FEASIBLE BIT-RATES

The aim of the present section is to establish closed-form
expressions of users bit-rates which are theoretically feasible
in MIMO cellular networks.

A. Model

Consider a wireless network composed of some disjoint
geographic zones, called cells, each one being served by a
single base station (BS) with MIMO antennas. The power
transmitted by each BS is limited to some given maximal
value. The network operates Orthogonal Frequency-Division
Multiple Access (OFDMA) which we describe now. The
frequency spectrum (allocated to the considered network) is
divided into a given number of sub-carriers, which are made
available to all base stations. Each BS allocates disjoint subsets
of these sub-carriers to its users. Thus, any given user receives
only other-BS interference; that is the sum of powers emitted
by other BS on the sub-carriers allocated to him by his serving
BS.
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Assume that the bandwidth of each sub-carrier is smaller
than the coherence frequency of the channel, so that we can
consider that the fading in each sub-carrier is flat. That is, the
output of the channel at a given time depends on the input
only at the same instant of time. No assumption is made
on the correlation of the fading processes of the different
subcarriers (for a given user and a given BS). However,
the fading processes for different users or base stations are
assumed independent.

Time is divided into time-slots of length smaller than the
coherence time of the channel, so that, for a given sub-carrier,
the fading remains constant during each time-slot and the
fading process in different time-slots may be assumed ergodic.
(Such model for fading generalizes the so-called quasi-static
model where the fading process at different time-slots is
assumed to be independent and identically distributed.)

The codeword duration equals the time-slot, which is as-
sumed sufficiently large so that the capacity within each time-
slot may be defined in the asymptotic sense of information
theory. Users perform single user detection; thus the interfer-
ence is added to the additive white Gaussian noise (AWGN).
The statistical properties of the interference are not known a
priory since they depend of the codings of the other users.
However the signals transmitted by different base stations are
assumed independent.

B. Notations

The covariance matrix of a random column vector X =
(X1,...,X;)" in C' is denoted by I'y = E[XX*] where
X* is the transpose complex conjugate of X. Observe for
future reference that

t
XX =Y |x; (1)
j=1

A random vector (X1,...,X;) in C' is called circularly sym-
metric Gaussian iff it is Gaussian and, each of its components
X; (i € [1,¢t]) has i.i.d. centred real and imaginary parts.

Consider the downlink of a wireless cellular network. Let
u be a base station serving some user through a MIMO
channel with ¢ transmitting and r receiving antennas having
the following discrete-time model. At a given time instant n
the channel output Y,, € C” is related to the channel input
Xun € C! by the following relation

Yn = HuXu,n + Jn + Zna

where H,, € C"*! is the fading between the considered user
and his serving base station u (fading is assumed constant
over time for the moment), J,, € C" is the interference and
the random noises Z7, Zs, . .. are i.i.d. with values in C" such
that each Z,, is circularly-symmetric Gaussian with covariance
matrix I'z, = NI, where N is a given positive constant and
I, is the identity matrix of dimension 7. The channel input is
subject to a power constraint of the form

n=12,... )

1 n
ﬁ;X;’qu,k <P n=12,...
where P is a given positive constant. Using Equation (1) we
see that the above constraint concerns the power aggregated
over all the ¢ transmitters.
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For each interfering base station v # u, let X, , be
its transmitted signal and H, be the fading between the
considered user and the base station v (recall that fading is
assumed constant over time). Then the interference equals

Jn = Z HUXU,n (3)
vFEU
C. Deterministic fading: Feasible rates

Assume in the present section that the fading is determin-
istic; i.e. not random.

The capacity region of the different users from the infor-
mation theory point of view (optimized simultaneously over
the transmitted signals of all the users) is still unknown.
Nevertheless we will show that there is a particular point
within this capacity region (i.e. a feasible set of users bit-rates)
which is easy to establish and express. This point corresponds
to the following assumptions:

(A1) The signals transmitted by different base stations are
independent.

The signal X, ,, transmitted by the serving base station
is circularly-symmetric Gaussian with covariance matrix
I'x,,. = %It (power equi-partition between the trans-
mitting antennas).

The signal X, , transmitted by each interfering base
station v # w is circularly-symmetric Gaussian with a
covariance matrix I';, = %I + (again power equi-partition
between the transmitting antennas).

The transmitted signals are independent from noises.
The signals transmitted at different time instants are
independent.

The covariance matrix of the interference (3) equals

Ty=FE[J,J}]

=E|> HXun Yy Xp, Hp
vHEU v #u
= Z H,x, H:
vF#U
P
=> HJT,Hj = " > H,H;
v#U v#U
where the third equality is due to (A1) and for the fourth one
is due to (A3). By (A4), the interference plus noise Z, :=
Jn + Z,, is circularly-symmetric Gaussian [2, Lemma 4] with
covariance matrix
N :=E|[Z.,Z] = NI, + § > H,H; (4)
v#U
Moreover, using (A1)-(A4) the received signal Y, is circularly-
symmetric Gaussian with covariance matrix

P
Uy = E [(HuXun + 2,,) (X5 He + Z1F)] = ?HHH}H\/

u,n
Assumption (AS5) permits to restrict ourselves to the mutual
information at a given time-instant; that is

1 (Xu,n§ Yn) =h (Yn) —h (Yn‘Xu,n)
=h (Yn) —h (Z’:l)
= log, det (mel'y) — log, det (meN)

(A2)
(A3)

(A4)
(A5)

p
= log, det (I,« + ?HUH,ZN 1)
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where for the first equality we use [11, Theorem 1.6.2], for
the third one we use [2, Lemma 2] and where N is given
by (4). Recall that the capacity from the information theory
point of view, denoted by C, is the supremum of the mutual
information over all the distributions of the input signal. Thus

P
C > log, det <Ir + tHuHZN_1>

The right-hand side of the above equation! gives a feasible
bit-rate for the considered user. Since our assumptions (Al)-
(AS5) are the same for all the users, we get similar expressions
for the feasible bit-rates of the other users and this collection
of bit-rates of the different users is feasible.

Till now we didn’t account for the propagation-losses L,,
and {L,},_, induced by the distance and shadowing between
the considered user and the serving and interfering base
stations respectively. In order to account for these losses, the

above formula should be modified as follows

PH,H; )

> - u
C > log, det <I + T L ——NT (5)

where the noise plus interference covariance matrix A is now
given by P 7
N=NL+5> = 6)
v#EU
Remark 1: Continuous-time. Consider a continuous-time
model of the channel. Let w be the bandwidth of the con-
sidered sub-carrier. The results in the discrete-time extend to
the continuous-time case, but the capacity bounds, such as the
right-hand side of (5), should be multiplied by the bandwidth
w of the considered sub-carrier. In other words, the log, (-)
should be replaced by w x log, (+).

D. Ergodic capacity

Consider now a given sub-carrier and multiple time-slots.
Recall that we assumed that the fading for different time-slots
are independent and identically distributed. By the law of large
numbers, the capacity averaged over a large number of time-
slots would approach the so-called ergodic capacity E[C)|
where the expectation is with respect to the fading states. No
assumption is made on the distribution of the fading matrix
H, except that its covariance equals identity; that is

E[H,H]=1,., forall BSwv
which means that the fadings of two different transmitting
antennas are decorrelated and that the fading second moment
for a given antenna equals 1. The following proposition gives
a lower bound for the ergodic capacity.

Proposition 1: The ergodic capacity of the channel (2) is
lower bounded by

E[C] > E [log, det (I, + SINRH, H})] 7

where the expectation is with respect to the fading H, with
the serving BS and
(P/t) /L

SINR =
N+ (P/) % ypn /Ly

which may be viewed as the Signal to Interference and Noise

Ratio per transmitting antenna’.

(®)

Iwhich is coherent with [4, Equation (2)]
2 See [5, Equation (3.169)].
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Proof: Note that the expectations in the present proof
are with respect to the fading random matrices with the
serving BS H, and with the interfering BS {H.},,. Let
E [-|H,] designates the expectation conditionally to H,. By
the properties of the conditional expectation, we have E [C] =
E[E[C|H,]]. Equation (5) implies that

PH,H
E[C|H,) > FE [logz det (I +— I. —NT >

where N is given by (6). Using the Convex1ty of the function

N — log, {det (I + DM H“/\/ 1)} on the set of positive

definite matrices of (C”’”" (see [8, Lemma II.3]) and Jensen’s

inequality, we deduce that

PH,H
E[C|H,] > log,det (I + — )

—FEN|H
W)
PH JH

= log, det (I +to7 V™ )
> log, det (I, + H, H’SINR)

where SINR is given by (8). Thus
E[C] = E[E[C|H,]] > E [log, (1 + H,H;SINR)]

The right-hand side of (7) may be calculated by using [2,
Theorem 2].

III. THEORETICAL VERSUS PRACTICAL PERFORMANCE

The objective of the present section is to compare the
theoretical expression established in the previous section to
practical LTE performance.

A. AWGN

Consider firstly a user served by a base station through
an additive white Gaussian noise (AWGN) SISO channel
without neither fading nor interference for the moment. The
user gets ideally (i.e. in the asymptotic sense of information
theory) a bit-rate given by the famous Shannon’s formula
wlog, (1 + P/ Lu) where w is the bandwidth allocated to
the con51dered user, NV is the noise power, P is the power
transmitted by the BS and L, is the propagation-loss (thus
P/L, is the received power). In order to get rid of the
dependence of the bit-rate on the bandwidth, we define the
spectral efficiency as the ratio of the bit-rate by the bandwidth
which equals log, (1 + P/ L) in the AWGN context.

Mogensen et al. [10] and the 3GPP [12, §A.2] have observed
that the LTE system spectral efficiency in this AWGN context
is well approximated by

P/Lu> ©)

N

for some constant a < 1 accounting on the one hand for the
gap between the practical coding schemes and the optimal ones
and on the other hand for the loss of capacity due to signalling.
This observation shall be confirmed and the typical value of a
for LTE will be given. Note that the relative difference 1 —a
between the Shannon’s limit and the practical LTE system
may be seen as a progress margin for potential evolution of
the technology in the AWGN context.

In the AWGN context, the 3GPP [12, §A.2] shows that
there is a 25% gap between the practical coding schemes and

s =~ alog, (1 +
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the optimal ones (in the sense information theory). Moreover,
some of the transmitted bits are used for signalling which
induces a supplementary capacity loss of about 30% (see [13,
§6.8],[14, p.155]); this leads to a = 0.75 x (1 —0.3) ~ 0.5
in Equation (9). Figure 1 shows that the spectral efficiency
obtained by simulations with Orange’s link tool agrees with
the analytic approximation (9) with a = 0.5.

3.5 T T T T
¥  3r
<
2 25}
2
g 2r
Q@
o
£ 15
[
[
3 1r
2 N
» g5k Simulations + |
Analytic approx.
0 | | | |
-5 0 5 10 15 20
SNR [dB]
Fig. 1. Practical performance for AWGN

Remark 2: Indeed the signalling loss depends on the
number of transmitting and receiving antennas. It is about
40/168 = 24%, 48/168 29% and 52/168 = 31%
respectively for SIMO 1 x 2, MIMO 2 x 2 and MIMO 4 x 2
(see [13, §6.8],[14, p.155]).

B. Fading and interference

We aim now to account for fading, MIMO and interference.
In this context, let the spectral efficiency be the ratio of the
bit-rate averaged over the fading (called ergodic capacity in
the information theory framework) by the bandwidth.

In order to simplify the notation, we denote by S the
analytical (lower bound of the) spectral efficiency given in
the right-hand side of (7) pondered by the parameter a = 0.5
obtained in the previous section; that is

S (SINR, t,r) = aFE [log, det (I, + H,H;SINR)]  (10)

where SINR is the signal to interference and noise ratio (per
transmitting antenna) given by Equation (8).

The question now is what is the practical LTE spectral
efficiency compared to the above analytical expression? Is it
better or worse and what is the difference?

In order to get the practical LTE performance, we consider
the output of Orange’s simulator compliant with the 3GPP
recommendation [1] (see this reference for the details of the
simulations) in the so-called calibration case. It corresponds
to MIMO 1 x 2 with round robin (RR) scheduler. We consider
also other MIMO configurations and proportional fair (PF)
scheduler, keeping all the other parameters unchanged. In
particular, each base station always transmits its maximal
power (full buffer).

According to [1], the 3GPP simulations consist in gener-
ating several realizations of the users positions, shadowing
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MIMO | Scheduler b residual stand. dev. 4
1x2 RR 0.83 0.45 0.98
1x2 PF 1.02 0.65 1.19
2 X2 PF 0.67 0.74 1.08
4 x 2 PF 0.49 0.76 0.90

TABLE 1

RESULTS OF THE LINEAR FITTINGS.

losses and fading channels. For each user location and each
shadowing realization, the spectral efficiency is averaged over
a large number of fadings samples (about 1000). The value
of the SINR including only the distance and the shadowing
effects (and not fading) is also given. Then the spectral effi-
ciency as function of the SINR is compared to the theoretical
relation (10). More specifically, we make a linear regression
between the spectral efficiency obtained from simulations and
the theoretical efficiency given by Equation (10); that is we
search for some b such that

s~bx S(SINR,¢t,r) (11)

Table I gives the results of the linear fitting (11); i.e. the
values of b and the corresponding residual standard deviation
for different MIMO configurations® (the first row corresponds
to the calibration case [1, Table A.2.2-1]). Moreover, the 95%-
confidence interval is about b+ 0.01 for all the studied cases.

Figure 2 shows the spectral efficiency as function of the
SINR from simulations and from the analytical expression
(right-hand side of (11)) for the calibration case. Observe that
the analytical expression reproduces well the general tendency
of the empirical data obtained from simulations. The figures
for the other cases listed in Table I are also generated, but not
reproduced in the paper due to their similarity to Figure 2.
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Fig. 2. Simulations versus the analytical expression (right-hand side of (11))
for the calibration case

Remark 3: In order to simplify the calculations we have
also tested a linear regression between the spectral efficiency
s obtained from simulations and the AWGN expression (9).

3All the considered cases have a MRC (Maximum Ratio Combining)
receiver, except the MIMO 4 x 2 case which has a MMSE (Minimum Mean
Square Error) receiver. At the base station side, the transmitting antennas are
pairwise cross-polar. In the case MIMO 4 X 2, the two cross-polar pairs of
transmitting antennas are separated by 10 times the wavelength.
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Observe from Equation (8) that when noise is dominant against
interference, then
(P/t) /L. _ P/L.
SINR = = X
N N
Thus, in this particular case, the term PGVL “ in the right-hand
side of (9) equals SINR x t¢. Then, in the general case, it is

natural to look for a fitting in the form
s~ b x alog, (1+ SINR x t)
The resulting values of b’ are indicated in Table I with residual

standard deviations close to those indicated in the fourth
column of that table.

1
t

C. SINR

For the analytical approach we use a similar geometric
pattern of the network (hexagonal) and the same propagation-
loss modeling regarding the distance and shadowing effects
(fading has been already taken into account on the link level
in the previous section) as the 3GPP calibration case [15, Table
A.2.1.1-3] and [1, Table A.2.2-1].

More specifically, the frequency carrier is 2GHz. The dis-
tance loss model is L = 128.1 + 37.6 x log;o(r) [in dB]. A
supplementary penetration loss of 20dB is added. The shad-
owing is modeled as a centered log-normal random variable of
standard deviation 8dB. The following 2D horizontal antenna
pattern is used

2
A(p) = —min (12 (f) ,Am> , 0=70° A, =20dB

0

(12)
The system bandwidth is W = 10MHz, the noise power equals
N = —95dBm (—174dBm/Hz, noise figure=9dB) and the
transmission power of the base station is P = 60dBm (46dBm
plus G = 14dBi of antenna gain). The network is composed
of 36 hexagons (6 x 6). Each hexagon comprises three sectors
which gives a total of 108 sectors. The distance between the
centers of two neighboring hexagons is 500m. We generate
3600 random user locations uniformly in the network; that is
100 user locations per hexagon in average.

The 3GPP simulations published in [1] are made on a planar
network with random locations of the users. In the present
study, two network models are considered: either planar or
toroidal (to avoid the border effects).

Each mobile is served by the base station with the smallest
propagation-loss (including distance, shadowing and antenna
pattern). In order to facilitate the comparison of our results to
those of 3GPP, we define the coupling-gain as the antenna gain
G minus propagation-loss L with the serving base station. The
cumulative distribution function (CDF)* of the coupling-gain
obtained by 3GPP simulations [1, Figures A.2.2-1 (left)] and
by our models are given in Figure 3. This figure shows that
the results of our planar network are close to those of 3GPP
simulations, whereas those of toroidal network give larger
coupling gain. This is due to the fact that in a planar network
edge users get smaller coupling gain than in the toroidal one.

The SINR for each mobile is calculated by Equation (8),
where u is the index of the serving base station. Figure 4 shows
the CDF of the SINR coming from 3GPP simulations [I,
Figure A.2.2-1 (right)] compared to that resulting from our

4over all the user locations in the network
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Fig. 3. CDF of the coupling gain (antenna gain minus propagation loss)

models. Again our planar model gives closer results to the
3GPP simulations than the toroidal one. Nevertheless, the
difference between the SINRs of the toroidal and the planar
networks is smaller than 0.5dB.

T
3GPP simulations
Planar network
Toroidal network

0.6

CDF

04

02

0 L L L L
-10 -5 0 5 10 15 20

SINR [dB]

Fig. 4. CDF of SINR

Remark 4: Figure 4 shows that the SINR doesn’t exceed
17dB. Indeed, each mobile served by a given base station
(sector) is at least interfered by the two other sectors on the
same site. The power received from each of these sectors is
at least 10~2 times that received from the serving BS (this is
related to A, = 20dB in Equation (12)). The interference to
signal ratio is consequently larger than 2 x 1072 i.e. —17dB
which explains the observed upper limit of SINR.

Remark 5: Observe that the SINR defined by Equation (8)
is different from the SINR calculated by 3GPP simulations
which equals
P/L,

SINRsgpp =
N+P Zv;ﬁu 1/Lv

However, if noise is negligible compared to interference,
then the two SINRs are identical. This is the case in the
considered urban scenario (small cell radius), so we have not
to distinguish between these two SINRs.
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Arithmetic mean Harmonic mean
MIMO | Scheduler | Simus | Analytic | Simus | Analytic
1x2 RR 1.01 1.00 0.50 0.69
1x2 PF 1.32 1.23 0.80 0.85
2X2 PF 1.43 1.41 0.84 1.00
4 x2 PF 1.54 1.54 0.95 1.18
TABLE II

CELL SPECTRAL EFFICIENCY: COMPARISON OF THE 3GPP SIMULATIONS
AND THE ANALYTIC RESULTS.

D. Spectral efficiency

For each mobile we calculate the spectral efficiency corre-
sponding to its SINR by relation (11). In order to facilitate
the comparison of our results to those of 3GPP, we define the
normalized user throughput as the spectral efficiency divided
by 10 (this is historically related to the fact there are 10 users
per cell in 3GPP simulations). The CDFs of the normalized
user throughput obtained by 3GPP simulations [1, Figure
A.2.2-3 (left)] and by our model are plotted in Figure 5. The
3GPP distribution is more spread than that of our models;
this is related to the fact that the 3GPP spectral efficiency
represents some variability around the analytic one as shown
in Figure 2. Moreover, we observe that the results of the planar
and toroidal models for the network are close to each other.
Thus, the toroidal model is considered for the remaining part
of the paper.

1 T T T

3GPP simulations
Planar network
Toroidal network

08 1

06 1

CDF

04| 1

0.2 q
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Normalized user throughput [bit/s/Hz]

Fig. 5. CDF of normalized user throughput

Table II gives the arithmetic mean of the spectral efficiencies
at the different locations (called cell spectral efficiency) for
both 3GPP simulations and analytic approach. The results of
two methods agree for all the considered MIMO and scheduler
configurations.

Remark 6: Note that the results of the simulations given in
Table II are produced by the simulator of Orange which is
one of the contributors to 3GPP. The values indicated in [1,
Table A.2.2-2] are in fact averaged over the different 3GPP
contributors including Orange. In particular, for the calibration
case (MIMO 1 x 2 with RR scheduler) Orange’s result is 1.01
whereas 3GPP average is 1.1. The variability of the results
amoung the contributors is partially due to the randomness
induced by the shadowing.
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IV. USER’S QOS CALCULATION

In order to illustrate the whole analytical approach, we show
now how to calculate the QoS perceived by the users in a
dynamic context; i.e., when users arrive and depart from the
network. Variable bit-rate (VBR) calls such as mail, http, ftp
are considered. Each VBR call aims to transmit some volume
of data at a bit-rate which is decided by the network. Define
the peak bit-rate at a given location as the bit-rate which may
be allocated to some user in this location assuming that he is
alone in the cell and that all the base stations transmit at their
maximal powers. As observed by Caire and al. in [16, §I], for
the VBR calls the performance at the link level for a given
location should be firstly averaged over the fading; then these
averages may be used at the queueing theory time scale to
account for call arrivals and departures. Therefore we have a
natural separation of the time scales of information theory and
queueing theory. Assuming a round robin schedular, the peak
bit-rate at each location equals the system bandwidth times
the spectral efficiency at that location given by Equation (11).

Let p be the traffic demand (in bit/s) per cell; that is the ratio
of the average volume of data per call to the duration between
two call arrivals to the cell. Assume that the traffic demand
is uniformly distributed over the cell and that the users are
allocated equal portions of the available resources (time and/or
frequency). We assume that the users don’t move during their
calls.

In this context, queueing theory [17], [18, Example 10]
shows that the user’s throughput in the long run of the call
arrivals and departures is given by

7 = max(0, p. — p) (13)

where p. is the so-called critical traffic demand which equals
the harmonic mean of the peak bit-rates in the cell if the
users don’t move during their calls. On the opposite, if the
users move during their calls, then the critical traffic demand
equals the arithmetic mean of the peak bit-rates in the cell.
At high mobility, the above formula holds also true with the
appropriate critical traffic demand.

Consider the numerical setting of the calibration case
described in Section III-C. Figure 6 shows the throughput
per user in the cell as function of the cell radius for a
traffic demand density 300kbit/s/km? (typical value in urban
areas) for both the no-mobility and high mobility cases. We
consider also the case when the interference is completely
cancelled. As expected, the user’s throughput decreases with
the cell radius and ultimately vanishes for some critical cell
radius. Moreover, observe that the mobility improves the user
throughput from the queueing theory point of view as proved
theoretically in [19, §VI]. On the other hand, observe that
the interference cancellation improves performance, but this
improvement decreases as the cell radius increases. For a cell
radius of 0.3km, the interference cancellation increases the
user throughput by a factor of about 7; whereas this factor is
only of about 2 for cell radius of 2km. This is due to the fact
that as the cell radius inceases, the noise becomes dominant
compared to interference.

The analytical approach developed in the present paper
permits to make the parametric study represented in Figure 6
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Fig. 6. User throughput as function of the cell radius in the cases of no

mobility and high mobility (for the calibration scenario)

in about one minute; whereas it would require weeks for the
3GPP simulations.

Remark 7: Table II shows the harmonic means of the
spectral efficiency obtained from 3GPP simulations and from
the analytical expression. The difference may be explained
as follows. Recall that the harmonic mean is sensitive to
the minimal value of the considered data; for example if
one of these data is null then the harmonic mean vanishes.
Moreover, Figure 2 shows that the 3GPP spectral efficiency
represents some variability around (and in particular comprise
smaller values than) the analytic curve. This explains why the
harmonic means obtained from simulations in Table II are
lower than the analytic ones.

V. CONCLUSION

We describe a simple model of a MIMO cellular network
which permits to obtain an analytical expression of users bit-
rates which are feasible from the information theory point
of view. This expression accounts for the variety of MIMO
configurations (numbers of transmitting and receiving anten-
nas) and radio conditions (SINR). This expression is compared
to practical LTE performance evaluated by 3GPP simulations
for different cases including the so-called calibration case.
The comparison shows that the analytical expression may
be adjusted to the practical performance by a multiplicative
coefficient which depends on the MIMO configuration but not
on the SINR. Additionally, we show the progress margin for
potential evolution of the technology.

In order to illustrate the whole analytical approach, we
calculate the throughput perceived by the users in the long run
of users arrivals and departures in the network. The analytical
approach permits to make the calculations in a much faster
computing time than a purely simulation approach. The com-
parison of null and high user’s mobility permits to quantify the
effect of this mobility from the queueing theory point of view.
Studying the case when inteference is completely cancelled
permits to quantify the ultimate impovement expected from
the interference cancellation.

The simplifying assumption that the base stations are always
transmitting (even when there are no users to serve) shall be
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examined in the future work. Moreover, the QoS for other
service classes such as streaming will be studied.
Acknowledgement: We thank B. Btaszczyszyn (INRIA), M.
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Evaluation of Routing Protocols for Internet-Enabled Wireless Sensor Networks
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Abstract - This paper investigates the choice of routing
algorithms for a CoAP-UDP stack for a internet-enabled
Wireless Sensor Network (WSN) running an application for
emergency monitoring and evacuation of people in a building.
The routing protocols considered belong to two classes:
proactive protocols (CTP, RPL) and reactive protocols
(AODV, DSR). The emergency monitoring and evacuation
scenario, running on a WSN with a full stack, was modelled
and simulated in the SpeckSim behavioural simulator. The
results of our study demonstrated that AODV would be the
protocol of choice for the chosen application. The methodology
advocated is sufficiently general for investigating protocol
choices for other applications.

Keywords — WSN; routing protocols; CoAP; AODV; RPL.

I. INTRODUCTION

Internet-enabled WSNs can be used to bridge the
physical world that we inhabit with the virtual world of the
Internet. Miniature battery-operated sensors with wireless
connectivity and processing capability which are attached to
objects can be used to extend the connectivity of the Internet.
Information from the sensory data can be used to build web-
oriented applications such as smart metering and smart
building networks, and a number of bodies have been active
in their standardisation.

The Internet Protocol for Smart Objects (IPSO) Alliance
[17] has been involved in the interfacing of IP technology
with everyday physical devices. In addition, the Internet
Engineering Task Force (IETF) has incorporated several
Working Groups towards the standardization of IP protocols
for these objects. Their first attempt was to compress [Pv6
over Low power Wireless Personal Area Networks
(6LoWPAN) [1] to enable its use in low-power 802.15.4
radios. The Routing Over Low power and Lossy networks
(ROLL) Working Group is promoting a routing protocol
called the IPv6 Routing Protocol for Low-power and Lossy
networks (RPL) [2].

There is now a progress from concern about network
connectivity between physical objects (actuators, sensors,
embedded devices) and the Internet, towards building useful
web service-oriented applications over this basic layer of
connectivity.

Internet-enabled WSNs can be realised by adapting
traditional web protocols in ways suitable to different
applications, thereby enabling the integration of these sensor-
enriched physical objects to the Internet. This can be made
possible if the existing REpresentational State Transfer
(REST) architectural style can be extended to accommodate
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new application layer protocols suitable for WSNs over
existing transport protocols such as TCP/ UDP.

The IETF Constrained RESTful Environments (CoRE)
Working Group [18] is focusing on designing application
layer protocols that manipulate sensor data, which overcome
the restrictions of their networking environments. The
resulting Constrained Application Protocol (CoAP) [3]
integrates the different facets of the web service architecture.
CoAP includes a subset of the REST features that are
available in HTTP, to enable effective Machine-to-Machine
(M2M) communication between devices.

The question asked in this study was that for a given
choice of application/transport layer protocol (CoAP/UDP),
and a data link layer protocol (SpeckMAC-D [16]), what is
the appropriate choice of routing protocol for the given
application scenario of emergency monitoring and
evacuation of people in a building.

We considered two sets of routing protocols classified on
the basis of their gathering and maintenance of routing
information. Proactive protocols generate routing tables and
periodically exchange update information, and reactive ones
which do not, but instead trigger a discovery process when
routing information is required. We selected RPL and
Collection Tree Protocol (CTP) from the proactive class, and
Ad hoc On-Demand Distance Vector Routing (AODV) and
Dynamic Source Routing (DSR) from the reactive one.

We have implemented CoAP-UDP over each of the
chosen routing protocols, and have examined in each case
the behaviour of the resulting protocol stack. Based on a
selection of evaluation metrics relevant to constrained
networks, we determine the suitability of the routing
protocols for ensuring effective, reliable communication
between resource-constrained devices.

Section II reviews related work in this field; Section III
describes the different protocols that were implemented;
Section IV describes the emergency monitoring and
evacuation application and its implementation in the
simulator, along with the implementation of the routing
protocols. Section V provides an analysis of the results and
Section VI presents the concluding remarks.

II.  RELATED WORK

The challenge in achieving WSN interoperability with IP
networks has been recognised [10], and so has the need for
an open resource-oriented architecture for building web
services in sensor networks.

A few research papers have concentrated on the need for
a new application protocol such as CoAP, and justify its use
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in WSNs. Colitti et al. [4] provide a detailed description of
CoAP and compare it with HTTP by running the Contiki and
libcoap [20] CoAP versions. They demonstrated that the
energy consumption of CoAP-running sensor nodes is
significantly lower than those running HTTP. Kovatsch et al.
[19] describe an implementation of the IETF CoAP protocol
for the Contiki operating system that leverages the
ContikiMAC low-power duty cycling mechanism to provide
power efficiency.

Kuladinithi et al. [5S] describe CoAP’s Contiki and
TinyOS implementations to integrate CoAP into an existing
WSN-oriented logistics system for cargo containers. The
focus is on performing CoAP-HTTP comparisons based on
certain application-specific evaluation metrics such as data
retrieval and access rates/times. In this paper we evaluate the
entire protocol stack, based on five evaluation metrics.

Both simulated and real implementations of RPL have
been evaluated [6][7] since the protocol was selected as the
IETF candidate for standardization in WSNs.

Several papers and dissertations [15] have compared
different routing protocols for WSNs, but few comparisons
have been made between the protocols that we have
considered in this study. In [11], for instance, on-demand
routing protocols such as AODV, DSDV and DSR are
evaluated using the NS2 simulator which concluded that
AODV outperforms the other two protocols in terms of
packet delivery ratio. In [14], the same protocols were
evaluated with similar results in terms of packet delivery, but
higher performance was demonstrated by DSDV as the
network was scaled and a radio shadowing model was
considered.

A number of simulators have been developed for
understanding the behaviour of WSNs [10]. The Cooja
simulator [11], for example, is focussed on simulating
hardware details of the WSN nodes. TOSSIM [12] is a
discrete event application-level simulator that can be used for
TinyOS-based WSNs. The former is better suited for
analysing the impact of low-level network details at cycle-
level accuracies, whereas the latter is better suited for
capturing the impact of application-specific issues on
performance.

In this study, we used the SpeckSim [13] behavioural-
level simulation environment which has been designed to
perform evaluation across the different layers of a protocol
stack to determine the most efficient set of protocols for a
given class of applications.

III. BACKGROUND

This section briefly presents the protocols that were
chosen for this study. It is followed by the implementation
section which further discusses them in more detail.

A. The Constrained Application Protocol (CoAP)

The interfacing of resource-constrained embedded
devices to the Internet requires extensions to its current
architecture and new light-weight representations. HTTP is
less able to handle M2M interactions efficiently with the
additional overhead of heavy-weight resource representation
formats such as HTML and XML. There is a need for a
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compact REST-affiliated architectural style to connect
internet-enabled physical objects and access them through
universally accepted standards-based methods.

CoAP is a generic web protocol, defined by the IETF
CoRE Working Group [3], which aims to enable
interoperability between embedded constrained M2M
applications. The goal of this protocol is not only to
compress HTTP, but to include constraints such as
statelessness, cache-ability, layered system, uniform
interface common in current web protocols and additional
features such as multicast support, built-in device discovery,
asynchronous message exchanges and bulk transfer of data.

CoAP web services have been designed for end-to-end
constrained devices. A detailed description of CoAP's
features is presented in [5], most of which have been
implemented in the SpeckSim simulator.

B.  Routing Protocols

For the purpose of this study, two classes of protocols

have been considered: 1) proactive and ii) reactive protocols.
1) Proactive Protocols

Proactive protocols involve the generation and
maintenance of routing tables by the nodes in the network.
Two protocols that fall under this class are RPL and CTP.
Even though CTP nodes do not explicitly maintain routing
tables but only a single route towards the root node, it can be
classified as a proactive protocol.

a) RPL

RPL has been proposed by the IETF ROLL Working
Group as a standard routing protocol for IPv6 routing in
WSNs, since existing routing protocols do not satisfy all the
requirements for low-power and lossy networks.

RPL organises the network as directed acyclic graphs,
starting from the root nodes. It forms a non-transitive, non-
broadcast, multiple-access, flexible topology, as described in
the IETF draft [1].

b) CTP

CTP is a tree-based collection protocol. When the
topology is formed, some of the nodes advertise themselves
as root nodes, and the rest of the nodes form routing trees to
these roots. CTP is address-free, i.e., a node implicitly
chooses a root by choosing a next hop.

2) Reactive Protocols

Reactive protocols do not generate routing tables; instead

they build and maintain cache tables based on routing

information acquired after route discovery events. Two such
protocols are DSR and AODV.

a) DSR

DSR was designed for use in multi-hop wireless
networks of mobile nodes. It allows the network to be
completely self-organised and self-configuring, without the
need for any existing network infrastructure or
administration.

The protocol is based on a route discovery and a route
maintenance mechanism which operate on demand. It
provides loop-free routing, does not send periodic packets of
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any kind and supports unidirectional links and asymmetric
routes.

b) AODV

AODV is a routing protocol for mobile ad-hoc networks.

It uses destination sequence numbers to ensure loop freedom
at all times, avoiding problems associated with classical

distance vector protocols (such as "counting to infinity").

Iv.

IMPLEMENTATION DETAILS

Table I summarises the main features of the routing

protocols.

TABLE 1.

ROUTING PROTOCOLS SUMMARY

Characteristics

AODV

DSR

cTp

RPL

Class

Reactive

Reactive

Proactive

Proactive

Tree based

No

No

Yes

Yes

Periodic control
messages

Yes (maintains
neighbour tables)

No

Yes

Yes

Types of traffic

P2P, P2MP

P2P, P2MP

MP2P, P2ZMP

P2P, MP2P, PZMP

Types of tables

Routing Table

Cache Table

None
(just next hop)

Routing Table

Fault tolerance

Yes

Yes

Yes

No

Communication

links

Bidirectional

Unidirectional
Bidirectional

Unidirectional

Unidirectional

Bidirectional

A.  SpeckSim Simulation Framework

The SpeckSim simulation framework [13] is a
behavioural level simulator designed for modelling and
performance analysis of WSNs. SpeckSim enables modelling
and simulation at the different levels of abstraction: devices,
networks, layers of the protocol stack, and the application
and deployment environment. The simulator incorporates
several protocols at the data link and network layers, radio
channel models and hardware models for the analysis of
power consumption and resource usage.

B.  Fire Evacuation from a “Smart” Building

An example of an application explored in this paper is
the monitoring and emergency evacuation of a building in
the event of a fire, using a internet-enabled WSN attached to
the building fabric. The web service identifies the location of
the occupants and dynamically computes the safest path [§]
towards one of the exits (should such a path exist) and the
direction towards this exit is displayed to the occupants in
the form of a strobing LED. CoAP (with UDP) is used for
this purpose. A reliable transport protocol is not needed due
to CoAP’s simple retransmission mechanism.

The implementation of the different routing protocols
enables effective computation of the hazard times and the
safest path from the fire towards the exits. The simulation
experiments investigate the impact of the choice of routing
protocol. The aim is to examine which one is better suited for
this application and the trade-offs in their performance.
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C. Choice of SpeckMAC-D as the Data Link Protocol

Our application features low data access rates and the
Media Access Protocol (MAC) protocol should be chosen
accordingly. The SpeckSim simulator provides a library of
MAC protocols from which SpeckMAC-D was chosen as it
had outperformed the other protocols in terms of energy
consumption and battery lifetime in a previous published
study [16]. Unlike other channel probing protocols,
SpeckMAC-D performs better for both unicast and broadcast
packets which further justifies its selection for this
application.

D. CoAP Implementation in SpeckSim

The CoAP implementation in SpeckSim conforms to the
description in Draft-8 [3]. CoAP nodes communicate by
passing CoAP messages comprising of a fixed 8-byte header.
The messages come in different types: Confirmable, Non-
confirmable, Acknowledgement, and Reset. Confirmable
messages guarantee delivery through the network. They are
transmitted in the form of simple retransmissions by
increasing the timeout by an order of 2 until the number of
maximum retransmissions allowed is reached. For the
purpose of the fire evacuation application, all messages are
declared to be “Confirmable”.

The implementation of the emergency monitoring and
evacuation application involves the transmission of CoAP
messages at regular intervals between the nodes that detect a
person’s presence and the exits of the building. The locations
of the people within the building are monitored as they
traverse the safe paths towards the exits. The paths are
continuously updated, taking into account the fire’s progress.

E.  Implementation of Routing Protocols in SpeckSim

This section briefly describes the implementation of the
different routing protocols under study, which are evaluated
using CoAP for the fire evacuation application.

1) RPL

The RPL implementation provided in SpeckSim is based
on the IETF draft [2]. RPL is optimised for collection
networks (ones based on typical traffic of multipoint-to-point
(MP2P) and point-to-multipoint (P2MP)), with occasional
point-to-point (P2P) traffic.

RPL uses MP2P traffic for data collection and P2MP
traffic for configuration purposes. The collection networks
have multiple nodes that report periodically to a few
collection/sink nodes. Sink nodes rarely choose P2P
communication with one of the sender nodes.

2) CTP

CTP is a tree-based collection protocol. When a root
node starts up, it broadcasts beacons (routing frames) to
generate bidirectional links between the nodes. When a non-
root node starts up, it sends routing frames with the “P” bit
set (i.e., requesting routing information) until it receives a
reply (containing its next hop (parent), the node id, and a
metric ETX for evaluating the best parent node). After
receiving the reply, it starts broadcasting beacons (similar to
the root node) and it can establish connections with new
adjacent nodes. Each node holds a parent list as a backup in
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case the parent node fails. Should this happen, selection of a
new parent node will occur.

The protocol checks for frame duplications and allows up
to 32 retransmissions in case of lost data frames or
acknowledgements.

The ETX metric was changed to “hop count” due to the
ambiguity in the protocol’s specification on how to deal with
routing loops, thus resulting in loop-free routing.

3) AODV

The implementation of the AODV protocol in the
SpeckSim simulator is based on the IETF draft [21].

A node broadcasts a Route Request (RREQ) message
when it needs to find a route for a new destination. A route
can be obtained when the RREQ either reaches the
destination itself or an intermediate node with a 'fresh
enough' route to the destination (a 'fresh enough' route is a
valid route entry for the destination whose associated
sequence number is at least as great as that contained in the
RREQ). Each node receiving the request caches a route back
to the originator of the request, so that the reply can be
unicast from the destination to that originator, or likewise
from any intermediate node able to satisfy the request.

Route Error messages are used to propagate link/node
failures and changes through the network. The messages may
be either broadcasts or unicasts.

4) DSR

The DSR implementation provided in the SpeckSim
simulator is based on the paper authored by David B.
Johnson et al. [9].

Before the transmission of data packets containing CoAP
messages, a node first searches for a route in its cache table.
If it finds a route towards the desired destination, it builds the
data packet by adding the necessary header information
which includes a list/path of nodes that the packet will have
to follow in order to reach the destination.

The other nodes in the network will forward the data
packet based on the routing information transported in the
header of the packet. When a node receives a data packet, it
will send an acknowledgement (ACK) message to the node
that previously sent the message (one-hop ACKs).

If the node does not find a route towards the desired
destination in its cache table, it will initiate the Route
Discovery process. The current DSR implementation uses
two types of Route Requests: a simple Route Request and a
piggyback Route Request (contains the routing information
of a Route Reply). This allows it to support unidirectional
links and avoid infinite recursion of Route Discoveries.

If the packet is retransmitted for the maximum number of
times (15), this will generate Route Error messages which
are used to identify the link over which the packet could not
be forwarded. The cache table stores only one route for a
destination and is populated by the receipt of piggyback
Route Requests and Route Replies.

V. RESULTS AND ANALYSIS

We have simulated two building topologies in the
SpeckSim simulator: a grid (Manhattan) topology and a less
regular topology of a floor in a real building, the Informatics
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Forum (Figure 1). In both cases each node is within radio
range of its immediate neighbours. In Figure 1, the 24-node
WSN populates the corridor. Note that the most favourable
placement for RPL and CTP root nodes is at the exit nodes
of the building, such that the MP2P capability of these
protocols can be exploited.

Figure 1. Informatics Forum floor plan and its representation in SpeckSim

A. Test Cases

The fire evacuation application involves simulating
people within the building and their passage to safe exits. It
also simulates the continuous transmission of CoAP
messages between the nodes that detect people and the exit
nodes. These messages represent updates on people’s
location in the building as they move along the paths towards
the exits. We have implemented the fire evacuation
application on two networks: a 16-node grid-based topology
and a 24-node building topology.

The fire evacuation scenario was simulated for the entire
protocol stack for the following metrics: delivery ratio,
latency, overhead, power consumption, and fault tolerance.
Also, scalability studies were performed on grid networks for
the following metrics: overhead, packet loss and latency.

B. Results

Each node simulated in SpeckSim has the following
characteristics:

e Battery: capacity - ImAh, voltage- 3V.

e MCU: active current - 0.005mA, sleep current -

0.001mA, off current - OmA.

e Radio: Perfect Radio Shell, range - 0.35 units.

e Power up delay: Min=0s, Max=1s.

We now present the results that have been gathered by
running the fire monitoring and evacuation application in
SpeckSim, for the different routing protocols under CoAP-
UDP. The results presented are the average of six runs.

AODYV exhibits the highest delivery ratio of 100 percent,
guaranteeing the transmission of all the messages in the
network to the intended destinations.

The latency (Figure 2) is important for the chosen
scenario because emergency evacuation requires rapid
responsiveness in the network for the short period of time of
the evacuation. RPL outperforms the other protocols, as the
exit nodes of the building were configured as root nodes,
thus leading to effective route selections. The higher latency
in AODV and DSR (an average of 11 seconds) can be
attributed to their time-consuming route discovery process.
However, the 16 second average discrepancy between the
two is due to AODV’s use of only bidirectional links.
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Figure 2. Delivery Ratio and Latency measurements for the two scenarios

The protocol overhead is a useful metric for analysis
because it has a direct effect on the average power
consumption of the network. It was measured by counting
the number of control packets exchanged in the network over
a period of time (approximately 650s). We observed a lower
overhead for the proactive protocols (Figure 3), owing to the
usage of algorithms such as the Trickle timer, which reduce
the control packet exchange when the topology is stable.
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Figure 3. Overhead and Power Consumption results for the two scenarios

AODYV needs to maintain neighbour tables in order to use
only bidirectional links, but this increases its overhead. Due
to the low number of data packets generated (approximately
250 packets) and the short simulation time (approximately
650s), DSR did not have the chance to outclass the other
protocols in terms of overhead, even though it does not
exchange periodic messages. A more significant difference is
shown in Figure 4 of the scalability scenarios, where DSR
clearly has lower overhead compared to the other protocols.

Figure 3 also shows the power consumption in terms of
the percentage of depleted battery life at the end of the
simulation run. This metric is important, as the batteries must
last until the evacuation of the building is complete. It was
observed that, for all the routing protocols, less than 50% of
the batteries” power levels (1 mAh capacity) were drained
after running the scenario. Note that any type of battery
likely to be used in a real-life deployment is expected to be
in order of hundreds of mAh (i.e., CR2032 provides 220
mAh or AA batteries which provide 2500 mAh).

The mean battery consumption was measured when each
protocol was run in the simulator for the same type and
number of specks. All the protocols displayed similar battery
lifetimes/consumption because of the limited run time of the
scenario. It may be possible to observe more prominent
differences in power consumption if they were simulated on
larger topologies for a longer duration.
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Figure 4. Fault Tolerance (building scenario), Ovehead (grid topologies)

Fault tolerance is another important metric in the context
of this application due to the increased chance of the nodes
getting damaged. Node failures must be detected and
propagated throughout the network so that alternative paths
can be found in a timely manner. No fault tolerance
mechanisms have been defined in recent RPL drafts because
of the overhead that may be created in terms of bandwidth
and energy consumption. Therefore, RPL’s response to node
failures cannot be evaluated.

Figure 4 shows that AODV has the highest tolerance for
node failures. This plays an important role in its selection for
the CoAP-UDP stack for this particular application.

It can be seen that DSR's down time is higher in
comparison to AODV. One plausible explanation is that the
DSR implementation in SpeckSim is built to work over both
unidirectional and bidirectional links. This implies that the
Route Discovery process for this reactive protocol may cause
the Route Reply to reach the sender through a different path
from that of the Route Request, which causes an additional
delay. AODV makes use only of bidirectional links (Route
Replies use the backward route of the Route Request),
thereby having a reduced down-time. Also, DSR retransmits
a packet 15 times before considering a route to be broken, as
opposed to AODV which performs only 5 retransmissions.

The protocol drafts do not specify most of the delays and
timers used by the protocols, thus making these values
implementation specific. Since the intervals for the periodic
control packets are implementation specific, in the case of
AODYV, DSR and CTP when choosing these values, the
focus was on reducing the overhead rather than minimising
the reconvergence time of the network. This explains the
significant down-time of the network when a node fails.

C. Scalability Results

The scalability tests have the purpose of validating the
results obtained in the case of the fire scenario for the grid
and building topologies.

Latency Delivery Ratio
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Figure 5. Latency and Delivery Ratio (grid topologies)
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The graphs presented in Figures 4 and 5 show that the
pattern of the results obtained for the evacuation scenario is
maintained as the grid network is scaled to larger topologies.

The only pattern that is not maintained is in the case of
the overhead metric for DSR. As previously argued, the
protocol is designed not to exchange periodic messages, so it
is expected to have a lower overhead over a longer run-time
period. For the emergency evacuation scenario DSR did not
have the opportunity to outclass the other protocols in terms
of overhead. However, a more significant difference is
noticed in the scalability studies (Figure 4) where it has a
clearly lower overhead than the other protocols.

TABLE II. RESULTS SUMMARY
Characteristics AODV DSR CTP RPL
Delivery Ratio (%) 100 87.94 96.98 65.62
Average Latency (s) 9.30 27.46 12.21 3.08
Overhead (no. of 3163 1199 1508 660
control packets)
Power Consumption
53.32 57.26 58.09 61.50
(% battery left)
Fault Toler.ance (s) 78 310 1099
-down time-

VI. CONCLUSIONS

This paper has demonstrated an approach for analysing
the choice of routing algorithms for a CoAP-UDP protocol
stack for internet-enabled WSNs. Table II summarises the
performance results for the four routing protocols for the fire
evacuation scenario. RPL outperforms the other routing
protocols for three out of five metrics. However, it is not
fault tolerant and has the lowest delivery ratio.

We can observe that no one protocol outperforms the
others for all the metrics which were selected to be relevant
to the application. Therefore, the selection of the appropriate
protocol to be used with the CoAP-UDP network stack
would depend on the weightage accorded to each metric.

In the given scenario, the overhead metric was included
to gauge its impact on power consumption. We concluded
that power is less of an issue for the time duration simulated.
Therefore the overhead metric should not be the prime
reason for selecting a routing protocol for this scenario.

Of the five metrics chosen for evaluation one can
prioritise three of them: delivery ratio, latency and fault
tolerance. One can observe in Table II that AODV and RPL
are the two most competitive protocols. Whereas AODV
responds well to failures and exhibits a high delivery ratio,
RPL has a significantly lower latency.

In case of the fire emergency scenario, the probability of
the sensors getting damaged is high. Thus, the network must
be able to react to topology changes caused by node failures.
Since the current RPL implementation is not fault tolerant,
this leaves us to conclude that the most suitable routing
protocol (from the ones evaluated) for use in a emergency
evacuation scenario is the AODV routing protocol.
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Abstract—Data delivery procedure (DDP) based on IEEE
802.15.4 involves a series of sub-procedures. They are
CSMA/CA (Carrier Sense Multiple Access/Collision Avoid-
ance), data transmission (Tx), acknowledgment (ACK) re-
lated behavior (ACK wait duration and ACK transmission).
Any failure during this procedure leads to an unsuccessful
delivery. This procedure, in fact, determines the network
performance, yet not received adequate concern. The algorithm
of CSMA/CA, which generally has also been simplified in pre-
vious literature. We investigate a discrete-time Markov-chain
(DTMC) for DDP without simplification. Due to these sub-
procedures, four cases during this procedure are proposed via
DTMC models. Particularly, we evaluate the impact of different
times of retransmission (ReTx) on the network performance.
The performance is investigated in terms of throughput, data
delivery ratio and time delay. We also verify our analysis via
simulation. Both theoretical and simulation imply that less
ReTx can bring better performance.

Keywords-802.15.4 MAC; CSMA/CA; Data delivery procedure;
Discrete-time Markov-Chain; Performance evaluation.

I. INTRODUCTION

Since IEEE 802.15.4 [1] was firstly introduced ten years
ago, it has distinguished itself for low data-rate, low cost
and low energy consumption. Both academia and industry
have devoted great effort to this field.

We note that recent literature has addressed more on some
specific IEEE 802.15.4 protocol improvement and appli-
cations than the comprehensive performance study itself.
Meanwhile, when 802.15.4 MAC performance is concerned,
much attention has been focused on CSMA/CA algorithm
only, which generally has also been simplified. However,
this algorithm is just the beginning of DDP, followed by
data Tx, ACK wait duration, and ACK Tx. In this paper, we
illustrate a convincing analysis via comprehensive DDP, with
unsimplified CSMA/CA. Our work is to evaluate the MAC
performance during the procedure of delivering packets
between two nodes via one hop.

The rest of the paper is organized as follows. In Section
I, we illustrate data delivery procedure and CSMA/CA
algorithm in 802.15.4 MAC. In Section III, we overview
the related work on performance evaluation of 802.15.4
MAC. In Section IV, discrete-time Markov chain models
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Figure 1. Data delivery procedure in active portion

are proposed for CSMA/CA and DDP. In Section V, the
performance is evaluated via both analytical and simulation
work. And finally, we summarize our work in Section VI.

II. DATA DELIVERY PROCEDURE

IEEE 802.15.4 MAC sublayer provides beacon-enabled
and non-beacon-enabled operations. Our attention in this
paper is drawn to the beacon-enabled one. Also, the MAC
allows the superframe with both active portion and inactive
portion [1]. In inactive portion, the node turns into sleep
mode and no data is delivered. we assume that only active
portion is available since the maximum performance is
concerned in this paper. While in active portion, data packets
are delivered via DDP. As shown in Figure 1, each DDP
involves (macM axFrameRetries + 1) times of sub-DDP,
namely, ddp. The parameter, macMazxzFrameRetries,
implies the maximal number of retransmission of the
packet [1]. For simplicity, we use K and k to indicate
macM axFrameRetries and the times of ddp, respectively,
namely, ddpg, where £k = 0,---, K. Data packets shall
be delivered if ddpy is successfully carried out, involving
CSMA/CA, Data Tx and ACK. In addition, there is a
constant, IFS (Inter-Frame Space) [1], between the success-
ful delivered data and the consecutive delivery. It can be
neglected and not considered in this paper. Any failure of
ddpy, results in ddpg41. All probabilities in this paper are
assumed to be obtained based on the steady state.

The parameters in DDP are set by MLME (MAC Layer
Management Entity). After the data delivery is notified by
MLME, the times of ReTx, k, is initialized to be zero, data
shall be maximally repeated (K + 1) times of ddp, until
SUCCESS is made. Otherwize, FAILURE is notified. In
other words, K is one of the key factors to determine the
performance.
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Figure 2. Data delivery procedure, including CSMA/CA algorithm (in
shade boxes)

The mechanism of CSMA/CA is the key component in
802.15.4 MAC, shown in the shade boxes in Figure 2. It
is adopted to arrange the nodes in the network with an
appropriate order when they access the channel. It starts
from the notification issued by MLME, and ends when the
channel is found either idle or busy. In brief, two behaviors
are involved in this algorithm, backoff period (BP) delay
and twice CCAs (Clear Channel Assessment). Herein, for
the simplicity, we denote them as once BP—CCA—-CCA.
The following gives the details.

After the k initialization, the node firstly perform a BP,
as shown in Figure 2. The length of BP is a random value
based on the period determined by BE, namely, (287 —1)
units of aUnitBackof f Period, that is, 20 symbols. Then
MAC starts to count down the time prior to the first CCA.

Then the first CCA shall be performed at the boundary of
the backoff period, as (a) implies in Figure 2. If the channel
is accessed idle, CW self-deceases by one and CCA shall
be performed again (see (b) in Figure 2). If this second CCA
successfully finds the channel idle, then the CSMA/CA is
successful and data shall be transmitted.

However, if the channel is found busy at the first CCA
(see (c) in Figure 2), MLME enables the next BP with a
new length, determined by an updated BE, where BE =
min(MaxBE, BE +1). Or if the channel is idle in CCA;,
while busy in CCAs, namely CW = 0, then MLME
activates a new first CCA in the next round of BP (see
(d) in Figure 2). If both the twice CCAs find the channel
busy, a notification of FAILURE is indicated by MLME and
forwarded to the Upper Layers [1].

CSMA/CA algorithm consists of NB times of BP —
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CCA — CCA procedures, where the length of BP is
determined by BE, and the potential number of CCA is
determined by C'W, as follows,

e« NB: the number of times the CSMA/CA
algorithm  shall be  required to  backoff
while  attempting the current transmission.

0 < NB < macMaxCSMABackof fs, where
1 < macMaxCSMABackof fs < 5, but the default
value is 4. N B is initialized 0. In our work, we use
Q@ and ¢ to denote macMaxCSMABackof fs and
the number of times, namely, ¢ = 1,--- ,Q, where
Q = macMaxCSM ABackof fs.

o C'W: the contention window length, defining the num-
ber of backoff periods that need to be cleared of
channel activity before the transmission can commence.
In slotted CSMA/CA, by default, the length is set to be
2, namely twice CCA.

e« BE: the backoff exponent. It is related to the length
of backoff period a node shall wait before attempting
to access a channel. The value depends on battery life
extension or not, as shown in Figure 2. Here we assume
BE = macMinBE, where 0 < macMinBE < 3.

III. RELATED WORK

The community has been evaluating the performance of
802.15.4 MAC by simplifying CSMA/CA algorithm (for
example, only once CCA in [2], [3]). BE, CW and NB
have mostly received specific attention, so has the payload
size of data frame, Nj;spy. The impact of BE and Njsspu
are concerned in [4]-[9], where different methods have been
proposed to determine the length of BP. C'W is investigated
in [2], [8], which concludes a large number of CCA can lead
to less throughput. Ramachandran et al. [2] also evaluates
the influence of NB. By focusing on CSMA/CA, these
methods above claim to involve the whole data transmission
procedure. However, this might no be true since CSMA/CA
is the beginning of the procedure. ACK and retransmission
(ReTx) also need to be concerned.

Quite limited literature has considered the impact of
ACK during the data transmission. Much work shows their
interest in the difference between with and without ACK.
Misi¢ starts one of the most pioneering work in ACK-
related 802.15.4 MAC performance evaluation. The fruit-
ful research has been accomplished in this field including
different topology network with ACK (star [10] and cluster
[11]), and different transmission in terms of uplink/downlink
[12]. However, as mentioned in [2], [13], the analytical
models diverse from their simulation results. Reference [13],
[14] also concerns the up-link transmission respectively
with/without ACK. Particularly in [13], an accurate and
scalable analytical model is proposed. However, their work
may not be comprehensive enough since only successful
ACK is involved.
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The work on the impact of retransmission on the net-
work performance is still inadequate. The proof of apply-
ing DTMC in the evaluation work has been presented in
[3]. Three dimensional DTMC is proposed in [15], [16],
where the number of retransmission is taken into account.
However, the data delivery procedure in their work might
not be illustrated appropriately. Finding channel busy at the
first CCA leads to the current CSMA/CA, again. This, in
fact, should result in the next CSMA/CA procedure if the
maximum times (namely K) of retries have not been met.
Jung also proposes a three-type DTMC model to analyze the
performance [17]. By considering the inactive portion in the
superframe, their work in fact focuses on the unsaturated
network. Their contribution of DTMC also includes the
probability of deferring the data frame that can not be
completed in current superframe to the next superframe.
However, in a saturated situation (which is concerned in
our work), their method might not be applicable. Though
having the impact of different number of retransmissions
considered, as mentioned in [13], Jung’s work may increase
the complexity of the analysis and limits the scalability.

There are also other factors that can affect the perfor-
mance, including the number of nodes involved in the
network, signal fading and interference, and so on. Our
previous work has investigated the impact of the number
of nodes with both star [18] and tree topology [19], [20],
respectively. Channel interference is concerned in this paper,
and signal fading will be evaluated in our future work.

In our work, we propose a comprehensive DTMC for
802.15.4 MAC. Our attention is focused on the impact
of the maximum number of retransmission, K (namely,
macMaxFrameRetries). The performance is investigated
in terms of network throughput, packet delivery ratio and
time delay.

IV. DTMC oF DDP

We illustrate the whole procedure of DDP in Figure 2
via stochastic analysis in terms of the procedure of ddpy,
as shown in Figure 3. The procedure is initialized by £k = 0
(namely ddpg). and K times of ReTx (namely ddpy, k =
1,---, K). Each of them involves at most () times (namely
amacMaxCSM ABackof fs) of BP — CCA — CCA,
followed by once Tx and once ACK. As shown in this figure,
the subscript k in BP, CCA, Tz and ACK indicates the
k-th ddp; the subscript, ¢ in BP and CC A, denotes the ¢-
th BP — CCA — CCA procedure; and respectively, 4 and
t|¢ depict channel idle (in the first CCA) and channel idle
at the second CCA, given tdle in the first CCA. Also, the
superscripts, n and ¢ depict node and channel, respectively.

e ddpy: the k-th procedure of data delivery. This pro-
cedure includes @ times of CSMA/CA, once data
transmitting (namely T'x;) and the behavior of waiting
for and processing ACK (namely ACK}). There are
algotether (K + 1) times of ddpy.
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to CSMA/CA4, Or

Figure 3. DTMC of DDP and four cases in DDP

o BP; 4: the g-th Backof f Period in the ddpy.

e Py, the probability for the node to perform the BFy, 4.

o CCAj 4.0 the v-th CCA in ¢g-th BP —CCA—-CCA
procedure in ddpy, where 1 < v < CW, 1 < g < Q.
In our work, CW is initialized to be 2.

e pj;: the probability that the channel is found idle at
the first CCA (namely CC' Ay, 4.1), here ¢ denotes idle.

. pz’i‘i: the probability that the channel is found idle at
the second CCA (namely CCAy 4 2), given the idle
channel in CC Ay 4.1.

e «y: the probability that the transmitting in the PHY
sublayer is successful, considering the channel noise
or interference.

o [ the probability that the correct ACK is received in
time.

A. Four Cases in Data Delivery Procedure

We understand CSMA/CA, data Tx in PHY sublayer and
ACK-related process can all impact the network perfor-
mance. Therefore, we take all of them into account, as shown
in Figure 3. In each ddp, if the current CSMA/CA is unable
to lead to Data Tx, another CSMA/CA in a new ddp shall
be processed, which can also be activated by the failure of
Data Tx in PHY sublayer. Additionally, if the ACK-related
process fails, Data Tx in the new ddp shall be carried out
again in the PHY sublayer.

The data is successfully delivered if and only if the
Correct ACK is received within macAckW ait Duration,
namely 54 symbols [1]. A notification of SUCCESS is
generated by MLME. Otherwise, a notification of FAILURE
occurs. These four cases are,

e Case 1: unsuccessful data transition due to the failure
of CSMA/CA; or
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o Case 2: unsuccessful data transition, due to the channel
failure (noise or interference); or

o Case 3: the data is successfully transmitted, but No
ACK is received within the certain period of time
( macAckW ait Duration symbols); or, received in
time, but the ACK is Incorrect. In other words, the
DSN (Data Sequence Number) this ACK contains is
not same with the one from the data or MAC command
that is being acknowledged [1]; or

o Case 4: successful data transmission and correct ACK
received in time.

Based on Figure 3, we can have the probabilities for Case

1 - Case 4 in DDP, denoted as p{ ,-- - , p,, respectively, as
follows,

M=

pe, = (1= pf) - T(CCAk Q1)
k=0
+(1 - pi,iu) -m(CCAQ,2)], (H
K

p, = Y (1—o)-w(Tzy), 2)
k=
KO

pr = > (1—Bk) m(ACKy), 3)
k=
KO

Pe, = Zﬁk - m(ACKY). “
k=0

In addition, we assume the data to be transmitted at each
node is subject to Poisson process, with the mean as p. Also,
p is the normalized traffic load prior to DDP. And the state
of Fail} denotes the j-th failure in DDP, where j = 1,2.

Also the parameter of pp =~ is assumed as a geometric
random variable [2], [3], as shown in (5) [1]. This is
consistent with the fact that the lower value of the ¢ can
lead to the bigger chance to perform BP-CCA-CCA. Fur-
thermore, the BP can be regarded memoryless. Meanwhile,
the probability of channel failure due to interference or
noise, namely 1 — «y, is also assumed to be subject to the
uniformly distributed white noise with 0.8 < oy, < 1, where
k=0,--- K.

fqg=12
q:?’a"'aQ'

Meanwhile, we note that CCA behavior is actually inde-
pendent to the procedures of data delivery because CCA is
determined by the channel state. In other words, The prob-
ability of pf ; is assumed to be the same at different ddpy.
Therefore it is rewritten as p§. And so is the probability of
pi,m» rewritten as pf‘i. Moreover, since all the probabilities
in our DTMC is assumed to be obtained in the steady state,
we use 7 to denote the steady state, followed by the MAC

n 1 _ ﬁa (5)
pk,q ~ 9BE_q +1 -

288 -1 _2
2 291>
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Figure 4. Channel DTMC

behavior or channel state. Therefore, the steady state of BP,
CCA, Tz, ACK, Fail, and MLME can be obtained.

B. DTMC of Channel

The physical channel plays a vital role in the evaluation.
This is not only because of the potential noise and inter-
ference which has been considered in Case 2 in Section
IV-A, but also the fact that the channel states (idle or busy)
determine whether the data transmission can be carried out
in the first place.

Furthermore, we understand the fact that all frames,
including data, command, and ACK, are transmitted via the
physical channel. Therefore, the throughput of the network
can actually be equal to the throughput of the channel.
This can be more reliable than the throughput at nodes
or the network coordinator. Unlike the latter which has
been adopted in most work in this field, we investigate the
network performance via the evaluation on the channel.

Two states are shared by both nodes and the channel,
namely idle and (idle,idle). Regarding twice C'C As, idle®
and (idle®,idle®) are introduced to facilitate the modeling
by combining both MAC process and channel states, where
the superscript ¢ refers to channel, as shown in Figure 4.
The probabilities are illustrated in (6) and (7) respectively.

= e ©)
P T (Naspr + D1 — )’

1
1+ (NMSDU + 1)(1 — gp).

For the channel, these two states lead to the result of either
SUCCESS or FAILURE, denoted by Succ® and Fa:l® in
Figure 4. Here, the number of times is not applied to the
latter, unlike 7 in Fail}‘. Assume M source nodes in the
network, the probability from (idle,idle®) to Succ® is,

)

c __
bii =

§= Mp?ui(l - p?\ii)M_lv ®)

owing to that each time only one source node can success-
ful transmit data frames via the channel. Also, staying at
(idle, idle®) means no transmission from source nodes in
the network, namely,

¢ = (1—p)™, ©)
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where p?l ;; 1s the probability of transmitting the packet after
the successful twice CCA. This parameter is obtained by
(10)

p

Wi
3 c 2
Particularly, we have 0 < Piis < 1- % Py —
considering both ¢ > 0 and p?lii > 0.

V. NUMERICAL RESULTS

We assume the network be comprised by thirty homoge-
neous source nodes, namely M = 30. They are sending data
to a coordinator node. Based on ns-2, the distance between
the nodes and the coordinator is randomly distributed within
the working range (15 m) so that the nodes can talk to the
coordinator with a single hop. These nodes need to deliver
a packet of 100-byte MSDU (namely Ny;spy = 100 byte)
each time with normalized traffic load p. Particularly, since
three CSMA/CA-related parameters, BE, CW and NB,
have been sufficiently studied by the research community,
their impact shall not be addressed. Our work emphasizes
on the impact of K (macM axFrameRetries). We evaluate
the network performance in terms of network throughput,
time delay and packet delivery ratio, as follows:

e thpt: the effective network throughput. Namely,
the ratio of the MSDU received at the coordi-
nator to the consumed time. In particular, SHR
(Synchronization Header), PHR (PHY Header),
MHR (MAC Header) and MFR (MAC Footer)
are not concerned, neither the command frames such
as beacons [1].

e lgelay: the average time consumed when a packet is
successfully transmitted from the source node to the
coordinator.

o 7): the packet delivery ratio. That is, the ratio of the
number of MSDU received at the coordinator to the
one sent from the nodes.

We begin the evaluation with the probability of Case 1 to
Case 3 (refer to (1), (2) and (3)), shown in Figure 5.

In Figure 5, we observe that Case 1 brings the prominent
impact to the network. That is, ReTx occurs mostly due to
the busy channel during twice CCA. Particularly, the first
CCA has a stronger impact on the performance, because

the probability of the CCA; is much larger than the one of
o Xy T(CC Ak g,1) > 1

Z{:(:o Zqul m(CCAg,q,2) '
Obtaining thpt via the channel states can also be found

in [2], [3]. However, only CSMA/CA is involved in their
work. The throughput in [2], [3] is actually based on the
successful transmission at source nodes, rather than channel-
based analysis in our work. Also, their throughput involves
data packets, ACK frame, beacon frame and other mainte-
nance frames, which did not depict the effective throughput
contributed by MSDU. In our work, we are concerned

CCA5, namely,
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Figure 6. Normalized network throughput at different K

about the throughput due to the data packets only, and
recognize that channel noise/interference and ACK-related
cases should also be considered. Therefore, given 7(Succ®),
the probability of Case 4, i.e. pg‘sc, is,

Pe,
(K +1) - m(Succe)’

P e = (1)

Now the network throughput is obtained, as illustrated in
(12). The throughput at different maxMax FrameRetries
(i.e. K) is shown in Figure 6 .

The analytical results are also verified by the simulation
results based on ns — 2. First, more procedures of ddpy
bring less throughput, because these procedures prolong the
packet delivery time. Second, throughput behaves with a
saturation interval, as shown in Figure 6. After the saturation,
throughput decreases. This is because more packets may
have been dropped due to collision.

The total time delay, denoted by t¢s,.,, iS obtained, as
follows,
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Nuyrspu - m(Suect)

thpt = e, sc w(idle¢) + w(idle, idle®) + Nyspu - m(Suce) + Nyspu - w(Fail€)
. Nuspu - M- pihy; - (1= pji, )M ! (12)
=P Ty Narspo + D — (- B0
08
K !
tdelay = Ztk, (13) N b e
k=0 s

where tj is the time consumed during the ddpj procedure,
as shown in (14),

tk —Z{ﬂ' Bqu TBP“FZ CCAkqv TCCA]}
+ W(Txk) S Trg + W(ACKk) “TACK
(14)

where Tcca, Tre, Tack and Tgp are illustrated in (15) to
(19), respectively.

Tcca = 8-0.016 =0.128 ms, (15)
MSDU 100 -8

. = = =32ms, (16

T Datarate 250 ms (16)

TACK macAckW aitDuration + t acx (17)

= 0.864 + 0.352 = 1.216 ms. (18)

{0.32 L (28E — 1),
TBP = .
0.32 - (2eMazBE _ 1) if BE > 4.

19)
where 0.32ms is the length of aUnit Backof f Period. And
tack means the time to process the received ACK. By
varying K, we have Figure 7.

When K becomes higher, the node spends more time on
delivering the packet to the coordinator. Furthermore, the
time delay increases significantly at higher traffic load due
to collision.

The packet delivery ratio 7 is illustrated in (20). Also we
investigate the evaluation by setting different K, as shown
in Figure 8.

thpt
M -p-Nuspu
_ p?\u‘ (1 _p;’in‘
1+ (Nuspo +1)(1 = (1= pj, )M1)
Similar results are obtained in this figures as well. Both
analytical work and simulation share the result that delivery

ratio is performed in a decreasing trend along the increment
of the traffic load. Our simulation also shows that the

’[7:

)M—l (20)
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network relatively keeps enjoying the high ratio when the
traffic load is fairly small. It reminds that the packet delivery
ratio suffers more at higher traffic loads.

VI. CONCLUSION

We proposed discrete-time Markov chain (DTMC) mod-
els for the comprehensive data delivery procedure (DDP)
in 802.15.4-based beacon-enabled network. DDP includes
(macMaxFrameRetries + 1), namely, (KX + 1) times
of sub-DDP (that is, ddpy, & = 0,---, K). Each ddpy
involves three MAC behaviors. They are standard slot-
ted CSMA/CA algorithm which is comprised of up to
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macMaxCSM ABackof fs times of backoff periods (BP)
and twice CCA, the transmission (Tx) in PHY sublayer
and ACK-related (Acknowledgment) process as well. The
successful data delivery indicates that, during a DDP, the
data packet is transmitted after success in all three behaviors.
Because of the success/failure of the three MAC behaviors,
four cases are proposed regarding different outcomes of data
delivery. Based on the DTMC and the simulation work via
ns-2, we evaluate the MAC performance of the network.
By varying K, the impact on the network performance
are studied, in terms of throughput, time delay and packet
delivery ratio global. Our work reveals more K can bring
poor performance.
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Abstract- Wireless sensors have a finite amount of energy and
cannot be recharged after deployment. Therefore, the efficiency of
the algorithm is an important consideration. An effective
algorithm can reduce energy consumption and prolong network
lifetime. In this paper, we proposed a cluster-based routing
protocol. First, this algorithm divides networks into several units
and those units would be regarded as clusters. Second, according
to the remaining energy of the nodes, the nodes will execute
cluster-head selection. Finally, routing tables are created for
routing within clusters and between clusters. We then compare the
method we proposed with others by simulation, and the conclusion
proves the method we proposed saves more power resulting in a
longer network lifetime.

Keywords - Cluster; Power saving; Routing protocol; WSNs.

I INTRODUCTION

In recent vyears, wireless application and wireless
communication markets have become more popular due to the
rapid development of wireless communications technology.
Moreover, the advances in micro technology has led to wide
adoption of multiple wireless network technologies consisting
mainly of wireless sensor networks [1], Wireless Local Area
Network (WLAN), Worldwide Interoperability for Microwave
Access (WiMAX), Ad Hoc Networks, Bluetooth Wireless
Personal Area Network(WPAN), etc. In wireless sensor
networks, micro-manufacturing technology continues to
increase capabilities in environmental sensing, information
processing, wireless communications, computing ability, and
storage capacity. In order to take full advantage of these
advances, reducing energy consumption to extend network
lifetime of wireless sensors is critical, and thus an important
topic for research.

The characteristics of wireless sensor design calls for small
footprint, low cost, power saving, and accurate sensing ability.
Not only should the hardware experience a breakthrough in
growth, but so should the accompanying software The current
areas of research can be divided into the following several
categories: routing protocol, target tracking, locating, data
aggregation, fault tolerance, sensor node deployment and
energy management. Each sensor node has data processing,
communication, and data sensing responsibilities--all
consuming a limited energy resource. In this premise, a
wireless sensor node achieves the greatest benefit from an
increase in energy consumption efficiency. Therefore, how to
design an effective routing protocol is a very important topic. In
our proposal, the major issues is studying reduce energy
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consumption and routing protocol. In the wireless sensor
network applications using the environment as a static target
and more under consideration, we hope that the node does not
have too strong computing power and other additional
equipment in order to achieve as much as possible to reduce
energy consumption and cost effectiveness. To achieve this
goal we propose a cluster- based routing protocol for wireless
sensor networks, that is Merging Grid into Clustering-based
Routing Protocol (MGCRP) for Wireless Sensor Networks.
Through our proposed method we will show improved energy
consumption efficiency resulting in extended network lifetime.

The rest of this paper is organized as follows: Section Il
presents the related work. Section 11l elaborates the protocol.
Simulation results are discussed in Section 1V and we conclude
our paper in Section V.

Il.  RELATED WORK

There are numerous papers on using routing protocols to
make wireless sensor networks stable, effective and power
saving. Al-Karaki and Kamal [2] and Qiangfeng and Manivannan [3]
introduced the concept of using routing protocols in wireless
networks.

Recently, there are three leading ways of routing. They are
chain-based, cluster-based and tree-based; our paper will focus
on cluster-based. In cluster-based routing nodes are divided into
clusters and the cluster head will send the data collected from
normal nodes to sink. Our research consists of two parts: How
to effectively cluster nodes, and how to determine the optimal
routing path.

Low Energy Adaptive Clustering Hierarchy (LEACH) is
proposed by Heinzelman [4]. This routing protocol divides
nodes into several clusters by their location, and the nodes can
only communicate with in the same cluster.

A special node will be elected as the cluster head. It will
collect data from other normal nodes and then send to the sink.
Transmission is the source of large energy consumption, so to
ensure equal expenditure of energy by the nodes in the network,
another cluster head is chosen after the transmission finishes.
However, the cluster-head is chosen at random, so it is hard to
determine whether the cluster heads are distributed evenly in
the network. Also, in this algorithm, distance between the
cluster head and the sink is not considered leading to a potential
waste of energy if the distance to the sink is exceedingly far
from the cluster head which may be further exacerbated if the
randomly chosen cluster head belongs to a high node density
cluster.
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Energy-Balanced Chain-cluster Routing Protocol (EBCRP)
[5] is proposed by Bao Xi-Rong. It is a cluster-based distributed
algorithm that builds a path of chains through the uses of a
ladder algorithm. EBCRP can be divided into three parts, chain-
cluster formation, cluster-head selection and steady state. In
chain-cluster formation stage, it divides the network into
several rectangular blocks and use a ladder algorithm to build a
chained path. The next hop in a ladder algorithm is the next
increment along the y-axis.

In the cluster head selection stage, a few nodes will be
selected to communicate with the sink. In each round, the node
closest to the sink with the most residual energy will be the
cluster head. In the steady-state stage, the cluster head will
collect data and send it to the sink. Each round the cluster head
will change to reduce the load of the cluster head. In this
algorithm, every node besides the cluster-head transmits data to
their neighboring node resulting in a duplication of data
communication between 90% of nodes.

I1l. MERGING GRID INTO CLUSTERING-BASED
ROUTING PROTOCOL

Our proposed routing protocol is divided into two phases:
Clustering Phase and Routing Phase. We will add Cluster-Head
Rotation Mechanism to maintain routing persistence in the
Routing Phase. The Clustering Phase starts after the
deployment of sensor nodes. In this phase, the sink through the
use of the location mechanism, determines the location of each
sensor node by using user defined N value of grid length to
divide the network into several grids of the same size and, then
calculates the each center of grid and the number of nodes
within each grid. Moreover, each grid as a cluster, then merge
these valid clusters. After clustering the network, a cluster head
is chosen for each cluster, and sends it to all cluster heads in
network so that each cluster will have information of other
cluster head. After all the cluster heads have been selected, the
next step is the transmission stage. But before data transfer can
proceed, efficient routes needs to be determined. In this routing
phase, we initially only used Bellman-Ford shortest path
algorithm by D. Bertsekas and R. Gallager [6] to build the
inner-clusters and outer-clusters initial routes. However, this
operation consumed too much energy during the sensing and
transmit stages. To alleviate this issue, during the data
transmission stages we added the cluster head rotation
mechanism, to avoid overloading any single node.

A. Network Environment and Assumption

We assume the wireless sensor network is composed of a
sink and a large number of static sensor nodes randomly
deployed in the target area.

a. System Environment

We assume n sensor nodes randomly distributed in the area
to be monitored are continuously sensing and reporting events.
These sensor nodes are static. We use 5 to indicate the i-th
node, sensor nodes set S = {5, 5, ..., 3, }, and the number of
S is n. We make the following assumptions about the sensor
nodes and the network module.
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i)  The sink is deployed in a region away from the sensors
and we assume that the energy of the sink is infinite.

ii)  Sensor nodes will be assigned a unique identifier before
deployed in the sensing area.

iii)  All nodes have the same computing, storage and energy
capabilities.

iv) The sensor node's transmission power can be changed
according to the distance from the receiver.

v)  All sensor nodes are static. In addition, each sensor node
knows its own location and the sink knows their location
though the use of the location mechanism.

b. Energy Consumption Module

Our paper is using formula from W. B. Heinzelman, A. P.
Chandrakasan, and H. Balakrishnan [7] for the communication
energy consumption module, and following the formula:

E -k d)=E k+ Eymp (d)k (1
Eplk) = Eg,k (2)
E,r'u.se'ik:] = Efyoek (3)

Formula (1) means the sensor nodes have an energy cost
when transmitting data, (2) means the sensor nodes have an
energy cost when receiving data, and (3) means the sensor
nodes have an energy cost when the data fuses. In these three
functions, where k is data packet size, Er,. is energy cost for
transmitting one unit data of the sensor node, Eg. represents
the energy cost when node receives one unit data, £q.. is
energy cost of the fusing the data. When the sensor nodes
transmit amplification is required, so transmitting nodes have
an additional E_ ., (d)k energy cost. The value of E . (d)k
can be determined by formula (4)

Emp{d]k = gp.d” (4]
where d is the distance between two nodes, =5 represents the
amplified electric power energy cost.

c. Sensor Node and Cluster Information

Table 1 shows the sensor node information, which is used to
record information about itself. Next we will introduce each
field of the table. Node_ID is the identification of the node.
Res_Energy is the residual energy of the node. Head_ID is the
identification of the cluster head in its own cluster, if the
Head_ID and Node_ID are the same, the node itself is the
cluster head. Cluster_ID is the cluster number the sensor node
belongs to. Next_Hop is the next sensor node to forward data to.
Table 2 is the cluster table, it records information of every cluster
member and including the following fields Node ID,
Res_Energy, and Cost. Node ID is the identification of
member of the node in the cluster.

TABLE I. SENSOR NODE INFORMATION TABLE

| Node_ID | Res_Energy | Head_ID | Cluster_ID | Next Hop |

TABLE Il. CLUSTER_TABLE
| Node ID | Res Energy | Cost |
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TABLE Ill. HEAD_LIST
| Node ID | Cluster ID |

Cost |

Res_Energy is the residual energy of the node in the cluster.
Cost is transmission cost between two nodes. Table 3 is used to
record information one neighboring cluster heads. The fields
include Node ID, Cluster_ ID and Cost. Node ID is the
identification of the neighboring cluster head. Cluster_ID is the
cluster number of the neighboring of cluster head. Cost is
transmission cost between two cluster heads.

B. Clustering Phase

a. Clustering

In this paper, MGCRP merge neighboring nodes as far as possible
in the same cluster. Before discussing the clustering step, first, we
must are define the routing protocol parameters and variables.

®  Rectangle Unit Block (Block): This is a rectangular block.

The user defined value of N divides the network into
several blocks which are the same size and are not
overlapping.

®  Center of Block (BC): After dividing the network into
several grids, we will calculate the center coordinates of
the grids resulting in a vector of coordinates. We assume
Block_Center i (BC)) is the i-th center coordinates of the
block.

®  Cluster: Cluster can be regarded as a set C which is
includes several sensor nodes. We can represent a set C as
C = {Si}S; € S,j=1,2,...,n. Where j is the number of
sensor nodes. We assume the Cluster_ID is i which
represent the cluster number of the grid. In any cluster
(G), if any member of the sensor nodes are not in a

cluster, it is an invalid cluster, otherwise, it is valid cluster.

®  Distribution: We define a new parameter in a valid cluster
Distribution it is used to evaluate the distribution of nodes
in a valid cluster. The number of nodes within a valid
cluster must be closer to BC. The formula (5) is used to
calculate the distribution of the cluster. Where d{5,,. BC;)
is the distance between the member of the sensor nodes in
cluster and the BC of the cluster and where N{C;} is the
number of sensor nodes in the cluster.

After defining these parameters and variables, the following
details the description of each step.
Step 1: Network Gridding

After the deployment of the sensor nodes, we will make a
grid of the network. In this paper, we assume that the sensor
nodes in the network can be arranged to an M*M area, and
assume every length of block is N. The network will be divided
into (=7 same size blocks. Where the user defined the N value
and M value is the length of the sensor network.
Step 2: Calculate Center of Grid

Formula (6) calculates the center of the grid. £C; is the two-
dimensional coordinate vector, where i=1,2,..., nj%}‘, this is used
to indicate the number of the grid, and also is also the
Cluster_ID. The numbering starts from the (0,0) position along
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the X axis towards the right, Sequenced 1, 2, ..., until
numbered to the right- border of the sensor network, then back
to left-border of the sensor network. In this moment, shift the
Y-axis direction one unit block down, then repeat the
sequencing step until the grid is complete. Then use the humber
of grids and formula (6) to get each center of grid.
Step 3: Calculate Distribution (C;) of Valid Cluster
In this step, we will calculate the Distribution of the valid
cluster. First, we give a set VC that includes all valid clusters in
the network. N(VC) expresses the number of valid clusters. We
will only calculate the Distribution of clusters in the VC set.
After each Distribution in each cluster has been calculated, we
will start the cluster merging process.
[Zs,.c 58 (5m BCD] )
P =)
N {Ci__l
5¢i= ([0 - vo(F) + 3= 5 [le- 0/ F)]+1-5) ©
Step 4: Merge Valid Cluster
First, we choose the fewest number of nodes and the cluster
with the largest Distribution value from the VVC set. Assume a
cluster from the VC set that meets the above conditions is Cs,

where Cy € VC, A=1,2,...,{§]:, then we will start the merge.
Let the distance between 5; and 5, be minimal, where
S, € Ca, Sp € Cg B=1.2.....(5)°, Cg € VC and Cg = C4.

Then we add all the sensor nodes to Cg fromCy . In other words,
let all the Cluster_IDs of the sensor nodes from C, change
to Cg, and remove from the VC Cy, resulting in one less N(VC) .
Step 5: Clustering Finish

Assume the variable K is the user set up number of clusters
in the network. The value of K will affect the efficiency of
network, so we must decide the variable K according to the
network size and number of nodes. The operation of clustering
in step 4 will be repeated until N(VC)=K. After clustering
finishes, the sink will send related information to the sensor
node for an update.

Distribution(C;) =

b. Cluster Head Selection

The main task of the cluster head is to fuse data that sensor
nodes sensed within a cluster, receive other cluster heads’
sensed data, and, send to sink, after clustering finishes and,
cluster head must be selected from each cluster. To do so, the
sink will broadcast a Head Elect Message packet to every
sensor node in each cluster in the network. When a sensor node
gets this packet, it will generate a random variable P between 0
and 1, where P is used to differentiate between the same
residual energy from other sensor nodes. After sensor node got
a random variable P, then immediately to calculate itself
residual energy. The residual energy is then calculated.

The member nodes of the same cluster compare each of
their residual energies according to the transmission power to
obtain cost between them. Sensor nodes with the most residual
energy will be selected as the cluster head. If more than one
sensor nodes have the same residual energy in the same cluster
then the sensor node with the larger P value will be selected as
cluster head. After each of the cluster heads of cluster has been
selected, each cluster head will send a Head_Confirm packet to
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TABLE IV . HEAD_CONFIRM PACKET
[ Header | Node_ID | Cluster ID |

the sink. The packet format is shown in Table 4. Each
Head_Confirm packet contains three fields, they are Header,
Node ID and Cluster_ID. The Header records the name of
packet, Node_ID expresses the Node_ID of the sensor node that
is the cluster head, Cluster_ID expresses the Cluster_ID of the
cluster to where the cluster head belongs. After the sink
receives all the Head_Confirm packets, it will consolidate the
information and forward it to each cluster head allowing them
to, update their Head_L.ist table.

C. Route

After the clustering stage and the cluster head selection
stage, the cluster structure has been established and is complete.
The sensor nodes will start sensing and continuously monitor
and then through a routing path, start to transmit data. In our
paper, the transmission route can be divided into two parts:
inner-cluster transmission route and outer-cluster transmission
route.  Inner-cluster transmission route refers to the path
between cluster head and sensor nodes within the same cluster.
Outer-cluster transmission route refers to the path between
cluster heads.

Our proposed path selection method is mainly based on
transmission cost between the sensor nodes. So we use
Bellman-Ford shortest path algorithm for the route selection
method. We arrange the network as a graph, and assume the
sensor nodes in the network are the vertexes of graph and the
transmission cost between nodes are edges of the graph.
Through the Bellman-Ford algorithm we can calculate the
lowest cost of each sensor node to the other.

a. Inner-Cluster Transmission Route Build

Inner-cluster transmission routes are the path between
sensor nodes within the same cluster. The sink broadcasts to all
the sensors nodes their minimum path cost to the cluster head in
their cluster using the Bellman-Ford algorithm according to
member cost in the Cluster_Table. In (7), C(i.j) defines the
cost between node i and node j, where PF(ij) is the
transmission power of node i to node j during transmission.
After the sensor node receives the minimum cost between the
node and the cluster head, it then records the next hop target in
the Next_Hop field. When the node wants to transmit data, it
sends data to the sensor node based on Next_Hop field. During
the transmission, if the sensor node dies or cluster head changes,
the Bellman-Ford algorithm is invoked to re-calculate the
minimum cost path and the Next_Hop field is updated.

€, j) = RG,j) (7

b. Outer-Cluster Transmission Route Build

The outer-cluster transmission route and inner-cluster
transmission route have the same algorithm, but in the outer-
cluster, the send object changes to cluster head to cluster head.
The cluster head receives the data that members sent in the
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cluster and, then it integrates the received data and forwards it
to its neighboring cluster head. According to the Cost field of
Head_List and through the use of the Bellman-ford algorithm,
the cluster head selects the next hop. After the calculation, the
cluster head will record the transmission object. If the cluster
head has been replaced, then the new cluster head will request a
member to re-calculate the minimum cost between cluster
heads.
c. Cluster Head Rotation Mechanism

The cluster head not only senses the environment but
integrates the data from members of the same cluster, and
transmits data to other cluster heads. In order to reduce the
early death of sensor nodes, we add the cluster head rotation
mechanism to distribute the energy consumption. We assume
time divided into continuous periods of T, in the beginning T
the sink will send a Cluster Head Rotation Message to the
sensor network. After a normal node receives this message,
they will immediately send their residual energy information to
the cluster head. Then the cluster head will select the node of
with the most residual energy to be the new cluster head. At the
same time, the cluster head will broadcast to members within
cluster the new identify of the cluster head and update Head _ID
of the normal node and send Head_Confirm packet to the sink.
The sink will gather all the new cluster head information,
consolidate, and send the data to all the cluster heads so they
can update Head_List table. During T, the sink will repeat the
above action to replace the cluster head until the energy of
members within cluster is less than the energy defined by the
cluster head threshold.

IV. SIMULATION AND ANALYSIS

A. Simulation Environment

This paper uses the Dev C++ simulation environment. The
conditions of the sensor network and its related values by W. B.
Heinzelman, A. P. Chandrakasan, and H. Balakrishnan [7] are
shown on Table 5. Figure 1 shows the relational chart between
LEACH, EBCRP and MGCRP, which shows the number of
live nodes and number of rounds. Fig.2 is the relational chart
between LEACH, EBCRP and MGCRP, which shows the
average energy consumption and number of rounds. A round is
defined by data that is transmitted to sink safely; a conclusion
that is made from the average of 50 kinds of conditions.

B. Simulation Results

We can observe that MGCRP is better than LEACH and
EBCRP via Figure 1 and Figure 2. The selection of the cluster
head method of LEACH is random, and the clusters transmit
collected data directly to the sink. So if there are several
clusters which are far away from the sink, the network would
die from a large consumption of energy reducing, the number
of data transmissions. The selection of cluster head principle of
EBCRP is better than LEACH because, it chooses the nodes
which are closer to sink to be clusters. The design does not
have the transmission distance limitation of clusters in LEACH,
but the routing of EBCRP is a chain which is connected by
nodes resulting in redundant data transmissions. In this paper,
MGCRP combines nodes which are closer to others in a cluster

72



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

and when the nodes are distributed unevenly, it shortens the
distance between nodes and the cluster head to attain power
savings. To not overload any one member, we add cluster head
rotation mechanism, to equally to distribute energy
consumption to the members in the cluster prolonging the
network lifetime.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we propose a routing protocol which is a
clustering-based routing protocol for wireless sensor networks.
In this routing protocol, we grid the network and then combine
these grids based on a user defined value, There are several
advantages of this protocol show below. First, sensors will be
allocated by high density in the same cluster no matter what the
condition is. Second, we add the cluster head rotation
mechanism, and it could allot workload equally to every node.
And we choose Bellman-Ford algorithm, spend the minimum
of cost to transmit the data to clusters. Through effective
clustering, the routing protocol which we proposed could save
more energy and prolong the network lifetime.

In future, we hope to add redress mechanisms in the
transmission of data stage, because when the sensor nodes may
be faced with in the time of passing information to a passing
objects have been Killed, resulting in the data cannot pass and
makes the collection of good data must be discarded. When the
sensing data is discarded at the same time also means that
before passing the sum of data consumed by the power follow
the waste, the data must be retransmitted.
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TABLE V . EXPERIMENTAL PARAMETERS

Parameter Value
Sensing range (m?) (0,0)~(100,100)
Sink location (50,150)
Sensor node numbers (n) 100
Sensor node initial energy (EO) 057
Erx, Erx 50 nJ/bit
£s 10 pJ/(bitem?)
Efuse 5 nJ/(bit'singIe)
Data packet size 4000 bits
Grid length (N) 10m
Cluster number (K) 5
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Abstract—In WSNSs, in order to recover from coverage holes and respond to the events. In addition to emerging WSN
and to mitigate their indirect/direct effects on networks’ perfor-  gpplications, diverse nodes’ deployment [3], mobility,dan
mance, different recovery strategies such as increasing proxin@ \ovement patterns [16] offer new remedies to WSNs' chal-

nodes’ transmission range and/or relocation of nodes towards | 1711181, D it ti duction i st/sind
coverage holes seem to be appropriate solutions. Since the major-'"9€S [17][18]. Despite continuous reduction in cost/sin

ity of a mobile node’s energy is consumed by movement and sinceincrease in nodes’ battery/processing power, an econdynica
nodes’ residual energy may be affected by damage events, nodgustifiable degree of redundancy in deployed nodes should be
movements should be performed sparingly. Conventional nodes’ considered in order to have flexibility and robustness inenod
information exchange in real-time applications with security and failure-prone environments with harsh conditions. Dejiegd

interference concerns are neither practical nor secure. Theffere, licati d . t trade-off bet des’
for the aforementioned scenarios, at the price of possible node ko on application and environment, a trade-oll between nodes

lisions, disconnections, and reasonable compromises, promisingdensity [3] and mobility [19] (uncontrolled and controlled
distributed and autonomous node movement algorithms based on movements [20]) should taken into account if a proper level
limited 1-hop neighbour knowledge are proposed. Our proposed of quality of service is to be achieved.

autonomous and constrained node movement model based on a  15ying severe direct/indirect effects on the networks’ in-
node’s 1-hop perception provides a feasible and rapid recovery )

mechanism for large scale coverage holes in real-time and harsh tegrity and performance, _Iarge _sca:ltwerage holesaused by )
environments. Our model not only maintains moving nodes’ €N Masse node failures in a given area(s), should be avoided
connectivity to the rest of network to some extent, but also offrs [21] and/or mitigated as much as possible with different
emergent cooperative recovery behaviour among autonomous recovery strategies. In WSNs, it is not always possible to
moving nodes. Our movement model based on virtual chords deploy new nodes in unsupervised and harsh environments

formed by nodes and their real and virtual 1-hop neighbours, d d . d d i tee desirabl d
not only confines node movement range, but also takes the issue@nd dropping ranaom nodes cannot guarantee desirable noae

of moving nodes’ connectivity into account. Suitable performane formations and distributions. Although it may not be so eco-
metrics for partial recovery via constrained movement are intro- nomical, by benefiting from the redundant nature of deployed
duced to compare the performance and efficiency of our model nodes, coverage holes to some extent can be repaired either
with conventional Voronoi-based movement algorithms. Results by transmission power adjustment or the relocation of a

h h I fi i le with
f,oﬁ’;ﬁéi_""t}a‘;‘gﬂf{ﬁgﬁ’j;‘irﬁ? c;clllgoztﬁ%;rmance 's comparable wit selected set of currently deployed nodes (e.g., damaged are

Index Terms—Coverage holes; autonomous and constrained Proximate nodes). Since movements consume the majority of

movements; Wireless sensor networks; virtual chord. nodes’ energies, they should be moved carefully. Thergfore
the amount of movements for proximate nodes known as
l. INTRODUCTION boundary node(B-node$ which participate in the recovery

Due to the vast applications of wireless sensor network$ damaged areas should be done sparingly; otherwise, 'nodes
(WSNSs) [1][2], they are a key focus of attention for academienergy exhaustion results in further cascaded failures.
and industrial research. Deployed sensor nodes [3] can bd&hough for precise nodes movements a reasonable amount
used to detect fire [4], tsunamis [5], to monitor wildfireof message exchanges are required, in real-time scenarios
[6], earthquakes [7], habitats [8], environment [9], antivec with security and interference considerations, they arthee
volcanoes [10]. New generations of sensors deployed amhelsirable nor secure. Therefore, by putting the burden of
embedded in a variety of environments such as structumagtonomous decision and more processing on individual B-
[11], underground [12], air (as unmanned aerial vehicl#8],] nodes who directly detected the damage events, the number
underwater [14], or on the sea surface [15] can be usefl exchanged messages can be kept as small as possible.
to detect many events and phenomena, notify other nod&stonomous movement decision-making has the drawback

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5 74



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

in nodes’ local and autonomous decision making processes.
We have also defined proper performance metrics in order
to compare the performance and efficiency of our proposed
model with conventional Voronoi-based movement models
(VOR and MinMax) [24][18]. In Section II, we present current

work on nodes movement. In Section Ill, our model and
assumptions are introduced. In Section 1V, our proposed per
° ‘ formance metric are briefly discussed, and finally, in Sestio
@  Boundany Nodes . .
. V and IV, result, conclusion, and future work are respedttive
Fig. 1: Coverage Hole and Node Types presented pety

Il. RELATED WORK

of increasing the possibility of collision and disconnenti  Mobility in wireless sensor networks is a double edge
among nodes. Moreover, improvised, unconstrained, are casword; on one hand, undesirable and uncontrolled mobility
less movements towards damaged area(s) may cause muligplgses coverage holes and topological instability, whilé¢he
newly formed coverage holes. It should be noted, howevether hand, coverage hole(s) can be repaired by controlled
that for the sake of temporal coverage, a coverage hole magbility and movement of nodes [20][17]. Thus node reloca-
be virtually displaced via controlled group node movemassts tions [18] are important in enhancing networks coverage and
in [22]. Our model of autonomous and constrained node mougonnectivity [25], by offeringtemporal coveragén addition
ments towards the coverage hole tries to maintain conrgctivto spatial coverageg26] for an area in which the number of
of the moving nodes with their 1-hop immediate neighbourgodes is not sufficient to cover it all time. Thus via conedll
These autonomous movements in each of the moving noggsbility, a trade-off between the number of required deptby
are inferred solely from the limited knowledge of node’sdph nodes and the required coverage of the given area can be
neighbours before théamage everds well as the perceived 1-reached [19]. Controlled mobility not only is able to repair
hop neighbors’ status change after damage event withiyit the coverage hole but also it can correct irregularities of
additional message exchanges. In our model each boundgfi¢ontrolled mobility [20]. After deployment, especialiy
node forms aa-virtual chord through its selected real andhostile and hazardous environments, it is almost impassibl
virtual neighbours (the other endpoint of the given chord) have centralised control over sensors. Thus, in such case
with the length ofa -2- R, < 2-R. (0 < o < 1) (Fig. in order to repair coverage holes, nodes not only should be
2). Each virtual chord’s endpoints (i.e., node’s real amtliai  able to decide autonomously on their movements but also
neighbours) lie on the circumference of the two distinctles they should not exhaust their energy as majority of nodes’
with equal radius ofR.. One of these circles is considered a@esidual energy would be consumed by their movements.
valid circle if it is closer to the damaged area. Withvirtual There are a variety of relocation, movement and deployment
chord node movement, relocated B-node froto s’ maintains  model in the literature [18][24][27][28][29] [30][31][3133]
the connectivity with its real and virtual neighboursand \which mainly aim to keep network coverage, balance node
n', provided its real neighbous is not a moving B-node. In deployments, and repair small coverage holes due to imprope
our proposed model, not only an ensemble nodes’ emergaatie deployments, single or random node failure.
cooperative movement behaviour [23] is manifested, bt als Movement algorithms can be divided into (virtual) radial
group mobility and cooperative behaviour of moving nodgg3] and angular [32jorce-basedflip-based[28] andVoronoi-
can be changed by using different valueswofSo by changing based[24] movement algorithms. Movement based on virtual
«, the direction of moving nodes towards the coverage hoi@tential repulsion and attraction [33] between pairs afem
changes to the direction of nodes circulating around it. Thed the movement of nodes as the result of aggregation of
former is suitable for the case of hole recovery while theetat these forces are inspired by physical laws of nature. Mirtua
is geared to prevent cascaded failure and failure expansigiyular force [32] tries to connect the partitions and pafts
around damaged area as lower residual energy B-nodes gafork by using collaborative movement of mobile nodes
be replaced with other moving nodes with higher energy agplying on the angle of moving nodes.
a result of nodes constrained circular movements (Flg 3)|n order to exert proper levels of virtual repu|si0n and
These types of different group mobility behaviours can bgtraction, nodes should be globally aware of the theireti
implemented by collection of nodes’ autonomous movemerdgnsity. Since the movement algorithm is applied to all sode
via local decisions made based on simple nodes’ geometrig@vement contains oscillation due to mutual interaction of
and statistical features. nodes; consequently, an unnecessary amount of nodes’ en-
To our best knowledge, very few works considered partiatgy is consumed. In flip-based movement algorithm [28],
recovery of large scale coverage hole via autonomous cdhe given area is divided into regions and a head node is
strained node movements for time-sensitive scenarios wilected for each region. In the case of head failure and
security consideration. Moreover, few works used damageadbalance number of nodes, nodes from the neighbour regions
nodes’ statistical and geometrical features as the lardmawould flip into the given region. In flip-based movement,
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the head node for each region should be selected, whilarms, or transient, periodic, and frequent failure of exd
requires message exchange among nodes. Since moveraedtlink instability are excluded in our model.
is confined to neighbouring regions, the recovery of large
scale coverage hole may consists of many iterations of no
flipping into their neighbouring regions with an agreed+upo Coverage hole are modelled in different forms in the
granularity. So flip-based movement algorithms are expectierature [22][37][38]. Similar to [39][40], coverage les
to be inefficient for real-time scenarios with large scaleeho are modelled as a circle of radiusy,. with the centre
In Voronoi-based movement algorithms, [24], the area & xpoe, Ymroe- Since each B-node autonomously perceives
decomposed into Voronoi diagrams [34] depending on tliee D-event and its damaged neighboursmargin of B-
deployment and distribution of nodes. If a node fails or panodes ¥B-node}¥ are formed around the D-area. Thus, to
of area is not covered by the sensor network, nodes mdwenefit from WSNs redundancy and to reduce possibility of
with regard to their Voronoi vertices to compensate Yoid interference and collision, a set of the B-nodes defined as
area(s) Voronoi-based movement most often is required teelected B-nodeSB-nodek[39][40] are selected which may
have global knowledge to form Voronoi diagrams. Voronoipartake in a possible recovery process by moving towards
based movement algorithms are not geared for large sctie region of interest(ROI). SB-nodes may be selected by
coverage holes as they result in newly formed small coveragedistributed algorithm or centrally selected based on the
holes. They also suffer from oscillation and consequentigreed criteria. Similar to [39][40], B-nodes are seledted
energy exhaustion if recovery is performed in an iterativdistributed fashion based on B-node’s 1-hop geometricdl an
style. Complex and centralised node movements and ewatistical features.
distributed algorithms (with pre-computed movements)ehav i
a good energy management, however, they are not efficiént Selected Neighbor Nodes
for real-time scenarios as they suffer from unacceptabi®yde B-node’s neighbours can be classified into D-nodes or U-
particularly under very fast-changing conditions. Sowdi#d node depending on their location relative to the coverade. ho
information and nodes’ notifications are not valid and alyea Based on the type of B-node’s neighbours, they can be defined
obsolete for the decision making process. as theundamaged neighbour nod€¢gN-node$ or damaged
neighbour node¢DN-nodes At the time of the D-event, each
B-node’s distances to both sets of its UN-nodes and DN-nodes
A. Sensor Model and Node Types as well as their degrees of connectivity are usethadmarks
Homogeneous sensor nodes are modelled based on the iinfiecision making processes. Therefore, if a B-node select
disk graph (UDG) [35] and are bidirectionally connected i set of its UN-node(s) via some selection algorithms, those
they are within each other's ranges. Nodes are randontN-nodes are considered aglected undamaged neighbour
deployed with uniform distribution in a rectangular area dgfodegreal neighbours)Vvirtual selected undamaged neighbour
[Tomin, Tmaz) X [Ymin, Ymaz)- TO @void unnecessary complex-nodesare the fictitious B-nodes’ neighbours (virtual neigh-
ity, it is assumed that transmission range X and sensing bours) which are connected to B-node’s UN-nodeswitual
range ;) are equal. Although no central coordination ishordsdefined asy-chord with the length of-2-R. < 2- R,
required and a local coordination system is applicable in o < « < 1) (Fig. 2). Three neighbour node selection
model, sensors’ locations may be known by GPS or any ottagorithms, namelyglosest neighbourandom neighboyrand
localisation methods [36]. Sensor nodes are classified infeangleare presented in Algorithm 1.
damagednodes D-node$ if they reside inside thelamaged  In the closest neighbour algorithm, a B-node’s closestd-ho
area (D-area); otherwise, they are considered msdamaged neighbour is selected, while in the random select algorithm
nodes {-node3. Those proximate U-nodes to D-area whiclone of the B-node’s 1-hop neighbours is randomly selected.
directly detect thelamage eventD-even} within their ranges In the 3-angle algorithm, for each B-node and the undamaged
are further classified intboundary node¢B-node}. B-nodes node in its neighbour set, set of angles can be formed between
detect the D-event as they sense any significant changeis withormal direction of the virtual chords (Fig. 2) and distance
their ranges such as signal loss or disconnection due to #&stor from the B-node to its D-nodes centre of mass. B-
failure of their nelghbours It should be noted that noisésd node’s neighbour whose aforementioned angle is closét to
"""""" than any other of B-nodes’s 1-hop undamaged neighbours are
considered as the selected undamaged neighbour and sieould b
unique. If more than one undamaged neighbour can be selected
based on the mentioned conditions, only one of them should
be randomly chosen as the selected undamaged neighbour. In
finding the centre of mass of B-nodes’ undamaged and dam-
VER—— aged neighbours, if the neighbours’ degrees of connegtivit
Undamaged Node are taken into account (Algorithm 1) they can be considered

as weighted,3-angle algorithms withw = 1; otherwise the
Fig. 2: B-Node, its real, virtual neighbors and virtual athor are called3-angle withw = 0.

gCoverage hole

Ill. METHODS ANDASSUMPTIONS

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5 76



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

Algorithm 1: Nodes’ neighbors selection Algorithms
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° % ERVEENY ¥ i SR IO neighbours
o »&;:ﬂ; 2§ SERELE N« : h-hop U-node neighbours af
N A oA N YRS a"’) Ns’f}d : h-hop D-node neighbours &f
o w s .
00 80 w0 40 20 0 20 40 60 80 100 o e w0 40 20 0 20 40 6 80 10 XS; dIStance VeCtor froml to Sj (-7 in N.Shlu)
td
—S .
a)a = o= " distance vector frons; to s; (j in N/
@a=0 ®a=1 X, ¢
Fig. 3: Chord Movement Algorithm&.=15, N=600, 5=0) B — angle : angle parameter

d’gj degree ofs; (j from N’a)
d’gj degree ofs; (j from N’v)

D. Movement Model Output: Set of selected h-hop neighbosff
Movement algorithms can be divided into following states:
1) undamaged neighbour nodes of moving B-nodes are se-
lected based on criteria presented in Algorithm 1; 2) with

caseClosestif closest neighbour selected
foreach B-Nodes® do

i 15
regard to the suitable virtual chord parameterand R., the Fmd ]\; h-h des’ d
location of B-nodes’ virtual neighbours are obtained foctea oreac op LhJN nodes;" do
B-node; 3) new locations of moving B-nodes computed by L CalculateX
selecting one of two circles which pass through the endpoint i
of the virtual chord of each B-node (Algorithm 2). The Calculateara: Mi Al
selected circle is defined as thalid circle through which the arg; M | 1 X,

chord is obtained. The.Valld circle is the circle with its tren caseRandomif Random neighbor Selected
closer to damage area; 4) the B-node then moves to the centrg b

o . . . N foreach B-Nodes; do
of the valid circle with probabilityp (uniform distribution) Find Nhu '
and ¢ otherwise, such thap + ¢ = 1. Here we assumed Calculatear Random (Nhu)
p = 1in which all B-nodes move towards the coverage hole. It 9i
should be noted that connectivity of B-nodes to its neighou caseﬂ-angle if g-angle is Selected
can not be fully guaranteed. This is because after the damage| foreach B-Nodes? do

event, B-nodes are not able to distinguish if their undardage Find N/ and N
neighbours are moving B-nodes or or not. As an example, Fig. foreach h- hop(DN nod% UN-nodes?“) do
3 shows how changing parameteaffects B-nodes’ collective Find dgd, dh
movement behaviour in our coverage hole recovery matiel. s*fd st
angle witha = 0/1 in Fig. 3 show the direction of moving CalculateX X,
B-nodes towards/around coverage hole. Sata
= ha 3 (XJ )dg?
IV. PERFORMANCEMETRICS CalculateXcny; = de
We have compared our proposed movement algorithm with Y Z(}s?uj).dhu
the two Voronoi-based movement algorithms (VOR-MinMax) CalculateX ¢y, = i S
[24] via three types of proposed performance metrics. In ' Ehdsj
Voronoi-based algorithms, B-nodes were selected sinilarl foreach h-hop UN-nodes;* do
to our previous work [40]. In modelling Voronoi movement Calculatemfus” =
algorithms, we have also considered the problem of nodes ha —siv
with out-of-area and infinite Voronoi vertices. The propbse L XCMSZ ' X, ) — LB
performance metrics are classified below:
Coverage-based metric8Ve definepercentage of recovery Calculatearg; Min ( ‘COS( 472’;5;‘) )

as the percentage of recovered networks’ 1-coverage after t -
recovery process. In other words, the metric shows by using

the given movement algorithm what percentage of lost 1-
coverage is recovered in the network.

Connectivity-based metricsVe definepercentage of con-
nectivity as the percentage of moving B-nodes which amerformance metric shows the effect of movement algorithms
directly connected to rest of network (those nodes whian the connectivity of moving nodes and how many of the
did not participate in the recovery process) with at leastoving B-nodes are still directly connected to the rest ef th
one link over the total number of moving B-nodes. Thisetwork after their movements.
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Algorithm 2: Formation of Chord Algorithm

Input:
st : B-nodei (i = 1,---,m), 7 : threshold
P b .
s; K : Selected h-hop U-node neighbosyr
a-chord parameter, R, transmission Range

N!: h-hop U-node neighbours &f

N!4 : h-hop D-node neighbours af

Output:

B-nodess!’s new location (coordlnates);,l(x y)

foreach B-nodes? do

Find s?’s current location (coordinates) 6f (z,y)

Find C M, . s¥'s h-hop UN-nodes’ center of mass
Find C M, : sb's h-hop DN-nodes’ center of mass
Calculatechord — «a;, virtual nodes’?us? from «; and
R.

Find C")=* (circle center(s)) ofhord,,

foreach chord,, and CS-"** do

if el - ol | < ||e& —cnrleer
then

CL(VZZZ = ca
else if '

Hc(r W)k CMhdm,y)
then

L

i, =

‘ > HC(‘T’?! CMZLd(m,y)

else if
HC@I Yk _ CMhd(z,y) ‘ — Hc((f7y)k/ _ CM—hd(I’y)
then

L

Calculate randy ~ U|0,1]
if p > 7 then

| oVt = os

else
Lp<T

| OVl = C8T

b )
SHOME 0&%%

Distance-based metricaVe defineaverage movemenrds
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V. RESULTS
Using Matlab, N=1000 nodes with communication and
sensing range of 15R. = R, = 15 m) are uniformly

deployed with random distribution in a rectangular area of
[—100,100] x [—100,100]. Similarly to [39][40], coverage
holes are modelled as circles with radiys,;. = 50 m located

at (Tmote,Ymote) = (0,0). The experiment was repeated
#Exp = 400 times for all movement algorithms. Chord
parameterd) is continuously changed fromto 1 to examine

its effect in the performance and node collective behavajur

the ratio of total amount of movement to the number dhe proposed movement algorithms. Results with error bars
participating nodes in recovery process. Average moveméd?.5% confidence intervals) are not included here due to
can be used with other metrics to better understand thpace limit (Figs. 4-6).

behaviour of movement algorithms in coverage hole recoveryPerformance metrics of movement algorithms are also

process.
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5 saced por - Al (Fodesn1000 Rots R IAlgs. o Recovery(%) |(Connectivity(%) |Avg. Mov.(m)
istance-| rforman vement . (# = ,R=15, =0, #Exp=
e 25 bo1se1  [14.9843 161297
o ] pangle W=1) 50 643100  [15.7554 13,6721
0.75 146.3983 32.1165 10.5888
2l ] 1.0 [21.8333 84.2525 5.6323
0 [58.8752 20.4436 18.2227
20} 1 0.25 [57.8314 14.4888 16.1230
- —o— BAngle (W=1) p-anglew=0) 5 5 |54 2239 15.7458 13.6797
R Bnde o | 0.75 [46.4474 31.7605 10.6149
5 — — ~ Closest Select 1.0 [21.5037 84.0388 5.6850
gk o Vorvoronai | 1 0  [54.3857 43.9619 15.7489
) Tl e e Closest 0.25 53.8395 42.9475 14.7811
g ur e o ] 0.50 [52.5149 43.9536 13.7172
Sl 0.75 149.2130 48.7582 12.5073
t2r e 1.0 142.8042 67.2597 11.0456
ol " 0  [54.4647 52.0741 18.1173
000V00VOVOOVOVOIVOOVOVOVVOVOOVOVOOVOVOOOTBRO VOO OO Random 0.25 [52.5196 49.3625 16.0505
oL | 0.50 149.0044 49.2323 13.6488
0.75 142.9059 55.0499 10.6438
. ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 1.0 [30.0398 77.9009 5.8566
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 810696 513128 255432
a0=asD hor 0.25 [81.0696 51.3128 25.5432
. ) 0.50 [81.0696 51.3128 25.5432
Fig. 6: Average Movement 0.75 181.0696 51.3128 25.5432
1.0 [81.0696 51.3128 25.5432
0  [84.8375 61.5663 9.4616
changes fronD to 1, the percentage of recovery and nodes’minmax 025 184.8375  61.5663 9.4616
! . 0.50 [84.8375 61.5663 9.4616
average movements of virtual chord movement algorithms de- 0.75 184.8375 615663 9.4616
creased but at the same time their percentages of conmgctiv 1.0 [84.8375 61.5663 9.4616

increased, which shows that B-nodes’ collective behavaaar
direction of movements shift gradually from moving towards
to circulating around coverage hole. Each of these collecti
mobility behaviours can be used for different purposes.un o

model, « can be chosen in such a way as to achieve prope

percentage of connectivity, percentage of recovery witteri
amount of nodes’ movement.

Results from Figs. 4-6 and Table | show that although pr
posed chord movement algorithm is autonomous and req

TABLE I: Performances of Movement Algorithms

few or no message exchange, its performance is compardpiduture autonomous models.

to Voronoi-based movements.

In order to show the effects of a coverage hole on its

As future work, new autonomous constrained node move-
ments models can be defined. The issue of trade-off between
nodes’ amount of exchanged information and degree of node
gutonomy can be investigated. The problem of nodes’ connec-
Jikdty and collisions should also be addressed in more tetai

In the real-ime scenarios with security and interferengg0ximate nodes, node residual energy models should be
concerns, using Voronoi-based algorithms requires glogfluded in recovery models. Undesirable secondary effect
knowledge of the network. So even if higher coverage afti imprudent node movements such as formation of new
connectivity is offered, in these scenarios, they not pratt Ccoverage holes should be examined more comprehensively.
It should be noted that performance of our proposed mod@iobabilistic autonomous prediction of nodes’ neighbaiias
would change with regard to other network parameters suts without exchaqglng any addlt_lonal messages to aqh|eve
as network node density, node range, and coverage holesradiinergent cooperative behaviour via autonomous nodesds als

node deployment distribution, etc. Therefore, their affecexpected to be an interesting future work. New models of one-
should be examined in more detail. time autonomous node movements instead of iterative nodes’

movements can be considered to reduce the problem newly
VI. CONCLUSION AND FUTURE WORK formed coverage holes, oscillation, and energy in the neétwo

A new autonomous and constrained node movement model
is proposed to partially/wholly recover large scale cogera

holes in real-time scenarios with interference and securit This research was supported by the Australian Research

consideration. Our proposed model of autonomous deCiSie'auncil (ARC) discovery research grant No. DP0879507.
making is based on the available 1-hop knowledge at the time

of the damage event. By introducing the conceptvathords,
our proposed model not only taken the connectivity of moving
nodes into account, but it also shows an emergent cooperatiit] J. Yick, B. Mukherjee, and D. Ghosal, “Wireless sensotwaek
recovery behaviour. To compare our proposed model with Survey.” Computer Networksvol. 52, no. 12, pp. 2292-2330, 2008.

. . . . [2] 1. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayifgijireless
conventional Voronoi-based algorithms, suitable perfmmoe

. ) sensor networks: a surveyComputer Networksvol. 38, no. 4, pp.
metrics were introduced. 393-422, 2002.
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Abstract—This paper makes a comparative study between two
newly emerged technologies in the radio communications
domain: on the one hand, the small cells networks, designed to
be implemented in the existing macrocellular networks, with
the goal of enhancing the coverage area and the capacity of the
whole network, and the 60 GHz wireless local area networks
on the other hand. This latter technology is developed in order
to offer high data rates taking advantage of the license free
spectrum available around the 60 GHz frequency. The paper
highlights the main common and disjoint aspects of both
technologies and offers some implementation options.

Keywords-60 GHz WLAN;
coverage;, femtocell; small cell.

applications; comparison;

1. INTRODUCTION

Due to the ever-increasing demands of today’s end users,
the service providers need to come up with solutions that
match these requirements. The main necessities are in terms
of the data transfer rates which need to be at higher levels in
order for the operators to offer the desired services in radio
communication networks.

Therefore, the two main fields of operation that attracted
most users, i.e., cellular mobile communications and wireless
local area networks, respectively, need to be enhanced in
order to become viable solutions for the end users. Regarding
the mobile cellular domain, new standards have been
introduced, which can offer besides voice services, also data
services at comfortable rates. Here, we speak of standards
like HSPA/HSPA+ or LTE offered by 3GPP [1], or WiMAX
offered by IEEE [2]. Even with this important enhancement
regarding capacity and throughputs of the networks, services
are not sufficient, especially in indoor environments, where
very often the radio coverage is poor. Recent studies have
shown that in cellular networks, about 60% of all voice calls
and 90% of all data services, take place in indoor
environments [3]. That is why it is extremely important to
have a good coverage in these regions. Several recent papers
present the difficulties encountered, by the traditional
approach, in assuring a good indoor coverage [3],[4]. The
issues relate especially to dense urban areas where it is very
costly to obtain a good indoor coverage due to the geometry
of the environment. Also, the capacity of the network is a
sensitive problem, given the fact that using a strictly
macrocellular approach, a large number of base stations
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would be needed, rising once again the costs. Additionally,
the planning and optimization of the network would be hard
to manage.

As a possible solution to these problems, the femtocell
concept was developed and implemented. It is mainly
designed to enhance both coverage and capacity of the
traditional macrocellular network. Femtocells, also known as
Home Base Stations, represent cellular network access
points, which have the role of connecting the users to the
operators network. The link to the macrocellular network is
realized through a backhaul IP connection.

A Femtocell Access Point (FAP) is similar in concept to
the wireless access point used in wireless local area
networks, and it is designed to be implemented by the user. It
has a low transmit power of maximum 250 mW [5], in case
it is used for the residential environment. The number of
active users is limited in this case, and can be up to 5 [6].
Given the fact that this equipment has a reduced transmit
power, it can be implemented with a much larger density
than macrocell base stations. Thus, due to the high
deployment frequency, previous results show an enhanced
spectral efficiency [4].

In the local area networks domain, the high density of
equipment and users operating in the unlicensed ISM band
has forced standardization bodies to search for alternatives to
the current implementations. A possible solution is
considered the implementation of the WLAN concept in the
60 GHZ frequency band. The 60 GHz millimeter wave
technology is relatively new on the market and hopes to
fulfill the needs of users for gigabit-scale traffic. The strong
interest in the 57 — 66 GHz frequency band [7] is shown by
the recent industrial and standard development efforts made
by international standardization bodies like ECMA TC48,
IEEE 802.15.3c and the proposed IEEE 802.11 VHT60 Task
Group [8].

The high interest is due to the large bandwidth which is
unmatched in any of the lower frequency bands [9]. Figure 1
shows the available spectrum for indoor wireless
communications around the world. The fact that this band is
unlicensed and largely harmonized across most regulatory
regions in the world is a big advantage in comparison to the
narrower spectrum available in other frequency bands, like
2.4 GHz and 5 GHz, available for 802.11 standards. Both
ECMA and 15.3c employ a channel plan that consists in
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dividing the available spectrum into 2.16 GHz frequency
bands for each channel.
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Figure 1.

The available spectrum for indoor wireless communications in
the 60 GHz band around the world

Both technologies present high perspectives for future
implementations, offering important benefits to the users.
They both try to enhance the user experience by offering
higher data rates, one for wireless local area networks, the
other for radio mobile communications.

Given the tendency of developers to integrate and unify
the current technologies, the 60 GHz WLAN and femtocell
networks, offer real perspectives, but it depends on the users
choice, regarding which will have the best advantage.

The rest of the paper is organized as follows: in Section
II, we present a comparative study between the two
technologies, regarding some technical aspects encountered
in the implementation process. In Section III, we consider a
case study involving an indoor office environment in which
the two networks will be implemented and studied. An
analysis is done regarding aspects like the obtained coverage,
the resulting interference or the attenuations introduced by
the environment objects. Finally, Section IV concludes the
paper and presents some future aspects.

II.  COMPARISON OF TECHNICAL ASPECTS

The fact that both technologies address the same market
segment, i.e., that of the clients situated in the indoor
environment which need enhanced data rates for
communication, constitutes an important start point in
developing a solid comparison. Being in the early stages of
network implementations, offers the possibility to have a
much wider view concerning the research in these domains.
In this way, the development of common points can be
realized, leading in the future to the integration of these two
types of technologies, in order to enhance the quality of
service experienced by the client.

In this section, we will emphasize the main
characteristics of the two technologies regarding some key
aspects like the integration with the existing

implementations, the connectivity to the current networks,
mobility and handover possibilities and also interference
within the deployed network or with the existing one.
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A. Integration with the existing implementations

Regarding the 60 GHz WLAN technology, possibilities
of integration with existing 2.4 GHz and 5 GHz wireless
LAN:Ss, represent a major research topic; this is primarily due
to the high costs, which result in the implementation of a
purely 60 GHz network, as we will see later in the paper. The
authors of [9] present a method to integrate the three WLAN
technologies, facilitating the commercialization of equipment
operating in triple band. Using this, the client can choose the
operating frequency depending on the needs and the
environment: 2.4 GHz for applications with reduced needs, 5
GHz for applications regarding confidential traffic and 60
GHz for high transfer rate applications. Thus, a mandatory
enhancement of the equipment and terminals used must be
done, in order to facilitate the implementation of the new 60
GHz technology. This, however, would not be an easy task
given the fact that most of the current access points operating
in the 24 GHz and 5 GHz frequency bands, have
omnidirectional antennas, which, in the case of the 60 GHz
technology, is not a well suited option because of the high
attenuation of the waves transmitted on this frequency. Thus,
especially for Non-Line of Sight (NLOS) communications,
antennas with higher gains are mandatory in order to reach
the receiver. The use of the omnidirectional antennas for the
60 GHz operating frequency would be viable only for direct
Line of Sight (LOS) communications, which is not always
the case in real life scenarios. The addition of new antennas
will rise up the costs, leading to a poorer interest in the
technology. Therefore, different approaches need to be
found.

In the case of the femtocell networks, the transmitters
must integrate into the existing cellular architecture with no
modifications to the first. Thus, the existing terminals must
be able to connect to the femtocell with no enhancements
needed. The fact that the femtocells use the same operational
frequency as the macro network is an important advantage.
However, architectural modifications need to be done in
order to cope with the femtocell concept. Given the
opportunistic nature of the femtocell deployment, meaning
that the femtocell base stations are implemented by the user,
and not by the operator, one may not be able to predict their
location; thus, radio planning simulations, prior to the actual
deployment, can not be done in order to enhance the
operation. Therefore, a new entity must be defined in order
to manage and enhance the functionality of femtocells
among them, and within the core network. This entity is
called the Femto GW and it is the preferred option by the
standardization bodies [10]. Its main role is to manage and
control the operation of the active femtocells. Among its
functionalities are: assuring a secure connection between the
femtocell base station and the core network (CN), providing
support for paging and handover procedures, transparent
transfer of Layer 3 messages between the User Equipment
(UE) and core network. A more detailed description of the
structure and roles of the Femto GW or Home NodeB GW,
in the 3GPP terminology, is given in [11] and [12]. The
Femto GW interfaces towards the other entities of the
network are defined in [13], [14] and [15].
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The dual mode operation Wi-Fi/ 3G is not needed in the
case of using femtocells, but this could be a further research
topic regarding the integration of femtocells and 60 GHz
equipment within the same device.

B. Connectivity to the current networks

Maybe the most important issue regarding the 60 GHz
WLAN concept is represented by the short coverage area of
a transmitter. It is well known that the waves emitted within
the 60 GHz frequency band are very much attenuated by the
surrounding environment and also by the oxygen, because of
the fact that this frequency is the resonance frequency for
oxygen. A detailed study of the attenuations involved is
presented in [8]. Therefore, a concrete wall, for example,
acts as an isolator for the radio waves, introducing an
attenuation of up to 40 dB [16], depending on the width of
the obstacle. Practically, in order to implement a 60 GHz
WLAN network, a transmitter needs to be implemented in
each room of the indoor environment. Thus, we can clearly
say, without creating an abuse of terms, that the 60 GHz
WLAN acts as a cellular WLAN. In [16], Genc et al. present
an architecture for this kind of network, in which the
transmitters are connected through fiber optics. Considering
this, we can establish a common point between the femtocell
concept and the 60 GHz WLAN, taking into consideration
that the femtocell network is connected to the core network
of the operator through a similar backhaul connection. Figure
2 presents a practical generic architecture that can be
implemented for both technologies.

CNI/ISP

Backhaul Network

Generic Access Point

Access —| Management

Network System
UE

Figure 2. Generic architecture for 60 GHz and femtocell networks

In each case, an AP-MS (Access Point Management
System) must be developed in order to coordinate the
functioning of the transmitters. Both types of technologies
use a backhaul connection in order to connect to the existing
infrastructure, i.e., the core network (CN) in the case of the
cellular communication network, and respectively the
network of the Internet Service Provider (ISP) for the case of
the wireless local area network. The existing mechanisms to
integrate an AP into a WLAN must be modified in order to
cope with the characteristics of the 60 GHz technology. The
access mechanisms used until now in WLANs, CSMA/CA
can no longer be used given the fact that due to the isolation
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created by the environment, the 60 GHz cells will have very
little superimposing of the coverage areas, thus the receivers
can detect only one transmitter in any point in the
environment. In the case of the femtocells, a Femto GW
device has been developed which enables the access points
to communicate with the core network and between them.
Practically, a femtocell is seen by the terminal as another
macrocell, and therefore the handover process may remain
the same, except for the fact that it is realized through the
Femto GW.

C. Mobility and handover possibilities

When a wireless local area network is implemented in a
specific location, the user must have the desired mobility
rights. Given the fact that the superimposing of the coverage
areas is very small in the 60 GHz technology, especially near
windows or doors, the handover process from one transmitter
to another needs to be done in this area. Thus, a very fast
handover procedure needs to be done in order to maintain the
connection of a user passing from one room to another. One
such solution is given in [16], which proposes that WLAN
cells should be grouped in such a way that all the cells in a
specific group transmit the same information on the same
channel. Using this, we obtain larger cells that may be
planned easier, in such a way that the superimposing of the
coverage areas is enlarged, making it easier for the handover
procedure to be realized.

In the case of the femtocell concept, things are different.
It mainly depends on what access mechanism the femtocells
use: in open access mode, all the users of the macrocellular
network are able to connect to the femtocell, thus a handover
procedure can be done; in closed access mode, the outside
users are not allowed to connect to the femtocell device, and
in this case the FAP acts as an important interference source.
The scientific literature proposes also a hybrid mode, in
which full access is given to the registered users (sub-
scribers), while the non-subscribers are allowed only limited
access to the resources, for minimal applications [17].
However, even when considering the open access mode, the
large number of handovers which a mobile user may
experience while passing through the coverage areas of
several femtocells, may lead to increased signaling on the
network, which degrades the performance. The authors of [6]
present an algorithm which may be used in order minimize
the core network signaling.

D. Interference Issues

One important issue in designing any cellular network is
represented by the interference which occurs between the
transmitters, at the receivers site.

In the case of the purely 60 GHz WLAN, interference is
not a problem given the fact that a cell created by a
transmitter is isolated by the environment obstacles. This is
due to the high attenuations created by the objects in the
surrounding environment on the waves operating on this
frequency. In the case of a combined 2.4 GHz and 60 GHz
network, the principle is the same for the 60 GHz
transmitters, while for the ones operating at 2.4 GHz, the
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access mechanism used, CSMA/CA avoids the negative
impact of the interference between the transmitters.
However, this issue is of critical importance while
implementing a femto-macro network. Here, interference
between the femtocell and macrocell layers occurs, due to
the closed access mechanism implemented in the femtocell.
Using this, only subscribers are allowed to connect to the
femtocell. For the other macrocell users that enter the
coverage area of a femtocell, this acts as a powerful
interference source which can degrade de QoS experienced
by the user in such a way that it could lead to outage. Other
types of interference are represented by the interference
caused by a MacroBS to user that is connected to a FAP and
results in a downgrade of the SINR level; interference caused
by a macro user on the uplink communication, to a FAP, or
even femto-to-femto interference which can occur in dense
urban areas where femtocells can be deployed close to each
other. In the femtocell domain, ways of reducing the cross-
and co-tier interference represents the major research topic.
Several possibilities have been presented in papers like [18]-
[21]. However, a stable and final solution has not yet been
found, but research is currently making important progress.

III. CASE STUDY DEPLOYMENT

In this section, we will concentrate on the behaviour of
the two technologies described above, from the radio
propagation point of view. Therefore, we will analyze the
impact of deploying both the 60 GHz WLAN access points
and the cellular communications femtocell access point. In
order to have a better understanding of the impact resulted
from the deployment of each technology, we will consider
the same environment conditions for both cases.

The scenario involved in this experiment consists of an
indoor office environment, in which the two technologies
will be deployed. The environment and the simulations are
realized using the RPS (Radiowave Propagation Simulator)
program [22], a tool which is no longer available under this
brand, but the same functionalities are encountered in the
tool provided by Actix [23].

S

ety

Figure 3.

The deployment scenario
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The medium is built in the Environment Editor, a
program similar to AutoCAD [24], which enables the
construction to be realized on layers, each of them being
characterized by a series of parameters: thickness, electrical
permittivity, the possibility to allow or not penetrations,
diffractions or reflections. The environment consists of an
office scenario in which the effects of the presence of the
outer and inner walls, of the windows and doors, are taken
into consideration in the evaluation of the coverage. The
environment is very complex from the point of view of the
types of materials used: concrete, brick, reinforced wood,
wood, glass, and we have even simulated the presence of the
human body, which has an important effect especially on the
60 GHz wireless local area network. The created scenario is
illustrated in Figure 3.

In order assure a sufficient coverage of the environment
using only transmitters that must operate at the 60 GHz
frequency, the resulting network would be extremely costly,
resulting in a number of up to 27 transmitters. The technical
parameters of each one are presented in Table 1, taken from

[4].

TABLE L TECHNICAL PARAMETERS OF THE 60 GHZ TRAMSMITTERS
Tx Antenna | Orientationof | Antenna Tx power
name type the antenna height [dBm]
Phi_| Theta [m]
Tx1 Omni 0 0 3 12
Tx2 Omni 0 0 3 12
Tx3 Patch 45 0 3 12
Tx4 Patch 330 | 0 3 12
Tx5 Patch 280 | O 3 12
Tx6 Omni 0 0 3 12
Tx7 Patch 135 | 0 3 12
Tx8 Omni 0 0 3 12
Tx9 Omni 0 0 3 12
Tx10 Patch 220 | O 3 12
Tx11 Omni 0 0 3 12
Tx12 Patch 45 0 3 12
Tx13 Omni 0 0 3 12
Tx14 Omni 0 0 3 12
Tx15 Patch 270 | O 3 12
Tx16 Patch 270 | 0 3 12
Tx17 Patch 110 | 0 3 12
Tx18 Omni 0 0 3 12
Tx19 Omni 0 0 3 12
Tx20 Omni 0 0 3 12
Tx21 Omni 0 0 3 12
Tx22 Omni 0 0 3 12
Tx23 Patch 270 | O 3 12
Tx24 Omni 0 0 3 12
Tx25 Horn 260 | 0 3 12
Tx26 Patch 180 | O 2 12
Tx27 Horn 90 0 2 12

A sample snapshot of the level of the received signal
strength for the deployment of the 60 GHz WLAN access
points is presented in Figure 4. One may notice the strong
attenuations introduced by the environment upon the signal
waves transmitted with the 60 GHz frequency. Practically, in
order to assure the coverage in all the indoor environment, at
least one transmitter is necessary in each closed area.
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Moreover the presence of the human body significantly
attenuates the level of the received signal strength.

That is why such a solution is not feasible, and the
proposed solution presented also in [4], would be to combine
the 60 GHz technology with the existing 2.4 GHz network.
The placement of the 60 GHz transmitters in only a few
points of the environment would ease the implementation
and help reduce costs.

However, such a solution needs to be supported by the
ability to integrate these two types of wireless LANs.
Practically, we have implemented a 2.4 GHz network in all
the environment, able to offer services for users that need
support for common applications, while the 60 GHz network
is implemented in only a few key points of the environment,
like conference rooms, executives offices, etc., able to
support the need for high data rates applications like video
conferences or the transfer of large files.
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Figure 4. Level of received signal strength for the 60 GHZ WLAN.
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The same scenario considering a femtocell-macrocell
network would imply a different approach. Considering a
macrocell network already deployed in the exterior of the
building, the complicated structure of the scenario and
simulations done, which reveal a poor indoor coverage of the
macrocellular approach, demonstrate the need to implement
a femtocell transmitter. By doing this, with only one
femtocell transmitter, the coverage inside the office building
is assured with good results. The technical parameters of the
deployed transmitters are presented in Table 2.

Considering the cellular network implementation
standard as being UMTS, the operating frequency chosen is
considered to be 2 GHz. The considered macrocellular base
station is placed at a distance of 550 meters from the indoor
environment, while the femtocells are placed in the
environment, at various positions such that they will assure a
sufficiently high level of the received signal strength . The
considered transmit power is 43 dBm for the MacroBS and
20 dBm for the FAPs. In case of the FAPs, an adaptive
power control algorithm would be necessary to reduce the
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cross-tier interference that occurs between the femtocells and
macrocell respectively.

TABLE II. TECHNICAL PARAMETERS OF THE CELLULAR NETWORK
TRANSMITTERS
Parameter MacroBS FAP
Antenna type UMTS 30.03 Omnidirectional
Sector antenna
Antenna Gain 1dB 0dB
Polarization Linear vertical Linear vertical
Orientation of the | Phi =90 deg. Phi = 0 deg.
antenna Theta = 0 deg Theta =0 deg
Antenna height 7 meters 3 meters
Transmit power 43 dBm 20 dBm
Carrier frequency 2 GHz 2 GHz
Distance to the indoor . .
location boundary | 550 meters Vanab} c depending
R on position
(window)

A sample snapshot of the level of the received signal
strength coming from the femtocell base stations is presented
in Figure 5.

Figure 5. Level of received signal strength for the femto-macro network.

One may notice that in order to assure coverage inside
the indoor environment only three femtocell base stations are
necessary, considering also that we benefit from the outdoor
signal of the macrocell base station. Therefore, from the
point of view of the user, the cost are significantly lower in
the case of using the femtocell solution, rather than the 60
GHz WLAN, mainly because of the much lower number of
transmitters needed to cover that certain area.

The complex nature of the environment influences the
coverage differently in the cases of the two technologies.
Therefore, one important factor because of which we need
such a high number of transmitters in case of the WLAN,
necessary to cover the scenario, is represented by the
attenuation created by the environment to the traveling
waves. Table 3, presents a comparative study between the
attenuations that occur for the 60 GHz and 2 GHz,
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respectively. One interesting fact here, consists in the
attenuation introduced by the human body to the waves
operating at 60 GHz. As mentioned before, the 60 GHz
frequency is the resonance frequency for oxygen, and given
the fact that the human body is constituted in a high
proportion out of water, such an obstacle practically creates
isolation to a receiver situated behind it.

TABLE III. ATTENUATIONS INTRODUCED BY THE ENVIRONMENT
Attenuation introduced [dBm]

Obstacle 2GH: 60 GHz

Outer wall (Concrete 40 cm) 27 ~30 | No detectable signal

Inner wall (Glass 3cm) 3~4 10~ 12

Inner wall (Brick 10 cm) 16 ~ 19 | No detectable signal

Door (Glass 2 cm) 25~4 3~5

Cubicles (Wood 5 cm) 3.5~5 18 ~23

Door (Reinforced wood 3 cm) 23 ~25 | No detectable signal

Human body 13 No detectable signal

Considering these results, one important factor when
choosing between one technology or the other is represented
by the costs of the deployment at the user. Therefore, when
implementing a combined 60 GHz — 2.4 GHz WLAN, the
user would need to support the entire cost of the equipment.
Even though the 60 GHz transmitters are positioned only in a
few points in the environment, and with the research done in
using the CMOS technology to develop these transmitters,
the overall cost of the WLAN network would exceed that of
choosing the femtocell technology. In this latter case, the
user would need to acquire only the FAP, which is by
definition of low cost; thus, the investment is minimal.

With the development of the new cellular standards like
LTE and WiMAX combined with the femtocell
implementation which assures the necessary radio coverage
in the indoor environment, the user would be able to obtain
comparable or even higher data rates, than by using the 2.4
GHz WLAN system. Another advantage in favor of the
femtocell is that the handsets need no additional
improvements in order to work using the femtocell
technology considering the same operating frequency, while
for the 60 GHz technology the terminals would need
additional improvements in order to facilitate this operation.

But, the femtocell technology will never be able to
achieve the high data rates offered by the 60 GHz WLAN.
Therefore, when choosing one technology or the other the
user must decide if it is worth to invest in a costly network,
but which offers great transfer rates, or if its requirements
can be supported by a less costly network, capable of
assuring sufficient transfer rates.

IV. CONCLUSIONS

The goal of the paper was to realize a comparison
between two upcoming new technologies that will be
available on the market in the next few years: the 60 GHz
technology with direct applications in the wireless local area
networks domain, and the femtocell technology which will
be implemented in order to enhance the coverage and
capacity of the existing macrocellular networks.
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Both technologies offer good advantages for the users:
the 60 GHz WLAN offers great transfer rates, unmatched by
any of the existing technologies; while the femtocell concept
enhances the coverage of cellular networks leading to a
higher QoS level at the receiver site, offering the possibility
to obtain good transfer rates, enhances the capacity of the
network by managing a part of the users that were normally
handled by the macrocell, all of these with the advantage of
mobility. Therefore, the femtocell is advantageous for both
the operator and the user.

But, besides these benefits, the mentioned technologies
have some drawbacks as well: in the case of the 60 GHz
network, the major issue refers to the fact that the coverage
of a transmitter is limited by the closed environment it is
placed in. Also, another relevant problem is represented by
the handover of a user between two transmitters, mainly
because of the little superimposing of the coverage areas of
two adjacent cells..

For the femtocell concept, the major problem relates to
the interferences that occur between the femtocellular and
macrocellular layers. This issue will probably be resolved in
the near future due to the extensive research done in this
domain in the last few years.

Therefore, in the mass market implementation the
femtocell concept will outrank the 60 GHz WLAN, due to its
low cost and mobility advantage that it provides. This does
not mean that the 60 GHz WLAN will disappear from the
market, on the contrary, its implementation will address
more high demanding applications most likely for the
technological and research domains.
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Abstract—Focus of this paper is the evaluation and opti-
mization of automatic network planning algorithms considering
different communication technologies supporting Smart Grid
communication infrastructures. Therefore, a performance eval-
uation and sensitivity analysis of parameters of greedy-based
algorithms solving the covering-location problem are imple-
mented and analyzed in a discrete-event simulation environ-
ment. Based upon the presented results, an optimization based
on the greedy algorithm is introduced considering Smart Grid
technology and topology specific parameters. An evaluation
for several real-world reference scenarios shows the influence
of multi-layered and heterogeneous network topologies, which
are typically used in Smart Gird ICT networks, including
wired, wireless and Powerline Communication technologies.
Depending on the technology, an optimization of the deploy-
ment level and number of network entities can be achieved and
is presented by a reduction up to 30% for single-technology
topologies and up to 10% for heterogeneous topologies.

Keywords-network planning algorithm; covering location prob-
lem; heterogeneous infrastructures; smart grid.

I. INTRODUCTION

Current Smart Grid approaches comprise an actively in-
tegration of distributed energy sources and loads into the
energy grid in order to enable a more balanced usage
of volatile energy sources and movable load systems. In
this context, several smart energy management approaches
are present like locally managed and self-sustaining Micro
Grids [1] and centralized load coordination like Demand
Side Management (DSM), Distributed Energy Resources
(DER) for example based on dynamic energy prices. At
this point, seamless integration of DER and DSM at the
customers households are some of the key capabilities of
future Smart Grid infrastructures. For this purpose, the
underlying communication infrastructure requires a reliable,
sufficient dimensioned and demand-oriented network design
in order to transport metering data, control information and
to provide added-value services with the required Quality-
of-Service (QoS). But the challenging task in designing
a network infrastructure for these application is caused
by the heterogeneity of access technologies (e.g., GPRS,
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PLC, DSL), combining shared and dedicated infrastructures,
integrating existing networks, deploying new networks and
providing Home Area Networks (HAN), Neighborhood Area
Networks (NAN) and Wide Area Networks (WAN) for
different application scenarios [2]. The variety in applicable
technologies leads to a heterogeneous infrastructure, which
requires detailed and adjustable network planning algorithms
considering the different architectural structures for different
technologies.

The work in this paper concentrates on the design and
evaluation of heterogeneous network infrastructure planning
algorithms. Therefore several network planning methologies
are discussed in terms of cell size, cell capacity, multi-
layered and heterogeneous topologies. A Greedy-based al-
gorithm is evaluated by simulation and enhanced for typical
Smart Grid infrastructures.

The paper is structured as follows: Section II introduces
related work in terms of ongoing Smart Grid projects and
network planning algorithms. The implemented algorithms
and the simulation environment are presented in Section III.
The performance evaluation of a typical Smart Grid scenario
is addressed in Section IV. Finally, the paper is finished with
conclusion and an outlook on future work.

II. PROBLEM STATEMENT AND RELATED WORK

An overview on heterogeneous network topologies sup-
porting the Smart Gird by using different technologies for
multiple application scenarios is given in the following Sec-
tion II-A. An approach describing the optimization problem
is given in Section II-B, whereas a state-of-the-art review of
network planning algorithms is provided in Section II-C.

A. Smart Grid Topologies

Network infrastructures for Smart Grids applications com-
prise different aggregation levels in HAN, NAN and WAN
infrastructures in order to support different ICT and Energy
components [3]. Figure 1 shows a multi-layered network
topology for integrating large-scale components, like wind
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and solar farms, as well as particular smart energy house-
holds and micro grids. In order to provide connectivity
to the customers premises equipment, several options has
been introduced [4], which mainly base on two scenarios:
a dedicated network infrastructure and a shared network
infrastructure. By using a shared network infrastructure, re-
strictions in terms of Quality-of-Service have to be accepted
due to non-exclusive usage of the medium. On the other
hand, this solution offers an economic alternative by using
existing infrastructures.

Wired preexisting technologies (e.g., DSL, FTTx, GPON)
[5] in the Smart Grid context are used for integrating the
prosumers (producer and cosumer) households and sub-,
resp. transformer stations into the infrastructure. Since in-
stallation costs are higher compared to wireless technologies,
the integration of existing infrastructures is widely preferred.

Using the powerline as transmission medium for data
has been discussed decades-long and has been established
successfully for the transport grid. Concerning the present
efforts on integrating new actors like the prosumers, into the
Smart Grid, especially Broadband PLC technologies (IEEE
P1901, HomePlug 1.0/1.0 Turbo/AV/AV+, DS2, Panasonic
HD) become more relevant. Due to new capabilities like
larger bandwidth, higher modulation schemes and notching
filter, the BPLC technologies offers an economic solution
for the communication infrastructure on several levels of the
Smart Grid. Furthermore, narrowband PLC technologies are
discussed as a last-mile solution due to moderate installation
costs and exclusive usage.

Wireless Technologies, like GSM, UMTS as well as LTE
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Multi-Layered Network Topologies for Smart Grid Application Scenarios

and Mobile WiMAX offer a cost-efficient solution for new
communication infrastructures due to the saved installation
costs for cables. On the other side, wireless technologies are
based on a substantiated network design covering resource
and frequency allocation. Several Smart Metering projects
are based upon wireless low data rate approaches, but for a
comprehensive installation of Smart Meters and for offering
enhanced services like DSM enhancements, the usage of
next generation cellular networks for machine-to-machine
(M2M) services is currently evaluated. Especially the usage
of lower frequency ranges (e.g., digital dividend after digital
television transition) for dedicated services (Smart Metering,
DSM, Substation Automation) offers a promising solution
for covering rural areas, whereas the development of future
network deployments needs to be taken into account.

B. Covering-Location-Problem

Deploying and optimizing the previously described
networking technologies is related to the Set-Covering-
Location-Problem (SCLP), which is one of the most studied
NP-hard problems [6]. The goal is to cover a given set of
demand nodes J = {0,...,m}, e.g., Smart Energy Houses,
with the minimum number of required infrastructure nodes,
e.g., base stations, which are taken from a set of possible
infrastructure node positions I = {0, ...,n}. A mathematical
description of the optimization problem is given by

minZyi (D

i€l
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under the condition that

> rgyi>1 for jel )
i€l
with
vi,ri; €{0,1}  for iel,jeld 3)

whereas y; is representing the deployed infrastructure node
positions and r;; is indicating the according covered demand
nodes in range.

The Maximum-Covering-Location-Problem (MCLP) is a
modification of the SCLP, where the goal is to cover a
maximum number of demand nodes with a limited number
of infrastructure nodes. In order to priorize the demand
nodes an additional parameter b; for 7 € J is introduced
and the relation for the optimization problem is given by

mazx Z b x; 4)
jeJ
under the condition that
Zrij'inl‘j for jedJ 5)
iel
and
d ui=p ©6)
iel
and
zj,y; € {0,1} for iel,jelJ @)

Several approaches for solving the optimization problem are
discussed in literature and summarized in the next section.

C. Network Planning Algorithms

In general, the following networking algorithms are dis-
cussed in the literature [7]: Exact Algorithms, Genetic Algo-
rithms and Heuristic Algorithms.

In order to obtain an optimal solution for the problem, ex-
act algorithms search all potential solutions in the parameter
space, which is a time-consuming procedure, in the context
of Smart Grid infrastructures, where thousands of nodes
are taken into account [8]. Another approach are genetic
algorithms based on Darwin theory of natural selection and
its class of evolutionary algorithm. The idea behind this
algorithm is to start with an initial population and then
individuals from the initial population are selected in order
to generate new individual solutions [9][10]. Heuristics al-
gorithms are approximated algorithms and provide relatively
optimal solutions in a reasonable computation time. This
is a compromise between solution quality and execution
time, which offers a sufficient solution for network planning.
There are several approximated algorithms used to solve
network planning problems, like Tabu Search [11], Simu-
lated Annealing [12] and Greedy Algorithm [7], which are
iterative algorithms calculating stepwise the local optimum.
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III. SIMULATION ENVIRONMENT

In order to compare the different optimization approaches
and network planning methods, a geo-based simulation envi-
ronment [13] is used for the conducted performance analysis.
Due to the geo-based positions of the communication nodes,
close to real world scenarios were investigated in order
to analyze the impact of the algorithms on the real-world
scenarios.

O Smart Energy Single-family Houses | © ©
g

W Smart Energy Double-family House &

’ Smart Energy Multi-family House

<< )) Suppliers (NAN + WAN)

@ street Reference Point

Figure 2.

Simulation Scenario with Multi-Layered Infrastructure and
Adaptive Cell Size

A. Geo based Scenario Generator

The presented simulation model is based on the discrete
event simulator OMNeT++ [14]. The developed geo-position
scenario generator acquires the coordinates from different
offline sources. This includes own acquired data and govern-
mental/commercial data products, as well as online sources,
like the Google Maps API (Premier) or OpenStreetMap. Due
to the limitations in requesting data from the online sources,
the online procedure is reasonable for smaller scenarios,
but in case of a large-scale scenario, the acquisition of the
geo-positions can be performed by offline sources. In order

Broadband NAN Technology
Wired Wireless PLC
max. Demand Nodes per Cell 96 200 48
min. Demand Nodes per Cell 18 6 6
max. Distance/Range 500 m 200 m 100 m
Infrastructure Node Positions Streets Houses Streets
Coverage Area Calculation Distance | Channel Model | Distance
Table I

PARAMETERS FOR DIFFERENT APPLICATION SCENARIOS

to generate a large-scale network with thousands of nodes,
a dynamic network creation is necessary. This avoids a
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manual, time-consuming static generation and configuration
of each node. In our approach, we use geographic positions
of real locations, e.g., houses, as input parameters for the
automatic network generation. This ensures a close to real-
ity network topology. An exemplary geo-based simulation
scenario is presented in Figure 2.

Initialization, generation and configuration of the net-
work are executed by a core simulation [13]. A set of
preconfigured geographic positions (north-west and south-
east corner coordinates) mark the simulation playground.
The core simulation can receive the positions of nodes,
which are located within the playground, from an offline
source and online from an external SQL database, e.g.,
the geo-position database GeoDatabase. Via a connection
between the core simulation and the GeoDatabase [13], all
information about existing nodes within the playground and
neighbors of particular nodes can be retrieved, including the
information listed in Table III-A. The dynamic node creation
is based on the received geographic positions. Nodes are
placed on the Cartesian positions (X,y), which are calculated
using Mercator projection of GPS position data of real
locations.

B. Network Planning Algorithms

The network planning algorithm is based upon a Greedy-
Adding Algorithm [15] with several adjustments in terms
of cell size, link budget and multi-layered infrastructures in
order to meet the requirements on a communication infras-
tructure for a Smart Grid. The parameters of implemented
different broadband NAN technologies are summarized in
Table III-A.

1) Greedy Adding Algorithmic: The Greedy Adding Al-
gorithm offers a powerful approach for solving the CLP, but
in some cases a non optimal result is calculated. Especially
in areas of high density with a linear placement of communi-
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coverage cell
(6 nodes) F ==
2. Add next max.
coverage cell
(with max. overlap)
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Network Planning based upon Greedy Algorithms and Enhanced Greedy Algorithms

cation nodes, which is usually the case for streets or smaller
villages, an optimization of the Greedy-Adding algorithm
can reduce the overall number of communication cells.
Figure 3 shows the comparison of the common and enhanced
Greedy Algorithm. The common Greedy Algorithm selects
the next best candidate position for an infrastructure node by
selecting the position, which covers the maximum number
of uncovered demand nodes. This procedure comes along
with two disadvantages: On the one hand, two or more
equal positions can not be distinguished due to the next
best position is chosen from the list. On the other hand,
one position with less uncovered demand nodes could have
a better coverage due to already covered demand nodes
within the area, which are not taken into consideration.
The enhanced algorithm adds in a first step an additional
condition to the next best candidate selection by choosing
the best position with additionally covering already covered
demand nodes. In a second step all candidate positions are
checked for multiple covered demand nodes and removed if
more than one candidate position is available. Finally, the
increased overlapping areas of neighbored cells caused by
the additional condition are reduced by optimizing the cell
radius and threshold adjustment (see Section III-B2).

2) Adaptive Cell Radius: Usually, the initial connectivity
range of a candidate point is adjusted by a simple distance
calculation. In reality, more parameters are influencing the
connectivity range, e.g., transmission power, outdoor-to-
indoor transition, fast fading, incident angle, as well as
maximum capacity. In order to meet the requirements for a
sufficient simulation of the transmission range per cell, the
cell radius is adjusted dynamically by increasing the trans-
mission power from a minimum threshold to a maximum
threshold until the maximum transmission power or number
of traffic nodes is reached.
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3) Link Budget: The calculation of the link budget is
accomplished by using appropriate analytic channel mod-
els, which take into account the distance, incident angle,
house type and orientation. In the presented simulations,
analytic radio propagation models are used for different
topologies described in Section II-A, which enables a large-
scale analysis of the topologies and offers extensibility in
terms of technologies. For urban areas, the transmission
range is calculated by the Okumura-Hata channel model
[16][17][18] covering a high density of stationary commu-
nication nodes, prevailing Non-Line-Of-Sight connections
and smaller communication ranges. In suburban and rural
areas, a predominant number of communication nodes are
placed in a (Near)Line-of-Sight conditions and usually the
communication ranges are increased.

4) Multi-layered Network Topologies: By introducing
multi-layered network topologies, e.g., aggregation of Smart
Metering data by NAN technologies, an overlapping WAN-
technology is required for collecting data from the aggre-
gation points. Additionally, nodes, which are not covered
due to their secluded position, can also be covered by the
overlapping WAN technology and additionally, an economic
threshold of minimum numbers of demand nodes per cell
can be defined for the network planning process (e.g. min.
6 nodes). The network planning process for the next higher
layer uses the same metric as described in Section III-B2
with according parameters for the WAN technology.

IV. PERFORMANCE ANALYSIS

The results from the simulation are presented in this
section. In Figure 4, the coverage of demand nodes is shown
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Figure 4. Coverage of Demand Nodes Depending on the Number of
Infrastructure Nodes

depending on the number of infrastructure nodes for a single
layered topology. Due to the lower capacity of the PLC cells,
up to 150 infrastructure nodes are required in order to cover
the whole area, whereas the wireless NAN network requires
72 infrastructure nodes and the wired NAN network requires
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40 infrastructure nodes. The influence of the transmission
range and capacity is shown by the comparison of the
wireless and wired NAN technology. Hence, the wireless
NAN technology covers more demand nodes during the first
planning steps due to the higher capacity, whereas the wired
technology shows overall lower number of infrastructure
nodes due to the higher transmission range.
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Figure 5. Comparison of NAN Technologies for Multi-Layered Topology
Planning

In order to analyze the influence of multiple technologies
in one scenario, an additionally heterogeneous network
scenario has been analyzed. The results show, that the
heterogeneous NAN network shows the same behavior up
to a level of deployment of 50% of the wired network, up
to a level of deployment of 90% of the wireless network and
above 90% of the PLC network. Due to the heterogeneous
approach, the number of infrastructure nodes is reduced to
120 together with enhancing the coverage throughout the
planning process.

The problem by providing full coverage are secluded
nodes (e.g., rural areas). Therefore, a multi-layered infras-
tructure is introduced by dividing the network into two
layers, whereas L1 represents the NAN connectivity and L2
presents the WAN connectivity. The results for a comparison
between a single-layered and multi-layered scenarios are
shown in Figure 5.

In the multi-layered scenarios, a threshold is defined,
which sets the minimum number of demand nodes per NAN
cell. All uncovered demand nodes from the L1 are covered
in a second planning step (L2) with all L1 infrastructure
nodes. The multi-layered planning algorithm shows a better
result by reducing the number of infrastructure nodes of up
to 30% in the PLC scenario and up to 10% in the mixed
scenario.

V. CONCLUSION AND FUTURE WORK

The results presented in this paper show the influence of
different parameters and enhancements on greedy based net-
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work planning algorithms in order to evaluate the usability
for Smart Grid ICT topologies. Based upon a real-world
scenario, which has been evaluated by a geo-based simula-
tion environment, the influence of multi-layered topologies
where analyzed. Hence, a reduction of infrastructure nodes
in the presented heterogeneous scenario of up to 10% could
be achieved. The influence of a more detailled model of the
actual transmission medium by analytic channel models, link
budget calculation and adaptive cell size were analyzed as
well.

Future work will focus on the integration of more detailed
traffic analysis of the particular network entities in order
to optimize the maximum cell size an capacity. Further-
more the performance evaluation of the designed networks
within a protocol simulation environment and comparison
to established telecommunication networks will give some
indications of further optimization approaches in terms of
adjusting the multi-layer thresholds and scalability issues.
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Abstract-The Radio Frequency Pattern Matching (RFPM)
method is an useful solution for UE positioning, and it is not
sensitive to the channel states and multipath impact compared
with the time-of-arrival schemes. With the help of drive test or
other estimation algorithms, the RF pattern database can be
constructed efficiently. The positioning accuracy of RFPM is
tightly related with the member of measurement elements for
pattern matching. In this paper, the UE velocity is adopted in
the RFPM positioning to improve the positioning accuracy,
and the Cramer-Rao lower bound is used for accuracy
evaluation and comparison. From the simulation results the
positioning accuracy can be improved remarkably when the
UE velocity is considered in addtion to the reference signal
received power (RSRP), timing advance (TA) and reference
signal time difference (RSTD) in the pattern matching.

Keywords - Cramer-Rao Lower Bound; RFPM

l. INTRODUCTION

Location estimation has received great deal of attention
over the last two decades due to the requirements set forced
by the US Federal Communications Commission (FCC) for
Enhanced-911 (E-911) safety services [1]. RF Pattern
Matching is a positioning method proposed in 3GPP RAN4
meetings. This method can locate the target UE in an area by
comparing its RF measurement against a detailed model of
the RF environment for that area. The RF parameters
measured by the UE could be serving cell identity, reference
signal strengths for serving and neighboring cells, timing
advance, etc. The RF environment model could be stored in
the form of a database of signal strengths vectors indexed by
location coordinates of an area, and which could be
constructed in advance or real time using a combination of
RF propagating modeling and possibly test measurements
[2].
In [5], a novel method about finger print positioning
based on spatial correlation of collected signal samples and
spatial diversity is proposed which can improve positioning
accuracy and reduce time consumption of constructing a
metropolitan-scale radio map, however only the received
signal strength (RSS) have been considered in the algorithms
which limit the peak performance. In [6], position
estimations got from the so-called Neural Network
localization are further processed through a Kalman
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filtering-based tracking algorithm and thereafter, the
processed position is matched to the road according to the
map-matching technique applied. However, it cannot work
without the existing GPS. In [7], a novel positioning system
is proposed, which consist of three sub-systems, and the first
sub-system solves the problems related to fingerprint
localization and involves neural network as key element of
the positioning algorithm. It also ignores the distance and
velocity information for improving positioning accuracy.

In this paper, we propose to introduce velocity into the
existing RF Pattern Matching schemes for performance
improvement. If the velocity estimation can be achieved at
UE side with specific measurement errors, it can be adopted
for RF Pattern Matching to improve the positioning accuracy
using the RF database.

This paper is structured as follows. In Section 2, we will
introduce RF Pattern Matching positioning method and
diversified measurements with Cramer-Rao lower bound
error model. In Section 3, based on the analysis, a RFPM
method with velocity is presented, and mathematic
expression can be provided as a new positioning error model.
Section 4 shows simulation results of proposed method
compared with traditional RFPM, and the analysis of
simulation results show advantages of proposed method.
Finally, conclusions are drawn in Section 5.

Il.  ERROR MODEL ANALYSIS

The general error model is proposed as shown in the
paper [2]. It assumes a model where measurements are
non-linearly related to the parameter of interest (location, i.e.,
coordinate of the UE) and are corrupted by Gaussian Noise.
More specifically, let y be a length N vector of
measurements as below:

y =h(X,)+n (2.2)

where x = (X,q,

h(Xus ) = (hy (Xgs )y (Xys) hy (X.s)) is the N vector
of measurements which are the function of UE’ coordinate.
n, ) is the corresponding noise with the

X.s,) IS the coordinate of the UE,

n= (n1 n,
variance.
In estimation theory and statistics, the Cramer-Rao lower
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bound (CRLB) expresses a lower bound on the variance of
estimators of a deterministic parameter. A location error
function of Cramer-Rao lower bound can be calculated as

below:
Cloc = ftrace(z () (2.2)

oh (X,s) " oh. (X,s)
oX oX

(2.3)

1
I =—
O-i

HS HS

(2.3) is the ith measurement function’s fisher information
matrix. Error of positioning method can be calculated by
accumulating all the measurement’s information matrix as
indicated in [2].

In mobile communication system, many measurement
elements including RSRP (reference signal received power),
RSTD (reference signal time difference) and TA (timing
advance) can be used for RFPM.

The measurement element of RSRP is the estimated
value at UE side which can be derived from transmit power
and propagation loss. Hata models can be used to represent
the RSRP signature models as below:

RSRP = RSRP,.. —a x10xlog,,(d /d a (24

REF)_

where « is the pathloss exponent and d is the distance
between UE and serving eNodeB, RSRP,.. is the reference

RSRP calculated from reference distance d,_. and
a=05xFBRx(1-cos(f,s — b))

where FBR is the front-to-back ratio, 6, is the angle of UE

measured positive counter-clockwise from the X-axis,
0., is the angle of the antenna boresight measured positive

counter-clockwise from the X-axis. So differential
coefficient of RSRP can be get as below:;

ORSRP

=(pa, —ga, pa,+0qa,) (2.5)
OX,ys
Where
Xus1 ~ XceLr
= 2 2
\/(Xr—m - XCELLl) + (XHSZ - XCELLZ)
X - X
a. = HS 2 CELL2

2 2 2
'\/(XHSI - XCELLl) + (XHSZ - XCELLZ)

0= 10 < &
Inl10 d
) 1
q= —O,S*FBR*SII’I(QHS _QCELL)*_
d
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(XeeLrss Xeerr,) 1S the coordinate of the eNB of serving

cell. RSRP’s fisher information matrix can be calculated by
using (2.3) and (2.5) as below [3]:

X

| (pa, +qal)(|oa1—qaz)\|
G;SRP \(paz+qa1)(pa1_qaz) (paz +qa1)2 )

(2.6)

| 1 (pa-qa,)’

RSRP =

o is the RMS of RSRP measurement error.

RSRP
RSTD is time difference between positioning signal
arrival timing of reference cell and of neighboring cell,
which means that it is also the function of coordinate of the
target UE. According to RSTD definition, it can be
expressed as below [3]:

RSTD, = (d, —d,) /¢ 2.7)

whered, is distance between the UE and i-th eNodeB and ¢
is light speed.

1

|i - — %

RSTD 2
(c~* T rsto )

( (cosé’l—cosé'i)2 (cos @, —cos @ )(sin 6, —sin Hi)\

. . . . 2
(cos g, —cosd,)(sin g —sind,) (sin@, —sing,)

(2.8)

0, is the angle of the line between UE and ith cell

positive counter-clockwise from the X-axis. o, iS the

RMS of RSTD measurement error. The detailed formula for
RSTD is shown in [3].

TA can be used to estimate the distance from the UE to
serving eNodeB. Information matrix of TA can be calculated
by using the same principles as RSTD [3]:

0,5 Sin 6
1 ‘( €0s 6, sin HS\| 2.9)

(c*0,,)" (080, sin 6, sin 6, )

2
cos” &,
TA

o,, is the RMS of TA measurement error. The detailed

formula for TA is shown in [2].
The variance of RSRP, RSTD and TA can be assumed to

aS Olie, Oieo s Ol ,lespectively.

I1l.  PROPOSED POSITIONING METHOD

Velocity can be obtained by assuming UE move from
one point to another point during the certain time and it is
expressed as a function of UE’s coordinates information. It is
useful to distinguish UE status if the velocity can be used
appropriately, so the UE can be located well and truly. Based
on current Cramer-Rao lower bound in section II, the
positioning performance can be re-evaluated considering the
UE velocity in formula deducing. It can be expected that
positioning error lower bound of new RFPM with velocity is
smaller than traditional RFPM method.

Velocity can be calculated by the UE moving distance
divided the corresponding time. It is assumed that UE move
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from dp, = (™ x™) to dp, =(x"" x;"*) during the
time of At. So Velocity can be expressed as below:

01 _ ydp2 2+ o1 _ ydp2 2
ey I

So, differential coefficient of velocity can be obtained:

ov
odp,

1
= —(cos(d,) sin(@
At(cos( L) sin(6,))

where

(Xdpz _ Xdpl)

1 1
2 2
d d d d
\/(x Pox®) (%)
1 1
dp2 dpl
(" - ")
2 2
\/(Xdpl_xdpz) +(X;1p1_X:p2)
1 1

The information can be calculated as below:

cos(8,) =

sin(6,) =

Lo L |( cos’(6,)

"ol * At cos(6,)*sin(0,)

IO g
sin“(6,) )

0, is the angle of the line between UE last position and
current position positive counter-clockwise from the X-axis.
o, is the RMS of velocity measurement error. We can

calculate information matrix of this new positioning method
by using (2.6), (2.8),(2.9), (3.2):
I =1, + logpe + lpgrp + | (3.3)

RSTD TA

So, error can be calculated by using (2.2) and (3.3):

O oc = trace(l™") = \/':: (3.4)

where
M p’+q’ 1 r 1
O—:SRP (C*O—TA)2 (C*O-RSTD)Z O-\/Z*Atz
where r= 3 (cosd -cos6) + Y (sing, —sing,)’

i=[2,Nggrp ] i=[2,Ngsrp ]
Nrsto IS the number of cells participating the OTDOA
positioning.

Nl NZ N3
N = + +
2 * 2 * 2 2 % 2% o2k A2 2 4 2 *
GRSRP O_F{STD O_TA Gv GTA GRSTD
N, . N, N,
2 4 2.4 2 % A2 2 x 2 5.2 2 * 2 % 2
O_v At o—RSTD c O_RSRP O—TA c O_RSRP o_v At
N7
+ 4
*
(C O-RSTD)
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The related parameters used in above formulas can be
summarized as follows:

N1=(pa1—qa2)2 Z

i=[2,Ngsrp ]

_2*(pa2+qal)(pa1_qa2) z

i1=[2,Ngsrp ]

(p)" +(pa, +0a)" > ()

i=[2,Ngsrp ]
(pi4)

2

N, = (Sin(gHs - 6\/))

- 2 *
N, =cos” 6, >
i=[2,Ngsrp ]
- .
—2%*cosb, sinb,,

1=[2,Ngsrp ]

(p,)" +sin? @, * > 1)?

i=[2,Ngsrp ]

(pid)

— 29 *
N,=cos"6,*
1=[2,Nggrp ]
. .
-2*cosd,sing, >

i=[2,Nggrp ]

(p) +sin®0,* > (&)

1=[2,Ngsrp ]

(o)
N, = ((pa, —qa,)*sin6,, —(pa, + qal)*cosHHS)2

N, = ((pa, —qa,)*sing, —(pa, +qa1)*cos¢9v)2

(pi)zf( Z /lipi)z

i=[2,Nggrp ]

CHREDY

i1=[2,Ngsrp ]

N Y

=12, Npsro]
where 4, = cos@, —cosg, and p, =sing, —siné,.

IV. SIMULATION RESULTS ANALYSIS

To verify the proposed scheme, we simulated both
traditional RFPM and our strategy in Urban environment
scenario. In this section, the simulator of RFPM with
Velocity is described in detail.

The 19 (sites) * 3 (sectors) topology is used in the Fig. 1,
and the evaluation area is covered by the 3 center green
sectors where UEs are uniformly dropped in our simulator.
The site indexes are illustrated, and the bound of sectors is
denoted by the dash line [3].

Inter-site distance (ISD) is 500 meter. Pathloss exponent
is 0.5 and FBR equals to 30dB. Reference distance can be set
100 meter so that reference power can be calculated as -80.5
dBm according to hata model. Minimum Distance between
target UE and eNodeB is 35m. The RSRP measurement
error is defined in the RSRP, RSTD and TA accuracy
requirement of [4].

y [ Evaluation area
Figure 1. Network topology
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For our simulation, the +8 dB measurement error is
assumed, while the RSTD and TA measurement error is
assumed to be 5Ts, 10Ts respectively. Ts is the minimum
time resolution of LTE systems, which equals to
1/(2048*15000)(s). Velocity variance is equipment
implementation specific, and according to existing data,
bothlm/s and 0.5m/s are reasonable error value for this
simulation. Atcan be calculated by using the equation as
below:

=22 (4.2)
\

In our simulation, we make a comparison between our
strategy and traditional RFPM, in which Velocity is assumed
to be 3km/h and 120km/h respectively. All the detailed
simulation parameters are listed in Table I.

TABLE I. SIMULATION ASSUMPTIONS

Parameters Value
Inter-site distance 512 m
Reference distance 100 m
FBR 30dB
Reference power -80.5 dBm
RSRP measurement errors 10 dB

TA measurement errors 10Ts
RSTD measurement errors 5Ts

Velocity variance 1m/s, 0.5m/s

Minimum distance between target | 35m
UE and eNodeB

Pathloss exponent 0.5
NrsTD 4
UE velocity 3/120 km/h

RFPM is related with the number of measurement
elements. It means that if velocity is used for mapping the
existing RFPM performance can be enhanced from theory
aspect.

Based on the assumptions and Cramer-Rao lower Bound
deducing, the simulation results can be obtained as shown in
Figure 2 and Figure 3, improvement is quite obvious.
According to the simulation results figures, the following
table can be achieved. Comparison of two positioning
methods performance is given in Table I1.

TABLE II. COMPARISON RESULTS SUMMARY

Velocity Variance [ 1m/s [ 0.5m/s
Positioning error

RFPM with 3km/h 49.6m 47.2m

RFPM with 120km/h 46.6m 45.7m

RFPM without velocity 66.9m 66.9m

velocity variance = 0.5mis
1
————— RFPM with speed3(57%=47.2 95%=91.9)

""""" RFPM with speed120(67%=45.7 95%=91.9) -]
— RFPM without speed(B7 %=669,95%=1005)

percatile
o
[

o
=

03

02

40 50 60 70 80
error(m)

Figure 2. Comparison of methods (0.5m/s)
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Figure 3. Comparison of methods (1m/s)

V. CONCLUSION AND FUTURE WORKS

In this paper, several positioning error models are
provided based on the current 3GPP RAN4 protocols and the
Cramer-Rao lower bound is used for positioning accuracy
performance evaluation. As a novel update to the
conventional schemes, the UE velocity is adopted to improve
the RF pattern matching efficiency, and this novel RFPM
scheme can remarkably enhance the UE positioning
accuracy with 25.8%-~32.2% gain compared with the
traditional RFPM from Cramer-Rao lower bound deducing
and related simulations. Besides the velocity information,
other signature information can also improve the RFPM
performance, such as temperature information, and these
signature information for RFPM can be included in future
works.
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Abstract—The MAC (Medium Access Control) protocol has an
important influence on network performance, especially in
home health monitoring which constrains delivery of time-
sensitive message and power consumption. In this paper, a
multi-hop mesh sensor network is proposed based on a novel
MAC protocol ADCF (Adaptive and Distributed Collision-
Free). ADCF uses CFBS (Collision-Free Beacon Slot) and
CFDS (Collision-Free Data Slot) mechanisms to guarantee QoS
(Quality of Service) while reducing energy consumption in a
mesh topology. The simulation results show better
performances of ADCF compared with IEEE 802.15.4 MAC
protocol in terms of energy and guaranteed medium access
with the flexibility of mesh topology.

Keywords-IEEE 802.15.4; mesh topology; QoS; energy
saving, health monitoring application

L INTRODUCTION

Our application scenario is focused on the monitoring of
the elderly at home via a WSN (Wireless Sensor Network).
ADCEF sensor nodes are put on the ceiling, wall, furniture
and the body of the person. For example, when the
accelerometer detects a fall of the person, an alarm should be
sent with some guaranties in terms of delay. In addition, the
network should be self-organizing and could tolerate a link
failure or a link establishment. Therefore, all ADCF nodes
are expected to have the same role (both sensor and router)
in a mesh topology.

Several projects have been investigated on the habitat
monitoring [1-3]. There are generally two main constraints
for this WSN: time-sensitive delivery of some urgent
messages and power consumption. Many technologies exist
at different layers to improve these two constraints [4]. Our
work focuses on MAC layer. As the largest energy
consumption of the nodes is due to the time spent in the idle
state [5], so time slot allocation is an important task. The
avoidance of collisions between 2-hop neighbors is another
goal because there is scarcely interference at distance of
more than 2 hops [6].

This paper aims to present a novel MAC protocol based
on IEEE 802.15.4 to build a scalable and robust WSN for
home health monitoring. The paper is organized as follows:
section 2 investigates the current MAC protocol for this
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application. The proposed ADCF MAC is described
gradually in section 3. Section 4 provides simulation results
while the last section concludes the paper.

II.  RELATED WORK

MAC protocols for WSN could be classified into two
categories. The first category is based on conventional
wireless protocols, especially IEEE 802.11(a/b/g/n/ac).
These protocols typically provide a general mechanism that
works reasonably well for a large set of traffic load.
Therefore, these protocols don’t meet our goals and will not
be discussed in this paper. IEEE 802.11ah is an on-going
work about energy efficient MAC for low traffic sensor
network. However, some issues such as frame header
compression are still open and there are now no available
products for our future work. The second category based on
IEEE 802.15.4 is being considered as a promising way for
low-cost low-power WSN. In part A, IEEE 802.15.4
standard is briefly presented. Recent works based on this
standard have been fully studied in part B.

A. IEEE 802.15.4 Standard

IEEE 802.15.4 [7] protocol supports beacon and non-
beacon mode. More precisely, in beacon mode, it is possible
to achieve variable duty cycles (from 100% down to
0.006%), which is particularly interesting for our application
where energy constraint and network lifetime are main
concerns. In addition, beacon mode has an attractive feature
for time-sensitive applications as QoS properties are
available with GTS (Guaranteed Time Slot) mechanism. On
the other side, non-beacon mode, which has the advantage of
lower complexity and more scalability as compared with
beacon mode, does not provide any of those features.

Therefore, we focus on beacon mode which seems to be a
promising way. However, several issues in the standard are
still open. One of those issues is how to build a synchronized
multi-hop mesh network for power efficient, scalable and
robust networking. In fact, while the current standard
supports multi-hop networking using peer-to-peer topology,
it restricts its use to non-beacon mode. This contradiction
makes urgent requirement of novel MAC protocols.
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B. MAC Protocols Based on IEEE 802.15.4

ZigBee specifications [8] clear the ambiguities of IEEE
802.15.4 in a cluster-tree topology. The centralized PAN
(Personal Area Network) coordinator assigns a beacon
transmission offset for each node when it wants to associate
the PAN. Therefore, the communication range and the
requirements of time-sensitive are both limited.

Anis Koubaa [9-10] continues the work in the domain of
cluster-tree topology. However, the requirement of different
BI (Beacon Interval) and SD (Superframe Duration) for each
node is calculated in advance. These weaken the flexibility
and robustness as well as restrict the scalability of network.

Another example has been proposed in OCARI project
[11-12]. A PAN coordinator which receives all the
association requests decides beacon slot for each node. The
main drawback of this solution is the lack of flexibility,
especially regarding the changing topology and the
inconstancy of wireless medium.

P. S. Muthukumaran presented MeshMAC protocol [13].
This protocol enables mesh networking over beacon mode
through a distributed SDS (Superframe Duration Scheduling)
strategy in which each node calculates its schedule to
transmit beacons based only on locally available information.
The limitations of MeshMAC are: it imposes very low duty
cycles; the beacon transmission offset is difficult to choose
for the changing topology.

B. Carballido Villaverde proposed DBOP MAC protocol
[14]. Tt creates a BOP (Beacon Only Period) where beacons
are transmitted at different time slots among neighbors and
neighbors’ neighbors. However, DBOP introduces an
overhead into the network. Another drawback is the
inefficient management of BOP length. In addition, how to
offer QoS for different application traffic is not discussed.

I1II. ADCF MAC ProTOCOL

The objective of ADCF is to build a beacon-enabled
WSN over an IEEE 802.15.4 PHY which supports mesh
topology and enables better energy efficiency. While a
previous paper [15] only focused on beacon scheduling and
network construction, in this paper we detail the mechanism
of Collision-Free Data Slot (CFDS) in the mesh topology.
Additionally, corresponding simulation results and the
operation of ADCF are first presented.

Before showing the characteristics of ADCF, some
assumptions should be highlighted: all the considered nodes
have the capacity to be both sensor and router; nodes
addresses have been preliminary set.

A.  Overview of ADCF

As shown in Fig. 1, the superframe of ADCF is
organized in three parts: BOP, active period and inactive
period. BOP is organized by CFBS (Collision Free Beacon
Slot). Each node has a 2-hop collision-free beacon slot in
BOP. Similarly, ADCF nodes can access the medium by
slotted CSMA or guaranteed mechanism CFDS (Collision
Free Data Slot) in the active period. Inactive period is
optional for energy saving.
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Figure 1. ADCEF superframe structure.

The basic parameters are consistent with IEEE 802.15.4:

e  Active period is divided into 16 slots.

e 0 < SO (Superframe Order) < BO (Beacon Order)
<l14.

e aBaseSuperframeDuration denotes the number of
symbols that form a superframe when SO is 0.

B.  Operation of ADCF

ADCEF includes several slight protocols: BEP (Beacon
Exchange Protocol), ISP (Initiator Selection Protocol),
BSAP (Beacon Slot Allocation Protocol), DSAP (Data Slot
Allocation Protocol) and SRP (Smart Repair Protocol). In
addition, SPA (Simple Priority Algorithm) is used repeatedly
in ISP and BSAP.

Working stage

-~ SPA RN
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/ \
[’ \‘ Application
} % ISP : demand
i NT |
| @ I
5 I ONT
1S ! » DSAP
' 8 l
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] }
E ‘
I
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Figure 2. ADCEF operation diagram.

Each ADCF node has a NT (Neighbor Table) and
executes the following as shown in Fig. 2. SRP allows
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ADCF nodes to switch between initialization stage and
working stage depending on the changing topology of
network. The beginning and core of ADCF is BEP which
sets up NT and updates NT in both stages. BEP runs
periodically according to the preset parameters such as BO.
With the information of NT, ISP is executed. Then BSAP is
triggered and so the node could synchronize with the
initiator. DSAP will work when there are application
requests from the higher layer.

e BEP: the main concern for BEP is collection of
interesting information in a 2-hop neighborhood.
Each new node will firstly listen to the channel for a
fixed period when it is powered-up. Depending on
the received beacons during listen, the new node will
send its own beacon by different mechanisms. Each
node broadcasts its beacon within 1-hop and records
direct neighbors’ in its NT. Therefore, all the 2-hop
neighbors’ information is obtained by this new node.
The interesting information in a beacon includes NA
(Neighbor Address), NE (Neighbor Energy) and ND
(Neighbor Density). Here, ND is defined as the
number of neighbors within 2-hop (including itself).
The overhead incurred by BEP is studied and
simulated in [15].

e SPA: SPA is implemented by comparing 3
parameters of the nodes. The comparison order is
ND, NE and NA. At first, the node with maximum
ND is selected. If the nodes have the same ND, SPA
chooses the one with maximum NE. Finally, the
node with minimum address has the highest priority
if two other parameters are the same.

e ISP: the objective of this protocol is to select an
initiator which has two functions: it specifies the
beginning of BOP and measures the length of BOP
in order to realize the network synchronization. This
length is defined as the initiator ND. Each node
selects an initiator candidate locally by SPA from its
NT. If one initiator candidate is different from the
neighbors’, SPA is repeatedly used to decide a
unique initiator. This initiator’s information will be
added to NT and be sent in the next beacon.
Therefore, there may be several initiator candidates
in the initialization stage but a unique initiator in the
working stage.

e BSAP: this protocol makes each node choose a
CFBS in BOP. The nodes execute SPA locally and
the one has higher priority first to choose its beacon
slot. It takes a slot which is not used by its 2-hop
neighbors and stores the slot number in its NT. At
last, the node which has its chosen slot will be
deleted from SPA list and the other nodes in this list
continue BSAP.

e DSAP: in the original IEEE 802.15.4, GTSs are
requested via a GTS request command sent in Best-
effort mode using CSMA/CA. In ADCF, each node
can request CFDS using its beacon to all its
neighbors without the need to send a dedicated
frame. A bi-direction communication is possible.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5

When a node receives neighbor’s beacon and finds
its address as CFDS destination, it checks it NT,
allocates the first available data slot to the requesting
node and announces this allocation in the next
beacon. When the requesting node receives this
beacon containing the slot number, it may use it to
send the application traffic in the CFDS. CFDS
request and CFDS indication subfields take only 2
bytes in the beacons.

e SRP: this protocol reduces the impact of changing
topology as much as possible. For example, if link
failure is detected, neighbors will simply delete this
failure node from their NT. If the initiator fails,
others re-select an initiator but keep their BOP with
the original beacon slots. Therefore, the network will
still work without disruption. As there are free slots
in BOP, a new node may choose its beacon slot
directly after a period of listening. If BOP length is
not enough, a new node may send its beacon by
CSMA until a new initiator is designed with updated
ND.

In conclusion, seldom MAC protocols for low-cost low-
power network are in a mesh topology which has the
advantages of scalability and robustness. ADCF aims to
enable the efficient mechanisms and eliminate the difficulties,
such as beacon collision, QoS and synchronization in a
changing multi-hop mesh-link network.

Iv.

To study the scope of our contribution, we use OPNET to
establish a simulation model which implements the entire
proposal. Two experiment examples are presented in this
paper. The first one is the comparison of ADCF with IEEE
802.15.4. The second experiment is the ADCF performance
with large scale and high neighbor density. The basic
parameters are shown in the Table 1. We are now
implementing ADCF on 13192-SARD board which has a
total of 4Kb RAM for application data, variables, buffers etc.
Therefore, the buffer for CSMA and CFDS could not be
more than 2Kb in reality. This parameter configuration is
useful for comparing the simulation results with prototype.

SIMULATION STUDY

TABLE L. TABLE TYPE STYLES

Parameter Value
Scene area 100*100 m’
Transmission range 15m
BO 7
SO 4
Traffic distribution Constant
Application payload 100 bits
CSMA buffer 0.5 k octets
CFDS buffer 1.5 k octets
Simulation duration 30 min
Simulation times 20

A.  Comparison of ADCF with IEEE 802.15.4

To our knowledge, there are two versions of IEEE
802.15.4 in OPNET. The version developed by Anis Koubaa
[9-10] includes the GTS implementation and a fixed beacon
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scheduling mechanism. It is used in this experiment. 14
nodes join the network gradually in this experiment. A static
routing mechanism is added above ADCF in order to
simulate real traffics over the network. IEEE 802.15.4
applies ZigBee routing.

)

—=— ADCF
—e—802.15.4|

Energy Consumption Without Traffic (J

L L L L L L
100 200 300 400 500 600
Time (s)

Figure 3. Energy consumption comparison.

In the energy consumption comparison, only beacons are
delivered in order to compare the protocol cost. In addition,
a more practical energy model [16] is used in our experiment.
As shown in Fig. 3, ADCF consumes less energy, about 37%,
than IEEE 802.15.4 as time goes by. This is because IEEE
802.15.4 nodes spend more time for idle listening.

—=—802.15.4 QoS Traffic (1-hop and 7 sources)
—e—802.15.4 QoS Traffic (multi-hop and 3 sources)|
—&— ADCF QoS Traffic (1-hop and 7 sources)

—v— ADCF QoS Traffic (multi-hop and 3 sources)

End to End Delay (s)

Packet Interarrival Time (s)

Figure 4. Delay comparison.

As shown in Fig. 4, there are 7 sources with 1-hop traffic
or 3 sources with multi-hop traffic. When Packet Interarrival
Time decreases from 1.0 to 0.1, the traffic load will increase.
Therefore, End to End Delay becomes larger. When Packet
Interarrival Time is about 0.4 s, there are radical changes
caused by buffer overflow.

As the configured BO and SO, a superframe cycle is
about 2 s. For 1-hop traffic, the difference between ADCF
and IEEE 802.15.4 is tiny. This End to End Delay, about 1 s,
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includes the time from packet generation to the scheduled
data slot. It also can be seen that ADCF saves about 25%
End to End Delay for multi-hop traffic. Some multi-hop
traffic may be transmitted in one superframe as the same
active period in a mesh topology. IEEE 802.15.4 works in a
cluster-tree topology which may take several superframes
from the source to the final destination. The average hop
count is 3, so this End to End Delay is about 2.7 s for ADCF
and 3.5 s for IEEE 802.15.4.

The Packet Success Ratios always keep 100% for both
protocols when the CFDS buffers are available.

B.  ADCF Performance in Large Scale and High Density

In this experiment, we focus on Packet Success Ratio of
ADCEF in large scale and high density in order to study the
protocol performance in a variety of scenarios.

Firstly 14, 30 and 50 nodes are configured in the
network. Then the 50 nodes with different neighbor density
are simulated. For all the scenarios, there are 7 sources with
QoS traffic and 7 sources with best-effort traffic at the same
time. All traffics are generated for a 1-hop destination.
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Figure 5. Packet success ratio for different scale.

As shown in Fig. 5, it can be seen that Packet Success
Ratios always keep 100% for QoS traffic when the CFDS
buffers are available. Packet Success Ratios become higher
with the larger network scale for Best-Effort traffic. This is
because of the risks of collisions are lower. When Packet
Interarrival Time is 0.1, this traffic load is relatively light for
the network of 30 and 50 nodes. However, the contention for
Best-Effort traffic is intense in the network of 14 nodes.

Neighbor densities are average values obtained by
simulations. As shown in Fig. 6, network density also has no
much influence on QoS traffic. While for Best-Effort traffic,
Packet Success Ratio is higher with the lower density as
there is less collisions. When neighbor density is 8.76, the
risk of collision is low. Therefore, the difference between
8.76 and 5.13 is tiny. When neighbor density is 15.24, there
are a lot of nodes in the communication range of neighbors.
Thus its Packet Success Ratio is the lowest of these 3
scenarios.
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Figure 6. Packet success ratio for different density.

V. CONCLUSION AND PERSPECTIVES

This paper presents an original MAC protocol named as
ADCF, which is based on IEEE 802.15.4 standard to build a
mesh WSN. The 2-hop CFBS and CFDS mechanisms were
described and implemented by a set of protocols which are
explained. The simulation results show that ADCF consumes
less energy (about 37%) while End to End Delay and Packet
Success Ratio perform no much worse than IEEE 802.15.4.
The simulation results also confirm that ADCF works well in
the condition of large scale and high density. Therefore,
ADCEF satisfies the application request of delivering QoS
message with low energy consumption. In addition, when a
new node joins the network or a key node fails in the process
of surveillance, the own functioning of other nodes is quite
important for home health monitoring. Fortunately, the mesh
topology of ADCF strengthens network flexibility to the
changing link states. A perspective is the re-exploitation of
the information gathered by ADCF in order to make them
available for upper layers, such as routing layer, to reduce
upper protocol overhead.

Now, the current work is focused on ADCF hardware
implementation. The next step is its deployment in real
conditions in “Smart Home” of Blagnac University
Technological Institute.
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Abstract— Humans have always wanted to determine position
in an unknown environment. At the beginning methods were
simple. They were based on the observation of characteristic
points, in the case of shipping additional observations of the
coastline. Then came navigation based on astronomical
methods (astronavigation). At the beginning of the XX-century
a new way of determining the current location was developed.
It has used radiowave signals. First came radio-beacons. Then
ground-based systems came. Currently satellite systems are
being used. At present, the most popular one is Global
Positioning System (GPS). This system is fully controlled by
the Department of Defense, and only the U.S. forces and their
closest allies have been guaranteed accuracy offered by the
system. Armies of other countries can only use the civilian
version. This situation has engendered the need for an
independent radiolocation system. This article describes the
construction and operation of such a technology demonstrator
that was developed at Gdansk University of Technology. It was
named AEGIR (according to Norse mythology: god of the seas
and oceans). The main advantage of the system is managing
without the chain organization of the reference stations, which
work now with each other asynchronously. This article
demonstrates the functionality of such system. It also presents
results and analysis of its effectiveness.

Keywords- navigation; hyperbolic systems; radiolocation;
AEGIR; TDOA.

L INTRODUCTION

Global Navigation Satellite System (GNSS) is seen by
terrorists or hostile countries as a high value target. Volpe
Center report contains the following statement [1]: “During
the course of its development for military use and more
recent extension to many civilian uses, vulnerabilities of
Global Navigation Satellite Systems (GNSS) — in the United
States the Global Positioning System (GPS) — have become
apparent. The vulnerabilities arise from natural, intentional,
and unintentional sources. Increasing civilian and military
reliance on GNSS brings with it a vital need to identify the
critical vulnerabilities to civilian users, and to develop a
plan to mitigate these vulnerabilities.”. GNSS can also be
targeted by more common criminals - computer hackers and
virus writers. Therefore, there is a need for maintenance and
continued development of independent radionavigation and
radiolocation systems.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5

Based on many years of experience in the field of
modern radiocommunication systems in the Department of
Radiocommunication Systems and Networks at Gdansk
University of Technology, in cooperation with the OBR
Marine Technology Centre in Gdynia and with the support
of the Hydrographic Office of Polish Navy a ground-based
radiolocation system, which was named AEGIR has been
developed, built and tested in real environment. In this
system, all reference stations are working in an
asynchronous way, so each station uses a local generator to
transmit a message location and can receive signals from
neighboring stations. On the basis of the received signals
reference station determines the time difference between its
own rhythm of work, and the neighboring reference stations.
The measurement results are periodically placed in the
localization message. The receiver on the basis of self-
measurements and measurements from the reference
stations estimates its location. Compared to existing
solutions like Loran-C (Long Range Navigation - C) [2], the
AEGIR system resigns chain relationship between reference
stations. In the proposed system, there are no supervision
centers for maintenance which reduces operating costs and
increases system reliability. With this approach, our system
has gained new features and new functionality compared to
traditional solutions.

This paper at the beginning will present basics of the
TDOA method. Then principle of asynchronous system
will be described. The next section describes hardware
implementation of the presented system. The last two
describes investigation results and a brief summary.

II.  HYPERBOLIC SYSTEMS — TDOA METHOD

As mentioned before, the AEGIR system is a ground
based radiolocation system. Therefore a measurement
method of Time Difference Of Arrival (TDOA) was chosen
to estimate the position of a localizer. Suppose there are N
ground stations, the coordinates for the i-th station are
S, = (xSi’ySi)’ where i = 1, ..., N, and the search object's

coordinates are M = (x,,, ).

If you define a signal propagation time between the i-th
station and the searched position in the point M as T}, so the
distance between the i-th station and the point M is as
follow:
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"C:\/(XSi—xM)2+(ySi—yM)2, (1)

where:

¢ - velocity of wave propagation (3 * 10°m/ s)

T; - the propagation delay between the i-th station and the
point M,

d; - distance between i-th station and the point M.

Timing differences between the i-th station and the first
one, can be written as:

@)

Differences in the distances between those stations, can
be described by the following relationship:

dy=T,-c=d;-d,, 3)

After putting equation (1) in equation (3) we obtain
hyperbolic equation:

dy = \/(xs:' — Xy )2 + (ySi ~Ym )2

*\/(xm *XM)Z +(vs) *J’M)z-

“4)

Equation 4 presents the difference in distance between
the first and i-th station.

Determination of the distance difference between
another pair of base stations generates more hyperbolas and
a point of their intersection gives us a position. There are
many algorithms [3-6], which allow to determine the
coordinates. For the purpose of the system the Chan method
was chosen [3], because it gives results without iterative
calculations and additionally it is simple to implement.

III.  ASYNCHRONOUS SYSTEM

As mentioned in the introduction, the AEGIR system is
fully asynchronous. The principle of asynchronous method
can be illustrated as follows. Assume that we have three
reference stations positioned as in Fig. 1.
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Si=(xs1,¥51) @

TSlSZ

M=(XM1yM) Q

TZ T3
o

S2=(xs2,¥s2) S3=(Xs3,Ys3)

Fig. 1. Deployment of ground stations to illustrate the method of
TDOA

Propagation time from the stations S;, S, and S; to
desired position in the point M (localizer) is respectively T},
T, and T;. Each station has coordinates as follows: S;=(xg;,
Vs1), S7=(Xs2, Vs2) and S;=(Xg3, ys3). Stations transmit a
reference signal, for simplicity, as an impulse, but time of
broadcasting these impulses, as shown in Fig. 2a, is random.
The stations have the ability to "listen to” neighboring
stations. This is illustrated in Fig. 2b. Reference station
designated as S1 receives signal from other two stations: S2
and S3, and calculates the time difference between its own
and these stations’ signals (nT,; and nTjs;). These time
differences are then sent to the localizer. The localizer_(at
point M) (pictured in Fig. 2¢) sets its own time difference
between the received impulses from the reference station
(dT21 and dTgl).

Additionally, each ground station sends to the localizer
its own coordinates (respectively Xsi, ysi - the coordinates
of the first station; Xs;, Vs - coordinates of the second
station; Xg3 and ys3 - coordinates of the third station), so that
the localizer calculates the propagation time between the
reference stations (Ts;sz, Tsis3)-

Taking into account all sent data, the localizer (at point
M) calculates a real difference in time propagation between
stations, which present the following equation:

Ty =nTy —dTy, — Ty, )
Ty =nTy —dTy, — Ty g3

The time differences defined in this manner allow to
determine coordinates of searched object M using one of the
algorithms [3-6].
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Time LAN
b)
S Tsis2 R Fig. 3. Block diagram of a localizer.
nTa The localizer has been made in the technology of
S, Software Defined Radio [7]. It consists of: an antenna, a
broadband receiver, an analog to digital converter (in the
Tsiss form of data acquisition card) and a digital signal processor
S, T y (in form of PC). This approach allows to shape flexibly
Nlss functionality of the localizer.
— > Ground stations, as it was mentioned before, have the
ability to "listen to” neighboring stations. It is assumed that
o the system should consists only of such stations (Master
T, ones). However, for demonstrable purposes only one Master
S station is required. Therefore, two types of ground stations
were created: broadcasting stations (Slave type) and
T, broadcasting and listening ones (Master type).
Sz dTa . - -
- The block diagram of a Slave station is shown in Fig 4.
T
Ss 2
=
(0]
3
Time 8
Fig. 2. Timing between signals broadcasted by base stations in an 1
asynchronous system, a) the moment of broadcasting impulses by the
stations b) the time of receipt of impulses by S; station c¢) the time of
receipt of impulses by the localizer in point M [8,9]
Amplifier le Radio signal <LAN— Industrial
generator computer
Sylnc z T
IV. HARDWARE IMPLEMENTATION v oI
Module generation of
] «_RS232
The AEGIR system has been built as a demonstrator of information sequences
technology. The system consists of a localizer and three
reference stations.
Fig. 4. Block diagram of a Slave station

The block diagram of a localizer is presented in Fig. 3.
The main element of the station is a radio signal
generator, whose task is to broadcast modulated signal with

data that are generated by industrial computer.
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The block diagram of the last element of the described
system - Master station — is shown in Fig. 5.

euuauUy

Broadband Acquisition
. IF—>
receiver card

T—LAN e

SPDT
switch

Coupler
LAN

Industrial
computer

Radio signal
generator

Amplifier

s Q0

AModuIe generatlon of RS 232
information sequences

Fig. 5. Block diagram of a Master station

system was recorded with the use of a Javad Alpha receiver,
which enables simultaneous reception from both American
(GPS) and Russian (GLONASS) systems. During the test
performed on board of the Navy vessel, two geodetic DGPS
receivers have been used (Leica VIVA GS15). They have
been installed along the axis of the vessel and the AEGIR
antenna has been placed between them.

The effects of our tests performed in October 2010 are
illustrated by the visualization shown in Fig. 6, created with
use of Google Earth software. The dotted line represents the
path of positions received from the satellite systems
GPS/GLONASS, and the dots represent the calculated
positions of the ground-based system.

Master station is a combination of a localizer and a
Slave station. The task of the receiver is to listen to a nearby
station and to determine difference in synchronization
between reference signal and signals from the neighboring
stations. To enable listening to neighboring stations, Master
one has been equipped with a coupler and a SPDT switch,
which periodically changes transmitting antenna into a
receiving one.

All  devices are based on a  universal
radiocommunication equipment. The entire system
functionality is provided by software installed on
computers.

V. RADIO PARAMETERS

Analysing the bandwidth VHF / UHF (Very High
Frequen-cy / Ultra High Frequency) among resources
available for civil use, it was decided to build system using
DS-CDMA technology (Direct Sequence Code Division
Multiple Access) in the band 430 MHz, with the following
parameters:

* Carrier frequency 431.5 MHz system,

* bandwidth of the transmission channel - 1 MHz (4
MHz)

» Sampling frequency baseband signal - 4 MHz (16
MHz),

* the location information transmission rate - 1 kb / s,

* QPSK modulation (Quadrature Phase Shift Keying).

VI. TESTS AND RESULTS

At the moment there were 4 large test sessions carried
out in real conditions. Two sessions were carried out in
2010, in April and October. Then next two in 2011, in June
and October. The last test was performed on board a survey
ship of the Polish Navy.

The AEGIR system has been tested three times in the
Bay of Gdansk and once - along the coast line of the Baltic
Sea. During field tests a position from a satellite navigation

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-203-5
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Fig. 6. Deployment of ground stations (arrows) and a path of GPS and
GLONASS positions (dotted line) and readings of autonomous AEGIR
system (dots)

Analyzing the visualization shown in Fig. 6 it can be
observed how accurate the route travelled by the vessel was
reconstructed by points calculated by the autonomous
localization system — AEGIR.

After completing the measurements, average error
(relative to the position shown by the GPS / GLONASS)
was obtained at 46m. Distribution and histogram of all
results are illustrated in Fig. 7 and Fig. 8.
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Analyzing the distribution function in Fig. 8 it can be
observe, that in 90% of all measured cases the difference
distance is bellow 100m. Fig. 10. Histogram of results.
Test performed in June 2011 was carried out in different 00
configuration. Ground stations were set in a less favorable 0
configuration, along the coastline. Additionally a bandwidth 80 |
was increased up to 4MHz. It was expected, that because of .
the unfavorable ground station placement results may 0 | /
worsen comparing to previous ones. However a wider £ 50
bandwidth would compensate for poor geometry of the 20 /
system. 10 /
20
Visualization of this configuration is illustrated in Fig. 9. 10 ] /
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distance difference [m]

Fig. 11. Distribution of results.

The last test has been carried out in October 2011 with
the support of the Hydrographic Office of Polish Navy. The
system was tested again in the Bay of Gdansk with the same
radio parameters as before. Visualization of travelled route
illustrates Fig. 12.
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Fig. 12. A path of GNSS positions and readings of autonomous AEGIR
system.

distance difference [m]
0 T T T
0 50 100 150 200 250

Fig. 14. Distribution of results.

The main objective of the tests was the comparison of
the results obtained with the use of bandwidth 1MHz and
4MHz. In addition, the correctness of the system was
verified in case of location placed outside the geometry of
the system (the triangle designated by the reference ground
stations). It was expected the coordinates estimated outside
the area of good geometry will worsen (outside of the
triangle). Figure 13 presents shift of the estimated position
outside of the mentioned area.

Fig. 13. A path of GNSS positions and readings of autonomous AEGIR
system outside of the good geometry of the system

As before an average error has been calculated and
obtained at 30m. It should be emphasized that this result
also contains the results which have been measured outside
the good geometry of the system (outside the triangle).

Distribution of the results is illustrated in Fig. 14.
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Analyzing the distribution function in Fig. 14 it can be
observed, that in 90% of all measured cases the difference
distance is bellow 60m.

VII. CONCLUSION

The AEGIR system is a contribution to the development
of ground radiolocation systems. The use of modern
technology (developed system is fully digital) guarantees
the long term operating of such a system.

An important advantage of the developed system is that
in the process of estimating the position of the locator
coordinates are determined directly (without the need to
assign these coordinates to the so-called line items that are
needed in phase systems). Therefore, there is no need for
start position locator and counting the excess line items that
are repeated periodically in the area of the system,
depending on the wavelength of the radio and that can lead
to errors in the upright-commercial determination of the
geographical coordinates of the locator.

The presented system is fully asynchronous. In case of
damage or shutdown of one of the stations, the system is
fully functional, the only condition is to receive signals from
at least three ground stations.

The AEGIR system has been developed to be very
flexible. It allows to use more than three ground-stations.
Placing them in areas of known positions, allows to create a
grid, which will provide an readings of coordinates
independent from satellite systems. Using more than three
reference station will also increase precision of calculating
position.

The AEGIR works in both kind of ground station
configuration (triangle deployment and along coastline as
well).
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In the course of designing and building the system, the

adequacy of the system for water bodies has been focused

on.

However, the versatility of the proposed solution

suggests that the system would work on land as well.
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Abstract—Mobile platforms, such as laptops, tablets or rather than explicitly having to periodically poll the serv
Ultrabooks, must feature always-on network connectivity to  to check for new messages. Mobile devices, in this example
make mobile applications (e.g., emalil, instant messagin@ic.)  gmart phones, stay in active state (although the display may

visible and accessible to/from the Internet. Always-on camec- h .
tivity for mobile platforms can be achieved conventionally by be switched off) and connected to the network in order to

periodically exchanging keep-alive messages with their co- be ab_le to received pushed emails.
terparts (i.e., servers). However, frequent message examge While power management features that leverage low-

wastes energy because it requires the platform to operate power platform states—i.e., wake up a platform from low-
in (or transition to) the active state (e.g., SO) instead of power states only when necessary—have been studied ex-

remaining in & long, uninterrupted low-power standby mode. tensively, existing solutions suffer from practical liatibns
To address this problem, we present a novel and secure, Y 9 p

yet simple, architecture, called Energy Efficient Always-On- and may not be suitable for mobile platforms. For example,
Connectivity(EE-AOC), that allows mobile devices/applications Wake-on-LAN [3] and its wireless equivalent Wake-on-
to be continuously visible and reachable from the networkEE- WLAN (WoWLAN) [4] have been proposed as energy
AOC offloads the keep-alive message exchange process to the officient means to wake up a platform from the standby

network device from the host, thus, it does not need to wake up .
the whole platform. Our experimental results implementingthe S3 state to the active SO state. However, they are not

prototype show that EE-AOC achieves always-on connectivity widely deployed or suitable for mobile devices because
and application reachability at about 85% lower power (i.e.  they can operate only on a local area network. Moreover,

6.67X gain) than that needed to provide the same functiondles  they require modifications to the infrastructure (e.g..essc
in today’s platforms. points) to enable wider, Internet-related usages, makiemt

KeywordsAlways-on-always-connected; connected standby; insufficient to fully realize always-on connectivity for fide
energy efficient communications; wireless networks; slempde. platforms.

In this paper, we present a novel architecture, called
Energy Efficient Always-On-ConnectivitffE-AOQ, which
enables the low-power operation of always-on and always-

With the skyrocketing use of mobile services and appli-connected usage models for mobile platforni=-AOC
cations in everyday lives, mobile devices, such as tabletsallows mobile platforms to enter a low-power sleep state,
laptops or Ultrabooks, are expected to provide alwayse.g., S3, without the risk of losing network connectivity,
on network connectivity anytime anywhere. Unfortunately,thereby making them continuously reachable to/from the
always-on network connectivity may incur significant powerapplication servers on the InterndE-AOC offloads the
consumption on mobile platforms because it requires thgrocessing of the protocols required for preserving networ
devices to stay in (or transition to) the active operatiragest connectivity to the wireless network communication device
(e.g., SO) [1]—that would require orders of magnitude more(W-NIC) instead of processing them in the hoSBE-AOC
energy than low-power standby state (e.g., S3)—to receivbas the following salient features:
and process keep-alive messages, even when the platform ise W-NIC in EE-AOC handles protocols necessary for
idle. The transition between the standby and active states i maintaining network connectivity, including link layer
very power intensive, and it can drastically shorten bwptter key refresh, address resolution protocol (ARP) [5], and
life, which cannot be tolerated given today’s power-hungry the presence protocols for various application servers,
mobile devices. Therefore, there is a clear and urgent need in a highly energy efficient manner, consuming slightly
for architecture that achieves always-on connectivity for more energy than the S3 standby state energy con-

I. INTRODUCTION

mobile platforms with high energy efficiency. sumption. HoweverEE-AOCdoes not require the W-
A typical example of an always-on application psish NIC to have full network stack processing capabilities,
email [2] delivery, made popular by the RIM/Blackberry hence reducing device cost and ensuring continuous

service, and is now offered by several web-based email availability.
services, including Google’s Gmail. Users automatically « W-NIC in EE-AOC has the ability to wake-up the
receive email messages as soon as they arrive at the server platform to the active state upon reception of a generic
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network packet from any Internet device. This extendsplatform W-NIC device for both wake-up and presence,
the capability of WoWLAN, which only supports wake rather than using a network-wide implementation of a proxy
patterns based on a magic packets (e.g., a broadcastrvice [19]. As mentioned previousEE-AOC is not
frame containing a specific number of repetitions ofrestricted to a magic packet as defined in WoWLAN, and it
the target device 48-bit MAC address) transmitted on ssupports any wake patterns securely negotiated between the
local area network [4]. client and the server. In [16], network presence, reacitabil

« EE-AOCallows a platform in sleep state to be woken and application support are realized through the use of an
up securely by targeted Internet services, being highlhoffload processor and application program modifications. In
robust against Denial-of-Service (DoS) attacks, such athis paper, we show th&E-AOCachieves this goal at a very
an energy drain attacks caused by constant malicioulw energy level, without requiring additional hardwalEé-
wakes. AOC saves significant platform energy because it interrupts

We would like to note that although we focus on TCP-the host platform only when application support is required
based [6] presence protocoEE-AOCis not restricted to
TCP and can be applied to any network protocols.
The main contributions of this paper can be summarized |n this section, we analyze and quantify the potential
as follows: platform power implications when the platform low-power
« We design an energy efficient architecture for mobilestate is continuously interrupted to exchange keep-alive
platforms, calledEE-AOG that maintains device con- messages.
nectivity and application presence to the Internet by
delegating the keep-alive message protocol processingy- Mobile Platform Battery Lifetime

to the W-NIC, while the platform remains in a low-  cyrrent platform power management policies guide the
power standby state. platform to enter a low-power sleep state (i.e., Sx) when
« We prototypeEE-AOCby modifying the firmware of  the platform becomes idle for a pre-defined period of time.
an off-the-shelf Intel WiFi NIC, to demonstrate its effi- | general, the longer the system stays in sleep state un-
ciency for AOAC usages, e.g., IMAP [7] based pushedinterrupted, the higher the energy gain is, because more
emails, and compute continuum [8] usage models. Ouperipheral devices and system components can enter a
in-depth evaluation results show thBE-AOC saves deeper low-power state for a longer period of time.
about 85% of the overall platform energy. Recent work has shown that smart timing approaches for
The rest of the paper is organized as follows. In theOperating Systems (OS) can be used to increase the quiet
next section, we present a literature review related work(idle) time for the OS by skipping timer tick interrupts when
Section Ill highlights the platform energy consumption tothe platform is idle or by adaptively changing the rate of
maintain network connectivity. Section IV presents &H-  timer interrupts (e.g., [20]). This forms the basis ftickless
AOC framework and describes its architecture and algo-OS”, in which the OS is moving away from scheduling
rithms for offloading the network connectivity and presenceperiodic clock interrupts every few milliseconds to a more
maintenance to the W-NIC. Section V evaluates the proevent-driven approach [21], [22], in which the OS is woken-
posedEE-AOCtechnology and presents the implementationup to process an event being posted by the applications or
results. We conclude the paper in Section VI. by the hardware on demand.

IIl. PROBLEM STATEMENT

Il. RELATED WORK o

Several mechanisms have been proposed to reduce the
energy consumption of networked platforms, and various
regulatory organizations worldwide are now mandating
improvement in the energy consumption of platforms in
standby state [9]. Prior proposals can generally be grouped
into three categories: (i) those that reduce the active powe
consumption of systems [10]-[12], (ii) those that reducae th
power consumption of the network infrastructure, routers
and switches [13]-[15], and (iii)) those that opportuniziiic

10 4--- -—--

Battery Life (days)

put the devices to sleep [16]-[18]. 0 . . . - . , .
EE-AOC alls into the third category and advocates for 0 5 1 15 20 25 30 %4

localized energy-efficient optimization within the platfio S3 Wakeup Period (min.)

to extend the sleeping state while maintaining network

connectivity, presence and reachabiliE-AOC uses the Figure 1. Platform Battery Life vs. S3 Time
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Figure 1 illustrates the relationship between typical plat unreachable by the server (i.e., the server marks the client
form battery life (in days) and sleep time, i.e., the periéd o as offline). Once the connection is dropped, new data (e.g.,
time the platform resides in the sleep state (i.e., S3) leefornew IM message sent to the client) will no longer be pushed
transitioning to the active state (i.e., S0). The concavityto the client. However, exchanging keep-alive packets is an
of the curve indicates that the battery life is sensitive toenergy consuming task because it either requires the client
the sleep time (or the wakeup frequency). It shows thato be in the active state or to transition from a low-power
the battery depletes much faster with increasing wakeuptate to the active state.
frequency and becomes less sensitive to wakeup frequency A key parameter that determines the lifetime of an AOAC
at longer sleep times (e.g» 25 min). The concavity of the device is the frequency of the keep-alive messages. The
curve can indeed be attributed to the considerable energpaximum value ofT should be the minimum ofls and

45

overhead caused by platform transitions from the sleep stafly, whereTs is the timeout of the application server afg
to the active state. is the minimum timeout of any communication equipment
(e.g., Network Address Translation “NAT” box [23]) along
2 S e m—— Sl s the route from the client to the server. These timeouts are
5 i in place mainly because each connection has a state (e.g.,
§ J - a state may include source and destination addresses and
1 port numbers) that must be maintained. Due to limited
‘ e — - - - ‘ resources and/or improved responsiveness (e.g., fadliaeof
i Tme e indication) the storage time of the connection state cahaot
Figure 2. Power Waveform for S3-S0 Transition indefinite and will be dropped after a given timeout. There-
fore, AOAC devices must exchange keep-alive messages in
Figure 2 shows the power measurement of a laptop whea timely manner in order to maintain network connectivity.
it wakes up from S3 to SO. It indicates that the energy

2276 446.952352 66,234, 206.99 192,168.1.100 TP 13806 > 57213 [PsH,
213

consumed in waking up (i.e, the area under the curve from £ 5 GEEE LERR OB R
16s to 32s) is much higher than the energy consumed when & 25e AT N R A
the platform is in sleep state (which is the flat Ine near 11 i B GaiE i d
0). The time duration in which the platform stays in the s izimian | Emiami o EomLe
active state before going back to the low-power state depend I wreshario crsphs: Uniites) l e
10

on various factors, such as the OS scheduling policy, the

number of applications running, network connection time,

the amount of data exchanged, and network traffic charac- /] 60 second f 3
seconds

teristics. Therefore, it is important to minimize the energ
overhead due to state transitions to achieve energy-eifficie —— 77
480s 500s 520s 5405 560s

always-on network connectivity. Time
Figure 3. Skype IM Application Keep-Alive Message Period
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B. AOAC and Wakeup Frequency

As we mentioned earlier, Always-On-Always-Connected However, it is practically infeasible to accurately predic
(AOAC) capabilities are crucial for mobile platforms to connection timeout values (i.eT) at the design stage
receive “pushed” data (e.g., an IM message or a tweebecause of their inherent variability and the unprediditgbi
update, etc.) from an Internet server in real-time. AOACof the network path between client and server. For example,
is also important for several usage models, in which remotérom the application server side, a typical TCP default
devices need to be discovered and paired together, and thesssion timeout is 2 hours. On the other hand, from the
must be reachable across the Internet (e.g., when a uselient side, an IM offline indication is usually in the range
wants to use his smartphone at a hotel to watch a movief 3-5 minutes. Figure 3 shows the network packet trace
he downloaded on his laptop left at home.) of a Skype application, in which the client exchanges keep-

As a result, connectivity between client platforms andalive messages with the server approximately once every 60
Internet servers must be maintained, which is typicallyseconds. Moreover, the network timeout has a wide range
accomplished by exchanging “keep-alive” messages at fixedf values. Default factory settings of an NAT device timeout
time intervals. When a connection is established betweenan typically range from as short as 15 seconds to as long
an AOAC application client (e.g., IM client) and AOAC as one hour. Therefore, AOAC devices need to use a shorter
application servers (e.g., IM server) the connection ist keptimeout (in the range of tens of seconds) for keep-alive
alive until it expires after a timeout ofT” seconds. If no  period, i.e., T, which may have a significant power impact
data is exchanged over this connection for longer tfian as shown in Figure 1. In the next section, we elaborate on
seconds, the connection is dropped, and the client becomésw EE-AOCovercomes these practical challenges.
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Handshake

IV. EE-AOC TECHNOLOGY =
—

Handshake
Request

EE-AOCachieves the functionality of exchanging keep-
alives with the Internet application server, and hencenmai
tains the connectivity, presence and reachability of an 8OA
device to the network at very low power. This is achieved
by offloading a series of “keep-alive” packets to the wirgles A
network interface card (W-NIC), which impersonates the m AGAG Client
platform in a low-power state to other hosts and servers on
the network.

Furthermore,EE-AOC allows the NIC to maintain a
TCP keep-alive session to the server, modifying only the
NIC firmware, without changing the NIC hardware. More AOAC App1
importantly, by using TCP at the server side, the network Figure 4. AOAC System Architecture
infrastructure pipes (e.g., network switches, networkewir
less access points, etc.) do not require changes and are not
even aware that the platform is not running in the activeB. EE-AOC and Network Infrastructure
mode.

Connectivity &
Push Server

& o

AOAC App3

Server
AOAC App2

Server

The client is connected to the Internet through a network
infrastructure (i.e., routers NAT boxes, proxy servers,)et
and each component of this infrastructure will keep a state

In an AOAC system, clients maintain connectivity with the for the client as long as the connection is maintained. Soon
Internet server and keep the network pipe open with keepafter the connection terminates, or if it is not maintained,
alive messages to the server. For example, when there is afhe network infrastructure will drop the client state to esav

plication data to be pushed to the client, e.g., an IM messagsources. Then, the client will need to re-initiate itstesta
or an email, the server will use the established clienteserv in the network for new connections.

session. Like most Internet traffic, the established sedsio
based on TCP protocol. Consequently, in order for the client
to receive live updates from a set of AOAC applications, by ’
it has to maintain an alive session with the corresponding /VA‘%\%/Q - Sk
server for each supported AOAC application. Obviously, @ —
the overhead of connection maintenance increases with the Aoccient ?ﬁ Keep-lve rrly
number of established connections.

When the client enters a low-power state between the Figure 5. Keep-Alives Handshake through Network Infrasttice
transmission of keep-alive messages, then from an energy-
efficient system design standpoint, it is crucial to maxi@niz  An example of such a network state is firewall flow
the time the client spends in a low power state. Havingstate that does not block traffic as long as it is part of an
multiple ongoing AOAC connections, each with its own existing flow. As shown in Figure 5, when the client initiates
periodicity, leads to unaligned timing in sending the keep-the connection, the firewall will check the connection state
alive messages, and as a result, the client is forced to exib decide whether or not it is permissible or not. If the
the low-power state more often. connection is legitimate, then the firewall will keep theftca

To reduce unaligned keep-alive message periods, abelonging to this flow going through and will not block
AOAC system uses a push server, as shown in Figure 4he traffic. When the firewall detects that the traffic has
A typical example of such architecture is Apple Pushstopped, e.g., with no TCP FIN (i.e., flow end message)
Notification Service (APNS) [24]. In this case, the client being detected, it will drop the state of this flow after a
maintains the connectivity and an alive session with only on short timeout, unless new packets belonging to this flow
Internet push server. The server aggregates and proxias datre identified. In this case, the client must reset the cycle
updates for other application servers. As shown in Figure 4and reinitiate the request to connect to the server. On the
when an update is available for the user, the applicatiomther hand, most firewalls will block the traffic if the flow
server sends a notification to the push server, which thestate is dropped and new data or a new connection request
pushes this notification to the client. Upon reception of theis sent form the Internet cloud server to the client because
notification, the client either (i) exits the low-power gtab  most firewalls do not allow connections to be initiated from
an active state, so that it can receive the data update fromutside.
the push server or (ii) can establish a new connection to the Therefore, protocols for keep-alive messages must be able
application server to retrieve the available update. to traverse the network infrastructure with default sefin

A. Always-On-Always-Connected System Architecture
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(i.e., no special ports to be opened or no special changes taessages to their destinations network at the appropriate
the security policy). Furthermore, the keep-alive hanklsha time in order to maintain its presence to the application
process has to be initiated by the client because a serveservers. The outline of th&E-AOC architecture and the
initiated handshake will not work in the absence of an aliveoffload algorithm is highlighted in Figure 6.

session. In section IV-D, we highlight how o®E-AOC It should be noted that the idea of offloading TCP has
technology achieves the above-mentioned properties. been proposed before. However, full TCP offload is very
complex and consumes a considerable amount of scarce
C. EE-AOC and Secure Wake resources (e.g., processing, memory, etc.) from the nitwor

AOAC clients are always connected to the network,interface card, to the extent that can hardly be supported by
waiting for data updates to be pushed by the push servetlient network card vendors. AlthougbE-AOCdefines an
This always-on connectivity, hence longer exposure to th@ffload framework for the NIC, it is simple and requires no
Internet, makes mobile clients vulnerable to attacks. Anmodifications to hardware or additional resources from the
attacker can launch a Denial-of-Service (DoS) attack ometwork card, as will be evident later.

AOAC clients by pushing frequent wake-up messages to
deplete their batteries faster (see Figure 1), therebyeramgl
them unreachable to legitimate users. _yyr OB

Another possible attack scenario is that an attacker can | _: /——J/ VN N\
impersonate the client by sending fake keep-alive messages \
to the server on behalf of the legitimate AOAC client. As a
result, the server can be misled to believe that the legiéma
client is still available and connected to the network. This
may cause a data integrity violation because the client's
presence can no longer be trusted. Even worse, it can cause
data loss if the server forwards the client’s private data tc
the attacker.

Therefore, the keep-alive message exchange must be
designed to provide integrity and authenticity of the dat
exchanged between the client and server. In the next section
we discuss the secure design and overall operatiofzEef
AOC.

Client Platform

s0]

Push & Connectivity Server

‘Wake Service
|
(
\
:
: -

e

Operating System

[Exchanging packets with service

Figure 6. EE-AOC Offload Architecture and Operation
As shown in Figure 6, the offload operations can be
D. EE-AOC Software Architecture divided into two phases. The first phase is to prepare a list of

EE-AOCenables end-users’ software applications/service§eep-alive messages, and this is executed while the piatfor
to be connected to the network application server, whildS in the active mode; this phase runs inside the wake agent
the platform remains in a low-power standby mode. As wedS part of the OS or as an application. The second phase is
mentioned earlier, these applications/services can miaint © €xchange the packets with the Internet server in a timely
connectivity by periodically sending keep-alive messages manner tq keep the connection alive. _Th!s will run inside
the application servers. To achieve this goal in an energyth® NIC firmware when the platform is in standby or a
efficient mannerEE-AOCdefines an interface and network lOw-power state, while the NIC is in the operating state.
device functionality and capability as we describe next. ~ We elaborate on the detailed steps of these two phases as

AOAC applications intending to maintain connectivity follows:
and presence to the network pre-build a list of keep-alive In the platform active state before going to standby:
messages for the next few minutes, using each application’s 1) The wake agent registers the platform with the Internet

proprietary protocol, appropriate sequence number, and pe
odicity information (if required). Then they are securedhwi
the application key/tokens, and handed over to the com-
munication device along with the appropriate information

about each message (e.g., required periodicity to maintain 3)

presence, where should it be sent (to which address), etc.)
before the platform transitions into the standby state.

Upon transitioning to the low-power state, the commu-
nication device performs the following three operations:
(i) it recovers the keep-alive messages, (ii) it orders them
chronologically, and (iii) it sends these pre-build keelprea
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server.

The wake agent exchanges keys with the server and
establishes a shared private key with the server. [Arrow
1 in Figure 6]

The wake agent prepares a train of payloads (multiple
payloads) that are encrypted with the shared private
key.

The wake agent formats the train of packets as http
post messages (destination port 80) on top of TCP.
Since HTTP/TCP connections are legitimate inside out
connections, no firewall will block the connection.
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5) The wake agent adds TCP-SYN packet to the head of packet content matches the pre-defined wake filter,

the packet train, followed by an ACK packet. (needed then the NIC wakes the platform up to active state.

for the 3-way TCP session initiation handshake) 11) In active state, the application connects to the server
6) The wake agent transfers the train of packets to the to download the new data received, and when this is

NIC driver. [Arrow 2 in Figure 6] finished, the platform goes back to standby and the
7) The wake agent downloads the wake filter to the NIC. keep alive cycle restarts.

This is a pattern of a general packet that once the NIC V. PERFORMANCE EVALUATION
receives and matches, it should wake the platform up. ) ’ i o )

8) When the driver detects the OS event that indicates Ve implemented the system described in Figure 4. Specif-
that the platform is transitioning to standby it loads ically, we used the Intel WiFi 5350 [25] NIC firmware
the NIC firmware image with the train of packets. ~ to offload the secure keep-alive messages. We had a wake

service running on the Internet server to aggregate and push

In the standby/low power platform state: updates to the client when it was in a low-power state. We

1) The NIC blindly transmits the first packet it got from used two exemplary applications, i.e., Facebook and email,
the train of packets. As mentioned, the first packet isto demonstrate the benefits BE-AOC We implemented the
TCP-SYN wake server to periodically monitor the Facebook account

2) The server replies to the TCP-SYN with a SYN-ACK ©f the client and push updates posted on his Facebook wall
message that has its own sequence number that tfgwards the client. Similarly for an email application, we
NIC firmware will extract from the packet and send Used push Internet Message Access Protocol (p-IMAP) [26]
the Ack message (2nd packet in the train of packetsf0 Push new emails sent to the client as soon as they arrived
accordingly. [Arrow 3 in Figure 6] at the ma!l server. In our eyaluatlon, we analyze the power

3) Once the TCP flow is initiated with the server, the cOnsumption and battery life of the platform when using
NIC sends the http-formated keep-alive packets downEE-AOC
loaded from the wake agent.[Arrow 4 in Figure 6]

4) The server decrypts the keep-alive packet, and if the
decrypted packet is correct, then an ack message is | 1
sent to the client. [Arrow 5 in Figure 6]

5) The NIC keeps a retransmission window of 1 packet |98
and waits for an ack of the packet from the server. If
the ack is not received, then the packet is retransmitted
for a maximum number of retries. Keeping a window | 0.4 -
of 1 packet eliminates the need for a complete TCP
stack offload because the NIC firmware does not need
to handle the sizing of the TCP congestion window or 0

1.2

any optional flags in the TCP header. SO-ldle Platform  Standby+EE-AOC Standby
6) If the maximum number of retries (or any other
exception, e.g., platform is out of network coverage) Figure 7. Normalized Power Consumption Comparison
the NIC wakes up the platform to SO to handle this
case. Figure 7 shows the power consumption of a laptop in

7) The NIC goes on the train of packet payloads it has inthree operating states. (Eully-on, that is when the platform
its firmware, sending them one by one to the serveris switched on and stays in the active state (i.e., S0), but
This is done at a pre-determined frequency, typicallyno active workload is running. (2ptandby withEE-AOC
once every minute. [Arrow 6 in Figure 6] enabledthat is when the platform is in standby, BE-AOC

8) The NIC keeps sending the keep-alive packets until thés implemented in the NIC, which entails that the commu-
whole list of packets has been exhausted, and in thisication device is turned on and is exchanging the keep-
case, the NIC wakes up the platform to active state talive messages with the service to maintain connectivitly an
restart, where the wake agent re-exchanges keys artesence. (3ptandbythat is when the platform is in sleep
prepare a new list of packets. state with no network connectivity. The power consumption

9) If while in standby there is new data to be sentin Figure 7 is normalized to thiglly-onstate. This is because
from the server to the client (outside in data), thewe believe that although the absolute power consumption in
server simply sends the encrypted wake message aach of these states will decrease from one generation to the
the payload to a TCP message, formatted as an httpext, and will be different based on the platform itself, the
reply. [Arrow 8 in Figure 6] relative power consumption among these states will remain

10) The NIC decrypts the received packet, and if the wakeelatively unchanged.
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As shown in Figure 7, there is a significant differenceshaped curve of battery life. Unfortunately, withoHE-
in power consumption between tHelly-on state and the AOC, most applications/networks require the keep-alives to
standbystate. In standby, (a.k.a. suspend to RAM), most ofbe exchanged in the order of every tens of seconds, which
the platform components are turned off and the operatingeads to a poor platform battery life.
system and application states are saved to the RAM which On the other hand, wheBRE-AOCis used, the network
remains powered. The platform in standby consumes onlgommunication device exchanges the keep-alive messages
about 10% of the power consumed in thdly-on state, on behalf of the platform. Most of the platform components
confirming that standby is a very efficient power savingwill stay in a low-power mode, while the NIC is turned on
mode for the client. On the other hanBE-AOCrequires to serve the keep-alive messages. The battery in such a case
additional power for the network communication device,lasts longer than 8 days, which is more than a 4X increase.
which remains connected to the network, sending and receiworeover, similar to the fully-on case, the curve is almost
ing data packets. However, The NIC power consumption idlat because the energy of sending and receiving packets
typically very small when compared to the whole platform.is small relative to the NIC power. This indicates that the
Thus, the power consumption &E-AOCis slightly higher  battery life withEE-AOCis almost constant, irrespective of
(~8%) than that of standby mode power consumption, yethe frequency of the packets exchanged.

significantly lower than lighting up the whole platform.
VI. CONCLUSION AND FUTURE WORK

12 Conventionally, platform power management policies are
:‘EAS;Z?BL designed to guide individual platform components or the
~-50BL whole platform into low-power sleep states when the plat-
form becomes “idle”, with no active workloads. Individual
power management techniques differ in how deep the sleep
b A state is, the algorithms used to enter and exit the sleegsstat
and the optimizations to extend these sleep states as long as
possible. In this paper, we proposed a novel, yet simple,
architecture, calleEE-AOGC that achieves energy-efficient
—_————— always-on network connectivity for mobile platformsE-
AOCis very different from existing solutions in a sense that
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0 5 10 15 20 25 30 35 40 it does not require hardware modifications, while it progide
S3 Wakeup Period (min.) the core functionalities for Always-On-Always-Connected
(AOAC) usage models and application visibility to mobile

Figure 8. Battery Life vs. Sleep Time with EE-AOC platforms, such as Ultrabooks, laptops and tablets.

As future work we’ll explore how the communication

Figure 8 shows the battery life (in days) of an AOAC device can help optimize the overall platform power when
client with respect to the frequency of exchanging the keepthe platform is in the active state (i.e., SO ) either idlehwit
alive messages for the following three cases: (1) when theo active applications running or lightly loaded with vargo
platform is in the fully-on mode and exchanges the keeptasks. As the platform’s energy in SO is optimized with the
alive messages (denoted as SO BL), (2) when the platformew generation of platforms, any help provided by periphera
enters the standby state between keep-alive message# (whidevices to optimize its energy consumption will benefit the
is the result discussed in Figure 1) and wakes up to SO wheend-users with longer battery life
it is time to send a new keep-alive message (denoted as Wake

BL), and (3) when the keep-alive messages are offloaded to REFERENCES
the NIC with EE-AOC(denoted a&£E-AOCBL). [1] “ACPI advanced configuration and power interface speaifi
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Abstract—Handheld devices owned by nomadic people can
form intermittently connected mobile ad hoc networks spon-
taneously. Such networks appear as an attractive solution for
service providers, such as local authorities, in order to extend
a pre-existing infrastructure-based network composed of several
infostations so as to provide nomadic people with application
services in a large scale area (e.g., a city). In such hybrid
networks, intermittent connections are prevalent, and end-to-
end paths between clients and providers cannot be maintained
all the time. Service provisioning thus remains a challenging
problem today in these networks. In this paper, we propose a new
time-aware opportunistic routing protocol called TAO. TAO is
designed for service invocation in intermittently connected hybrid
networks. This protocol makes it possible to select the best next
message forwarder(s) among a set of neighbor nodes based on
the dates of contacts of these nodes with infostations, and tends
to implicitly estimate the distance separating these mobile nodes
and the infostations. This paper gives a detailed description of
this protocol supported with some simulation results.

Keywords-Service invocation; Opportunistic Networking; Discon-
nected Mobile Ad hoc Networks.

I. INTRODUCTION

With the increasing proliferation of handheld devices
equipped with a wireless interface, such as smart-phones
or internet tablets, new kinds of applications, services or
networks relying on spontaneous communication, interaction
and collaboration can be considered. Such devices, which
can form mobile ad hoc networks spontaneously, can be
exploited in order to extend networks composed of some
sparsely distributed infostations across a large area, (e.g., a
city), and so to create hybrid networks in which infostations
can act as service providers and mobile devices as service
clients. This kind of networks, illustrated in Figure 1, is said
hybrid because they are formed of a fixed part (the set of
infostations connected together via a wired infrastructure) and
a mobile part (the ad hoc network of mobiles nodes). Hybrid
networks could appear as an opportunity for service providers,
such as local authorities, to provide nomadic people with
new ubiquitous services, without resorting to any expensive
infrastructure, such as those provided by Global System for
Mobile Communications (GSM) operator companies.

The fixed part of these hybrid networks can obviously
present various topologies. For instance, the services can
be provided by dedicated servers that can be accessed by
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Figure 1. Example of an intermittently connected hybrid network.

the mobile devices through the infostations, which act as
gateways. We focus in this paper on message routing in the
mobile part of the hybrid network. Consequently, we will
assume, without loss of generality, that a service is provided
by an infostation, directly or via another infostation.

Both the free movements of people and the short commu-
nication range of Wi-Fi wireless interfaces accompanied with
the radio interferences induce some frequent and unpredictable
disruptions in the communication links. These disruptions
entail the creation of disconnected communication-islands
formed near or far from the infostations embedded in the
physical environment (see Figure 1). Moreover, the volatility
of the devices, which are frequently switched off due to their
limited power budget, increases the number of changes in the
network topology. In these networks, which we will qualify
as intermittently connected hybrid networks (ICHN), it is
difficult, and most often even impossible, to maintain an end-
to-end path between two devices thanks to traditional routing
protocols designed for wired networks or thanks to dynamic
routing protocols such as Ad hoc On Demand Distance Vector
(AODV) or Optimized Link State Routing Protocol (OLSR).

To cope with these issues, routing protocols devised for net-
works that suffer from frequent and unpredictable disruptions,
such as delay tolerant and opportunistic networks, implement
the “store, carry and forward” general principle. When two
devices cannot communicate directly because they are not in
the transmission range of each other, these protocols make it
possible to exploit other mobile nodes as intermediate relays

118



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

that can carry a copy of a message when they move and
forward it afterwards to other nodes so that it eventually
reaches its destination. The provision of application services
with this kind of opportunistic and asynchronous communi-
cations has been addressed so far only by a few number
of research works [1], [2], [3], [4]. Mahéo and Said [1],
and Conti and Kumar [3] focus on service provisioning in
opportunistic networks composed solely of mobile nodes. In
[1], the authors propose content-based service discovery and
invocation solutions in order to exploit the redundancy of
the services offered by the mobile devices that can move
freely (i.e., no assumptions are made regarding the mobility
of the devices). Conti and Kumar [3] target networks relying
on social interactions between mobile nodes that act as both
clients and providers of services. Due to the volatility and the
limited resources of the mobile devices, the number of relevant
services that can be offered by these devices are limited in
comparison to those that could be offered in hybrid networks.
Unlike [1] and [3], in Le Sommer et al. [2] the services are
provided by fixed infostations in limited geographical areas.
In [2], mobile devices and infostations are aware of their own
location. Mobile devices can invoke remote infostations thanks
to an opportunistic and location-aware forwarding protocol.
In contrast with the environments we consider, in [2], the
infostations were not connected together. We believe that
the design of routing protocols suited for service discovery
and service invocation in ICHN should take the specificity
of ICHN into account, namely the interconnection of the
infostations, in particular when defining heuristics or functions
that allow to select among a set of neighbor nodes the node(s)
that are considered as the best relay(s) to reach one of the
infostations.

In this paper, we propose TAO, a new opportunistic and
time-aware routing protocol devoted to service invocation in
ICHN. TAO adopts a temporal heuristic to perform efficient
message forwarding decisions. The basis of our approach is
to take into account the disconnection dates between the fixed
infostations and the mobile nodes. Assuming a homogeneous
speed of the mobile nodes, a node implicitly estimates the
distance from its neighbors to the target infostation and is
able to select the best carriers among them. Our proposal
applies to situations in which routing decisions cannot be taken
according to geolocation information.

The rest of the paper is structured as follows. Section II
describes protocol TAO, and Section III the evaluation of this
protocol. Related works are discussed in Section IV. Section V
presents our conclusions and gives some perspectives.

II. THE TAO PROTOCOL

TAO aims at supporting the invocation of software services
in ICHN such as those formed by fixed infostations and
portable devices used by nomadic people. The description of
the discovery phase that should occurs before the invocation
is not in the scope of this paper. The remainder of this section
details how service invocation requests and responses are
forwarded by TAO in an ICHN.
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A. Assumptions

TAO relies on four main assumptions:

1) Mobile hosts are able to perceive their one-hop neigh-
borhood.

2) Each mobile host is able to temporarily store the mes-
sages it receives, and can associate to each of them some
pieces of information.

3) All the infostations are continuously running and are
connected to each other using a backbone. An infostation
is never out of order and can provide services itself, or
can act as a proxy to another infostation.

4) The time synchronization between mobile devices does
not need to be very accurate, given the low movement
speed of the mobile devices, which are carried by
pedestrians. We can legitimately consider that TAO can
tolerate a clock-shift on the order of half a minute.

B. Overview of TAO

TAO implements the “store, carry and forward” principle, a
multiple-copy message forwarding algorithm, source routing
mechanisms and a time-stamping-based heuristic that aims
at selecting the best next message forwarder(s) among a
set of neighbor nodes. This heuristic relies on lists of last
dates of contact of a node with its neighbors. Mobile nodes
are expected to use these lists when they are solicited by
a neighbor node that wants to forward a message to an
infostation or to a given mobile node, and to return to this
node their last date of contact with an infostation. These pieces
of information are then processed by the mobile node that
must forward the message in order to select the best next
forwarder(s) to deliver the message to an infostation. Such
an algorithm tends to reduce progressively the area where the
messages are disseminated until reaching their destination (i.e.,
a fixed infostation). Indeed, from a logical point of view, a
node will disconnect from an infostation when it starts moving
away from it, and the distance separating them is increasing
progressively.

In order to improve the service delivery and to avoid the
bad carrier dilemma (i.e., delivering the message to a mobile
node abruptly moving in the wrong way), TAO implements
a multiple-copy message forwarding algorithm. The source
node is first expected to forward a copy of this message to
its best neighbors. Later these carriers, and the source node,
will forward a copy of this message only when they encounter
a better carrier than themselves, while a limited number of
copies will be forwarded toward bad carriers. A neighbor will
be considered as a good carrier by a node if the last date of
contact of this neighbor with an infostation is more recent
than its own date of contact, or if this neighbor is a new
neighbor and its last date of contact with an infostation is more
recent than those of the other neighbors. This classification
aims at estimating the ability of these intermediate nodes to
deliver the message to an infostation. Furthermore, sometimes
it might be critical to forward copies exclusively to good
carriers, especially if the source node is located remotely from
an infostation. In this case, the major number of neighbors
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might be classified as bad carriers, while the contact with a
good carrier is uncertain. Thus in TAO, each mobile node has
a stock of a few number of copies dedicated to bad neighbors.
This number of copies is limited in order to avoid network
overload and resource consumption on mobile devices. Finally,
TAO makes it possible to control the propagation of messages
in the network using two parameters: a lifetime and a number
of hops. When the lifetime is expired or when the number of
hops is zero, the message is removed from the local cache and
will not be forwarded anymore.

Unlike Prophet [5], PropicMan [6] or HiBOp [7], TAO
needs neither to record any large set of history values nor to
use complex algorithms to select the next message carriers.
In TAO, each node maintains 3 kinds of lists: a neighbor
list, a list of last local contacts with infostations and a list
of the last remote contacts with the infostations. These 3
lists will be referred to as NL, LLCI and LRCI respectively
in the remainder of this section. NL contains the one-hop
neighbors of the node and the date of reception of their last
beacon. This set is obtained thanks to a background beaconing
performed periodically by each node. Furthermore, mobile
nodes or infostations are considered disconnected from the
neighborhood of a mobile node if no beacons have been
received from them during a time gap superior to an already
define disconnection time threshold.

The LLCI list contains a limited number of entries (on the
order of the number of two-hop neighbors). Each entry in-
cludes the IDs of the infostations the node has encountered and
the time of the last beacon it received from these infostations.
The LRCI list is similar to the LLCI list, but it is related to the
neighbor nodes found in the NL list. Each entry of the LRCI
represents the ID of the most recent infostation each neighbor
had contact with and the value of the last contact date.When
a new neighbor joins the one-hop neighborhood of the node it
will directly send the ID and the most recent time of contact
with an infostation to be registered in the LRCI.

TAO is a reactive and an event-driven protocol. Five events
are considered in TAO:

1) The emission of an invocation request by a local client
application.

2) The reception of an invocation request sent by a neigh-
bor node.

3) The reception of a service response sent by a neighbor
node.

4) The arrival of a new neighbor node.

5) The disappearance of a neighbor node.

C. Forwarding of service invocation requests

When a node receives an invocation request from a local
application for a service provided by a remote infostation
(event 1), or when it receives such a request from one of
its neighbors (event 2), the node will process this request
according to the forwarding Algorithm 1. On each message
reception, a mobile node will forward a copy of this message
to Eemi¢ direct neighbors at the most. In this algorithm, the
good carriers will always obtain a copy of the message. The
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Algorithm 1 Emission or forwarding of an invocation request.

emission or forwarding of a Service Invocation Message :
if it exists an infostation in the one-hop neighborhood then
forward request to the infostation
remove the Service Invocation Message from the cache
else
check LRCI list for good carriers
for number of emissions is less than Egpi
if good carriers are found then
forward a copy of the Service Invocation Message
Update the best contact time with an infostation relative to this
invocation message
else
if local stock related to this Service Invocation Message > 0
forward a copy of the Service Invocation Message
decrement the stock
endif
endif
endfor
endif

infostation contact time of the best carrier of each invocation
request will be recorded in the lists of the local node in
order to be compared later with those of the new nodes that
appear in the neighborhood of the current carrier. A copy of
each invocation request will only be forwarded toward a new
neighbor if its infostation contact time is more recent than
the locally recorded value. As a result, this process prevents
from forwarding multiple copies to the same node. On the
other hand, bad carriers will receive a copy from the stock
of copies dedicated to them only when the number of good
carriers is less than Egyj; in the neighborhood of the carrier
node. The stock will be decremented, and when this stock is
empty no more copies of the message will be forwarded to
the bad carriers.

In order to select the best next carriers among its neighbors,
the local host checks the content of the LRCI list and chooses
the nodes with the most recent infostation contact time. Ser-
vice invocation messages will be stored, carried and forwarded
by intermediate carriers in the same manner.

When a node discovers that it exists in its one-hop neigh-
borhood an infostation, it forwards to this infostation all the
service invocation requests it has in its cache and that are still
valid, and removes them from its cache of messages. This
infostation is expected to either deliver the service itself or
forward the request to the appropriate infostations.

Any invocation request copy will stay alive until its lifetime
expires or its number of hops is zero. Moreover, each message
will store in its header the route it followed to reach the
infostation.

D. Forwarding of service responses

The next event is the reception of the reply from the
infostation toward the client node. The infostation will send
the reply message with a reverse routing, in other words, send
the message back on the route it has just traversed. Reverse
source routing can be reliable if the mobility of the nodes
in the network is relatively slow. In fact, TAO is designed to
function in ICHN, where mobile nodes are volatile and end-
to-end paths between nodes cannot be maintained all the time.
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As a result, a forwarding mechanism must be applied when the
reverse source routing fails at some point (i.e., a disconnection
in the route is encountered).

Algorithm 2 Management of the forwarding mechanism of
the service response.

emission of a Service Response Message
if the original-service-requester is connected then
forward the Service Response Message to the original-service-requester
remove the Service Response Message from cache
else
if next id recorded in header is connected (reverse source routing) then
forward the Service Response Message
else
scan NL list for a node of id recorded in the header
if id found in the neighborhood then
forward a copy of Service Response Message
remove the id of the node from the header of the message registered in
the cache
endif
endif
endif

When such a disconnection occurs, the node carrying the
message will perform a multiple-copy message forwarding
algorithm dedicated to the service responses (Algorithm 2).
A copy of the service response will be forwarded to the best
neighbors (setting higher priority to the nodes closer to the
destination). Thus, all of the new carriers will try to resume
the source routing process. If they cannot resume this process,
they forward a copy of the message when they encounter a
better carrier than themselves.

E. Management of neighborhood changes

Algorithm 3 Management of the service messages after the
contact with a new neighbor.

forwarding service messages toward the newly arriving neighbor:

if event is arrival then
if the new neighbor is a good carrier or size of stock > 0 then
foreach valid request in the local cache do
forward the request to the new neighbor
endforeach
if the size of the sock > O then
decrement the stock
endif
endif
foreach valid response in the local cache do
run algorithm 2
endforeach
endif

The last two above-mentioned events are triggered when
changes occur in the one-hop neighborhood of a node. When
a new neighbor joins the one-hop neighborhood of another
node, the LLCI and LRCI lists are updated using the pieces
of information obtained from the beaconing process. Then,
the current carrier is expected to check if it exists in its
local cache some messages (requests or responses) that should
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be delivered. If so, it conditionally forwards copies of these
messages to its new neighbor using Algorithm 3. If the new
neighbor has a date of contact with an infostation that is more
recent than those of the other neighbors of the current carrier,
this one will forward to this new neighbor all the service
invocation requests it has and that are still valid. The service
responses stored locally will be forwarded by the current
carrier to this new neighbor only if this one is the destination
or has been used as intermediate node to forward the request
(i.e., if this one appears in the reverse source path header of
the response).

Algorithm 4 Management of the disappearance of a neighbor

to the mobile node.
disappearance of a neighbor:

if event is disappearance then
if the node is an infostation then
update the LLCI list with the time and the id values of the infostation
included in set NL
endif
if the node is a mobile node then
update the LRCI by eliminating the id and time values of the
respective disconnecting neighbor
endif
endif

As Algorithm 4 shows, when a node is notified of the
disappearance of an infostation from its one-hop neighborhood
(i.e., from the neighbor set NL), it updates its LLCI list with
the ID and the date of the last beacon of the infostation,
that has been removed from the neighbor set. Otherwise, if
the disconnected neighbor is a mobile node, all the related
information will be removed from the NL and LRCT lists.

III. SIMULATION

In this section, we present the simulation results we ob-
tained for TAO regarding the service delivery performances
in comparison with a simple routing protocol RANDOM. The
RANDOM routing protocol has the same characteristics as
TAO, but instead of relying on the time heuristic implemented
in TAO, RANDOM relies on a random mechanism in choosing
the next carriers of the service invocation messages. The main
objective of these simulations is not to compare the global
performance of TAO with other protocols such as [7], [8]
and [9], but instead to assess the effectiveness of the time
heuristic in delivering messages between a mobile node and
a fixed infostation. The simulations have been performed on
the OMNeT++ network simulator. In these simulations, we
focus on a simple, but realistic, hybrid network composed of
only one infostation providing a service and a set of mobile
devices carried by pedestrians. A part of these pedestrians act
as clients, forming a set of nodes that request services from
the infostation.

A. Setup

The simulation environment we consider is a square open
area of 1 km?. The infostation is located in the middle of this
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area. All mobile nodes move according to a random waypoint
mobility model with a speed of 0.5 m/s. The communication
range of the mobile devices and of the infostation is approx-
imately 30 m. After discovering the service they are looking
for, the mobile clients invoke this service every 3 minutes.
In our experiments, we have not assigned any lifetime or
maximum number of hops to any message for both protocols.

We ran the simulations for each routing protocol, varying
the number of nodes forming the network. For each setup,
we made 10 simulation runs with a different random seed. A
warm up period of 10 minutes is used in the beginning of the
simulations before clients start to generate invocation request
messages, to allow LLCI, LRCI and NL lists to be initialized.
The simulation is run for another 1 hour before stopping all the
invocation requests from all the clients. Finally, the simulation
is left for 10 minutes to allow all the messages to be delivered.

We present below the obtained results. The objectives of
these experiments was to measure the ability to satisfy the
client service delivery with a small number of message copies,
where we have fixed the number of copies (size of the stock)
to 3 copies for both protocols and the maximum number of
emissions Eepjt to 3.

B. Results

Each of the following graphs contain curves for both TAO
and the RANDOM routing protocols, while changing both the
number of clients and the number of mobile nodes forming the
network. The two metrics we are studying are the satisfaction
ratio and the delay. The satisfaction ratio is the percentage of
successful service invocation (i.e., the number of invocations
for which a client node receives their response from an
infostation), while the delay is the total time needed by a
successful invocation message to travel from the client node
toward an infostation and on the way back toward the same
client node.
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Figure 2. Satisfaction ratios of TAO and RANDOM Routing Protocols

First, we analyze the satisfaction ratio of each of the
protocols in order to study the impact of increasing the number
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of nodes forming the network on the performance of each
protocol. Three scenarios for each protocol are presented in
Figure 2, where each scenario is characterized by the number
of clients found in the network. As we notice, when having few
nodes in the network, the satisfaction ratio of both protocols
is almost the same. This observation is coherent with what
is expected, because, due to the limited number of neighbors,
TAO and RANDOM will select most of the time the same
carriers. The performance of TAO increases with the number
of nodes forming the network due to the selection of good
carriers among a large set of neighbors. On the contrary, the
performance of RANDOM decreases due to the bad selection
of next carriers.
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Figure 3. Delay of TAO and RANDOM Routing Protocols

Based on (Figure 3), we notice that when the network
is formed of a few number of nodes, the delay values are
relatively high. This is totally normal, since few nodes with
limited transmission range and random waypoint mobility have
to cover a large area. When the number of mobile nodes
increases in the network, the average delay of RANDOM
remains relatively high due to the random choices of carriers
that contribute in transmitting the invocation messages toward
the infostations. On the contrary, the average delay of TAO
decreases due to the presence of more carriers that can fill
the gap between the client and the infostation and the ability
of TAO in choosing good carriers to perform this operation.
As a result, the mechanism used by TAO to choose among the
carriers of service invocation messages results in shorter delays
and higher delivery ratio than what RANDOM can offer.

Finally, the application we utilized in these primary sim-
ulations was simply a mobile node invoking an infostation
and waiting for the response back. This was done to study
the effect of the time heuristic implemented in TAO. Since
the number of hops and the lifetime message parameters are
directly related to the application and the expected delays
in the targeted network, we did not specify any limits over
these two parameters. So, the number of messages that are
disseminated in the network increases continuously. That’s
why we do not give in this paper details about the network
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load and the efficiency of TAO regarding this point precisely.
Nevertheless, the measurements we conducted show that the
number of messages disseminated by TAO and RANDOM is
approximately the same.

IV. RELATED WORK

TAO combines the originality of being designed to support
service invocation and to specifically target hybrid intermit-
tently connected MANETSs. Indeed, most of the research
work concerning intermittently connected MANETSs consider
networks solely formed of mobile devices and multi-purpose
communication. However TAO uses the “store, carry and
forward” principle and several techniques that are shared with
many protocols in delay-tolerant and opportunistic networking.
In the remainder of this section, we present some representa-
tive routing protocols.

The Message Ferrying paradigm is a mobility-assisted ap-
proach [8]. It introduces non-randomness to the node mobility
and exploits it to provide physical connectivity among nodes.
Two variations are introduced both with movement constraints.
The first is targeting the message ferries, which are special
nodes introduced as data carriers toward specific positions to
collect data. The second forces the clients to move toward the
ferries in order to send and receive messages. Although this
approach ensures reliability, it introduces a lot of constraints
on the mobility of clients, which is considered disturbing and
impractical in real life.

The constraint of intervening with clients’ mobility was
addressed by other protocols that aimed to benefit from the
natural uncontrolled movements of nodes. The most general at-
tempt is the flooding-based routing protocols such as Epidemic
Routing [9]. In such types of protocols, messages are flooded
in the network and stored by all available neighbor nodes. No
precautions are considered to limit the number of messages
exchanged and forwarded. Therefore, network congestion is
very likely to happen, especially in high density regions.

Some approaches resort to probabilistic solutions [5], [6]
and prediction techniques [10] to choose the best relay nodes
for each specific message. For routing, these protocols rely
on the context and history information in order to compute
delivery probabilities and predictabilities. A history-based
approach such as the one described in [7] relies on an
algorithm to predict the future movements and patterns of
the node and route packets according to these predictions.
Such algorithms can achieve high efficiency and delivery ratio,
but the major drawback is assuming that a node is able
to register a large amount of contact history in its buffers,
taking into consideration that the majority of the devices
forming such networks are small portable devices with limited
capabilities and capacities. Moreover, computing histories and
predicting movement patterns is a tricky problem, especially
in environments composed of numerous mobile devices that
move following irregular patterns, such as those held by
pedestrians in a city. On the contrary, TAO simply utilizes
recent history to predict near future. TAO tends to estimate
the distance separating the nodes and the infostations in the
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network, relying on the disconnection times recorded locally
by the mobile nodes. By this approach we aim to reduce the
complexity and the resources needed to take correct routing
decisions.

V. CONCLUSION

Intermittently connected hybrid networks is a quiet original
perspective that can be exploited to provide nomadic people
with a wide access to pervasive services, eliminating the need
for any expensive infrastructures, such as those provided by
GSM operators.

In this paper, we have proposed a new simple time-aware
opportunistic routing protocol, called TAO, devoted to service
invocation in ICHN. TAO implements a multiple-copy mes-
sage forwarding algorithm, source routing mechanisms, and a
time-stamping-based heuristic that aims at selecting the best
next message forwarder(s) among a set of neighbor nodes.

TAO is a recent work, and its evaluation through real
conditions is still in progress. TAO will shortly be included in
a service-oriented middleware platform. Furthermore, in the
future, we would like to improve the service delivery process
by implementing a handover mechanism in the infostations,
thus allowing to provide nomadic people with a continuous
access to a given service. Then, a service will be delivered all
the time to the client by the best infostation, which will be,
the most of the time, the nearest infostation.
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Abstract—The Session Initiation Protocol is an application
layer protocol with increasing impact on signaling in mo-
bile networks and mobile applications. However, it lacks the
possibility to enforce the abidance of special communication
constraints after session parameters have been negotiated. In
this work, an approach of compulsory services is presented,
which allows peer user agents in communication sessions set up
by the Session Initiation Protocol to mutually prove each other
that transmitted data has been processed by a trusted third
party. This is realized by enforcing a set of compulsory services
implemented by trusted third parties. Technically, in the session
initiation phase the signaling messages are therefore modified
according to a rule base in special policy servers. During data
transmission, an involved user agent first passes its message
to the compulsory service, receives a corresponding token as
acknowledgment and finally transmits this token along with the
message to the peer user agent. There, based on the validity
of the token, further actions can be taken. The usability is
demonstrated by three examples including location verification
of mobile users.

Keywords-SIP-Services; Trusted Third Party; Public-Key-
Cryptography; Location Verification; Call Recording.

I. INTRODUCTION

The Session Initiation Protocol (SIP) is an application
layer protocol developed by the IETF with focus on creating,
modifying and terminating communication sessions with one
or more participants [1]. It is designed according to design
principles similar to HTTP, and therefore is well suited for
[P-based networks. It also allows for extending the protocol
with new features that not necessarily must be supported by
all clients.

Although SIP is primarily used for Internet telephone calls
and video conferencing, due to its flexibility it can also be
applied to other domains such as instant messaging. In the
context of next generation networks and the [P Multimedia
Subsystem (IMS) specified by the 3GGP in TS 23.228, SIP
is used as a session control layer to provide a standardized
interface to services between mobile users and signaling
infrastructure.

The architecture of a typical SIP configuration consists of
several entities of which the most important in the context
of our work comprise user agents (UAs) and the signaling
infrastructure elements, i.e., registrars and proxies. One or
more user agents register themselves with a SIP username
at a registrar, which implements a location service mapping
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usernames to network addresses. For session initiation, a UA
sends an INVITE message to the peer user agent. Those
messages are typically passed through one or more proxies,
which are responsible for routing SIP messages and thereby
are able to enforce a call policy.

After the session has been established between the in-
volved user agents, the data transmission phase will fol-
low. Here, none of the signaling infrastructure components
has further access to the information exchanged. Hence,
although desirable in many application scenarios like the
enforcement of mutually agreed on centralized call recording
or the mutual provision of reliable information about the
residence of UAs, the standard SIP provides no means for
enforcing certain properties or the processing of transmitted
data.

In order to facilitate the enforcement of specific pro-
cessing constraints during the data transmission phase, we
developed an approach that enables user agents to mutually
prove that a given piece of transmitted information has been
processed by a set of trusted third party services called
compulsory services in a predefined manner. The set of
involved compulsory services is deduced from policy servers
and contained in the SIP-negotiation messages. The services
themselves are hosted by external providers.

The remainder of the paper is structured as follows:
Section II presents the state of the art in form of related
work. Section III then describes the principles of compulsory
services comprising the theoretical concepts, the structure
of compulsory service assignments in the SIP-negotiation
phase, the necessary extensions to SIP and discussion of
the data transmission protocol. In Section IV, three example
scenarios are presented that profit from compulsory services.
Finally, Section V concludes the paper.

II. RELATED WORK

SIP services can be classified into being active during
the session initiation or focusing on modifying the data
transmission phase. During the session initiation, services
can run on signaling infrastructure or on user agent equip-
ment depending on the task the service performs and aim
at enforcing parameters for the following data transmission
phase according to a set of rules [2]. Device independent
services, for example services taking actions when systems
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are not available or busy, are run on signaling infrastructure,
e.g., using SIP-CGI [3]. Services comprising device specific
information like location or call waiting alerts are executed
on UA equipment. SIP services typically take the following
steps:
1) Modification of headers and forwarding of incoming
requests based on a set of rules.
2) Receipt of replies to forwarded requests, modifying
the replies and returning them to the client.
3) Generating requests to other services by creating and
sending appropriate messages.
4) Generation of responses to incoming requests and
sending the results to the client.

Approaches to the specification of services that are run
on UA equipment have been proposed with SIP Call Pro-
cessing Language (CPL) [2] or Language For End System
Services (LESS) [4]. These approaches might be useful for
implementing UAs that dynamically adapt to an incoming
set of compulsory services during the session initiation.

A hybrid approach is the concept of SIP Back to Back
User Agents (B2BUAs) working as a man in the middle
in the SIP signaling process and therefore incorporating a
UAC and UAS at the same time for the transmission of
a given message. A B2BUA keeps track of the state of
connections it has established and has full control over
all signaling messages [1]. Extensive research has been
done in developing domain specific languages for B2BUA
programming, enabling applications like seamless device
handover [5] [6]. Other approaches like DiaSpec focus on
the automatic generation of includable source code from
telephony service specifications [7]. In comparison, our
approach does not aim at modifying the delivered content
but rather extending it with a token certifying that a piece of
information in a message has been processed by a trusted
third party, namely a compulsory service in a predefined
manner.

Services in the data transmission phase have especially
been in the focus of research and have been developed in
the context of lawful interception (LI) [8]. Focused on the
interception of voice transmissions, signaling infrastructure
typically modifies INVITE and ACK messages in the SDP
information in order to enforce the redirection of the packet
through a special recording gateway [9]. This way, the
internet telephony service provider in charge is able to
apply logging or packet sniffing tools to the data stream.
Contrary to our approach, the employment of the recording
services can be concealed from the communicating user
agents. Another downside of these approaches is that it is not
possible to avoid repudiation of received packages, which in
contrast can be implemented by our compulsory services.

III. COMPULSORY SERVICES AND SIP-SESSIONS

In this section, we present our approach to enforcing the
interaction of user agents with compulsory services in SIP
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Figure 1. System architecture showing services known by policy servers
and two communicating user agents.

initiated communication sessions.

A. System Architecture

We propose a system architecture as depicted in Figure
1. A policy server (PS) within an administration domain
is associated to 1...n services. Before starting the SIP-
negotiation, a user agent queries its PS, which has an inte-
grated set of rules stating which services have been defined
as compulsory for the interaction between the two involved
user agents. Those services are called compulsory services
(CS). Conceptually, these services act as trusted third parties,
enabling clients to mutually guarantee that data sent to the
other user agent has also been sent to and processed by
each CS. This is realized by forcing each involved user
agent to request fokens with a limited time of validity from
the assigned compulsory services. These tokens are only
issued by the service if the user provides service-specific
required data. The tokens are then appended by the UA
to data transmissions, which will only be accepted by the
receiving user agent if the token is valid. Before initiating a
session with a SIP-INVITE, a user agent provides its policy
server the identities of himself and his peer and receives a set
of CSs along with the specification of their communication
interface, also including their service access points SAPs.
The SIP-INVITE is then extended by this set and sent to
the peer UA, which again contacts his own policy server.
The reply sent back to the first UA is extended by the set
of CSs that were received from the peer and those received
from his own policy server.

As this process runs the risk that two clients might agree
on ignoring the tokens and circumvent the enforcement of
the compulsory services, our approach is based on the pre-
condition that each involved policy server is within the same
domain of interest with one of the user agents, i.e., for a
given policy server, at least one user agent insists on abiding
its claimed compulsory services.
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More precisely, a compulsory service i was defined as a
tuple: CS; = (SAP, X, f, D, Cert,g) with the following
semantics: SAP is the service access point of the CS
represented by an URI. The set X represents the domain
of data CS; is interested in to finally create a token.
However, in general this data is not passed to C'S; by an user
agent genuinely, but is rather pre-processed by the function
f+ X — D. For example, D can be defined as the set
of all hash values of elements in X. The Cert element
represents a public-key certificate associating a public key
K gsi with the SAP and also states that C'S; owns the private
key K 5g.. The set of all encrypted elements of D is denoted
as C(D) = {z|3y e D : K5g (y) = x}.

The last element g is statically defined as a constant g : —
{once,periodicTime(t),periodicPacket(t),always},
formalizing when tokens need to be generated for a data
packet. periodicTime(t) states that at least every ¢ seconds
a valid token has to be used. Similarly, periodicPacket(t)
implies that at least every ¢ packets a new token has to be
provided. In Section III-C the necessary extensions to SIP
are discussed.

A compulsory service CS; provides an external interface
to user agents with a function CS; : D — C(D) U {L},
which generates the desired tokens. The process of token
generation within CS; for a request CS;(f(z)) is based on
two steps: first, the argument f(z) is sent to a processing
function p : D — {true, false}, e.g., for logging f(z) toa
database or consulting third parties to verify information. Its
result is a boolean value. If this value is t rue, the token is
generated by computing the digital signature of f(x) using
K g, and returned to the calling user agent. Otherwise, L
will be the result, symbolizing invalid tokens:

Kqoo (f(x)), if T)) = true
CSi(f(x) = CSl(f( ) p(f( ) (1)
1, otherwise
Finally, the calling user agent transmits all tokens 1,....n

alongside the message = to his peer where the validity of
each token is checked:

K, (f(2))is valid & K/ (Kgg, (f(2))) = f(2) ()

The formalism describing which services are defined as
compulsory for a communication session is discussed in the
next section.

B. Assigning Compulsory Services to SIP-Sessions

In this section, the process of rule selection at a policy
server in the domain of interest of one of the two involved
user agents is presented. Therefore, sets Users, Roles and
Services have been defined. The schema is illustrated in
Figure 2.

The set Users contains all known user agents and Roles
all role identifiers. Users can be assigned to roles given by
an user-role-relation UR C Users x Roles. The set of all
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Figure 2. Rule base representing user-role-service-assignments.

currently assigned roles » C Roles for a user u € Users
is denoted as r(u). Furthermore, the set of all compulsory
services has been defined as Services and its power set
as P(Services). The time-dependent role assignment to
users at a certain point of time is represented by the set
Sessions C Users x Roles. The actual rule base is defined
using the relations RS C (Roles x Roles) x P(Services)
and similarly RS. RS states, which compulsory services
have to be enforced in the communication between two user
agents with specific roles, while RS contains forbidden ones.

In complex scenarios, each involved user agent, wa;
and wao, has its own policy server PS; or PS, within
its domain of interest. In all cases, ua; generates a SIP-
INVITE according to the rules imposed by PS;. For this
purpose PS; provides a set of compulsory services S,,,, that
will be integrated into the handshake message. Additionally,
uas has the policy server PSo within its domain of interest.
The latter will will be provided with S,,,, as well as ua;
and will return a set S,,, of desired compulsory services
and a boolean value indicating if all services in S,,, are
acceptable. In accordance to the extensions made to the
original SIP-INVITE by wa;, uaz will extend the reply
with his set of compulsory services S,,, induced by the
rule base of his own policy server PS5, too.

A policy server PS; within the domain of interest of a
user agent ua,; computes the set of compulsory services Sy,
according to its rule base by evaluating:

Sua; = {cs € Services|3S € P(Services)
. 3r1,re € Roles : 11 € r(uaq)
Arg € r(uag) A (r1,12,5) € RS Aes € S} (3)

The elements in the set of services S,,, received in a
handshake message from a peer are tested for policy con-
flicts using RS. In case of conflicting policies, the session
initiation is canceled.

Eventually, each involved user agent knows the union set
of all enforced compulsory services Sya,.uas = Sua; USuass
which is fixed for the duration of the session.

The next section describes how SIP-messages are ex-
tended in order to allow for the transmission of Syq, ua,
to the user agents.

126



ICWMC 2012 : The Eighth International Conference on Wireless and Mobile Communications

C. Integration into SIP

In order to agree on a set of compulsory services between
two user agents, the SIP messages at the initiation of a
session need to carry information about these services. This
guarantees that the user agents are able to reject the session
establishment in case one of the user agents does not accept
the compulsory services required by the other party.

The inclusion of additional information into a SIP-
message may be achieved by different means. Possibilities
are to define an additional header field, to send the infor-
mation within the body of the message or to use multipart
bodies when the SIP message already contains a body part
(e.g., an SDP body) [10]. Making use of the message body
to include the additional information is reasonable if the
additional information is extensive and contains structured
information. If a user agent encounters an unknown header
field, the header will simply be ignored. This solution has the
advantage that a user agent that is not able to process new
header fields may be detected to be incompatible. If a user
agent is not able to decode multipart messages it will issue
a 415 Unsupported Media Type response to signal
its inability to process the message. In this work, to add
the information, adding the required compulsory services to
the body of the SIP-messages has been chosen. This requires
only little modification of established user agents and allows
for great flexibility when implementing a suitable container
format for the description of the compulsory services. The
definition of the container format is omitted here, but it will
include all the information contained in the definition of a
compulsory service as stated in Section III-A.

Each user agent follows the same steps when a session
is established as depicted in Figure 3. The calling user
agent wua; requests the set of compulsory services Syq,
from its policy server PS; by providing it with the identity
of the desired peer. It then includes the received services
Sua, in the SIP-INVITE message, which will be forwarded
to the called user agent was. The called user agent first
examines if the certificates of the compulsory services are
valid and then checks if it is able to provide the necessary
information for all services. If one of these checks fails, the
INVITE request will be rejected by generating a 406 Not
Acceptable response. If the services pass this validation,
user agent uas — analogous to ua; — queries PS5 for the
required compulsory services for a session with ua; and
whether the services contained in S,,,, are acceptable. If so,
it includes S,,,, into the 200 OX response or sends a 406
Not Acceptable otherwise. User agent ua; will perform
a validation of the services required by uao, too. If the vali-
dation fails, the session will be terminated by an immediate
BYE request. Otherwise the session will continue with the
data transmission phase as described in Section III-D.

SIP is also able to modify the parameters of an active
session, which is achieved by the reinvite mechanism of the
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Figure 3. Communication during the the SIP session establishment.

protocol. This will be used when a compulsory service is no
longer reachable or other problems with the services occur.
The re-invitation will renegotiate all the compulsory services
for each user agent and terminate the session in the same
manner as an initial INVITE in case the services do not
pass the verification steps at each user agent. This gives the
services’ administrators the ability to change or remove a
service without interrupting the data transmission phase and
without termination of the session. If the re-invitation was
not successful, i.e., one of the compulsory services is not
reachable or the user agent is not able to provide all the
necessary information for one of the services, the session is
terminated by issuing a BYE request.

D. Data Transmission Protocol

With the extended session initiation being completed,
user agents ua; and was can start their communication
as shown in Figure 4. Before actually sending a message
x to its peer, however, each user agent has to contact all
services contained in Syq,, e, first in order to have its
message’s content processed and signed by the respective
compulsory services. Consequently, the unavailability of any
C'S leads to the abortion of a session. Since different services
might require different representations of x, the requesting
user agent uaq will locally perform a service-specific pre-
processing function fcg, and provide CS; with feg, ().
Depending on whether a service’s processing function p;
works as an idempotent call or not, making use of a reliable
communication protocol (e.g., TCP) between user agents and
C'S; is required. This is in order to prevent inconsistencies
caused by the repeated processing of a message fcg, ()
due to a lossy channel. CS; replies to requests with a token
K g, (f(z)) that uay will then forward to uas alongside the
other services’ tokens and the original message x.

We propose two alternative solutions for this kind of
extended data transmission: The first one is to define a
minimal container format bundling the set of required to-
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ua; CS; ua,
f(x)

Kes(f(x))

(x,Kes(f(x))) -

Figure 4. Compulsory service integration in the data transmission phase.

kens K g (f(z)) and the original message x into a single
packet. This tight coupling of a message’s content and its
associated tokens within one packet is necessary in order to
avoid any inconsistencies that might otherwise arise from
the loss of packages containing messages or tokens when
using unreliable communication channels. Another possible
solution to this problem is to embed this kind of compulsory
service related information into existing protocols. In case of
RTP this could for example be accomplished by assigning a
new dynamic payload type PT in the RTP header [11] [12].
This allows to avoid defining a wholly new message format
by making a minor extension to a standardized protocol a
multitude of clients is already speaking. Hence, making use
of the latter approach is recommended whenever it seems
feasible. Either way, just as desired, only those clients that
can either handle such a specific container format or can
cope with an existing protocol’s extension will be able to
correctly process and validate incoming packets as well as
give adequate responses.

Upon receiving a message from wa; user agent uao will
decompose the received packet and then try to validate the
contained tokens in order to locally prove that service CS;
has processed and approved the content of x. If any of the
tokens required by Sy,q, 44, are found to be absent or illegal,
the discovering user agent will terminate the current session
or at least reject the fraudulent message(s).

Dependent on the service-specific value of gcg,, both
the sending and the receiving user agent know when to
request and accordingly expect a fresh token from service
CS;. The constant value of g thereby indirectly synchronizes
the two user agents’ expectations of when an updated token
signed by C'S is required. Each time one of the agreed on
compulsory services demands the usage of a new token, the
sending user agent has to repeat the procedure described at
the beginning of this section in order to acquire a fresh token.
Otherwise the peer client will reject incoming packages until
a valid token arrives or even quit the session.

As already stated before, it has been defined as a pre-
condition that each user agent ua, at least abides by the
rules imposed by the policy server PS; that it is assigned
to. This is required since the policy servers have no means
for supervising the correct usage of compulsory services
once the peer-to-peer communication session between the
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two user agents has been established. Hence, full abidance
of the whole set of negotiated services has been achieved
by having wa; and uay controlling the rules introduced by
PS; and PS5 respectively.

IV. EXAMPLE SCENARIOS

In this section, three example scenarios and use cases are
presented that can be realized using compulsory services.

Location Verification: Especially for mobile user agents
the current location of the peer user agent could be of high
interest but may be tampered with. Location Verification is
the process of proving positions claimed by users [13]. In the
context of SIP-sessions this can be realized by implementing
a location prover as a compulsory service. In general, a
location prover is able to verify the claimed location of
a given user agent or entity, e.g., by employing trusted
infrastructure like ultrasound sensors in rooms. Assume
two communicating user agents that intend to exchange
information = along with a verified position [, describing
the residence of the sending UA. This results in a message
structure m = (x,l). Furthermore, let CS be a location
verification compulsory service that has been assigned to the
session. Given the message m = (x,1), the pre-processing
function f has to be defined as: f(m) = [, i.e., only the
location [ will be transmitted to CS. There, the processing
function p will return true if the claimed location could be
verified and false otherwise.

The correctness of [ is checked and confirmed with a token
K 4(1) or with L if [ does not correspond to the residence
of wa;. According to the delay that is caused by CS when
contacting the location proving infrastructure, CS is defined
with an appropriate periodicity g. Finally, after checking the
correctness of the received token, the peer user agent applies
the same processing steps when sending messages to ua;.

Non-Repudiation Receive: In order to prevent two com-
municating UAs ua; and uay from repudiating the receipt of
a message m, a non-repudiation compulsory service CS is
assigned to the session. The service has a pre-processing
function f(m, K,.) K, (hash(z)), which is used
to digitally sign the hash value of a previously received
message m. The processing function p is then implemented
as the logging of K ¢ (hash(m)) to an attached database.
This way, C'S is able to generate a log of all messages that
have been received by the user agents ua; and uas. The
generated token K ;g (K, (hash(m))) is finally sent to the
peer user agent by piggy-backing it on a message x in order
to acknowledge the receipt of m, thereby preventing the UA
from repudiating it later.

Interception and Recording: The assignment of com-
pulsory services to SIP-Sessions can also be used for com-
plete logging of communication sessions on behalf and on
the agreement of the user agents ua; and uao. In many
countries, mutual agreement on the recording of calls is
claimed by law. The i