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INFOCOMP 2011

Foreword

The First International Conference on Advanced Communications and Computation [INFOCOMP 2011],
held between October 23 and 29, 2011 in Barcelona, Spain, inaugurated a series of events dedicated to advanced
communications and computing aspects, covering academic and industrial achievements and visions.

The diversity of semantics of data, context gathering and processing led to complex mechanisms for
applications requiring special communication and computation support in terms of volume of data, processing
speed, context variety, etc. The new computation paradigms and communications technologies are now driven by
the needs for fast processing and requirements from data-intensive applications and domain-oriented applications
(medicine, geoinformatics, climatology, remote learning, education, large scale digital libraries, social networks,
etc.). Mobility, ubiquity, multicast, multi-access networks, data centers, cloud computing are now forming the
spectrum of de factor approaches in response to the diversity of user demands and applications. In parallel,
measurements control and management (self-management) of such environments evolved to deal with new
complex situations.

We take here the opportunity to warmly thank all the members of the INFOCOMP 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and efforts to contribute to INFOCOMP 2011. We truly believe that, thanks to all
these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations, and
sponsors. We are grateful to the members of the INFOCOMP 2011 organizing committee for their help in handling
the logistics and for their work to make this professional meeting a success.

We hope that INFOCOMP 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and for the promotion of progress in the areas of communications and
computations.

We are convinced that the participants found the event useful and communications very open. We also
hope the attendees enjoyed the historic charm of Barcelona, Spain.
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Implementation of Integrated Systems and Resources
for Information and Computing

Claus-Peter Rückemann
Leibniz Universität Hannover,

Westfälische Wilhelms-Universität Münster (WWU),
North-German Supercomputing Alliance (HLRN), Germany

Email: ruckema@uni-muenster.de

Abstract—This paper presents the practical results from
the real-life implementation of interactive complex systems in
specialised High End Computing environments. The successful
implementation has been made possible using a new concept
of higher-level data structures for dynamical applications and
configuration of the resources. The discussion shows how an
implementation of integrated information systems, compute
and storage resources has been achieved. The implementation
uses techniques ensuring to create a flexible way for com-
munication with complex information and computing systems.
Besides Inter-Process Communication these are mainly Object
Envelopes for object handling and Compute Envelopes for com-
putation objects. These algorithms provide means for generic
data processing and flexible information exchange. Targeting
mission critical environments, the interfaces can embed in-
struction information, validation and verification methods. The
application covers challenges of collaborative implementation,
legal, and security issues with these processes. The focus is on
integrating information and computing systems, Distributed
and High Performance Computing (HPC) resources, for use
in natural sciences disciplines and scientific information sys-
tems. Implementing higher-level data structure frameworks
for dynamical applications and resources configuration has
led to scalable and modular integrated public / commercial
information system components.

Keywords–Integrated Systems; Information Systems; Comput-
ing Systems; Geosciences; High Performance Computing

I. INTRODUCTION

In High Performance Computing (HPC) supercomputers,
that means computer systems at the upper performance limit
of current technical capabilities for computing, are employed
to solve challenging scientific problems. In consequence
there is no general or common architecture and configuration
for HPC resources as in the lower parts of the performance
pyramid.

Within the last decades a large number of implementations
of information systems, computing and storage systems and
other resources have been created. Nearly all of these imple-
mentations lack features for extending information systems
with the various resources available. Thus, the integration
could be opening advances using larger resources, interactive
processing, and reducing time consumption for assigned
tasks. Most of these applications and resources are very

complex, standalone systems and used that way, neglecting
that for many sophisticated use cases conjoint applications
are desirable.

The next generation of systems neccessary for provid-
ing profound means for communication and computation
will have to gather methods evolved by active interdisci-
plinary interchange, grown with the requirements of the
last decades: The information and computing disciplines
need means for in praxi collaboration from disciplines,
structural sciences, computer science, computing science,
and information science. Examples are computing inten-
sive interactive environmental monitoring and information
systems or simulation supported dynamical geoinformation
systems. In this manner an efficient development and op-
eration can be put into practice for making interactive
use of systems with tenthousands of thousands of nodes,
ten to hundred thousands of compute cores and hundred
thousands to millions of system parts like memory bars and
hard disk drives. Methodological sciences means sciences of
developing methods for using resources and techniques for
gathering new scientific insights. For years, “methodological
sciences” or more precise “methodological techniques” have
been commonly propagated to solve the problems of High
End Computing. It has been commonly experienced that this
is not true as there are no applicatory results regarding the
essential requirements of complex and integrated high end
systems. The available “methods and techniques” is not what
we can use for supercomputing where every application and
system architecture is different. Up to now this difference
is implicit with common tender and operation strategy for
various efficiency and economical reasons.

The experiences with integrated systems have been com-
piled in various projects over the last years [1], [2]. Legal is-
sues and object security have been discussed at the CYBER-
LAWS 2010 and 2011 conferences. The architecture of the
framework and suitable components used, have been tested
by implementing various integrated systems. The following
sections show components of an integrated geoscientific
information and computing systems developed in one of
these case studies that can be used for environmental mon-
itoring or feeding expert systems. None of the participating

1
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industry and scientific parties can or will create one single
application from the components discussed here. The goal
is to enable the necessary operation, nevertheless these are
separate components. For the last years practical solutions
to various requirements for communication requests have
been implemented in a number of projects and case studies
using various resources [3], [4], [5], [6], [7]. The most im-
portant communication facilities for integrated information
and computing systems are:

• Communication requests with applications (example:
Inter-Process Communication, IPC).

• Storage object requests (framework example: Object
Envelopes, OEN).

• Compute requests (framework example: Compute En-
velopes, CEN).

Based on these components an integrated solution has
been built, for use with local HPC resources supported by
distributed information and compute resources. From the
point of view of resources providers and integrators of HPC
resources it would make very little sense to describe the
application components here. Applications details have been
published for several components before. For the core issues
the conceptional results are by far the most important.

This paper is organised as follows. Section two presents
motivation, challenges and complexity with the implemen-
tation. Sections three and four describe the prerequisites
and basic resources configuration for the implementation.
Sections five and six show the components and dependencies
for integrated systems and resources. Section seven discusses
the time dependence of the integrated solutions. Section
eight describes the system implementation, and Section nine
does the evaluation. Sections ten and eleven summarise the
lessons learned, conclusions, and future work.

II. MOTIVATION

With the implementation use cases for Information Sys-
tems the suitability of Distributed and High Performance
Computing resources have been studied. These use cases
have focus on event triggered communication, dynamical
cartography, compute and storage resources. The goal has
been, to bring together the features and the experiences
for an integrated information and computing system. An
example that has been implemented is a spatial information
system with hundreds of thousands of ad-hoc simulations
of interest. Within these interactive systems as many “next
informations of interest” as possible can be dynamically
calculated in parallel, near real-time, in order to be of any
practical use. In the following passages we will show an
environmental component exactly using this implementation
for many thousands of points of interest.

Due to the complexity of integrated information and
computing systems, we have applied meta-instructions and
signatures for algorithms and interfaces. For these cases,
envelopes and IPC has been used to provide a unique event

and process triggered interface for event, computing, and
storage access.

III. SYSTEM PREREQUISITES

For implementation and testing a suitable system archi-
tecture and hardware had been neccessary. A single local
system had to fulfill the following minimal criteria:

• Capacity for more than 5000 subjobs per job.
• At least one compute core available per subjob.
• Interactive batch system.
• No distributed compute and storage resources.
• Fast separate InfiniBand networks for compute and IO.
• Highly performant parallel filesystem.
• Available for being fully configurable.

A system provided being fully configurable means especially
configuration of hardware, network, operating system, mid-
dleware, scheduling, batch system. At this size this normally
involves a time interval of at least three to six months.

It should be obvious that there are not many installations
of some reasonable size and complexity that could be
provided, configured and operated that way if in parallel
to normal operation and production.

The available HPC and distributed resources at ZIV
and HLRN as well as commercially provided High End
Computing installations have been sufficient to fulfill all the
necessary criteria.

IV. BASIC RESOURCES CONFIGURATION

Elementary operating system components on the resources
involved are: AIX, Solaris, and various Linux distribu-
tions (SLES, Scientific Linux). Elementary middlewares,
protocols, and accounting systems used for the integrated
components are: Globus Toolkit, SGAS, DGAS. Unicore,
SAGA, SOAP, and many others can be integrated, too. For
communication and parallelisation MPI (Open-MPI [8], MPI
from SGI, Intel, HP, IBM), OpenMP, MPICH, MVAPICH
and other methods have been used along with IPC regarding
to the type of operation and optimisation of algorithms
needed. For the scheduling and batch systems the resources
used Moab, Torque, LoadLeveler, and SGE.

All these “tools” are only middleware components, pro-
tocols, interfaces or isolated applications. They are certainly
used on the system resources but they cannot integrate
anything, not on the disciplines/application level, not on the
services level, not on the resources level. So we want to
concentrate on the important high-level issues for the further
advanced view of components.

V. COMPONENTS

Using the following concepts, we can, mostly for any
system, implement:

• Application communication via IPC.
• Application triggering on events.
• Storage object requests based on envelopes.

2
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• Compute requests based on envelopes.
For demonstration and studies flexible and open Active
Source Information System components have been used for
maximum transparency. This allows OO-support (object, el-
ement) on application level as well as multi-system support.
Listing 1 shows a simple example for application commu-
nication with framework-internal and external applications
(Inter-Process Communication, IPC).
1 catch {
2 send {rasmol #1} "$what"
3 }

Listing 1. Application communication (IPC).

This is self-descriptive Tcl syntax. In this case the IPC
send is starting a molecular graphics visualisation tool and
catching messages for further analysis by the components.

Listing 2 shows an example of how the communication
triggering can be linked to application components.
1 text 450.0 535.0 -tags {itemtext relictrotatex} -fill

yellow -text "Rotate x" -justify center
2 ...
3 $w bind relictrotatex <Button-1> {sendAllRasMol {rotate

x 10}}
4 $w bind relictballsandsticks <Button-1> {sendAllRasMol

{spacefill 100}}
5 $w bind relictwhitebg <Button-1> {sendAllRasMol {set

background white}}
6 $w bind relictzoom100 <Button-1> {sendAllRasMol {zoom

100}}

Listing 2. Application component triggering.

Tcl language objects like text carry tag names
(relictrotatex) and dynamical events like Button
events are dynamically assigned and a user defined subrou-
tine sendAllRasMol is executed, triggering parallel vi-
sualisation. Storage object requests for distributed resources
can be done via OEN. Listing 3 shows a small example for
a generic OEN file.
1 <ObjectEnvelope><!-- ObjectEnvelope (OEN)-->
2 <Object>
3 <Filename>GIS_Case_Study_20090804.jpg</Filename>
4 <Md5sum>...</Md5sum>
5 <Sha1sum>...</Sha1sum>
6 <DateCreated>2010-08-01:221114</DateCreated>
7 <DateModified>2010-08-01:222029</DateModified>
8 <ID>...</ID><CertificateID>...</CertificateID>
9 <Signature>...</Signature>

10 <Content><ContentData>...</ContentData></Content>
11 </Object>
12 </ObjectEnvelope>

Listing 3. Storage object request (OEN).

OEN are containing element structures for handling and
embedding data and information, like Filename and
Content. An end-user public client application may be
implemented via a browser plugin, based on appropriate
services. With OEN instructions embedded in envelopes,
for example as XML-based element structure representation,
content can be handled as content-stream or as content-
reference. Algorithms can respect any meta-data for objects
and handle different object and file formats while staying

transparent and portable. Using the content features the
original documents can stay unmodified. The way this will
have to be implemented for different use cases depends on
the situation, and in many cases on the size and number
of data objects. but the hierarchical structured meta data
is uniform and easily parsable. Further it supports signed
object elements (Signature), validation and verification
via Public Key Infrastructure (PKI) and is usable with
sources and binaries like Active Source. Compute requests
for distributed resources are handled via CEN interfaces.
Listing 4 shows a generic CEN file with embedded compute
instructions. Content can be handled as content-stream or
as content-reference (Content, ContentReference).
Compute instruction sets are self-descriptive and can be pre-
configured to the local compute environment.

1 <ComputeEnvelope><!-- ComputeEnvelope (CEN)-->
2 <Instruction>
3 <Filename>Processing_Batch_GIS612.pbs</Filename>
4 <Md5sum>...</Md5sum>
5 <Sha1sum>...</Sha1sum>
6 <Sha512sum>...</Sha512sum>
7 <DateCreated>2010-08-01:201057</DateCreated>
8 <DateModified>2010-08-01:211804</DateModified>
9 <ID>...</ID>

10 <CertificateID>...</CertificateID>
11 <Signature>...</Signature>
12 <Content><DataReference>https://doi...</DataReference><

/Content>
13 <Script><Pbs>
14 <Shell>#!/bin/bash</Shell>
15 <JobName>#PBS -N myjob</JobName>
16 <Oe>#PBS -j oe</Oe>
17 <Walltime>#PBS -l walltime=00:10:00</Walltime>
18 <NodesPpn>#PBS -l nodes=8:ppn=4</NodesPpn>
19 <Feature>#PBS -l feature=ice</Feature>
20 <Partition>#PBS -l partition=hannover</Partition>
21 <Accesspolicy>#PBS -l naccesspolicy=singlejob</

Accesspolicy>
22 <Module>module load mpt</Module>
23 <Cd>cd $PBS_O_WORKDIR</Cd>
24 <Np>np=$(cat $PBS_NODEFILE | wc -l)</Np>
25 <Exec>mpiexec_mpt -np $np ./dyna.out 2>&1</Exec>
26 </Pbs></Script>
27 </Instruction>
28 </ComputeEnvelope>

Listing 4. Compute request (CEN).

In this case standard PBS batch instructions like
walltime and nodes are used. The way this will have
to be implemented for different use cases depends on the
situation, an in many cases on the size and number of data
objects. An important benefit of content-reference with high
performant distributed or multicore resources is that refer-
ences can be processed in parallel on these architectures.
The number of physical parallel resources and the transfer
capacities inside the network are limiting factors.

VI. INTEGRATED SYSTEMS WITH COUPLED RESOURCES

Figure 1 shows the applied integration of the information
and communication systems with coupled computation re-
sources, namely compute resources and storage resources.
For integrating the features of information and communica-
tion systems with powerful compute resources and storage,
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Figure 1. Integrated systems and resources.

it has been necessary to implement interfaces and software
applications being able to efficiently use the benefits of High
End Computing resources.

Following the results of the long-term case studies [9]
three columns namely disciplines (as geosciences), services
(as middleware and compute services), resources (computing
and storage) had to be figured out for this scenario.

The discipline column shows application components with
the state for a compute task and an application component
with state for a storage task. Local tasks, ordinary communi-
cation between the applications without the need for external
computing power, can as usual be done using a local service,
for example using Inter-Process Communication (IPC).

Using services, requests can be sent to the configured
compute object request service for compute intensive tasks.
Results delivered from the computation are delivered for
the compute object response service, giving the desired
information back the one of the application components.
Compute Envelopes (CEN) can be used for exchange of the
compute requests.

The resources column does provide compute resources for
processing and computing as well as storage resources for
object storage. Commonly these resources are separated for
backend use with high end applications customised on the
compute resources.

Application components may trigger storage tasks using
a storage object request service. Data objects are handled by
the service and delivered to the storage resources. Request

for retrieval from the storage are handled by the storage
object response service. Object Envelopes (OEN) can be
used for exchange of the object requests.

For enabling overall scalable integrated systems, mostly
for large and voluminous data, the computing and storage
resources can communicate for using stored data from within
compute tasks and for provisioning and staging of data.

These services are so far using a loosely coupled parallel
computing, parallelised on the application component level.
Each single task can itself contain scalable and loosely
to highly parallel computing jobs running on the available
compute resources. MPI and OpenMP can be used here.
The CEN Envelopes are used to transfer the tasks and their
description.

The user has to ensure that with using the resources the
interactivity and latencies of the integrated system still result
in appropriate and usable comprehensive system.

Among the compute and storage resources a provisioning
and staging mechanism for data and resources requests and
responses can be used. Therefore triggering of computing
for storage operations and triggering of storage operations
for computing are available.

VII. TIME DEPENDENCE

The same reason why opening large resources for in-
formation system purposes is desirable, there is still a
dependence on time consumption for interactive and batch
processing. Table I shows the characteristic tasks and times
that have been considered practical [9] with the current infor-
mation system applications, for example with environmental
monitoring and information system components.

Table I
TASKS AND TIMES REGARDING THE OVERALL INTEGRATED SYSTEMS.

Task Compute / Storage Times

In-time events requests 1–3 seconds
Interactive requests up to 3 minutes
Data processing 1–24 hours
Processing data transfer n days
Object storage interval n weeks
Object archive interval n years

The different tasks afford appropriate policies for interac-
tive and batch use inside the resources network. Besides that,
the user and the developer of the application components can
use the computing and storage interfaces in order to extend
the application facilities using these non-local resources.

Nevertheless for configuring the system and for imple-
menting new operations the decisions have to be made which
type of implementation would be more suitable.

Interactive request are mostly not acceptable when re-
sponse time are longer than a few minutes, even for spe-
cialised information systems. HPC systems have shown a
good performance for parallelisation of interactive subjobs,
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being in the range of minutes. Whereas distributed resources
are much less scalable and provide less performance due
to smaller and mostly different resource architecture types
and non-exclusive use. Compute times for 1 to 24 hours
will force to decide about the field of operation of the
system application, when assigning the tasks and events.
For example those compute resources doing computation on
large jobs are the computational bottleneck for interactive
use. One the other hand for information system purposes, for
example needing visual updates within longer intervals, like
for special monitoring purposes for environmental, weather,
volcano or catastrophes monitoring and using remote sens-
ing, this scenario is very appropriate. Storage resources
and object management can reduce the upload and staging
times for objects that can be used more than once. Service
providers are confronted with the fact that highly perfor-
mant storage with reliable and long time interval archiving
facilities will be needed at a reasonable price.

VIII. IMPLEMENTED SYSTEM

The system implemented integrates the component fea-
tures described from the projects and case studies. Figure 2
shows the implementation of the integrated systems and
resources. The components were taken from the GEXI
case studies and the well known actmap components [9],
[10]. These components handle information like spatial and
remote sensing data, can be used for dynamical cartography
and trigger events, provide IPC and network communication,
and integrate elements from remote compute and storage
resources as available with existing compute resources [5],
[6], [7]. Processing and computing tasks can for example
consist of raytracing, seismic stacking, image transformation
and calculation, pattern recognition, database requests, and
post processing. The modularisation for development and
operation of advanced HPC and application resources and
services can improve the multidisciplinary cooperation. The
complexity of operation and usage policies is reduced.

A. Application components

The integrated system is built in three main columns, ap-
plication components in use with scientific tasks for various
disciplines, meaning the conventional scientific desktop and
information system environment, services, and resources.
These columns are well understood from the Grid-GIS house
framework. In opposite to the conventional isolated usage
scheme, interaction and communication is not restricted to
happen inside the disciplines and resources columns only.
Non isolated usage can speed up the development of new
components and the modification of existing components in
complex environments. The workflows with the application
scenarios (Figure 2) are:

a) Application communication.
b) Storage task.
c) Compute task.

These tasks can consists of a request, triggered by some
event, and a response, when the resources operation is
finished. The response can contain data with the status or
not, in case that for example an object has been stored on
the resources. Based on this algorithm, task definition can
be reasonably portable, transparent, extendable, flexible, and
scalable.

B. Application communication

A) Request: The internal and framework-external appli-
cation is triggered from within the framework components
(rasmol is used in the example). From within an actmap
component a task to an application component is triggered.
IPC calls are used with data and information defined for the
event.

Response: A framework-external application is started
(rasmol locally on the desktop). The external application
can further be triggered from the applications available.

C. Storage task

B) Request: From within an actmap component a storage
task is triggered. The stored OEN definition is used to trans-
mit the task to the services. The services do the validation,
configuration checks, create the data instructions and initiate
the execution of the object request and processing for the
resources.

Response: The processing output is transmitted to the ser-
vices for element creation and the element (in this example
a photo image) is integrated into the actmap component.

D. Compute task

C) Request: From within an actmap component a compute
task is triggered. The stored CEN definition is used to trans-
mit the task to the services. The services do the validation
(configuration checks, create the compute instructions and
initiate the execution of the compute request and compute
job for the resources.

Response: The processing output is transmitted to the ser-
vices for element creation and the element (in this example
a remote sensing image and vector object) is integrated into
the actmap component.

IX. EVALUATION

The target has been to integrate application communica-
tion, computing, and storage resources for handling comput-
ing requests and content for distributed storage within one
system architecture. The technical details of the components
have been discussed in several publications and used in
applications publically available. The case study has demon-
strated that existing information systems and resources can
be easily integrated using envelope interfaces in order to
achieve a flexible computing and storage access. As the
goal has been to demonstrate the principle and for the
modular system components used and due to the previous
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Figure 2. Implementation of the different tasks with integrated systems and resources.

experiences, the services necessary for integration afforded
minimal scripting work.

With modern information and computing systems object
management is a major challenge for software and hard-
ware infrastructure. Resulting from the case studies with
information systems and compute resources, signed objects
embedded in OEN can provide a flexible solution.

The primary benefits shown from the case studies of this
implementation are:

• Build a defined interface between dedicated information
system components and computing system components.

• Uniform algorithm for using environment components.
• Integration of information and computing systems.
• Speed-up the development of new components and

the modification of existing components in complex
environments.

• Portable, transparent, extendable, flexible, and scalable.
• Hierarchical structured meta data, easily parsable.
• OO-support (object, element) on application level.
• Multi-system support.
• Support for signed object elements, validation and

verification via PKI.
• Usable with sources and binaries like Active Source.
• Portable algorithms in between different object and file

formats, respecting meta-data for objects.
• Original documents can stay unmodified.
• The solution is most transparent, extendable, flexible,

and scalable, for security aspects and modularisation.

• Handling of cooperation and operation policies is less
complex [11].

• Guaranteed data integrity and authentication derived
from the cryptographic strength of current asymmetric
algorithms and digital signature processes.

• Flexible meta data association for any object and data
type, including check sums and time stamps.

Main drawbacks are:

• Additional complexity due to additional resources
and system environment features like batch scripting
(Condor [12], Moab / Torque [13]) and using verifica-
tion/PKI.

• Complexity of parsing and configuration.
• Additional software clients might come handy to handle

resources and generate, store and manage associated
data and certificates.

The context is an important aspect, though it cannot be called
“drawback” here. With closed products, e.g., when memory
requirements are not transparent, it is difficult for users to
specify their needs. Anyhow, testing is in many cases not
the answer in productive environments. Separate measures
have to be taken to otherwise minimise possible problems
and ease the use of resources in productive operation.

Even in the face of the drawbacks, for information systems
making standardised use of large numbers of accesses via
the means of interfaces, the envelopes can provide efficient
management and access, as programming interfaces can.
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X. LESSONS LEARNED

Integrating information system components and external
resources has provided a very flexible and extensible solution
for complex application scenarios. OEN and CEN, based on
generic envelopes, have provided a very flexible and exten-
sible solution for creating portable, secure objects handling
and processing components with integrated information and
computing systems.

The case study showed that very different kinds of object
data structures and instruction sets may be handled with
the envelopes, in embedded or referenced use. Meta data,
signatures, check sums, and instruction information can be
used and customised in various ways for flexibly imple-
menting information and computing system components.
Support for transfer and staging of data in many aspects
further depends on system configuration and resources as
for example physical bottlenecks cannot be eliminated by
any kind of software means.

For future integrated information and computing systems
an interface layer between user configuration and system
configuration would be very helpful. From system side
in the future we need least operation-invasive functioning
operating system resources limits, e.g., for memory and
a flexible limits management. Homogeneous compute and
storage resources and strong standardisation efforts for the
implementation could support the use of high end resources
regarding economic and efficient operation and use.

XI. CONCLUSION AND FUTURE WORK

It has been demonstrated that integrated information and
computing systems can be successfully built, employing a
flexible and portable envelopes framework. For this imple-
mentation Object Envelopes, Compute Envelopes, and IPC
have been used. For the case study Active Source com-
ponents and Distributed and High Performance Computing
resources provided the information system and computing
environment. With integrated information and computing
systems the following main results have been achieved. Lo-
cal and inter-application communication can be done using
IPC. Object Envelopes can be natively used for handling ob-
jects and implementing validation and verification methods
for communication. Compute Envelopes can be used in order
to define information system computation objects and embed
instruction information. These algorithms provide means for
generic data processing and flexible information exchange.

The concept used has been found to be least invasive
to the information system side as well as to the resources
used while being very modular and scalable. The services
in between can hold most of the complexity and standard-
isation issues and even handle products that are meant to
be commercially used or licensed. In the future we will
have to integrate the features into a global framework for
communication purposes and defining standardised inter-
faces. This implementation has demonstrated a flexible basic

approach in order to begin to pave the way and show the
next aspects to go on with for future integrated information
and computing systems.
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I.  INTRODUCTION   

The development of the information society and the 
widespread diffusion of information technology gives rise to 
new opportunities for research and learning. Higher 
education institutions have been using Internet and other 
digital technologies to develop and distribute education and 
research results for several years. However, much of that 
materials were locked up behind passwords within 
proprietary systems, unreachable for outsiders. The trend 
towards sharing software programmes (open source 
software) and research outcomes (open access publishing) 
seems to be strong and complemented by the trend towards 
sharing learning resources. The reasons for individuals and 
institutions to use, produce and share open education and 
science results can be divided into basic technological, 
economic, social and legal drivers. The technological and 
economic drivers include improved, less costly and more 
user-friendly information technology infrastructure, 
hardware and software. Legal drivers are new licensing 
schemes that facilitate free sharing and reuse of content. 
Government-supported educational institutions allow for free 
sharing and reuse of resources, assuming that open sharing 
speeds up the development of new learning resources, 
stimulates internal improvement, innovation and helps the 
institution to keep good records of materials and their 
internal and external use.  

There is a need to look for new cost recovery models as 
institutions experience growing competition. Other 
arguments cover the altruistic motivation of sharing, personal 
non-monetary gain, such as publicity, reputation and 
opportunities  to reach the market quickly for the competitive 
advantage. The increase of volume of research work 
provided online for free is the natural symptom of science 
development, because storing the knowledge in closed 
libraries is fated. Knowledge for its further development 
must be widely distributed, however the credit should be 

given to all who contributed. The main thesis of the paper is 
that open access does not mean equal opportunities for 
participation in science and research development. The paper 
consists of three parts. The first part includes analysis of 
open access movement premises, the next subchapter 
comprises the discussion on financial problems at open 
repository institutions and an analysis of financial procedures 
to support the selected open access repositories. The third 
part includes the business model of open access repositories' 
development.  

II. OPEN SYSTEM DEVELOPMENT PREMISES  

Openness in the technical domain is characterized by 

technical interoperability and functionality. Open standards 

are important since they make it possible for different 

software applications to operate together. The openness 

blurs the traditional distinction between the consumer and 

the producer. The term prosumer is sometimes used to 

highlight the blurring of roles. To adapt or modify a digital 

resource it needs to be published in a format  that makes it 

possible to copy and paste pieces of text, graphics or any 

published media [1]. Development of Enterprise 2.0,  

Marketing 2.0 and social media marketing are the excellent 

examples of prosumers' activities.  
On the push side, it is announced that if universities do 

not support the open sharing of research results and 
educational materials, traditional academic values will be 
increasingly marginalized by market forces. On the pull side, 
a number of possible positive effects from open sharing is 
put forward, such as: broader and faster dissemination, 
people involvement in the problem solving, rapid quality 
improvements and faster technical and scientific 
development. The free sharing of software, scientific results 
and educational resources is believed to reinforce societal 
development and to diminish social inequality [2].  
According to Dargan [3], open systems offer a building 
block approach to development that makes effective use of 
commercial products and open systems are based on 
standards that define basic system building blocks and 
provide a foundation for reuse, interoperability and 
evolution. 
 The greatest challenge in designing an open software 

system is selecting which standards to use for an enterprise. 

Another challenge is finding suitable standards-compliant 

commercial products. The third challenge is choosing 

standards that keep pace with technology innovations. 
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According to Kavanaugh [4], open source offers, in addition 

to a very rich set of technologies with long histories, a set of 

new ways to look at certain problems. Issues include:  

 A variety of new licensing options and claims. 

 Opportunities to deal with the loosely structured 

community that creates open source software, from 

selecting distributions. 

 The possibility that open source software is built 

and maintained in different ways. 

Open source software is delivered with source code 

included or easily available. Generally, intellectual property 

(IP) covers three main branches - copyright (original artistic 

and literary works of authorship); patent (inventions of 

processes, machines, manufactures and compositions of 

matter that are useful, new and non-obvious) and trademark 

(commercial symbols) [5]. The copyright and patent acts 

provide protection for intellectual property against 

unauthorized use, theft and other violations of the rights 

granted by those statutes to the IP owner. According to 

Cronin [6], plagiarism is not a legal but an academic offence 

which may be punishable according to the institution's 

regulation. It may be a legal offence if there are intentions to 

benefit from it financially at the expense of the copyright 

owner.  

Since 1990s the open source software licensing is 

regulated by the activities of Open Source Initiative. The 

most important licenses are the General Public Licenses, the 

Lesser General Public License and the Berkeley Software 

Distribution (BSD) Licenses. Academics worldwide have 

started to use open licenses to create a space in the Internet - 

a creative commons - where people can share and reuse 

copyright material without fear of being sued. The Creative 

Commons (CC) license gives others permission to copy, 

distribute, display and perform the copyright work and 

derivative works based on it, but for non-commercial 

purposes only. If anyone wants to use the work for a 

commercial purpose they must do so in agreement with the 

right's holders. However, there is no clear understanding of 

what constitutes commercial use. Another problem is the 

clause called "Share Alike", meaning that any company 

trying to exploit the author's work will have to make their 

added value available for free to anyone else [1]. 

Researchers, as authors, have plenty of opportunities to 

support open access and get greater reach for their research - 

through open-access journals, open-access repositories and 

author rights management. Hine has noticed that in the 

science fields where book publishing is the dominant mode 

of communication and reputation building, publishers have 

a great deal of control over how those fields are represented 

and when, how and who can access research outcomes [7].  

 Though technical standards are necessary for 

interoperability, there has been a resistance to data standards 

in many humanities fields because they are perceived as 

necessitating the standardization of research objects and 

imposing a normative practice. In human sciences, there is a 

low-degree of functional dependence and the values and 

goals incorporated in the technologies of one field are less 

likely to be shared by another. In physical sciences (e.g., 

physics, high-energy physics), the knowledge is cumulative, 

atomistic, concerned with universals, guaranties, 

simplification, resulting in discovery and explanation. The 

research works are politically well organized, high 

publicable and task-oriented. In humanities (e.g., history, 

linguistics) and pure social sciences (e.g., anthropology, 

geography), the knowledge is reiterative and concerned with 

particulars, qualities and resulting in understanding and 

interpretation. The research works are pluralistic, loosely 

structured, person-oriented and characterized by low 

publication rate. In applied sciences (e.g., mechanical 

engineering), the purposive and pragmatic knowledge is 

concerned with mastery of physical environment and 

resulting in products and techniques. The research works are 

entrepreneurial, dominated by professional values and role-

oriented. Patents substitute for publications. In social 

sciences (e.g., education), the functional and utilitarian 

knowledge is concerned with enhancement of professional 

practices and resulting in protocols and procedures. The 

research works are uncertain in status, dominated by 

intellectual fashions and power-oriented. Publication rates 

are reduced by consultancies.  

The fields of science have different attitudes towards 

publishing processes and e-science is differently understood 

in the particular disciplines. Generally, e-science is defined 

as the combination of three different developments: the 

sharing of computational resources, distributed access to 

massive data sets and the use of digital platforms for 

collaboration and communication [8]. This is accomplished 

by transferring the entire research process into the digital 

environment.    

 The creation of European collaboration and 

communication networks in science and scholarly research 

is one of the key elements of the European Research Area. 

This means that collaboration and connectivity indicators 

need to be further developed than they are at present. 

Scientific collaboration networks i.e. research grids, are 

constructed to support academic and research community. 

Some of the notable examples include: TeraGrid, EGEE, 

LA Grid, and D-Grid [9]. Many different grids have 

emerged in the last decade. EGEE is used among the 

European scientific community. BOINC is an open-source 

software platform for computing using volunteered 

resources. XtremWeb is an open source software to build 

lightweight Desktop Grid by gathering the unused resources 

of desktop computers (CPU, storage, network) [10]. 

Nowadays, the grid projects provide access to the open 

repository of research databases and publications, and they 

create the opportunity to utilize open source software as 

well as ensure e-publications on projects' deliverables [11]. 

The open access movement as the worldwide effort was 

initiated by other organizations to provide free online access 

to scientific and scholarly research literature, especially 

peer-reviewed journal articles and their preprints. The open 
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access movement started out with a series of statements and 

declarations: 

 Budapest Open Access Initiative (BOAI), 

 Bethesda Statement on Open Access Publishing, 

 Berlin Declaration on Open Access to Knowledge in the 

Sciences and Humanities [12].   

Open access means the permission for any user to read, 

download, copy, distribute, print, search or link to the full 

texts of the articles, crawl them for indexing, pass them as 

data to software for processing and use them for any lawful 

purpose. The number of open access repositories increases. 

The Registry of Open Access Repositories (ROAR) covers 

2172  active tables of repositories. The other worldwide 

initiative include EBSCO A-to-Z® Web-based tool, DOAJ, 

Bentham Science, OpenDOAR. EBSCO A-to-Z
®
 is the 

industry’s most complete Web-based tool for organizing and 

providing links to all of a library’s e-resources, including e-

journals, titles in full-text databases, e-journal packages, and 

e-books. The Directory of Open Access Journal (DOAJ) 

developed and maintained by Lund University Libraries and 

the e-Depot of the National Library of the Netherlands (KB) 

have started a cooperation in order to secure long-term 

preservation of open access journals. The Swedish Library 

Association is generously acting as sponsor. The aim of the 

DOAJ is to increase the visibility and ease of use of open 

access scientific and scholarly journals thereby promoting 

their increased usage and impact. Currently, the DOAJ 

collection covers about  4000 journals and is characterized 

by a very large number of publishers (2.000+), each 

publishing a very small number of journals on different 

platforms, in different formats and in more than 50 different 

languages. Bentham Science is a major journal publisher of 

92 online and print journals, over 200 open access journals 

and related print and online book series. Bentham Science 

answers the informational needs of the pharmaceutical, 

biomedical and medical research community. OpenDOAR 

is an authoritative directory of academic open access 

repositories. Each OpenDOAR repository has been visited 

by project staff to check the information that is recorded 

there. This in-depth approach does not rely on automated 

analysis and gives a quality-controlled list of repositories. 

OpenDOAR aims to provide a quality assured list of 

academic repositories containing full-text materials that are 

openly accessible. Open access repositories increasingly 

play a pivotal role in the emerging research information 

landscape. Repositories are being deployed in a variety of 

environments (education, research, science, cultural 

heritage) and contexts (national, regional, institutional, 

project, lab, personal). They are operating across 

administrative and disciplinary boundaries and interact with 

distributed computational services and social communities. 

Institutions such as universities, research laboratories, 

publishers, libraries and commercial organizations are 

creating innovative repository-linked systems for 

management of digital content to enable use, reuse and 

interconnection of information. OpenDOAR directory 

includes 19 Polish repositories. Website design for 

repositories included in the directory is not the same, there 

is an acceptance of freedom of Website portal design. 

Although certain general guidelines were considered and 

approved, the detailed standardization of portal design is 

demanded in the interest of end user to enable searching and 

browsing. Nowadays, site map and navigation do not 

support searching effectively. The end user can recognize 

the hierarchical construction of repository content, but the 

construction of sub-repositories and sub-collections within 

repositories is not so clear and visible, and different names 

for sub-collections are applied. Lack of standardization of 

repository design  revealed the general tendency to connect 

the end user with a particular repository even though in the 

interests of end user is to increase a number of accessible 

collections.  

Taking into account the only one criterion i.e. Ph.D. 

works access, it should be noticed the only 8 out of 35 

Polish digital libraries enable open access to those works. 

Some other (i.e., 5 universities) ensure open access at local 

library to printed copies of Ph.D. works. Only the Rector of 

Polytechnic Institute in Cracow in 2004 has made decision 

that Ph.D. works are accessible in open repository for all. 

According to the survey done in 20 other countries the 

searching results are similar and the general conclusion is 

that universities do not strongly support the Ph.D. works to 

be openly accessible online [13]. For Polish digital libraries 

included in OpenDOAR directory, the unified standard of 

metadata, known as Dublin Core version 1.1 is applied for 

all the stored publications' description. Although interface 

standard for eLibra digital repository Internet portal was 

widely applied, information retrieval is not easy because of 

lack of clear classification of repository content and 

necessity to browse through a mixture of popular daily 

news, old manuscripts, maps, and scientific publications.  

OpenDOAR directory does not cover all of scientific 

research repositories in Poland. Some universities are 

overlooked and they develop their digital repositories within 

other projects. For example, Silesian Polytechnic Institute in 

Gliwice is involved in Springer Open Choice/Open Access 

scientific publication programme. Within that programme 

publication are funded in 100% by the Ministry of High 

Education in Poland within Springer/ICM agreement. 

Although ICT allows for high speed transfer and mass data 

storing, it does not mean a permission for uncontrolled 

redundancy of information. Unfortunately, digital library 

content classification are not cohesive. Lack of clear 

classification of publications results in longer time for 

searching and low effectiveness of information retrieval. 

Therefore it can be suspected that some valuable research 

publication are not quoted.  

III. OPEN ACCESS REPOSITORY FINANCIAL PROCEDURE 

Repositories can be organized as a place to share and 

exchange resources, which means that people are either 

users or producers, or they can promote the collaborative 

10

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                           20 / 196



production of common resources. Some initiatives of open 

repositories have institutional backing involving 

professional staff, others build on communities of 

practitioners or rely on their voluntary work. The survey of 

180 repositories out of 2171 included in the ROAR 

directory allows for identification of some typical 

procedures for funding of open repositories.  

 For example, Norikazu Hyodo from Ochanomizu 

University Library in Japan reports that  the management 

and operation of the ICT resource rely on the grant from the 

Japanese government. As of last year, Ochanomizu 

University Library got a grant from National Institute of 

Informatics (NII) for open repository development. 

Similarly, the financial support from NII was provided for 

the digital library at University of Tokyo. Paul Thirion from 

University of Liege, Belgium reports that their ORBi - Open 

Repository and Bibliography is completely financially 

supported by the library of the university.  Ruedi Lindegger 

from Universität St. Gallen, Switzerland  responds that for 

maintaining the open  repository  they do not  need much 

money. The applied software is purely open source, but the 

coordinator for the repository is paid by the research 

department of the university. The input of the data 

(publications, projects) is done by the researchers 

themselves. Some additional improvements are done as a 

part  of the administrative budget of the university with  

cooperation of two partner institutions.  

In Finland, Helda - Digital Repository services are a part 

of the core functions of Helsinki University Library and thus 

funded from the library's general operating budget - this 

includes both the repository management work and the 

application level technical development and maintenance. 

For the ICT part (servers, disk space, networking etc.) the 

repository services use the infrastructure provided by the 

University IT Department. Director of Bibliothèque de 

l'EPFL presents that the institutional repository is managed  

and financially supported partly by the library, partly by the 

IT service. Jorgen Eriksson perceives that the running, 

maintenance and development costs of the Lund University 

repository are part of the yearly budget proposal that the 

university library applies for from the central university 

management. So economically it is treated like any other 

task done by the university library.  

HathiTrust Digital Library partners pay the 

infrastructure costs for the content they deposit. The 

infrastructure is made up of five elements: storage, data 

centers, tape backup, servers and miscellaneous hardware, 

and staff to oversee and maintain these elements. To 

determine the costs for specific amounts of content, each 

element is converted into a per GB cost. The per GB costs 

are then added together to calculate a total per GB per year 

cost. This total cost includes one storage replacement cycle 

(e.g., storage that was purchased in year 1 is replaced in 

year 4 to prevent loss of data). Costs for replacement storage 

are estimated using 10% reductions in storage costs each 

year from the time the initial storage was purchased. The 

total cost also includes the costs of storage and maintenance 

at two redundant storage locations (one at the University of 

Michigan and one at Indiana University). Partners are billed 

on an annual basis and adjustments to the charges are made 

the following year. HathiTrust is an international 

community of research libraries consisting of 55 

universities.  

BioMed Central is a science, technology and medicine 

research publisher which has pioneered the open access 

publishing model. Open Repository as  a hosted solution 

from BioMed Central builds and maintains customized 

digital repositories on behalf of institutions and 

organizations. Open Repository is a partner of many 

organizations to support open access and repository 

development worldwide (e.g., Electronic Information for 

Libraries, EIFL, which is  an international non-profit 

organization, COAR (Confederation of Open Access 

Repositories), DuraSpace Registered Service provider that is 

also a non-profit organization, Symplectic software 

company, Wijiti as open source software and technology 

provider).  

At the University of Southampton, UK, e-Prints Soton 

repository is considered to be a core corporate service, 

alongside HR, student records, finance system and the 

content management system and is supported as such. 

RePEc (Research Papers in Economics) www.repec.org 

is a collaboration among archive maintainers worldwide 

who contribute their time to documenting their materials, 

which are then assembled into a virtual database.  RePEc is 

unfunded.   There are various RePEc services, supported by 

the institutions where they run, but that mainly amounts to 

provision of hardware. The managers of RePEc services are 

mainly academics who do not receive compensation nor 

release time for the work they do to develop and maintain 

their services. Exceptions may exist for some services, e.g. 

MPRA at Munich University Library, where those 

maintaining the service may have that in their job 

description.   

 PubMed Central (PMC) as the U.S. National Institutes 

of Health (NIH) digital archive of biomedical and life 

sciences journal literature was developed and is operated by 

the National Center for Biotechnology Information (NCBI), 

a division of the National Library of Medicine (NLM) at the 

U.S. National Institutes of Health (NIH). PubMed Central 

charges publishers nothing for including journal content in 

the PMC archive. A publisher is responsible for any costs it 

may incur in creating files that meet PMC's technical 

standards and transmitting them to PMC. UK PubMed 

Central is a service of the UKPMC Funders Group working 

in partnership with the British Library, University of 

Manchester and  the European Bioinformatics Institute in 

cooperation with the National Center for Biotechnology 

Information at the US National Library of Medicine 

(NCBI/NLM) It includes content provided to the PubMed 

Central International archive by participating publishers.  
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Publishing Network for Geoscientific & Environmental 

Data (PANGAEA) as an open access library is hosted by 

Alfred Wegener Institute for Polar and Marine Research in 

Bremerhaven and Center for Marine Environmental 

Sciences (MARUM) at University of Bremen in Germany. 

The PANGAEA is supported with funding by the European 

Commission, the Federal Ministry of Education and 

Research, Deutsche Forschungs gemeinschaft, International 

Ocean Drilling Program.  

Hyper Article en Ligne (HAL) is a multi-disciplinary 

open access archive for the deposit and dissemination of 

scientific research papers, whether they are published or not, 

and for Ph.D. dissertations. The documents may come from 

teaching and research institutions in France or abroad, or 

from public or private research centers.  

IV. OPEN ACCESS BUSINESS MODEL 

Some years ago, the business model was synonymous 

with the revenue model.  The overall business model now 

demands specifying the following component models: 

 Research results model: how the research institutions 

create or acquire the knowledge products. 

 Distribution model: how the research institutions 

deliver or distribute the knowledge products to the 

other researchers. 

 Marketing model: the persuasive methods 

researchers and custodians of knowledge use to 

promote research results in socio-economic 

environment. 

 Revenue model: how the research institutions get 

revenue.  

The research results, distribution, marketing and revenue 

model can be combined into one business model, 

specifically tailored to the particulars of knowledge 

products, audience, distributions and transactions. The issue 

of who pays for open access article-processing charges is 

still being discussed. In Figure 1, the business model 

covering research results generating and distributing is 

presented. Generally, research works are funded from the 

national or regional budgets as well as from private sources 

and they are conducted by research and development (R&D) 

units, universities and private companies. Today, the 

complexity of research process demands individuals to be 

strongly involved in studying the research results of others, 

therefore researchers cannot work independently on   

knowledge production and dissemination activities of 

others, even if they declare as not affiliated to any 

institutions. However, they can present the research results 

on their own Websites.  Today, only a small percentage of 

all articles have been self-archived, but universal online 

access could be achieved through the open repositories. 

Research results are published by commercial publishers as 

well, as fully or partly open access organizations. Open 

access publishers are sponsored by individuals (pay-for-

publish approach) or institutions (donation approach), 

therefore the open repositories can offer publications free of 

charge to the readers. Simultaneously, publications' market 

is supplied by commercial publishers, who sell books and 

journals to book stores and authorized access libraries.  The 

commercial publishers prefer pay-for-access model as well 

as pay-for-publish. In the latter, researchers spend money 

from research grants on publications.   

     
Figure 1.  Open access repository financial support. 

Although the commercial models are well applied  in  

developed countries, the open access movement encourages 

the researchers having different research and academic 

backgrounds from all around the globe to submit their 

contributions online. The researchers understand that open 

access is an effective way to reach the appropriate audience. 

They know that when managing the intellectual property, 

they are able to maximize the value of the intellectual 

property, not to maximize the protection of closed resources 

of knowledge. Commercial publishing house demands 

authors to be involved in the process of books' and journals' 

editing. In that way they can reduce the intellectual property 

dissemination costs. Generally, the open access  repositories 

are financially supported by the university and regional 

libraries which receive special funds from government 

institutions (i.e. the Ministry of Science, Research and 

Education), as well as from international projects as it is 

visible in the presented above review. However, strong 

support by the non-profit organization and private 

companies is still required. The open access movement and 

open repositories are a way to reduce costs of intellectual 

property production and dissemination, because here authors 

are also requested to work on editing and to be involved in 
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peer reviewing. The commercial publisher implements 

blended model of distributing books and journals 

traditionally in printed versions as well as online.  However, 

in the knowledge generating process the costs of production 

are still increased, therefore in the research results 

publication process,  the budget is spent mostly on research 

and development process.   

V. CONCLUSION 

The users need an improvement of access to open 

resources. The rapidly growing number of repositories 

makes it important to find the most relevant and highest 

quality resources. Metadata may improve the function of 

search engines, therefore approaches such as automatically 

generated metadata and folksonomies are being tested as 

applicable. There is an imbalance between the provision of 

open repositories and their utilization. Taking into account 

2172 repositories included in the Registry of Open Access 

Repositories (ROAR) it should be noticed that vast majority 

of open repositories is not based on Western European 

culture, but they are developed in Japan, China and in Latin 

America countries. A number of projects exists in countries 

to support open repositories based on their own language 

and cultures. There is a risk, because this way the 

researchers share their knowledge among one culture 

country, taking into account that it can be a small and less 

developed country. Although there is an idea of repurposing 

the materials and the interoperability  is a key issue for 

further open access movement development, the worldwide 

knowledge exchange is not simple, easy or even rational 

task. The digitalization of knowledge results will be helpful 

but does not solve the problem of understanding research 

results. Open standards implementation is necessary to 

enable research resources searching across repositories and 

downloading, integrating and adapting across platforms. 

Therefore, the development of open standards is a 

specialized task, which requires financial support. 

Considering the presented above financial procedures, there 

is a general conclusion that the vast majority of repositories 

is funded by national and international organizations, 

therefore there is a risk of consigning less developed 

countries to playing the role of consumers. The most 

frequented quoted publications are the results of research 

done in the well developed countries.  
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Abstract—Nowadays, with the rapid development of social 

network sites (SNS), many efforts have been made on the 

analysis of such networks, which is important for us to enrich 

our social network knowledge and improve the SNS design. 

However, most analysis have focused on the very popular SNS, 

there is little comprehensive analysis of growing process of a 

SNS from the exact original stage, therefore, lacking of deep 

understanding how the SNS evolve over time. In this paper, a 

comprehensive growth data set of a new social network site 

constructed by our lab is examined to see the growing process 

of the network and to find some underlying growth 

mechanisms. This observation provides an empirical evidence 

of the Barabási-Albert (BA) model. During the observation, the 

number of new added links is shown to have a linear 

relationship with the number of new added users and there is a 

preferential attachment phenomenon in the link formation 

process. In addition, the degree distribution at different time 

points is presented to see the formation of the power-law 

distribution. Finally, the topological properties are found to be 

stable after a period of development, though the network is still 

growing. 

Keywords-social network sites; growth; power-law degree 

distribution; topological properties. 

I.  INTRODUCTION  

There are various social network sites nowadays. On 
SNS, users can make friends, share pictures, share videos, 
write blogs and play games. Despite the different goals and 
purposes of various social network sites, they have been 
shown to have a number of common structural features, such 
as power-law degree distribution, small diameter, and high 
clustering coefficient [1][2]. Many previous analysis have 
focused on validating static common features in different 
popular social network sites, however, there is little 
comprehensive analysis of the growing process of these 
features from the exact original stage of a SNS, therefore, 
lacking of deep understanding how the features form over 
time. Although there are some theoretical models [3] that try 
to reveal the underlying mechanisms, an empirical view of 
the formation process is desired.  

An in-depth understanding of the growing process of a 
SNS from the exact original stage can help us learn the 
underlying mechanisms which result in the specific features. 
Mastering the mechanisms enables us to simulate similar 

social networks and provides a possibility for further social 
networking study. What is more, a better knowledge of the 
evolution of the topological properties allows us to predict 
the future of networks and make corresponding 
improvements. 

In this paper, an empirical analysis of the growing 
process of a new social network site from the exact original 
stage is presented to see how its features shape over time. 
The social network is constructed by our lab. The dataset 
used in this paper is the testing data extracted from the server 
for 27 consecutive days. Compared with the crawled data 
sets generally used in previous studies [2][4][5][6], the data 
set used in this paper is a complete and time continuous one 
which may help us make a more comprehensive and more 
accurate understanding of the whole network.  

The number of new added links is found to have a linear 
relationship with the number of new added users—every 11 
additional edges will bring about 6 new users. And there is a 
preferential attachment phenomenon in the link formation 
process—more than 55% of new links are attached to the top 
30% large-degree nodes. Next, the degree distribution at 
different time points is plotted to see the dynamic shaping of 
the power-law distribution. Finally, the topological 
properties are found to be stable after a period of 
development, though the network is still growing. 

The rest of this paper is organized as follows: Additional 
background and related works are provided in Section 2. In 
Section 3, the methodology for obtaining the data set and its 
limitations are described. In Section 4, an empirical analysis 
of the growing process of the new social network is 
presented. Finally, the conclusion remarks and future work 
are drawn in Section 5. 

II. BACKGROUND AND RELATED WORK 

A. Topological Properties 

There are some general metrics to characterize the SNS, 
which are called topological properties. 

 Degree.  Degree is the number of edges incident to a 
vertex of a graph. The node degree distributions of 
many large-scale social networks have been shown 
to conform to power-laws. Power-law networks, also 
known as scale-free networks, are networks where 
the probability that a node has degree k is 
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proportional to k
﹣ γ

, for large k and γ＞ 1. The 

parameter γ, whose value is typically in the range 2 
< γ < 3, is called the power-law coefficient. In 
power-law network, the majority of the nodes have 
small degrees, but a few nodes called hubs have 
significantly high degrees. In 1998, Barabási and 
Albert found that growth and preferential attachment 
were two important mechanisms of the formation of 
power-law networks [3]. Growth means that the 
number of nodes in the network increases over time. 
Preferential attachment means that new links are 
more likely to attach to large-degree nodes. They 
later proposed the Barabási and Albert (BA) model 
based on the two mechanisms. 

 Diameter.  The shortest path length L between two 
vertices in a graph is the number of edges in a 
shortest path connecting them. The average shortest 
path length <L> is the mean of L between any pairs 
that have at least a path connecting them. Diameter 
D is defined as the maximum of the shortest path 
length. 

 Clustering coefficient.  Clustering coefficient is a 
measure of degree to which nodes in a graph tend to 
cluster together. Evidence suggests that in most real-
world networks, and in particular social networks, 
nodes tend to create tightly knit groups with a 
relatively high density of ties [7][8]. Clustering 
coefficient of node i in undirected network is defined 
as 

 Ci =2E/ K (K—1). 

That is the ratio of the number E of edges that 
actually exit between the k neighbors of node i to the 
potential number k (k—1)/2. The clustering 
coefficient C of the whole network is the average of 
all individual Ci . 

Studies have shown that the Web [9][10], scientific 
collaboration on research papers [11], film actors [12], and 
general social networks [13] have small-world properties. 
Small-world networks have a small diameter and exhibit 
high clustering. 

B. Related Works 

Recently, much work has focused on understanding the 
structure and evolution of large-scale online social networks. 
[2][4], present empirical analysis of statistical properties and 
validate the power-law, small-world and scale-free properties 
of several large-scale social networks. Bimal [5] finds that 
while the individual links that constitute the activity network 
change rapidly over time, the average network properties 
remained relatively stable in Facebook. Alan [6] shows that 
new link formation in Flickr follows preferential attachment, 
but the link creation process cannot be explained by the BA 
model alone because users are far more likely to link to 
nearby users than that model would suggest.  

Above researches are all about popular social networks 
which have already processed the common features. But the 

tracing observation of the formation of a new SNS, which is 
helpful for a better understanding of the underlying growth 
mechanisms and helpful for predicting the future of networks, 
is lack of studying. 

III. METHODOLOGY 

To get the growth data of a SNS from the exact original 
stage, a new SNS is constructed by our lab. Then the new 
SNS began to get a test from September 15

th
, 2010. The 

dataset used in this paper is the user data extracted from the 
server at the end of the test on October 11

th
. During the 27 

days, 140 users have registered on the platform, including 
110 undergraduates in four classes at Beijing University of 
Posts and Telecommunications and 30 graduate students in 
Mobile Life and New Media Laboratory. The dataset 
contains all the link formation information of the 27 days, 
including the creator, the target and the timestamp. 

In contrast to the crawled data sets used in other papers 
[2][4][5][6], the data set used in this paper is a complete and 
time continuous one, which may help us make a more 
comprehensive and accurate understanding of the whole 
network. However, although our dataset contains all the user 
data, the statistical properties may not be so obvious because 
the number of testing users is small and the testing period is 
short.  

IV. DATA ANALYSIS 

The network is composed of users (vertices) and links 
(edges) among them. Since link creation in our network 
requires consent from the link target, a link connecting the 
creator and the target is undirected. Among the 140 
registered users, there are 47 users who have at least one link 
with others, while the remaining 93 people are isolated nodes. 
In the next analysis, we’ll only consider users that connect 
with others. 

In order to learn the evolution of the network, the 
growing process of the network is divided into segments. 
During the test, registration is mainly concentrated in a few 
days and the number of registers varies greatly every day 
(from 0 to 49 per day). To make the partition as even as 
possible, the growing process is divided by the number of 
new added links instead of by days. Finally, the network 
developed to have 77 edges. Considering granularity, the 
growing process is finally divided into seven segments. In 
each segment, 11 edges are added into the network. In the 
following analysis, the network is examined at each end of 

the seven segments. Table Ⅰ shows the number of vertices 

and edges at the seven time points. 

TABLE I.  THE NUMBER OF VERTICES AND EDGES AT SEVEN TIME 

POINTS 

Time point 1 2 3 4 5 6 7 

Edges 11 22 33 44 55 66 77 

Vertices 10 15 22 30 36 41 47 
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Figure 1.  Plot of the number of vertices at seven time points 

A. Preferential Attachment Phenomenon 

The well-known Barabási-Albert (BA) model has been 
shown to result in networks with power-law degree 
distributions. In BA model, new links are attached to nodes 
using a probability distribution weighted by node degree. 
Since the dataset used in this paper is very small, there could 
not be a statistic of the link formation distribution with 
degree. Instead, the number of links that are attached to 
nodes whose degrees rank in the top 30% at the former time 
point is calculated to examine whether there is a preferential 
attachment phenomenon in the link formation process. The 

result is shown in Table Ⅱ. 

It is obvious that there is a preferential attachment 
phenomenon—more than 55% (6/11) of new links are 
attached to the top 30% large-degree nodes.  

Since the establishment of a link needs a creator and a 
target, so the link can be regarded as a directed one in this 
respect. Here we define the out-degree of a node as the 
number of links that it creates, and the in-degree as the 
number of links that it receives. Figure 2 is the statistics of 
the in-degree and out-degree of each user, ranking in 
descending order of the total degree. It is obvious that large-
degree nodes are more likely to be creators.  

From Table Ⅱ and Figure 2, the underlying mechanism 

which results in the power-law degree distribution can be 
figured out. The large-degree nodes are generally active 
users who like to create links, so new links are more likely to 
be established between large-degree nodes and new added 
vertices. What is more, since every 11 additional edges 
generally bring about 6 new users, new nodes are 
continuously added to the network, making the degree 
distribution more and more asymmetrical, as shown in 
Figure 3—more and more nodes have small degrees, while a 
few hub nodes have larger and larger degrees. 

TABLE II.  THE NUMBER OF LINKS THAT ARE  ATTACHED TO THE 

TOP 30%  LARGE-DEGREE NODES 

Time point 1 2 3 4 5 6 7 

Edges - 7 8 6 9 6 6 

 

 

 

Figure 2.  The statistics of the in-degree and out-degree of each user 

 

(a) 

 

(b) 

 

(c) 

Figure 3.  The change of degree distribution at three time points. 
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B. Topological Properties 

Next there will be a look at the evolution of the 

topological properties. Table Ⅲ is the detailed growing 

information at seven time points. Figure 4 plots the 

changing processes of these properties. It is shown that 

although the network keeps a same expanding speed during 

each time point, all the properties tend to be stable from the 

fifth time point. The network seems to have entered a stable 

stage.  

TABLE III.  THE TOPOLOGICAL PROPERTIES AT SEVEN TIME POINTS 

Time point 1 2 3 4 5 6 7 

Average 

degree 
2.2 2.93 3 2.93 3.06 3.22 3.28 

Maximum 

degree 
8 11 12 12 17 19 19 

Clustering 

coefficient 
0.17 0.29 0.31 0.25 0.2 0.21 0.21 

Average 

shortest path 

length 

1.89 2.06 2.24 2.39 2.73 2.72 2.77 

Diameter 3 4 4 4 6 6 6 

 

 

(a) 

 

(b) 

 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 4.  The evolution of the topological properties 
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In order to affirm the new developed network used in this 
paper has the common features that previously observed in 
other large-scale social networks and ensure the above study 
is applicable to general social networks, there is a check of 
the power-law and small-scale properties in the new network. 
Figure 5 is the degree distribution of the final network. 

In Figure 5, majority nodes have small degrees (k=1, 2), 
some nodes have moderate degrees (k=3~9), few nodes (the 
long tail) have very large degrees (k=16, 19). It presents an 
approximate power-law distribution. To a power-law 
network, the cumulative degree distribution also follows a 

power-law form as P (≥ K) ∝k
﹣(γ－1)

. The above function 

plotted in log-log coordinates is a straight line with slope    

﹣ γ—1. Figure 6 is the log-log plot of the cumulative 

degree distribution. Using linear least squares regression to 

get the slope ﹣(γ—1) =﹣1.268. So the degree distribution 

follows a power-law form with γ=2.268 and the network is a 
scale-free network. 

 

Figure 5.  Degree distribution 

 

Figure 6.  Log-log plot of the cumulative degree distribution 

The clustering coefficient C of the whole network is 0.21, 
much higher than that of a corresponding random graph of 
the same size Crand=<k>/N=3.28/47=0.07, <k> is the average 
degree of the undirected network. In addition, the network 
also has a small average shortest path length 2.77. Hence, 
small-word property also exists in this network. 

At the end of the test, the social network has exhibited 
the small-world and scale-free properties after a short-term 
development. Therefore, social networks are born to have the 

common features. It also indicates that the above study of the 
new social network in this paper is applicable to general 
social networks. 

V. CONCLUSION AND FUTURE WORK 

In conclusion, the experiment in this paper provides an 
empirical evidence of the BA model. Both growth and 
preferential attachment mechanisms are observed in our 
observation. In addition, a new phenomenon that the number 
of new added users has a linear relationship with the number 
of new added links is observed. The topological properties 
are found to be stable after a period of development. Finally, 
the common small-world and scale-free properties are 
proved to exist in this small-scale social network, indicating 
that the study of the network is applicable to general social 
networks. 

We think our work provides an insight into the 
understanding of the original stage of a social network, 
which will help us know the underlying mechanisms and 
predict the future growth. Much work remains to be done. 
We’ll make a longer and larger-scale observation of the 
growing process of the network to get more statistical 
properties. In addition, other aspects of the network, such as 
user behaviors, are worth studying.  
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Abstract—This paper presents a comparative and experi-
mental study about the performance of the Simple Genetic
Algorithm (SGA) using five classic benchmarking functions.
The performance analysis is accomplished on the combination
of the operators of reproduction and crossover with the control
parameters having been fixed. The overall behavior of the
SGA is evaluated by the fitness of the best individual analyzed
during the evolution and at the ending of the same one. The
results that are presented show that the SGA can be effective
and competitive to optimization on a test suite of benchmark
functions.

Keywords-Genetic Algorithm; Parameterization of GA;
Generational Replacement Model; Single-Point Crossover; Uni-
form Crossover.

I. INTRODUCTION

The Simple Genetic Algorithm (SGA) presented by
Goldberg [1] plays an important role in the use of the
approaches based on the dynamics of natural genetics and
still being a study target [2]. This proposal has been used
in the implementation of many derived approaches, and
many researchers have drawn the performance analysis of
the Genetic Algorithms (GAs) basing its studies in the
control parameters (populations size, crossover and mutation
rates) and their potential adjustment [3]. Normally, this
parameterization depends on the knowledge of the designer
about the problem definition; of the values attributed to the
parameters and of the adequate choice of the used methods
to implement the operators. In this universe of choices,
each designer can create a particular algorithm to a specific
problem [4]–[7], being always a generic SGA as the worse
one of the implementations.

In this paper, the SGA performance is examined into
five benchmarking functions, considering a fixed size of the
population and constant crossover and mutation rates. The
performance test is carried out through for the combina-
tion of three strategies of reproduction and two kinds of
crossover. No additional strategy was established, and the
benchmarking functions were normalized to facilitate the
comparisons.

The present paper is structured as follows: Section II
presents the benchmarking functions and Section III de-
scribes the methodology used. In Section IV, results of
experiments are reported. In Section V, some general con-
clusions are mentioned.

II. BENCHMARKING FUNCTIONS

Many benchmarking functions have been used to perform
a stress test of various GA approaches. Digalakis [3] sum-
marizes this set of benchmarking functions, which comes the
set of characteristics required for benchmarking tests using
GAs. In this set, five functions had been selected to perform
the proposed study, which are listed below:

1) F1 function (Sphere): paraboloid function, smooth,
unimodal, convex, symmetric, and whose convergence to the
global optimum is easily achieved.

f1 (x) =

2∑
i=1

x2i (1)

−5.12 ≤ xi ≤ 5.12

2) F2 function (Rosenbrock): considered of high difficulty
level resembling a saddle function, imposing strong restric-
tions on the algorithms that are not suitable to search for
directions.

f2 (x) = 100
(
x21 − x2

)2
+ (1− x1)2 (2)

−2.048 ≤ xi ≤ 2.048

3) F3 function (Step): function at representative levels
of flat surfaces, which are obstacles for optimization algo-
rithms, whereas the surfaces in the levels do not provide any
information about which direction is favorable to the search.

f3 (x) =

5∑
i=1

integer (xi) (3)

−5.12 ≤ xi ≤ 5.12

4) F4 function (Rastrigin’s function): this function repre-
sents a surface performance of extreme complexity in the
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search for global optimal solution, given the existence of
numerous local solutions.

f4 (x) = 10 · n+

2∑
i=1

(
x2i − 10 · cos (2π · xi)

)
(4)

−5.12 ≤ xi ≤ 5.12

n = dim(xi)

where n represents the numerical value of xi dimension.
5) F5 function (Foxholes): the main feature of this

function is to produce local solutions in an independent
environment with a high level of discontinuity.

f5 (x) =

0.002 +

25∑
j=1

(
j +

2∑
i=1

(xi − aij)6
)−1

−1

(5)
−65.536 ≤ xi ≤ 65.536

(aij)2×25 = A

In this function, the matrix A2×25 is formed by constants
and, in order to simplify the exibition, their values are
grouped as follow:

C0 =
[
−32 16 0 16 32

]
C1 =

[
−32 −32 −32 −32 −32

]
C2 =

[
−16 −16 −16 −16 −16

]
C3 =

[
0 0 0 0 0

]
C4 =

[
32 32 32 32 32

]
C5 =

[
16 16 16 16 16

]
The groups C0-C5 can now be associated to A:

A =

[
C0 C0 C0 C0 C0

C1 C2 C3 C4 C5

]
This subset contains important characteristics of many

objective functions found in optimization problems, such as:
smoothness, unimodality, multimodality, a very narrowness
ridge, a flat surface, and too many local optima [3].

III. METHODOLOGY

The objective of this paper is to present an analysis of the
SGA performance, in its classic form [1], and to evaluate
such performance using a combination of basic methods for
reproduction and crossover. The populations size, crossover
and mutation probability are used with constant values
associated, to avoid the effect of these parameters in the
overall analysis.

The stop condition of the evolution was established as
a finite number of generations. The population replacement
scheme adopted was the Generational Replacement Model
(GRM), which replaces the entire population, in each gener-
ation, by its offspring. To guarantee the maintenance of the

best solution gotten in each previous generation, the Elitist
strategy is applied in each next generation [8].

The performance measure may be taken in two moments
of the evolution: the first one can be since the initial steps,
and is called ongoing analysis, and the other one at the evo-
lution’s end, called stopped analysis. The ongoing analysis
gives an idea of the evolution until the present generation,
and the stopped analysis supplies the best solution found
until then. These criteria have been detailed in [1], [3].
In this work, the ongoing analysis was established having
the measure being obtained at the 10th generation, and the
stopped analysis at the 80th generation.

The selected methods of reproduction are:
• R1 - Stochastic sampling with replacement (Roulette

wheel selection);
• R2 - Remainder stochastic sampling with replacement;
• R3 - Stochastic tournament.
The selected crossover methods are:
• X1 - Single-point crossover;
• X2 - Uniform crossover.
The reproduction and crossover methods, above listed,

were combined to assemble the set of tests. Such set was
assigned as follows:

C11 - Reproduction method R1 with crossover X1;
C12 - Reproduction method R1 with crossover X2;
C21 - Reproduction method R2 with crossover X1;
C22 - Reproduction method R2 with crossover X2;
C31 - Reproduction method R3 with crossover X1;
C32 - Reproduction method R3 with crossover X2.
For each item in the set, 100 independent runs of the SGA

were carried out. For each run, the best individual’s evolution
was obtained. For each combination, the mean values and
variances were calculated. Figure 1, for example, illustrates
the obtained results for F1 function optimization with the
C11 combination.

IV. RESULTS

To evaluate the SGA performance and to compare it with
the results found in literature, the following values were
used:

• population size: 50 individuals;
• number of generations: 80;
• number of runs: 100;
• chromosome or bit string length: 8 bits per solution;
• crossover mechanisms: single-point and uniform;
• crossover probability (pc): 0.6;
• mutation probability (pm): 0.001.
Considering the benchmarking function F1, after the en-

tire tests, the obtained results to the combinations set are
depicted in Figure 2. Table I summarizes the numerical
values. The criteria adopted to measure the performance of
best individuals were made by measuring the mean value
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Figure 1. 100 Independent runs and the mean value to F1 function with
combination C11.
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Figure 2. Comparative of the mean of the normalized fitness, to F1
function, in 100 runs.

Table I
MEAN VALUES AND VARIANCES TO F1 FUNCTION.

10th generation 80th generation

µ σ2 × 10−5 µ σ2 × 10−5

C11 0.9972 1.5339 0.9997 0.1644

C12 0.9957 2.3725 0.9996 0.0454

C21 0.9943 3.9221 0.9998 0.0167

C22 0.9974 1.7816 0.9999 0.0249

C31 0.9983 1.3449 1.0000 0.000119

C32 0.9978 0.8595 0.9999 0.005012

and variance over the runs, becoming a criteria for numerical
comparisons.

The values in Table I show excellent results to any
combination for ongoing and stopped analysis. The low

values of variance demonstrate that any run can be effective
in the search of the optimal solution.

The obtained results to the combinations for functions F2-
F5 that are depicted in Figures 3-6 and Tables II-V show the
summarization of the results respectively by the measure of
mean and variance, respectively.
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Figure 3. Comparative of the mean of the normalized fitness, to F2
function, in 100 runs.

Table II
MEAN VALUES AND VARIANCES TO F2 FUNCTION.

10th generation 80th generation

µ σ2 × 10−8 µ σ2 × 10−8

C11 0.9999 1.7021 1.0000 0.2462

C12 0.9999 3.5903 1.0000 0.5344

C21 0.9998 6.5557 0.9999 2.3654

C22 0.9999 2.5488 1.0000 0.9630

C31 0.9999 1.6755 1.0000 0.5718

C32 0.9999 1.2254 0,9999 0.7725

Table III
MEAN VALUES AND VARIANCE TO F3 FUNCTION.

10th generation 80th generation

µ σ2 × 10−4 µ σ2 × 10−4

C11 0.9978 2.3391 1.0000 0.0000

C12 0.9989 1.1815 1.0000 0.0000

C21 0.9967 3.4728 1.0000 0.0000

C22 1.0000 0.0000 1.0000 0.0000

C31 1.0000 0.0000 1.0000 0.0000

C32 1.0000 0.0000 1.0000 0.0000

In tables IV and V,the average decrease between rounds
over the previous tables due to the nature of performance

22

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                           32 / 196



0 10 20 30 40 50 60 70 80
0.98

0.985

0.99

0.995

1

1.005

Generation

M
e
a
n
 o

f 
1
0
0
 r

u
n
s

C
11

C
12

C
21

C
22

C
31

C
32

Figure 4. Comparative of the mean of the normalized fitness, to F3
function, in 100 runs.
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Figure 5. Comparative of the mean of the normalized fitness, to F4
function, in 100 runs.

Table IV
MEAN VALUES AND VARIANCES TO F4 FUNCTION.

10th generation 80th generation

µ σ2 × 10−4 µ σ2 × 10−4

C11 0.9604 7.1088 0.9853 2.2892

C12 0.9512 9.1016 0.9784 2.9781

C21 0.9431 13.123 0.9733 6.0680

C22 0.9594 6.5950 0.9809 2.5381

C31 0.9759 2.3428 0.9833 1.4531

C32 0.9576 5.6891 0.9743 4.5210

among the results is verified. To elect a winning combination
we decided to analyze the one variance with the lowest
since the average of the same order of magnitude. For the
two moments of evolution, the combination C31 is the one
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Figure 6. Comparative of the mean of the normalized fitness, to F5
function, in 100 runs.

Table V
MEAN VALUES AND VARIANCES TO F5 FUNCTION.

10th generation 80th generation

µ σ2 × 10−3 µ σ2 × 10−4

C11 0.9771 1.63 0.9923 0.8348

C12 0.9593 5.14 0.9882 1.4573

C21 0.9384 16.53 0.9863 1.6812

C22 0.9736 2.87 0.9884 1.3815

C31 0.9827 1,77 0.9941 0.5224

C32 0.9745 1,13 0.9866 1.2796

with the best performance among the results. The lower
values obtained for the variance show that any round can be
effective in finding the optimal solution. After analysis of
these data, it appears that the solutions for all combinations
of the set of operations can be considered as optimal
solutions.

After examining these results, the good results gotten
in all the considered set’s combinations are verified. To
compose a generic sketch with all benchmarking functions
and the entire combinations set, these results were combined.
The Figures 7 and 8 show the similarity in performance to
the test functions and the combinations.

These results show that the benchmarking functions F1,
F2 and F3 impose the same behavior to all operators combi-
nations and, consequently, reliable results are obtained. The
functions F4 and F5, due to their nature, impose a different
behavior to the operators combinations. In this context, the
C31 combination preserves its good performance relatively
to others combinations, and the differences in the values,
verified according the variances values, are not significant.
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Figure 7. Performance analysis at 10th generation.
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Figure 8. Performance analysis at 80th generation.

V. CONCLUSION

This paper has accomplished a performance analysis for
the SGA approach - a simple genetic algorithm. This ana-
lysis, using a subset of benchmarking functions and doing
combinations of operators, show the effectiveness of the
SGA algorithm. In other words, given a search space, a
convergence region is provided; local optima, which are
widespread in some objective functions, are overcomed;
and a useful set of feasible solutions is reached. These
experiments show that the combination of stochastic tour-
nament with single-point crossover is the combination that
provides better results. The results described in this paper
are significant because they show that the basic formulation
of SGA is competitive in the different contexts found in the
objective functions.
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Abstract—Considering developments in aviation industry and 

ICT a framework of further steps of integration in Air-Traffic 

Management is drafted. Intelligent management systems and 

distributed parallel data processing is envisioned for including 

sequences of flights into collaborative ATM. This includes 

options provided by latest developments regarding the Internet 

of Things as well as of Things that Think, i.e. manifesting 

autonomous behavior in a complex operations environment. 

Advanced communication system components, verification 

methods, and mission critical communication networks are 

utilized to interlink distributed compute, storage, and High 

End Computing resources and create a fast, secure, and 

reliable system and operating environment.  
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management; High End Computing; distributed resources; high 
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 I.  INTRODUCTION 

Aviation operations systems are of considerable comple-
xity and facing an enormous growth of traffic. The SESAR 
program (Single European Sky Air Traffic Management Re-
search [15]) prepares for a shift from central control towards 
a stepwise deployment of a self-organizing and intelligent 
managerial organization which will include the “intelligent 
aircraft”. Future Air Traffic Management (ATM) employs 
intelligent functionality to track, maintain or if need be re-
cover the plan of flights by hedging it against unplanned 
events respectively to coordinate its recovery.  

Complex operations are marked by large numbers of un-
expected, thus unplanned events and we define intelligence 
as the ability of a system to targeted and timely response [5]. 
But any response needs to re-allocate resources or to employ 
additional ones – i .e. it needs flexibility in terms of disposa-
ble buffers. If they are exhausted the system will be unable to 
capitalize on any intelligence.  

Aviation systems are critical if delays of flights are about 
to propagate without chance to recover. Criticality [9] is a 
holistic property of a system in a point of time and likewise it 
needs a holistic and timely scope of management. For this, 
we suggest extending the flight-oriented scope of ATM by 
establishing an additional focus on aircraft rotations. Rota-
tions are sequences of flights of an aircraft in a period of 

time (e.g. a day) and with this include the chance of manag-
ing interdependencies of flights. For this we suggest using 
the capabilities of future “intelligent aircrafts” [1] developed 
under the regime of the SESAR program. Accordingly we 
consider examining potential contributions by the upcoming 
internet of things (IOT) and of “things that think” (TtT) be-
ing equipped for some autonomous reasoning and collabora-
tive decision making. [6] [7] 

Pursuing this approach among others requires deeper re-
search on the control parameters of aviation systems and on 
appropriate IT-support particularly with respect to potential 
contributions of intelligent things and distributed processing 
of data. Further systems are to be tested effectively integrat-
ing communication technologies and the world of things.  

The paper provides an initial framework of intelligent re-
al-time ATM applications based on the convergence of gro-
wing challenges, current improvement programs and novel 
developments of ICT. ATM programs and basics of aircraft 
rotations are explained. Sections four and fife sketch pro-
posed architecture and scenarios of intelligent, rotation-
oriented ATM and discuss benefits of managing system crit-
icality. Section six structures related computing strategies. 
Finally conclusions and an outlook are presented.  

 II.  ADVANCING AIR TRAFFIC MANAGEMENT 

With ten-thousands of flights, starts, landings and related 
ground operations, with millions of passengers (and ship-
ments) air traffic forms a massively distributed system of 
actors (pilots, air and ground controllers, ground and termi-
nal service providers, customers, etc.), highly interdependent 
but each deciding with at least some autonomy and with only 
local, thus limited information.  

At the same time raising urgencies of environmental con-
cerns or the growth of travel by 8.8 % and of traffic by al-
most 5 % annually [2] systemically aggravate the mix of pro-
blems, while tight public budgets and political constraints to 
extend infrastructures and small profit margins in the indus-
try limit options to respond.  

This system inevitably emerges floors of interference, in-
teracting with external events (weather, security …) and pre-
paring the ground for butterfly-effects. E.g., one ownerless 
suitcase can block a terminal and delay many flights. Along 
operational relationships then quickly service failures propa-
gate across continental and intercontinental networks.  
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Thus maintaining planned services or – more general – 
safe and efficient operations requires material and (close to) 
real-time management capabilities. An obvious strategy is to 
advance traffic management for a more efficient use of re-
sources: With the (political) objectives to accommodate a 
threefold of current traffic, to improve safety by a factor of 
10, to reduce environmental impacts by 10 % and to cut 
ATM costs by 50 % large and coordinated joined public-
private undertakings have been started in all major aviation 
areas, e.g., SESAR (likely to go into its deployment phase by 
2014) in Europe and NextGen ATM in the US [2][3]. 

Future systems include GPS-based control of 4-D flight 
trajectories, system-wide information management (consis-
tent undelayed data sharing, improved proceedings and algo-
rithms) or a higher degree of automation of control and of 
procedures to stabilize or recover flight plans. As a major ad-
vance aircrafts will get more choice in choosing routes rather 
than being limited to air-streets. With further improvements 
and supported e.g., by advanced Airborne Collision Avoid-
ance Systems (ACAS) spatial separations of aircrafts will be 
agreed by peer-to-peer principles: Therefore the “intelligent 
aircraft will be a critical element in 21st century ATM.” [3].  

  
Fig. 1 Converging Developments 

These programs have horizons of implementation of 10 
to 15 years. In this time and after we assume three develop-
ments to converge (Fig. 1): Challenges to ATM will continue 
to increase, ICT will provide new options to answer and the 
current generation of ATM innovations will be implemented. 
With these developments reasons, technology and organiza-
tional concepts to integrate a wider scope of ATM converge. 
And with distributed parallel processing also issues of Grid 
and High-End Computing are touched. In the following we 
try an initial framework of these applications scenarios.  

 III.  MANAGEMENT OF AIRCRAFT ROTATIONS  

Rotations (figure 2) cover deeper interdependencies be-
tween flights which cannot be managed on the level of indi-
vidual ones. The intrinsic complexity of aviation systems – 
materializing in the form of failure propagation across net-
works – emerges on the level of rotations which also triggers 
the complexity of individual flight operations. This shall be 
explained on the example of scheduled airline services.  

Rotations are planned in answer to the demand for trans-
portation between origins and destinations in terms of its 
volume and distribution in time (daytimes and frequencies of 

service within a period), to connecting flights (e.g., in hub-
and spoke networks), to distances (flight-time) or to availa-
bility of slots at airports as well as to the load-factors of air-
crafts (utilization of a given fleet of aircrafts). Rotations in-
clude a number of legs (flights). I.e., problems which have 
occurred in the first leg may affect subsequent ones. In case 
of transfer connections the problem may also propagate to 
rotations of aircrafts operating connected flights. And with 
aircrafts also crews move in networks, air-craft maintenance 
is planned or many inventories of equipment distribute. 

Operations footprints – in terms of direct (variable) costs, 
resource and infrastructure utilization (fixed costs), environ-
mental efficiency (emissions, consumption of water) depend 
on the efficiency of rotations. For example maintenance foot-
prints are to be managed on that level. While rotations are 
efficient if all flights are efficient it is not true that maintain-
ing the efficiency of individual flights automatically main-
tains the efficiency of their interdependencies and inefficien-
cies are likely to accumulate high expenses.  

In competition airlines need to manage conflicts between 
aircraft utilization asking for short(er) ground times (aircrafts 
only make money when they fly) and service quality by 
trend affected by such measures. If propagation of service 
failures turn into dissatisfaction of customers an airline with 
e.g., 100 aircrafts, each in average rotating in a network with 
six legs per day, has to calculate whether and how 5 minutes 
more ground-time for each of the 600 legs = 3000 minutes = 
50 hours (equal to the average employment of 3 aircrafts) of 
idle time is paid by the avoided annoyance of passengers.  

Legacies accumulating in operations systems are the se-
cond major driver of operations complexity. And in the mul-
ti-national, very political, hierarchically organized and for 
good reasons also very risk-avers world of aviation change 
takes time and time produces “renovation holdups”. Tidying 
up such holdups is the core of lean-management programs. 
Since current management principles have been settled short-
ly after World War II. SESAR or NextGen are of that type. 
In front of this background a paradigm shift is inevitable 
(and a challenging change program).  

Lean-management programs can provide a respite. But 
stress will return and the “granularity of object and time” [4] 
will increase: An ownerless suitcase may block a terminal, a 
late push-back, a defect stair, literally any disorganized re-
source may ruin rotations. And under stress it makes a dif-
ference whether resources are planned offline and “the next 
free one” is ordered to service or whether they are continu-
ously tracked and planned online to events. I.e., there is rea-
son considering the integration of the layer of flight rotation 
into real-time service maintenance. This layer will interact 
but not interfere with ATM concerned with the flights.  

A threefold of current traffic will be reached in 15–20 
years, soon compared to the time it needs to realize new air-
ports in Europe. Thus any large airport is under continuous 
physical as well as organizational re-construction. In the 
words of a senior manager of a large European one: “We are 
evolutionary driven.” Thus if flights and not rotations are the 
organizing principle of control achievements of SESAR or 
NextGen are easier to be consumed by growth or by compe-
tition (for example cost cutting, service / quality increase). 
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 IV.  ON THE ARCHITECTURE OF AN INTELLIGENT ATM  

 The capability of timely adapting activity to unexpected 
change (intelligence) emerges from the capability of acting 
units (agents) in a distributed system to freely associate or re-
associate in a context which establishes interdependence for 
a certain time. A rotation is an example of such a context. I.e. 
objectives are achieved by autonomous re-allocation of re-
sources or – if solution space is exhausted – to relinquish 
minor objectives for maintaining superior ones.  

 
Fig. 2 High-level Model of Rotation-oriented ATM 

Ideally, all agents are satisfied with their individual plans 
and plans of all agents are non-contractively coordinated. 
Then an unplanned event may cause, that at least one agent 
has become unable to achieve its objectives and now will try 
to improve again by re-negotiating its contracts with other 
agents. I.e., dissatisfaction propagates along services asked 
from respectively provided to other agents until a new satis-
fying solution is achieved.  

This depiction equals design principles of a multiagent 
system emerging intelligence from relation-based interacti-
ons by associating to each other accordingly to the fit of pro-
perties (e.g., need, capability, objectives) as described in 
ontologies (structured domain knowledge). Market-based 
coordination is a promising approach. [5] However we do 
not suggest developing another mirror-MAS for simulating 
or managing a real operations system. 

 A. Collaboration scenario 

Rather we consider including all relevant stakeholders, 
whether persons, objects or systems concerned and taking a 
relevant role in the current operations context by inviting 
them to a “Service Maintenance Conference” (SMC) taking 
place in an appropriate network environment (a private, pro-
prietary cloud). It compares to an on-demand conference call 
which is organized accordingly to MAS principles. Figure 2 
gives a basic idea who or “what” may participate:  

 The aircraft takes the chair of the conference, possi-
bly supported by the airline flight-center,  

 Flight operations:  
o Other aircrafts in the operations vicinity if the 

current trajectories of the aircrafts are affected,  
o ATM authorities supervising or directly con-

trolling en-route and particularly near-airport 
(“terminal”) flight operations,  

 Airport ground operators at airports relevant in the 
context, particularly subsequent ones in the rotation: 
o Airport control centers.  
o Dispatch centers of ground services for air-

crafts, in case also around passengers or cargo. 

 Potentially further stakeholders of operations.  
In a rough estimate about 100 – 200 instances may be in-

cluded. Currently airport ground services are only coupled to 
ATM via flight plans and flight plan updates. In the model 
we propose to actively engage them in solution finding. The 
way this inclusion will be organized depends on the vision of 
the ICT in 10 to 20 years from now.  

 B. Scenarios and Trends to be Considered 

SESAR architectures rely on SWIMs and consistent re-
planning. In case of unexpected events stakeholders are res-
ponsible to take action accordingly to standard procedures, in 
future supported by systems developed by SESAR. Thus as a 
first step this new ICT is to be connected into a peer-to-peer 
network forming a second layer of ATM which interacts but 
not directly interferes with the first layer: flight management.  

Yet there is another trend, marked by the visions of the 
Internet of Things [6] respectively of Things that Think [7] 
e.g., the next generation of aircrafts. The Car-2-Car Commu-
nication Consortium [8] is a further example aiming among 
others at avoiding accidents or the exchange of route infor-
mation. At airports apron field vehicles (push-backs, tank- or 
de-icing trucks) will manage their activity. Dolleys (transport 
carts) will be RFID tagged, motorized boarding stairs with 
GPS and suitcases be equipped with tags remembering own-
ers not to leave them behind.  

In 2020+ not only aircrafts but most critical resources at 
airports will be able of some autonomy; almost any other 
will be at least connected. Directly or non-directly they will 
be able to participate in SMCs.  

 C. Concluding Scenario 

This “internet of things that think” develops because ICT 
makes it possible and affordable with cheaper and better per-
forming hard- and software. But the fundamental driver is 
different: Managing under conditions of high complexity and 
dynamics implies that more single objects become source or 
subject of events [4] and that reliable, correct and immediate 
information matters. In these environments centralized con-
trol fails and not at least “things” will obtain autonomy. They 
are equipped with sensors and with capabilities of reasoning 
or become users of the internet because this enables to cap-
ture and exploit first-hand information.  

This is summarized in the sigh of a dispatcher “If I would 
know where it is!”. The timely and correct answer makes the 
difference between a solution and a service breakdown. 

Thus, the second scenario is that not just some hundred 
but thousands of “things that think” will participate in SMCs 
and because of the interdependence of rotations of aircrafts 
in several SMC in parallel. The result is a heterogeneous ho-
lonic network of ad-hoc SMCs and invitees include complex 
ATM systems, less complex dispatch systems for ground 
services, human agents like air controllers and service dis-
patchers and things: the aircraft and likely many others.  
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 V.  BENEFITS: MANAGEMENT OF SYSTEM CRITICALITY 

In the scene drawn in Figure 2 interference occurs in the 
second leg, hours ahead of the event planned at airport 4. 
Since there is obviously plenty of time to organize response 
offline - what is the benefit of (almost) real-time re-schedu-
ling in this case? Actually it is the “criticality” of the system, 
a major control parameter of managing complex systems.  

 A. Benefit of Real-Time Maintenance of Rotations 

Effective response to unexpected events implies that (1) 
non-expected states of operations occur (and that respective 
information is valid), and that (2) the system is “intelligent”, 
i.e., able of finding a solution which (3) can be physically 
implemented: There must be leeway to re-allocate resource. 
Therefore flexibility (buffers, slack, or redundancy) is the 
“raw material” of operations intelligence.  

But flexibility is a volatile resource. In this moment it is 
available, in the next it is not: I.e., decisions made in the sce-
ne of Figure 2 are bets on the flexibility available 10 hours 
later. And finally flexibility may be “out of stock”.  

The benefit of real-time maintenance of aircraft rotations 
is hedging these bets over the time left – and with this the 
overall efficiency of the system! There is no steady state in 
aviation operations. There is constant change only. Even if 
all internal parameters are controlled (very unlikely) there 
are enough external ones. Given a threefold of current traffic 
thousands of maintenance conferences will run in parallel 
and the “flexibility status” of the system will fluctuate. 

 B. Criticality 

Criticality is a decisive control parameter of managing a 
complex system. The concept has been coined in physics 
where it defines the scale-free point of a phase transition 
(e.g., from liquid to solid) or the transition from stability into 
instability of a pile of sand or of snow forming an avalanche. 
[9] In the meantime this concept has been adapted by many 
sciences, among others in economics, in history science [10] 
or in business [11]. 

As a result from experiences and case studies, in the con-
text of the new concept we can define:  

 criticality as phase of transition amid capability and 
incapability to act due to exhaustion of flexibility. 

 Intelligent real-time service maintenance (organized 
in SMCs) as a tool to actively manage criticality. 

 the role of the aircraft as a „supervisor‟ of criticality 
management with respect to rotations‟ efficiency.  

The parameter of criticality focuses intelligence on the 
system-wide management of the most critical resource: flex-
ibility (for an example see [12]). It is to be expected that this 
holistic approach combined with aircrafts which actively ma-
nage their rotations and related interdependencies will in-
crease the economic efficiency of the overall system.  

 C. Focus of further Research  

Resources of aviation systems are massively distributed 
in terms of functionality, space, organization or time – as 
flexibility is: Successfully responding to unplanned event 

may require coordinated, timely action of resources provid-
ing different functionality at different places, controlled by 
different organizations. In accordance with the market-based 
multi-agent approach explained above managing criticality 
equals managing liquidity (the volume of circulating money) 
by a central bank. This induces questions like  

 How can flexibility be measured and criticality be 
estimated?  

 Do operations‟ processes and performance (costs, 
quality, resilience …) exhibit “typical” patterns?  

 Can patterns of causal behavior be exploited respec-
tively how will non-causal patterns be treated?  

 How does the distribution of flexibility (e.g., buffers) 
affect measuring and managerial options?  

 How can SMCs be efficiently organized and techno-
logically facilitated?  

Answers to these questions will have impact to a theory 
of augmented intelligent organizations and the theory of vol-
atile resources and both research as well as implementation 
will have to rely on technological advancements.  

 VI.  COMPUTING STRATEGIES 

In the past, ATM has not yet been apprehended as a do-
main of High End and High Performance Computing. High 
Performance Computing can be essentially defined to make 
use of the current high end resources available for a specific 
purpose. Making use of these resources can help to solve the 
performance barriers for practical ATM implementations in a 
next stage of development.  

There are many practical problems with ATM systems 
that require immense computing power, for example, solu-
tions that have to consider a large number of mesh points or 
locations need a huge number of operations to be calculated. 
On the other hand, one single processing step can otherwise 
afford a huge amount of memory. Complexity and state of 
basic high end technological development so far refrained 
from considering HPC technologies and HPC resources for 
implementing the components needed. With the last year‟s 
improvements in understanding these complex systems, inte-
grated High End Computing has got into the focus of devel-
opment. From the past studies we understand:  

 how to create a SOA concept for rotation manage-
ment, compatible to the SESAR SOA ATM-model. 

 how to create collaboration models for system and 
architectures management and operation. 

The main research topics resulting include: 

 Distribution, job allocation to distributed resources. 

 Capacity constraints versus size and granulation of 
problem. 

 Robustness of algorithms and overall systems. 

 Security of information and computing. 

 Management and operating of HEC and HPC net-
works and resources. 

The research program being defined by these issues in-
cludes the main sections (a) collaboration, management, and 
operating issues, (b) trust in information and computing, and 
(c) robustness and criticality. 
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When an unforeseeable change within existing planning 
occurs, the triggering of schedule modifications events from 
airplanes will be a suitable means for improving capability to 
respond. For optimizing the processes and sequences it is 
necessary to develop a performance based approach using 
HEC and High Performance Computing (HPC) strategies. 

 A. Collaboration, Management, and Operating 

The resulting conceptual work used is based on the expe-
riences and case studies done within collaboration projects 
over the last years. Based on the collaboration framework 
operation and management can consider multidisciplinary 
collaboration and legal aspects and integrate Service Orien-
ted Architectures (SOA) and Resources Oriented Architectu-
res (ROA) as with the GEXI framework studies [13, 14]. 
With the common heterogeneous structure necessary to build 
networked systems naturally strengths, facilities, and capa-
bilities of disciplines, services, and resources provider 
groups differ. Collaboration aspects are the basic require-
ment for efficient and reliable systems engineering and 
maintenance, especially with complex multidisciplinary dis-
tributed systems and algorithms.  

Two general computing paradigms and derivative com-
binations are available for organizing and particularly for 
coordinating across SMCs envisioned: ground-based compu-
ting and mobile airplane-based computing. In both cases 
compute requests have to be scheduled. In the case of 
ground-based solutions, requests and data will have to be 
sent to a ground based computing infrastructure. In the mo-
bile airplane-based case a request has to be scheduled in or-
der to get up-to-date information from the ground-computing 
and do pre-calculation on-board. Both architectures are clear-
ly defined by capacity computing requirements.  

 B. Trust in Information and Computing 

The implementation for a mission critical logistics com-
puting chain has to rely on fast broadband networks and a 
secure network infrastructure which first of all needs to be 
interoperable with standards defined by SESAR or NextGen. 
Information exchange can be handled by means of verifica-
tion [14]. The implementation considers signatures from a 
Certification Authority (CA) and checksums. The communi-
cation network used for air-ground communication will pref-
erably be based on a dedicated network, highly protected, 
among other things against intrusion and Denial of Service 
(DoS) occurrences. 

 C. Robustness and Criticality 

In order to work out in-time compute tasks, communica-
tion and computation have to be completed within less than 
about five minutes wall clock time. Certified information 
transfer is the base for secure any reliable information sys-
tem usage and computing. In any case with mission critical 
implementations of distributed computing and mobile com-
ponents a fallback solution is essential, based on data replica-
tion and emergency procedures. As non deterministic aspects 
will reduce the robustness of systems, the problem size is 
reduced to problem cells with defined conditions, like re-
sources consumption and wall clock times, so that safe 

fallback states will be available for ongoing operation. This 
will facilitate the application of control procedures and intel-
ligent automation of required operational tasks. 

 D. Concepts and Requirements 

Various strategies and technologies can be used to make 
practical use of integration with HEC resources. Current base 
for providing computing power are: 

 High End Computing (High Performance Compu-
ting, Supercomputing). 

 Distributed and Services Computing (Cloud Com-
puting, Grid Computing, Distributed Computing, 
MultiCore and ManyCore technologies). 

The requirements to exploit high end resources and mo-
bile highly performant resources leads to interlink intelligent 
systems with High End Computing and  Distributed and Ser-
vices Computing resources, mostly for capacity computing 
purposes. Integration of information and computing systems 
is commonly implemented using framework interfaces. 
Therefore a modularization of interactive and batch access to 
resources is mandatory. The solution is based on flexibility 
with parallelization: Loosely and massive parallel computing 
can be achieved using dynamic event triggering and on the 
other hand MPI and OpenMP implementations. 

Regarding data and information exchange there is a 
strong need for dedicated high end networks. As with the 
environment middlewares and modular facilities, like ac-
counting and communication services are needed for practi-
cal operation. Essential system components have to be build 
on common standards. Network, system, and data security is 
most important for mission critical systems. 

 VII.CONCLUSIONS AND FUTURE WORK 

With the results presented in this paper we have shown 
that the new paradigm with rotation-oriented Air Traffic 
Management for extended collaborative ATM can be a solu-
tion for future economic management. High end computing 
resources, communication networks, and High Performance 
Computing architectures are used to deliver the compute 
power needed. The concepts on criticality do support the 
need for mission critical systems. Operating complex dy-
namical system architectures, computing and information 
system resources can be handled with flexible collaboration 
frameworks in order to achieve efficient complex systems 
integrating information system technology and the world of 
“things that think” as well. This will allow a flexible and 
economic change and risk management and sustainable op-
eration concepts. Advanced communication system compo-
nents, verification methods, and mission critical communica-
tion networks are utilized to interlink distributed compute, 
storage, and High End Computing resources and create a 
fast, secure, and reliable operating system environment. 

The goal for the near future is to make use of HEC re-
sources like cloud computing and future High Performance 
computing systems. High end resources can be integrated 
with information, communication, and logistics systems by 
creating appropriate interfaces and services. The systems 
supported will gain access to distributed computing and stor-
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age power not available locally under any economic aspects 
otherwise. The demands for High End Infrastructure as a 
Service and provisioning of services will lead to a definable 
level of reliability and quality (QoS, QoD, QoE).  

For the next generation of large complex intelligent sys-
tems we need fully integrated network and component man-
agement solutions. Following the technology improvements 
of services implementation, the mid-term focus is the inte-
gration of "High End Computing as a Service". In the future, 
developments and concepts will focus on bringing this con-
cept into life with industry scale systems.  
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Abstract—We describe a methodology that uses warfare
simulation, data farming and technology forecasting in support
of military decision making. Our approach explores the vast
space of parameters regarding unknown properties of future
weapon systems and other uncertainties that affect the outcome
of a battle. Characteristics of successful outcomes are identified,
providing insights to such questions as what kind of investments
should be made to meet future challenges.

Keywords-warfare simulation; data farming; stochastic simu-
lation; decision support system.

I. INTRODUCTION

Technology forecasting serves two purposes in the mili-
tary context: planning investments of future weapon systems
and anticipation of an adversary’s future capabilities. In
the former, different weapon systems that will be available
in the future are modelled and their contribution to one’s
own performance is analyzed. This analysis supports the
decision making regarding what kind of investments should
be made to optimize our future performance. In the latter,
the adversary’s possible future weapon systems are modelled
and analyzed. This gives suggestions about preventative
actions for meeting the future challenges.

To simulate the course of a battle on operational level,
autonomous simulation software is usually insufficient. In-
stead, one needs to employ wargaming in which tactical
decisions are made by a human operator and weapon system
effects are simulated by the software, so called man-in-
the-loop simulation. In this paper we focus on one such
software which enables wargaming: combat modelling tool
Sandis [1], which is developed at the Finnish Defence Forces
Technical Research Centre. Sandis is based on probability
calculus and fault logic analysis and can be used for compar-
ative scenario-based analysis from platoon to brigade level.
In Sandis, the player deploys the troops on a map and gives
them movement and firing commands. As output, Sandis
gives probability distributions of the unit strengths, operation
success probability as well as a killer-victim scoreboard and
medical situation average values.

The outcome of a wargame is influenced not only by
the tactical choices made during the battle but also by the
various simulation parameters. There may be variation in
the parameters due to uncertainties in future technology or
uncertainty in the decisions the adversary makes. In addition,
we may want to study the effect of different actions and
conditions or test how, e.g., the choice of ammunition type
affects the results. These variations create a vast space of
parameter combinations that needs to be thoroughly studied.
It is often, however, impossible to calculate or play all the
combinations. The concept of data farming [2], [3] addresses
this problem.

The use of warfare simulation for evaluation of future
weapon systems has been discussed in [4], which also
included an evaluation of the applicability of Finnish simu-
lation tools to such problems. Data farming has previously
been applied to the Sandis combat model in [5], [6].

The methodology presented here bears some similarity to
the approach presented in [7]. The approach presented in
that paper was intended to support the planning of military
operations, and consisted of constructing and evaluating
possible futures, however, without applying data farming.
The approach utilized various forms of warfare simulation
as part of the evaluation process.

In Section II, we discuss the wargaming procedure. After
this, in Section III, we present how the outcomes of battle
variations are commonly analyzed and what kind of visual-
izations are used to support the analysis. Finally, in Section
IV, we discuss the pros and cons of the methodology we
have presented and future work.

II. WARGAMING PROCEDURE

In our method the battle is simulated in three phases. The
first phase is the initial data farming phase, which consists
of automatically computing several possible initial states of
the battle from the initial state of the scenario. The second
phase is the selection of representative cases, in which a
small number of representative cases – say three – is chosen
from the automatically generated initial states. In the third
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phase these representative cases are played manually with
one or more human operators making the tactical decisions.
If we wish to study long battles, these three phases are
repeated. The data farming phase begins whenever we need
to study the effect of some uncertain parameters. The process
in whole is illustrated in Figure 1.

A. Data Farming Phase

The data farming phase consists of choosing the different
parameters we wish to vary, e.g., the accuracy of some
weapon system, and then automatically simulating their
effect. The vast number of possible parameter combinations
can be explored efficiently with so called data farming
methods [2], [3].

Data farming is the process of running a simulation
several times over a large parameter space, and analyzing
the simulation results for statistical trends and outliers. It is
often impossible to model or predict complex real world
phenomena accurately due to several uncertainties. Data
farming addresses this problem by not trying to come up
with a single definitive answer or prediction, but instead
computing the entire landscape of possibilities in hope of
understanding and gaining insight on the phenomenon.

Important elements in the data farming process are design
of experiments, high performance computing, and analysis
of results. The experimental design step includes choosing
the appropriate computer models and the key parameters we
are interested in. In the high performance computing step we
run the simulation over several possible parameter combi-
nations in a high performance computing environment. The
analysis of results is often done by using standard statistical
methods and visualization on the simulation output.

The data farming framework is not restricted to a particu-
lar simulation tool, any simulation software or computational
model can be used. Several standard methods have been
developed to facilitate the data farming process, such as the
latin hypercube sampling [8], [9]. Latin hypercube sampling
is a method that assists the parameter space exploration in
the experimental design step. Instead of running the sim-
ulations for all possible parameter combinations, which is
often impossible, latin hypercube sampling chooses a small
subset of the parameter combinations with the intention that
the subset covers the parameter space well. This reduces
the amount of computational resources required without
compromising the quality of results too much.

B. Selection-of-Representatives Phase

The data farming phase produces a very large number
of simulated variations that can be used as initial states
for manual wargaming. Ideally we would like to play each
variation manually, but this is often impossible since manual
wargaming is time and labour consuming. In the selection
phase only a small number of representative cases is chosen
for manual wargaming. The number of representative cases

68
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Figure 2. Illustrating the selection of representative cases by means of a
scatter plot of adversary lossed versus own losses. Each dot corresponds to
a simulation run with a certain combination of parameter values. The plane
is divided into nine categories from which a few representative cases are
chosen as initial states for the following wargaming phase.

should be sufficiently small considering the available re-
sources, but still large enough to cover the important aspects
in the simulation results.

Methods that are used to analyze and visualize data
farming results can be useful in this phase. One way to
choose the appropriate representative cases is to choose two
interesting variables that describe the simulation results, and
make a two-dimensional scatter plot of all the simulation
results with these two variables as axes. In the military
context the numbers of casualties on both sides are often
the most interesting variables. The plotted variations can
then be divided into nine categories as seen in Figure 2.
Representative cases are chosen within those categories. One
can eliminate uninteresting cases, such as the cases where
both sides have been practically defeated.

As an example, consider Figure 2. Suppose that the x-
axis represents own losses and the y-axis represents enemy
losses. The cases have been divided into nine categories.
Categories 1 to 5 do not need to be manually played, since
in those cases at least one side is already defeated. Category
9 only contains one case, which is close to the cases in
category 8. The representative cases can be chosen from
categories 6, 7 and 8.

C. Gaming Phase

Once the initial parameters have been set, the gaming
phase starts. In the gaming phase one or several scenarios are
played out. The scenarios are derived from threat models and
assumptions on how each side will use its forces and weapon
systems [4]. Simulation tools are used to provide estimates
of how each scenario will unfold. The scale of the combat
analysis determines which simulation tools are suitable. One
can distinguish between technical level, combat technical
level, tactical and operational level analysis. For tactical and
operational level analysis, man-in-the-loop simulations are
often necessary. These simulation tools are based on tactical
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Figure 1. Illustration of the wargaming procedure. The process comprises three phases, which are repeated as necessary.

and technical models, and they calculate the effects and
status of battlefield systems, whereas tactical decisions are
done by a human operator. The operator decides, e.g., where
to move the troops and what kind of firing commands the
troops will follow. Once the operator has defined the tactical
decisions, the simulation software calculates the outcome of
the battle.

We have applied this methodology mainly with combat
modelling tool Sandis [1]. A central componenent of the
Sandis software is a map interface for wargaming. The
units are deployed on the map and given movement and
firing commands as input. The strengths of the units are
probability distributions and combat losses are modelled as
loss probabilities, calculated using a collection of weapon
effect models. Additional calculation models include models
for radio communication and medical evacuation. A feature
of Sandis is that the calculation is based on Markov chains
instead of Monte Carlo methods.

Sandis is designed for platoon to brigade level combat
simulation. This provides a suitable scale for a wargame.
However, we could use high-resolution simulation tools for
analysing details and transfer the results of these analyses
to the brigade-level wargame, bearing in mind that such a
multi-level approach is very labour intensive [4]. Examples
of sub-problems, which may require high-resolution sim-
ulation, include tank duels, in which individual tanks are
simulated, and sensor system evaluation.

Making tactical decisions is the labour consuming part of
the gaming phase. If we wish to continue with a new data
farming phase, it is possible to automate the varying of the
parameters and running of the simulation, once the baseline
scenario has been played. Sandis also enables the operator
to go back and forth in the timeline after the calculation
has been finished. If the operator detects that an unrealistic
tactical desicion has been made in the middle of the battle
after some parameter change, the command can be refined
and the simulation can be recalculated from that moment
onwards. Certain parameter values may demand changes in

the tactics of either side. The operator may also be forced
to manually model the effect of some system or event.
This may be the case when the simulation tool lacks the
computational model of a particular system.

Furthermore, at some point in the scenario, it may be
necessary to branch the scenario and investigate, e.g., two
paths. Such a decision point may be whether a defensive
position holds or is overrun, which leads to two different
end states in the scenario. It is up to the operator to identify
such critical points and divide the scenario into a number of
major steps. Based on the plans for each side, such critical
points could be identified beforehand, as discussed in [7].

In Sandis the manually played wargame scenarios are
stored as XML files, as are units and their equipment and
parameter data for weapons and equipment. For the data
farming phase, the fields corresponding to the parameters
to be varied are changed in accordance with the design
of experiments, either by directly editing the files with
scripts or by creating new versions of the files. The set
of scenario files is executed in Sandis and the results from
each simulation run are output to plain-text files, which are
processed in the analysis step.

III. ANALYZING THE RESULTS

The wargaming and data farming phases produce a large
amount of simulation results that can be analyzed to gain
insight on the research question at hand. Some simple
analysis methods were already mentioned in the description
of the wargaming procedure, but in the final analysis phase
the results can be studied more thoroughly and from many
angles based on chosen decision criteria. One can use, e.g.,
cost effectiveness analysis. In this section we describe some
useful analysis methods.

As mentioned earlier, one common analysis method is
making a two-dimensional scatter plot of all the computed
variations. The dimensions of the plot can be any two
interesting variables, e.g., casualties on both sides. The
dots corresponding to favorable results, i.e., results where
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Figure 3. Scatter plot of adversary losses versus scaled own costs in a
simulated scenario. Each dot corresponds to a simulation run with a certain
combination of parameter values. In the lower right corner are cases where
the adversary losses are small and one’s own costs are high, i.e., the least
cost effective cases. In the upper left corner, on the other hand, are cases
where heavy losses are caused to the adversary for small costs.

own losses are low and enemy losses are high, are studied
in detail to gain insight on what made these cases good.
Similarly, the results where own losses are high and enemy
losses are low are studied to find out what should be avoided.
Strategies and investment plans can then be improved to
move towards the favorable results.

As an example of cost effectiveness analysis, consider
Figure 3 that has been taken from real-world calculations.
The x-axis shows the expected cost for an operation, and the
y-axis shows enemy casualties. The values have been scaled
to between 0 and 1. Each dot corresponds to one simulation
run with some combination of parameters. Results from
the simulations have been combined with cost information
related to ammunition and equipment. Dots in the upper
left corner correspond to favourable scenarios, where large
enemy forces can be deterred in a cost effective manner. On
the other hand, dots in the lower right corner correspond
to unfavorable scenarios, where the enemy takes less losses
despite the higher cost.

The parameter combinations and tactics that led to favor-
able outcomes can then be studied in detail. For example,
one might find that some relatively cheap weapon system
is effective when used properly while other more expensive
systems do not perform well – a useful result when plan-
ning investments and strategy. Another possible result is to
identify parameters, which have a strong influence on the
outcome. The value of some weapon system parameter may
have a large effect on the results, while the value of some
other parameter may have a surprisingly small effect. These
kinds of observations can be used to focus research efforts on
improving the more important parameters of future weapon
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Figure 4. Example of visualization of data farming results. For a specific
type of target element, i.e., an infantry soldier in hasty defence, the best
indirect fire ammunition can be found. The delivery accuracy for the
weapon is in this case expressed by the standard deviation in a circular
bivariate normal distribution centered at the aimpoint. The target location
error (TLE) is the difference between the true target location and the
aimpoint. The colour of the surface indicates the most effective ammunition
type for a given combination of delivery accuracy and TLE.

systems.
An example of how results from the data farming phase

can be visualized is shown in Figure 4. From a data
set of over 19 000 simulation results, generated through
variation of several parameters, the most effective indirect
fire ammunition against a particular type of target can be
found with respect to two parameters: delivery accuracy
and target location error. The delivery accuracy for the
weapon describes the probability the ammunition hits a
particular coordinate point and is expressed by the standard
deviation in a circular bivariate normal distribution centered
at the aimpoint. The target location error is defined as the
difference between the true target location and the aimpoint.
It is here treated as a systematic error, which is varied by
moving the aimpoint.

It can be noted that the results from the data farming
phase, besides providing a foundation for the wargaming,
can be valuable as such and can be used to gain insight
into the properties of weapons systems. Results like this are
referred to as spin-off results in Figure 1.

IV. CONCLUSION AND FUTURE WORK

A methodology combining warfare simulation, data farm-
ing and technology forecasting for military decision support
has been presented. Using data farming the effect of system
parameters on the outcome of the battle can be studied.

One downside of our methodology is that the wargaming
phase is labour intensive, since it cannot be easily automated.
This limits the number of different tactical alternatives that
can be tested. The methodology is mainly intended for
supporting peacetime aquisitions and planning when there
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is much time available. As noted in [4], evaluating different
modes of operation for the adversary is crucial. Otherwise
we might optimize the defence system for the wrong type of
threat. Selection of scenarios for the analysis and selection of
representative cases for a further gaming phase are therefore
of importance.

We will continue to develop the methodology and in-
corporate additional features in order to handle a broader
range of military problems. Although the wargaming process
described in this paper utilizes only one simulation tool, the
process can be extended to a multi-level multi-resolution
simulation process, in which several simulation tools are
used. After a specific detail has been analysed in a high-
resolution simulation, the results can be transferred to a
brigade level analysis tool, such as Sandis. This was dis-
cussed in [4]. Furthermore, when evaluating several branches
of a scenario, it may be necessary, due to limited simulation
resources, to play the most probable or most important
branch thoroughly and the less important ones using a cruder
simulation model [7]. Finally, although the domain studied
here is land warfare, the methodology is applicable to all
branches and the defence forces as a whole.

REFERENCES

[1] E. Lappi, “Sandis military operation analysis tool,” in 2nd
Nordic Military Analysis Symposium, Stockholm, November
17–18 2008.

[2] G. E. Horne and T. E. Meyer, “Data farming: discovering
surprise,” in Proceedings of the 2004 Winter Simulation Con-
ference, Washington, D.C., December 5–8 2004.

[3] G. E. Horne, “Summary of data farming,” in 4th International
Sandis Workshop, ser. Defence Forces Technical Research
Centre Publications, J. S. Hämäläinen, Ed. Riihimäki: Defence
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[5] R. S. Bruun, J. S. Hämäläinen, E. I. Lappi, , and E. J.
Lesnowicz Jr, “Data farming with SANDIS software applied
to mortar vehicle support for convoys,” Scythe: Proceedings
and Bulletin of the International Data Farming Community,
no. 9, 2011.
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Abstract— A new methodology of an intelligent software 
development for medical image analysis is proposed. The 
kernel of this software is a script interpreter that may be 
supported by an intellectual script generator. Commands of 
the interpreter are basic functions of image processing. The 
script generator forms new image processing scripts after 
analysis of image properties. This allows to change a 
processing sequence and the software interface. Software of 
such type may be self-transformed for different classes of 
medical images and various tasks in real time 

Keywords-medical image processing; intelligent software; 
script generator 

I.  INTRODUCTION 
  

 Computer engineering includes many different parts that 
influence to properties of software, for example, organization 
of functional support in the software affects the presentation 
of the user interface, and so on. Medical software has 
specifically requirements to software organizations. Such 
requirements depend of condition of solving tasks, 
knowledge of software user, and environment of user’s work 
place. Therefore, the modern requirements to medical 
software is dynamic organization of functional, user interface 
and data managing for medical radiological methods, optical 
microscopy, endoscopy and ophthalmology, etc. 

Any software may be divided into compiled programs 
and interpreters. Sometimes, software is represented as 
mixture of these variants. Such software for science has a 
compiled kernel that includes GUI (graphical user interface), 
basic functions and calculations, and different types of data 
representation. An interpreter usually is used as saved history 
of operations applied to a new image processing. In this case, 
the interpreter allows to create additional simple functions on 
base kernel possibilities but can not change the software [1]. 
We propose to use an interpreter as a kernel for our software. 
In this case the interpreter is used as a manager of action. It 
supports by performance of the functions, calculations, and 
GUI events. So, we can change the software design and 
organization by correction of interpreter scripts without a 
compilation stage. In other side, complex function and 
calculation are realized in external public compiled modules. 
This will keep the speed of calculation such as the 
compilation software. Today, similar software organization 

is used for web and game development. It is named an "open 
software architecture".  

Our software is based on a mixture of a compiled library 
and an interpreter with many image processing functions. In 
result the software may be divided into two parts: for the 
professional software developers and the software designers 
or users. The interpreter has possibilities for including 
additional functions from a compiled dynamical library. It 
allows to change software properties and software 
applications without a compiling stage. On other side users 
can change the graphical interface for improvement comfort 
conditions for development and easy evolution of software. 
We apply such a technique for developing histology image 
analysis software [3]. 

Modern computer support and facilities in microscopy 
bring new perspectives in studying of cell structures. At the 
same time, the most commonly used method for a tissue 
analysis is still the well known morphological method, which 
allows to get reasonable biological conclusions after an 
image analysis. Group of morphological features, which are 
used for detection of similar types of cells and for organ and 
tissue fragment analysis, is noticeably extended. Usually, 
there is no any relation between different types of features. 
Therefore, types of histological tissue fragments are 
separated from each other by their morphological features. 
Systematization of histological objects is very important in 
order to provide a morphological analysis and oncologist 
diagnosis.  

There are different approaches to segmentation of 
biomedical images. One of the most popular of them is based 
on mathematical morphology. Many morphology algorithms 
for cell segmentation have been proposed through the last 
years [3]. The initial image segmentation is determined by 
classifying the image local variation information obtained 
with dilation and erosion operations. A median filter may be 
used to smooth the segmented image. It removes small 
regions of misclassified pixels while avoiding significant 
changes to the cell profiles. The erosion operation is finally 
used to restore the cell areas. An edge-based segmentation 
may be divided into two independent stages: edge detection 
and edge linking. The obtained edges are used to determine 
the cell locations and contour model is further used to select 
the set of edges involved in the cell locations. Nedzved, et al. 
[4] have proposed an edge-based potential aimed at the 
elimination of local minima due to undesired edges. This 
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approach integrates knowledge about features of the desired 
boundaries apart from gradient strength and eliminates local 
minima, which make the segmentation results less sensitive 
to initial contours. Color is an important feature in the 
histological image segmentation. There are several effective 
algorithms for automatic detection of cells and other 
histological objects [5]. However, these algorithms work 
under certain conditions to solve particular problems. 

In addition, the new workplace is changing the software 
requirements. It is necessary to estimate functionality and 
compatibility of existed tools and data of software 
development to define a dynamical system of medical 
software developing. It has to be revised tasks, initial data, 
diagnostic features and characteristics.  

The rest of the paper is organized as follows. In Section 
II we review properties of two different classes of medical 
images: histological and radiological ones. In Section III we 
describe a variant of software development which may be 
self-transformed after preliminary image analysis. In Section 
IV we describe testing of the presented software generation 
for various medical images. 

II. FEATURES OF MEDICAL IMAGE ANALYSIS 
In this section, basic features of image for determination of 
a way of processing are described. 

A. Common processing sequence for image analysis of 
histological samples 
Usually processing of histological images may be divided 

into several steps:  
1) Input and image enhancement;  
2) Segmentation; 
3) Object detection (identification);  
4) Measuring;  
5) Analysis. 
Every step consists of execution of a set of functions. 

Application of functions depends on properties or image 
estimations. It is possible to define such  estimations in many 
cases, for example, for contrast, noise or blurring. We can  
construct table of image processing functions and image 
estimations. 

For example, for histological images application of 
segmentation methods depends on many image conditions. 
Usually, an image is decomposed to separate regions to 
analyze the histological sample. Therefore, the segmentation 
process (i.e., extraction of homogeneous regions in image) is 
considered as a basic step for a formal scene description. It is 
necessary to define a correct set of features and feature 
characteristics for a suitable choice of segmentation methods.  

Histological objects may be defined according to tasks of 
image analysis. Automated histological specimen analysis is 
based on topological  features of images. It allows to define 
the whole procedure of study for object extraction. However, 
automatic analysis of histological specimen depends on the 
optical magnification of the image. In each magnification 
there is a certain group of topological features of tissue and 
its components. This fact has prompted to consider 
histological objects over magnification of histological 
specimens. 

Fig. 1 presents a general scheme of hierarchical analysis 
of objects in histological images.  

Different tissue fragments, which are composed of group 
of homogeneous cells and fibers, form an entire image of 
histological sample. Usually these fragments or objects are 
represented by a certain texture. Therefore, a region growing 
can be used for extraction. 

From initial image conditions it is possible to define 
function for quality image processing and analysis (Fig. 2). 

As a result, a table of connection function and image 
estimation are constructed.  

In each step, functions are indicated by priorities. For 
example, for the image improving step the higher priority is 
defined for noise removal, next priority level contain a 
contrast enhancement and correction of the borders. 
Priorities determine the order of the functions and the need 
for re-analysis using neural network. 

 

  
Figure 1.  Hierarchical scheme of histological objects. 

 

 

 
Figure 2.  Scheme of segmentation methods definition from image 

conditions. 
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Image processing functions relate to basic computer 
vision topics. This is corresponding to its application for 
image changing. Every function changes properties of image 
and is applying for specific processing cases. Every function 
introduces in an interpreter table and can be supported by 
additional  information. 

B. Requirements for a radiological investigation software 
Requirements for software are defined by a team of the 

basic users which will use achievements of this work. This 
team consists of physicians and medical workers of 
following specialists: the attending physician the oncologist, 
the physician of radiodiagnostics, workers of registry. They 
define the basic requirements to software They define the 
basic requirements of users to a complex.  

Input, loading and presentation of images it should be 
carried out by means of following possibilities: 

 Possibilities of operations with raster, vector 
formats (including DICOM); 
 Possibilities of generation and presentation of 
synthesized 3D images on the basis of contours, which 
are prepared by processing 2D layers. 
 Possibilities of generation of graphic reports 
documents. 
 Presentation through system for visualization 2D 
and 3D images on the monitor screen, and also for 
reports. 
The analysis and processing of medical images of tumors 

includes: 
 Image improving; 
 Interactive function for objects selection; 
 Automated function for objects detection; 
 Measurements and calculation characteristics from 
images. 
The analysis and processing of angiography images and 

data are expansion of the previous requirements by 
specificity of objects - vessels and their network. In this case 
it is necessary to take into consideration morphological and 
textural features of vascular system. 

The monitoring first of all require to the ease of general 
interface of a complex:  

 Possibilities of synchronous work with different 
investigations of patients, 
 The organization of storage of the information 
focused on many cases of  patient, 
 Possibility of preservation of data for the further 
statistical analysis. 
The above described requirements of users form 

functional requirements. Functional requirements define 
functionality software. developers should construct it for 
users  tasks. Functionality defines efficiency of working out. 
The efficiency increase is reached by: 

1) The developing of modular system of interaction 
program modules with loading different functionally, 

2) Using of ready software packages of the simple 
level of initial functions, 

3) The software complex should include following 
modules: 

 The global module of synchronisation including 
universal principles, structures and the data for  
providing interaction with other modules. 
 Loadings of the digital information and 
management of  processing and analysis of medical 
images technology; 
 The automated allocation and the analysis of slice 
images (for example CT); 
 Volume restoration of formation and definition of 
volume characteristics; 
 Definitions of topological features of vessels for 
angiographic investigation; 
 Statistical comparison of results of analysis of 
images for different time; 
 Generation of graphic documents; 
 Measuring and analytical functions. 
In result, the software for the radiological methods of 

investigation should be accompanied by additional display 
capabilities, and presentation and image, not only preparing 
the general scheme of image analysis in histological 
methods. 

III. DEVELOPMENT OF MEDICAL IMAGE ANALYSIS 
SOFTWARE  

This section shows foundations of a flexible suite of 
software tools for medical image analysis that was 
developed. For elaboration of structural scheme of software 
basis interface an estimation of functionality and 
compatibility of existed software development tools were 
done. Tasks which may be solved with software to be 
developed, initial data, diagnostic features and characteristics 
have been observed. For software developing we use  
C-language from Microsoft Visual Studio. 

Based on material posted by Guillaume Marceau [1], 
who in his study used parameters of 72 implementations of 
programming languages, and compared them to 19 special 
tests, prepared by the project "The Computer Language 
Benchmarks Game" as a kernel chosen interpreter LUA [6]. 

In the first case data are processed using temporary file, 
which allow to analyze records (images). In another case a 
transfer by calling a run-time library is performed (Fig.  3). 

Our software is based on the interpreter of Lua language. 
It was elaborated as the main module based on an interaction 
of complex modules. It includes a graphical interface, global 
variables and image storage structure. Architecture of the 
graphical interface was carried out by linking the Highgui 
library [7] from the OpenCV package [7]. The image 
processing and function analysis are supported by OpenCV 
library but connection Lua with OpenCV are realized by 
Lua-binding interface for a connection function of OpenCV 
with Lua. 

An image structure is determined by a module of 
graphical interface into OpenCV library which is responsible 
for visualization and representation of images. Headers of 
image structures are global variables-pointer of interpreter 
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Lua. They have special type - userdata. Userdata corresponds 
to a pointer in the computer address space. This module also 
includes image read/write functions, basic functions of image 
processing and interactive contouring. All interactive 
functions return values in the event block, which changes 
global variables of the interpreter. A simultaneous usage of 
several modules is required for tasks of monitoring space-
occupying lesion. In this case an interaction has been 
performing by using global variables of the Lua interpreter 
and properties of the userdata type of Lua interpreter.  
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Figure 3.  Scheme of flexible suite of software tools for medical image 
analysis. 

Short sequences of functions are called in nodes for 
solving basic problems. During image processing a node of 
Lua can provide image exchange through Lua-outlets. First 
it sends images to the highest Lua-outlet identificator. After 
that the processing is done if the state of Lua-outlet was 
changed. The node changes the sequence of the processing 
functions and their parameters in accordance with his 
notifications. Loop notifications are sent eventually from a 
slow thread at the end of the scripts processing.  The 
observer notification is required during the path through the 
each of the nodes.  It is called the notify event-slot. This slot 
calls node’s state method to get a dictionary with the node’s 
attributes. Also it sends these attributes to the observers. 

Communication between nodes in the same script is done 
through a direct function. This function is called by event-
slots, either using a virtual method bang for the first inlet or a 
function pointer for other inlets. Images are processed by 
reference. 

Adding new complex functions of processing and 
analysis is carrying out by group of developer’s function. As 
an input new functions may get any global variable or text 
and numerical constants from the LUA interpreter. 

All internal controlling of software is carrying out by text 
scripts of LUA, which are divided into two categories: 

1. scripts for image sequences analysis; 
2. scripts for operative functionality and setting up of 

software at workplace of medics.  
All scripts are stored in a text form and easily accessible. 

However they are not for changing by user and may be 
edited for by developers only. 

Scripts manage to software organization and create new 
additional function for image analysis and processing. 
Preprocessing analysis of images sets of image allow to 
define processing functions. Module of scripts generation 
defines such sets. It includes intelligent components for 
connections results of image functions processing and image 
characteristics. Of course such task can be solved only for 
particular task in our case for histology image analysis.  

Every interpreter defines function through a specific 
table. We use it for definition connection images 
characteristics with a function in our software. It includes a 
set of feature vectors and variable of priority. The set of 
feature vectors defines the utility function. The variable of 
priority determines the position of function in the generated 
script. In result such software has intelligent self-
programming possibilities. 

In the analysis the first step is determining of global 
characteristics of images and defining the type of image. 
Single-channel grayscale image often correspond to the 
radiological methods of investigation in medicine. If the 
depth of the pixel brightness over the eight-bit image is 
defined as CT scans. The color image is composed of three 
or more channels. It is defined as histological. It remains 
uncertain class for eight-bit grayscale images, which can be 
classified as partially processed images of histology and 
radiological medicine. The difference halftone radiological 
images from histology most often lies in the way of 
formation of objects in images. Color histological image is 
formed on the basis of color in the preparation of amino 
acids. As a result, objects in an image composed of small 
specks, which form additional local boundaries. The 
boundaries correspond to local extremes of the brightness 
intensity. Therefore, a Sobel filter is performed to determine 
such characteristics (Fig. 4). The result is a gradient image. 
The distribution of brightness in this image is similar to a 
Gaussian distribution. 

Based on the characteristics of the asymmetry and the 
eccentricity of histogram is determined type of images, that 
is belonging to the histological or radiological class. 

The image type defines processing scripts and user 
interface. System generate separate user interface on base 
type definition for histological images (Fig. 5) and 
radiological images (Fig. 6). 

A script generation module consists of two parts: image 
analysis and script construction. The fist part started from 
global image analysis that include histogram analysis and 
basic statistical analysis for pixels distributions, fractal and 
texture analysis. On the base such analysis as estimation of 
noise, blurring, image characteristics are calculated. From 
the interpreter function table image preprocessing script are 
generated for image improving by such estimation. 
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Figure 4.  Examples of the results of image classification stages: a) 

radiological image, b) gradient of radiological image, c) histogram of 
radiological image gradient, d) histological image, b) gradient of 
histological image, c) histogram of histological image gradient. 

 
 
 

  
 

Figure 5.  Screenshot of user interface generated for histological image 
analysis. 

 

  
 

Figure 6.  Screenshot of user interface generated for radiological image 
analysis. 

Than local image analysis is going by convolution and 
statistical analysis of line-profile characteristics. This 
analysis allows to estimate characteristic of cells borders and 
contrast. Such estimation defines functions for image 
contrasting and border emphasis. After generation result 
image is tested for quality of processing. If the image quality 
is low stage of image analysis and function definition should 
be repeated. Such procedure generates image improving 
scripts that can be change by a user or developer. This script 
is only proposition and need to user control. The same 
mechanism of image analysis and function definition works 
for stages of segmentation and postprocessing. 

As result our software constructs common script for 
every generation stages. Such script corresponds to function 
sequence for object extraction. It can be used for extraction 
of histological objects on the image. We use it for extraction 
of nuclei from histological images. Then characteristics of 
objects are calculated. It is necessary to detect type of objects 
that present at the image. We divide objects for five basic 
types: blobs, front, needles, dendrites and nets. Such 
procedure of object detection is spending by functions 
through script generation. Using global fractal, texture 
characteristics software detect geometrical type of objects 
and formed characteristics sets for object description. 

For definition image processing function in scripts we try 
to use Kohonen neural network (self-organizing map, SOM) 
[8, 9].  It is a class of neural networks, the main element of 
which is a layer of Kohonen. The Kohonen layer consists of 
adaptive linear combiners. Estimations of global conditions 
on the image are used as weights in neural network. 
Adjusting of the input weights and vector signals 
quantization is closely related to a simple basic algorithm for 
cluster analysis (method of dynamic cores, K-means). 

System is supported by script generator module. This 
module uses LUA-metatable of function for image 
processing and corresponding table with estimations of 
image. Thorough such table, definition of function sets going 
by Kohonen neural network. As a result, the module 
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proposed scripts for image processing as text file. Users can 
spend analysis of this script and change some in it. 

The software is supported by uses control and changing. 
There are a few version of user interface for managing of 
image processing and choosing of analysis type. Also the 
software has sets of interactive function for image 
processing. Оn the basis of these tests in the fifth section 
draws conclusions about the effectiveness of the proposed 
scheme, software analysis of medical images 

IV. TESTING 
Now, the software has stage of developing. But we spend 

a few tests for determination of basic possibilities.  
This software was tested on different types of 

histological and radiological images. We are used three types 
of histological images and two type of radiological image 
(Tab. 1). Histological images were divided by cells density: 
high density - more than 70% image area for cells, middle 
density - between 40% and 70% image area for cells, low 
density - less than 40% image area for cells. Tested 
radiological images are divided into CT and MRI images. 
We spend tests for image improving stage. After testing was 
constructed table with probability values of success image 
processing by generated scripts..  

A rate of success probability was defined by empirically 
way. The software was testes by 248 medical images. 

 

TABLE I.  TABLE OF SOFTWARE TESTING 

Image type probability of 
type definition 

probability 
values of success 
image 
processing 

Histological images with high 
density of cells 

98% 83% 

Histological images with middle 
density of cells 

99% 90% 

Histological images with low 
density of cells 

87% 90% 

CT images 100% 93% 
MRI images 100% 95% 

 
We take good marks for radiological images. For 

histological images marks are insufficient. 

V. CONCLUSION 
In this paper, we proposed a scheme of automatic  

generation of image processing function sets for analysis of 
histological tissue and described software for it. This 
software based on principles of open architecture and allows 
to change design and possibilities of it in real time on 
physician work place without compilation stage. In other 

side the speed of the program remains the same as in the 
compiled version. Developed software architecture 
simplifies the development of model programs for image 
analysis of histological images (Fig. 5) and radiological 
images (Fig. 6). 

Marks that we take are unsatisfactory for histological 
images. It depends on a high complexity of images. We 
consider that it is necessary to change intelligent agent for 
script generator.  

But in this paper we describe nice path for developing 
software for image processing. Basic possibilities of such 
software are possibilities of dynamical changing of interface 
and sequences of processing functions.  
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Abstract—Digital signature, as an official signature, have
many applications in information security, including authenti-
cation, data integrity, and non-repudiation. When a private or
public document must be signed by a group of people, we call
it multisignature scheme if all and every single member of the
group signs the document.

An identity-based digital multisignature is a multi signer
digital signature so that the multiple private keys are generated
by a trusted third part from signer’s identities. In this paper,
an efficient Java implementation to a recent identity-based
multisignature scheme based on RSA is proposed.

Keywords-RSA; digital signature; multi-signature scheme;
Java.

I. INTRODUCTION

Adi Shamir [1] introduced a novel type of cryptographic
scheme, based on the identity of the users, which enables any
pair of users to communicate and sign documents securely.
Moreover, it is possible to verify each other’s signatures
without exchanging private or public keys, without keeping
key directories, and without using the services of a third
party. The scheme assumes the existence of trusted Key
Generator Center (KGC), with the role of giving each user
a personalized smart card when he first joins the network.
The card contains the secret key, and programs for message
encryption/decryption and signature generation/verification.
The user chooses any combination of name, social security
number, e-mail or telephone number as his public key.

The scheme is adequate for closed groups of executives
of a multinational company or the branches of a large
bank or members of a sports club since the headquarters
of the corporation can be the KGC that everyone trusts.
This scheme can be the basis for a new type of personal
identification card with which everyone can digitally sign
checks, legal documents, and be electronically identify.

Moreover, a digital multisignature is a digital signature of
a message or document generated by multiple signers with
different private keys [2].

An identity-based digital multisignature, based on
Shamir’s identity-based scheme, is a digital signature of
a message generated by multiple signers that obtains their
private keys from a KGC, and the public keys from their own

identities. Such practical and secure multisignature schemes
were proposed to be applied for mobile communications [3].

In 2008, Harn and Ren [4] proposed an efficient identity-
based RSA multisignature scheme and it seams to be se-
cure against known attacks like forgerability under chosen-
message attack, multi-signer collusion attack and adaptive
chosen-ID attack. Authors propose the scheme with the
most important multisignature properties: the length of the
multisignature was fix and the verification time was also fix,
regardless of the number of signers.

Some flaws on Harn-Ren identity-based RSA multisig-
nature scheme were published a year later [5]. These draw-
backs led to the proposal of a new system two years later. In
fact, in [6] two security loopholes were discovered in Harn-
Ren scheme and a new one was proposed. The resultant
protocol was suitable for wireless communications because
it is not only possessing security but also saving computation
resources and communication bandwidth.

The implementation proposed in this paper supposes an
efficient Java implementation of the improved identity-based
multisignature scheme based on RSA suggested in [6].
This paper is organized as follows. Section II will detail
the RSA cryptosystem and a short overview of existing
identity-based multisignature schemes. Some attempts of
using Matlab to implement these cryptosystems and the
efficient Java implementation will be shown in Section III.
Finally, conclusions and future works will be presented in
Section IV.

II. RELATED WORKS

In this section, we make a brief overview to RSA
cryptosystem as well as Shamir’s identity-based signature
scheme. Harn-Ren’s scheme as well as the improved mul-
tisignature scheme will be reviewed.

A. RSA cryptosystem

RSA cryptosystem [7] consists of three phases: key gen-
eration, encryption and decryption.

1) Key generation for a user U :
a) Select two large prime numbers p, q and computes

n = p · q and ϕ(n) = (p− 1)(q − 1).
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b) Select a positive integer e, 1 < e < ϕ(n), such that
gcd(e, ϕ(n)) = 1.

c) Compute the inverse of e in Z∗
ϕ(n), d, so that e · d ≡

1(mod ϕ(n)).
The public key of U is the pair (n, e) and his private key

is d. For security reasons, the values p, q and ϕ(n) must be
kept secret.

2) Encryption process: If user B, wishes to cipher the
message, M , and send it to user A, he carries out the
following operations:

a) He obtains A’s public key: (nA, eA).
b) He represents M as an integer in the range [0, nA−1],

even splitting m into smaller blocks if necessary.
c) The ciphered message is c = MeA(mod nA).
3) Decryption process: To decipher the cryptogram c and

recover the original message, M , user A simply uses his pri-
vate key dA and computes cdA ≡ MeAdA ≡ M(mod nA).

Asymmetric-key cryptosystems allow the sender to digi-
tally sign a message, so that the receiver can check that the
message is authentic and not modified.

Suppose that A, wishes to digitally sign a public docu-
ment, M , and send it to B. The steps are the following.

a) The first step is to apply a hash function to the
document, creating the document digest [8], H(M) =
m, and encrypts it using his private key: r ≡
mdA(mod nA).

b) He ciphers the value r with B’s public key to obtain
the signature s ≡ reB (mod nB).

Once the document and the signature are received by B
from A, he can perform the verification phase as follows:

a) He computes sdB (mod nB) ≡ reBdB (mod nB) ≡ r.
b) He determines reA(mod nA) ≡ mdAeA(mod nA) ≡

m.
c) He deciphers c to obtain M , and checks whether the

hash of M , H(M), matches m. If it does, the signature
is valid.

The security of the encryption and decryption processes,
and the digital signature scheme based on RSA, depend on
the difficulty of solving the factorization problem, which at
present is considered computationally infeasible.

B. Shamir’s identity-based signature scheme

First of all, each signer completes his registration with
KGC, and KGC generates the signer’s secret key using their
own identities. On the other hand, the signature’s public
verification key is the signer’s identification. This scheme
reduces the costs of verifying the public key. The process is
divided into the following phases:

1) KGC keys:
a) KGC picks two large primes p, and q, to compute n

and ϕ(n).
b) Chooses a random public key e, satisfying §II-A

conditions.

2) Signer secret key generation phase:
a) Signer j sends individual information and his identity

ij to KGC for registration.
b) After KGC accepts the user’s identity, KGC uses his

private key d to create a secret key dj ≡ idj (mod n)
from signer’s identity ij . Subsequently, dj will be sent
back to the signer as his secret key.

3) Signing phase: In the process of signing a document or
message digest m, the signer uses his secret key dj and the
public key e of the KGC to produce the signature σ = (t, s).
The signing process is as follows:

Signers choose a random number r to compute t =
remod n. The secret key d is used to compute s =
d · rH(t,m)(mod n). Then, (t, s,m) is transmitted to the
receiver, and σ = (t, s) is the signature of the message.

4) Verification phase: When the receiver receives the
signature σ = (t, s) for the message m from signer ij , the
public key e of the KGC and signer’s identity ij can be used
to verify the validity of the signature:

se ≡ ij · tH(t,M)(mod n).

C. Harn-Ren efficient identity-based RSA multisignature

1) Private key generation phase: In this algorithm, every
signer obtains his private key from the KGC:

a) Every signer sends their individual information to the
KGC for registration.

b) KGC, with his private key d and the message digest of
identity ij , generates the private key dj ≡ idj (mod n)
of ij signer.

2) Signing phase: To generate an identity-based digital
multisignature every ij signer from a group of signers,
i1, i2, . . . , il, follows these steps:

a) Chooses a random integer rj , and with his public key,
e, computes

tj ≡ rj
e(mod n).

b) Broadcasts rj to all signers.
c) After receiving rj , j = 1, 2, . . . , l, each signer com-

putes

t ≡
l∏

j=1

rj(mod n), and sj ≡ dj · rH(t,M)
j (mod n).

d) Broadcast sj to all signers.
e) After every signer has received sj , j = 1, 2, . . . , l from

the others, compute s as

s ≡
l∏

j=1

sj(mod n).

The multisignature of a message m is σ = (t, s). In this
scheme every signer’s signature is the same as Shamir’s
scheme.
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3) Verification Phase: To verify the multisignature σ =
(t, s) made by signers with identities i1, i2, . . . , il of m,

se ≡ (i1 · i2 · · · il) · tH(t,m)(mod n).

If this verification equation is successful, then the infor-
mation has a legitimate signature.

Harn-Ren’s multisignature scheme does not protect the
signer’s signature secret key from being exposed [6]. Anyone
is able to obtain the signer’s secret key dj using broadcast
data (rj , sj) and signature (m,σ). Moreover, if e is a small
value, an attacker is able to obtain the signer’s secret key d
through the public information (e,m, s) .

D. The improved authentication scheme
To avoid the two mentioned loopholes in Harn-Ren mul-

tisignature scheme, a new one was proposed in [6], where
the KGC keys phase and signer secret key generation phase
is the same as the original scheme in §II-C.

1) Signing phase: As before, if the group of signers
i1, i2, . . . , il want to jointly sign the document m, each
signer j performs the same steps mentioned in §II-C, except
that now the values sj are defined as:

sj ≡ dtj · r
H(t,M)
j (mod n).

2) Verification phase: When the receiver receives mul-
tisignature message (m,σ) , the public key e of the KGC and
the identities of all the signers i1, i2, . . . , il can be used to
verify the validity of the signature. The verification formula
is as follows:

se ≡ (i1 · i2 · · · il)t · tH(t,m)(mod n).

If verification is successful, then the information has a
legitimate signature. Otherwise, it is an illegal signature.

III. IMPLEMENTATION AND PROCEDURES

We have developed the Harn-Ren improved multisigna-
ture scheme. We have started with Matlab, with the use
of functions and toolboxes to encrypt, decrypt and sign
messages with RSA cryptosystem, with real parameters, and
we changed to Java to code a more efficient programm.

A. Matlab and big integers
To implement RSA cryptosystem we need to find big

integers, at least 1024 or 2048 bits keys, to be sure that RSA
is secure against known attacks. Trying to work with Matlab,
we found a toolbox, vpi, to compute variable precision
arithmetic operations.

First of all we started the cryptosystem implementation
trying to encrypt and decrypt a short message to check
Matlab possibilities. We took parameters p and q with length
of about 155 digits. In this case, the calculation of public and
private key is fast, and also the calculation of the encrypted
message, but to get the plain text is very slow, because the
modular power with Matlab is not enough efficient. This was
the reason to change to Java language.

B. Java implementation

We have developed a Java a digital identity mul-
tisignature application. Although Java is object oriented,
being a simple and algorithmic implementation, we
have divided the program into two classes, inside the
multisignatures_identities package. The first
class is called Identities, this class contains the em-
bodiment of the signature and verification. The second class
name is Hash, and performs a hash function from a string
and returns the string’s digest.
Identity class is composed by the following attributes:
1) RSA parameters: p, q, n, fi, d, e.
2) Number of participants: num
3) Each participant has: Identity (i_j), Private key

(d_j), and other data used in the multisignature
(r_j, t_j, s_j).

4) The values of the multisignature: s, t.
Identity class contains the methods that carry out the

following actions:
1) Calculation of RSA parameters:

a) calculate_module: returns the module n
when p, q are known.

b) calculate_fi_euler: returns fi when p,
q are known.

c) calculate_d: returns private key d, when
public key and fi are known.

2) Calculation of identities and private keys:
a) calculate_identities_and_private

_keys: with the number of participants num, the
private key d, and the modulus n, the identities
i_j and private keys for each signer d_j can
be calculated.

3) Other estimates:
a) calculate_first_step: with the number

of participants num, the public key e and the
modulus n, values t_j and r_j can be obtained.

b) calculate_third_step: calculate the
value t with some of the previously calculated
parameters.

c) calculate_s: obtains the value s with some
of the previously calculated parameters.

4) Some views on screen:
a) initial_parameters_view: to show the

following parameters: p, q, n, fi, d, e.
b) identities_and_private_keys_view:

to show the following parameters for each
participant: i_j, d_j.

c) first_step_values_view: to show t_j,
r_j parameters for each participant.

d) third_step_values_view: to show t,
s_j parameters for each participant.

5) Signature verification:
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a) signature_verification: verifies the re-
turned signature with a boolean value: true if the
signature is verified or false if not.

Hash class is composed by a serie of attributes:
1) md: is typeMessageDigest, where the hash func-

tion is of type SHA-1.
2) buffer: is an array of bytes, which contains the

string to calculate the hash.
3) digest: byte that includes the string for conversion.
4) hast: the string which will store the hash value.
Hash class includes the following methods:
1) Hash: is the constructor method.
2) getHash: will calculate the hash for a string.
To develop the proposed multisignature scheme, we have

used two classes: BigInteger and BigDecimal. These
classes’ types have advantages over the types primitive.
When big numbers are needed in Java, the best option is
to use these classes. In fact, their storage limit is the same
limit as the Java virtual machine memory limit.

The BigDecimal class is only used to generate random
numbers with the random() method of the Math library.
The BigInteger class was more useful to the program
because of some of the methods provided by this class. The
methods that were interesting for us were:

1) multiply(BigInteger val): it returns the
multiplication of this BigInteger with the input
parameter.

2) subtract(BigInteger val): it returns the sub-
traction of this BigInteger with the input value.

3) mod(BigInteger m): it returns the value of
BigInteger module m, with m the input value.

4) modInverse(BigInteger m): it returns the in-
verse of this BigInteger module m.

5) modPow(BigInteger exponent,
BigInteger m): it returns the pow of this
BigInteger with exponent m.

6) compareTo(BigInteger val): it compares
BigInteger with the parameter passed in the
method and return 0 if they are equal.

C. Benefits from this developments

We have calculated the CPU time to perform an identity
based multisignature and the time to verify the multisigna-
ture with the proposed Java implementation. We have used
a System class method called currentTimeMillis().
This method returns the current time in milliseconds. The
needed average time to multisign a document by 10 signers
is 88.3ms, and 1.3ms to verify. If we take 100 signers, the
time to multisign the same document is 636ms and 3.2ms
to verify.

These are two benefits related to the development:
1) The time to sign and verify a document is slow.

2) The possibilities offered by java environment are good.
The source code detailed in section §III-B could be
added to a java card applet to get a secure environment
that allows different people to multising documents.

IV. CONCLUSION AND FUTURE WORK

As we presented, some identity-based identification and
signature schemes have been implemented using Java, as can
be shown in [9], but there is no implementation related to
an identity-based multisignature scheme based on RSA. We
studied the possibilities of a software like Matlab, but we
recognize that it does not work properly with big integers,
that are needed to encrypt, decrypt and sign messages with
RSA, and to multisign messages or documents with some
users, the calculations are more slowly that the case of single
RSA.

We have chosen the Java programming language because
of its efficiency and because we are developing some Java
Card applets that enable to digital sign documents.
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Abstract— In Wireless Sensor Networks, all nodes are energy 
constrained. There are no predefined and no fixed 
infrastructures in networks. A Connected Dominating Set can 
be created by different algorithms to organize nodes in a better 
way. A Connected Dominating Set can be shown as a 
backbone. A backbone is a subset of nodes that are able to 
perform especial tasks and serve nodes which are not in the 
backbone. A backbone reduces the communication overhead, 
increases the bandwidth efficiency, decreases the overall 
energy consumption, and, at last, increases network effective 
lifetime in a Wireless Sensor Network. For example, Connected 
Dominating Set nodes can perform efficient routing and 
broadcasting in networks. This paper tries to survey and 
classify different Connected Dominating Set formation 
algorithms. We compare their performances with each other. 

Keywords- wireless sensor network; maximal independent 
set; connected dominating set. 

I.  INTRODUCTION 
Wireless Sensor Networks (WSNs) have attracted recent 

research attention due to wide range of network 
communications applications they support. In WSNs, all 
nodes are energy constrained. They include a number of 
wireless nodes and they can be divided into three parts: data 
collection, based-station and data management center. Also, 
there is no fixed or predefined infrastructure in these 
networks. A kind of broadcasting in sensor networks is 
normally flooding-based, where each node retransmits the 
broadcasting message that it receives. But it raises energy 
consumption because packet retransmission is needed when 
interference occurs. Also, it will has broadcast storm 
problem. [2][10] 

The extensive research performed in the past of decades 
in WSNs. Among the topics that have received especially 
attention, clustering formation and interconnection, also 
referred as backbone formation. Backbone will remove 
unnecessary transmission links through shutting down some 
of redundant nodes. Although backbone will still guarantee 
network connectivity in order to deliver data efficiently in a 
WSN. In virtual backbones based WSNs, some nodes are 
chosen as dominator node (backbone node) in the backbone 
construction process.  

A backbone is a subset of nodes that are able to perform 
especial tasks and it serve nodes which are not in the 
backbone. Therefore, the backbone construction depends on 

the task to be carried. In WSNs, a backbone could be the set 
of active sensors while the rest of the sensors are sleeping. 
The backbone of a network is normally required to be 
connected, so that the backbone nodes are able to 
communicate to perform especial tasks. For example, to 
connect backbone nodes in ad hoc networks can perform 
efficient routing and broadcasting. A Connected Dominating 
Set (CDS) can be showed as a backbone. Backbones 
improved the routing procedure. A backbone reduces the 
communication overhead, increases the bandwidth 
efficiency, decreases the overall energy consumption, and, at 
last, increases network effective lifetime in a WSN. [15] 

The nodes in CDS are called dominator (backbone node), 
other nodes are called dominatee (non-backbone node). With 
the help of CDS, routing is easier and can adapt quickly to 
network topology changes. To reduce the traffic during 
communication, it is desirable to construct a minimum CDS 
(MCDS). Constructing a MCDS is proved a NP-hard 
problem and in recent years many algorithms of constructing 
an approximate MCDS have been proposed. [12][15] 

We classify different CDS formation algorithms in these 
networks in Section 2. In Section 3, we present some 
examples of this classification. We compare performance of 
these with each other in Section 4. In Section 5, we conclude 
the paper. 

II. CLASSIFICATION OF CDS FORMATION ALGORITHMS 
We will present a new classification of CDS formation 

algorithms. From varied aspects, we can be classified into 
blew different types.  

A. UDG and DGB 
The CDS construction algorithms can classified into two 

types: Unit Disk Graph (UDG) based algorithms and Disk 
Graphs with Bidirectional (DGB) links. In UDG and DGB, 
the link between any pair of nodes is bidirectional. The 
nodes transmission ranges in UDG are the same, but in DGB 
are different. Even in UDG and DGB, MCDS is proved as a 
NP-hard problem. In Figure 1, we show a UDG of CDS 
virtual backbone. [2][13][15][17] 
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Figure 1. A sample for UDG of CDS virtual backbone [15] 

B. MIS Based and Non-MIS Based 
Independent set (IS) of a graph G is a subset of vertices 

so that no two vertices are adjacent in the subset. Maximal 
Independent set (MIS) is an IS, so that it is not a subset of 
any other IS. Note that in an undirected graph an MIS is also 
a Dominating Set (DS). The MIS based algorithms have two 
kinds of realization. The optimal nodes selection is based on 
some criterions such as node degree, rest energy of node, and 
node id, etc. [8] [15] [18] [19] 

C. Centralized Algorithms and Decentralized Algorithms 
Algorithms that construct a CDS can be divided into two 

types: centralized algorithms and decentralized algorithm. 
The centralized algorithms in general result in a smaller 
CDS with a better performance ratio than that of 
decentralized algorithm. The decentralized algorithms also 
can be divided into two types: distributed algorithms and 
localized algorithms. In distributed algorithms, the decision 
process is decentralized. But, in the localized algorithms, the 
decision process is not only distributed also requires only a 
constant number of communication rounds. Most of the 
distributed algorithms find a MIS then, connect this set. 
[3][8][9][18][19] 

D. Pruning-Based Algorithms 
Some algorithms use pruning rules to reduce the 

redundant nodes of backbone. In often these algorithms, all 
nodes of network considered to be backbone nodes for 
creating CDS. Then they pruned its redundant nodes to can 
create MCDS. [2][4][[5-6] [15] [19] 

III. SOME EXAMPLES OF THIS CLASSIFICATION 
We will present some examples of this classification and 

explain their approaches.  
A completely localized algorithm was proposed to 

construct CDS in general graphs. At first, all vertices are 
unmarked. Then, they exchange their open neighborhood 
information with their one-hop neighbors. Thus, each node 
knows all of its 2-hop neighbors. The marking process 
applies the following simple rule: any vertex having two 
unconnected neighbors so that they are marked as a 
dominator. At last, the set of marked vertices form a CDS, 
but it had a lot of redundant nodes. There are two pruning 
principles so that they are provided to post-process the DS, 
according to the neighborhood subset coverage. Also, when 
two of its connected neighbors in S with higher ids can 
cover all of u̕ s neighbors then node u will be deleted from 
S. This pruning idea is expressed to the following general 

rule [11]. According to this rule, if there is k connected 
neighbors with higher ids in S so that can cover all u̕ s 
neighbors then, a node u can be removed from S. [19] 

Guha et al. [9] proposed two CDS construction 
approach. The algorithm1 begins through marking all 
vertices white. At first, the algorithm selects the node with 
the maximal number of white neighbors. The selected vertex 
is marked black and its neighbors are marked gray. The 
algorithm iteratively seeks the gray nodes and their white 
neighbors, and it selects the gray node or the pair of nodes, 
whichever has the maximal number of white neighbors. The 
selected node or the selected pair of nodes is marked black, 
and also their white neighbors marked gray. The algorithm 
terminates, when all of the vertices are marked gray or 
black. All the black nodes form a CDS. This algorithm 
results in a CDS of size at most 2(1+H (∆)).│OPT│, where 
H is the harmonic function, and OPT refers to a MCDS.  

 

 
Figure 2. An example of Guha and Khuller ̕ s algorithm 1 (above) [9] 

 
The algorithm2 also begins through coloring all nodes 

white. A piece is defined to be either a connected black 
component, or a white node. The algorithm includes two 
phases. The first phase iteratively selects a node that yield 
the maximum reduction of the number of pieces. A node is 
marked black and its white neighbors are marked gray, 
when it is selected. At last, the first phase terminates when 
no white node left. Therefore, there exists at most │OPT│
number of connected black components. The second phase 
constructs a Steiner Tree to connect all the black nodes 
through coloring chains of two gray and black nodes. The 
size of the resulting CDS formed via all black nodes is at 
most (3+ln(∆))│OPT│.[9] 

Das et al. [8] proposed the distributed implementations 
of the two greedy algorithms. The first algorithm grows one 
node with maximum degree to be form a CDS. A node must 
know the degree of all nodes in the graph. Each step selects 
either a one- or two-edged path from the current CDS. Then 
the nodes in the CDS must know the number of unmarked 
neighbors for all nodes one and two hops from the CDS. 
This algorithm produces a CDS with approximation ratio of 
2H(∆) in O(│C│(∆+│C│)) time, using the O(n│C│) 
messages, where the harmonic function, n is the total 
number of vertices, and C represents the final CDS.  

In the second algorithm, they compute a DS and then 
select additional nodes to connect the set. According to the 
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DS in the first stage, an unmarked node compares its 
effective degree, with the effective degrees of all its 
neighbors in two-hop neighborhood. The greedy algorithm 
adds the node with maximum effective degree to the DS. 
When a DS is achieved, the first stage terminates. The 
second stage connects the components through a distributed 
minimum spanning tree algorithm. At last, the nodes in the 
resulting spanning tree compose a CDS. This algorithm has 
time complexity of O((n+│C│) ∆), and message complexity 
of O(n│C│+m+ n log(n)). It have the MCDS with a ratio of 
2H(∆)+1, where m is the cardinality of the edge set.  

Akbari et al. [2] proposed an intelligent backbone 
formation algorithm according to distributed learning 
automata (DLA). The worst case running time and message 
complexity of the backbone formation algorithm has a 1/(1-
ε) optimal size backbone. This was why that it was shown 
that through a proper choice of the learning rate of the 
algorithm, a trade-off between the running time and 
message complexity of algorithm with the backbone size 
can be made.  

In implementation, a network of the learning automata 
isomorphic to the UDG was used. At first, it formed through 
equipping each host to a learning automaton. At each stage 
of this approach, the learning automata randomly choose 
one of their actions so that a solution can be found in the 
CDS problem. The created CDS is evaluated via the random 
environment, and the action probability vectors of the 
learning automata are updated depending on the response 
received from the environment. At last, in an iterative 
process, the learning automata converge to a common policy 
and it constructs a minimum size virtual backbone for us.  

This algorithm used a pruning rule to avoid choosing the 
same dominators. In this rule point of view, it increases the 
convergence speed, and also, decreases the running time of 
the proposed algorithm. With comparing the results of 
proposed algorithm with the other of the best known CDS-
based backbone formation algorithms, the results show that 
their algorithm always outperforms the others in terms of 
the backbone size, and also its message overhead is only a 
few more than the least cost algorithm. [2] 

Alzoubi et al. [3] provided two versions of an algorithm 
to construct the DS for a wireless network. In these 
algorithms, they employ the distributed leader election 
algorithm [6] to construct a rooted spanning tree. A labeling 
strategy is used to divide the nodes in the tree to be either 
black or gray, according to their ranks. The rank of a node is 
the arranged pair of its level and its id. The labeling process 
begins from the root node and finishes at the leaves. At first, 
the node with the lowest rank marks itself black and 
broadcasts a DOMINATOR message. According to the 
following rules, the marking process continues:  

 “If the first message that a node receives is a 
DOMINATOR message, it marks itself gray and 
broadcasts a DOMINATEE message.”[3] 

 “If a node received DOMINATEE messages 
from all its lower rank neighbors, it marks itself 
black and sends a dominator message.”[3] 

When it reaches the leaf nodes, the marking process 
finishes. Just now, the set of black nodes form an MIS. At 
last, in the final phase the nodes connect in the MIS to form 
a CDS through INVITE and JOIN messages. This algorithm 
has time complexity of O(n), and message complexity of 
O(n log(n)).  

Rai et al. [15] proposed an algorithm for finding MCDS 
with using of DS. DSs are connected through using Steiner 
tree. The approximation algorithm includes of three stages. 
At first, the DS is determined through identifying the 
maximum degree nodes to discover the highest cover nodes. 
Then, it connects the nodes in the DS through a Steiner tree. 
At last, this tree prunes to form the MCDS. For local repair, 
rule k [11] is used to find the nodes so that can maintain the 
MCDS. This phase includes of the following steps: 

 An arbitrary number say id is assigned to each      
node in the graph G(V,E) 

 Each node is assigned white color 
 The node u with maximum degree is taken from 

G(V,E) and color as black, i.e. Dominator 
 All the neighbor nodes of the node u are Colored  
 Do step 3-4 till all the nodes in the graph G(V, E) 

are colored either as black or gray.  
Set of connectors B is found so that all the nodes in D  

connected. The set of D and B includes black nodes and also 
dark gray nodes, respectively. A node in B is connected 
through at most K. Set of dark gray nodes along with given 
D could be found via Steiner tree. Interconnecting all the 
nodes in D are through adding new nodes between them. 
Steiner nodes are nodes that are in the Steiner tree but not in 
set D. At last, constructed CDS will include of black and 
dark gray nodes. 
This steps present in the following: 

 Select a gray node which is connected to 
Maximum (K) number of black nodes, set Its color 
as dark gray 

 Check whether the Dominating Set D 
 if D gets connected stop 
 else go to step 1 with K−1 number of Black nodes 

Eventually, in the pruning phase, redundant nodes are 
deleted from the CDS to obtain the MCDS.  These rules 
present in following steps: 

 Select a minimum degree node u from F 
 check if N[u] is subset of N[1] and N[2] and ...N[n] 

where i  belongs to F–{u} 
 if step 2 returns true then remove node u and go to 

step 1 
 Otherwise do not remove node u and go to step 1 

They also proposed a local repair algorithm to take care 
of node’s deletion.  
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Figure 3. Show the final MCDS Backbone [15] 

 
We have shown obtained solution of foresaid algorithm 

in above figure with a specific one. 
Li et al. [13] proposed an algorithm for constructing 

CDS. They called it as Approximation Two Independent 
Sets based Algorithm (ATISA). The ATISA has three 
stages: (1) constructing a connected set (CS) (2) 
constructing a CDS (3) pruning the redundant dominators of 
CDS. ATISA constructs the CDS with the smallest size, 
compared with some well-known CDS construction 
algorithms. The message complexity of this algorithm is O
(n). The ATISA has two kinds of implementations: 
centralized and distributed. The centralized algorithm 
consists of three stages, which are CS construction stage, 
CDS construction stage, and pruning stage.  

In the centralized algorithm, the initial node is selected 
randomly. Then the algorithm executed several rounds. 
When the first stage is ended, there are no black nodes 
generated in the network. The generated black node set is 
formed a CS. If a white node has black neighbors then, it 
will select the black neighbor with the minimum id as its 
dominator and it change its state into gray. If a white node 
only has the gray neighbors then, it will send an invite 
message to the gray neighbor with the minimum id and it 
change its state into gray. In the second stage, constructs a 
CDS and all the nodes are either black or gray. Finally, there 
is no white node left in the network. According to the third 
stage, if a black node with no children and if the neighbors 
of the black node are all adjacent to at least two black nodes, 
then the black node is put into connected set.  

In the distributed implementation, all nodes are 
initialized white. After the first stage, there are white nodes, 
gray nodes, and black nodes. Then, in the second stage, 
there are black nodes, gray nodes and sometimes white 
nodes. White nodes can change their states into gray and 
also gray nodes can change their states into black. In the 
third stage, the redundant black nodes are deleted. [13] 

Xie et al. [20] called their algorithm as Connected 
Dominating Set-Hierarchical Graph (CDS-HG). It is a 
distributed MCDS approximation algorithm. They showed 
that this algorithm generates smaller CDS sizes compared 
with the existing algorithms. Their algorithm includes of 
two phases. At first, in the first phase, rule1 (Essential Node 
Determination) is used. According to this rule, a set of 
dominators select for each hierarchical level so that all 
nodes in the next level are dominated by these dominators. 
A greedy strategy is used to select the dominators for 
creating a small initial DS. In the second phase, another rule 

(rule2) is used to remove the redundant dominators. This 
process repeated from the lowest level to the highest level of 
the hierarchical graph. According to The greedy strategy 
that created CDS is connected. Also, the size of CDS 
generated is at most (logn│opt│), where n is the number of 
nodes in the network and │opt│ is the cardinality of a 
minimum DS. The computation complexity of their 
algorithm is о(n²). Because a centralized CDS algorithm is 
impractical for WSNs, Thus, they implemented a distributed 
algorithm based on competition. It includes of three phases: 
creating the initial CDS through competition and reducing 
the CDS size through applying rule2 on all dominators. 
Respectively, the computation and message complexities of 
their algorithm are о(θ²) and о(θ), where θ is the maximum 
number of child nodes in graph. [20] 

A virtual backbone was proposed for Wireless Ad-hoc 
Sensor Networks. According to this algorithm, the sensor 
network is divided into clusters. This algorithm includes of 
two phases. First, they clustered sensor nodes through 
clustering algorithm and then implemented the CDS 
algorithm to intra clusters. They assume all vertices are 
unmarked. They exchange their open neighborhood 
information with their one-hop neighbors. With using two 
pruning rules are provided to post-process the DS. If there 
exists a node v with higher id so that the closed neighbor set 
of u is a subset of the closed neighbor set of v, node u can 
be taken out from the CDS. [4] 

Acharya et al. [1] proposed Energy-Aware Virtual 
Backbone Tree (EVBT) that it is a distributed algorithm for 
constructing a backbone in WSN. It chooses only nodes 
with enough energy levels as the member of the virtual 
backbone. Also, it introduced a concept of threshold energy 
level for members of virtual backbone. According to it, only 
nodes with energy levels above a predefined threshold are 
included in the EVBT. They used an undirected graph to 
represent a WSN. Sensor node that does not belong to the 
backbone is termed as leaf node. Every node in the network 
has an EVBT node. They term this EVBT node as the 
dominator of the corresponding leaf node. They presumed 
each node v knows its N(v). They check two types of 
vertices. A tree node is a fixed vertex so that cannot be 
removed from the EVBT. It means that this vertex will be a 
part of the final solution. If energy level of Non-fixed 
vertices is not above threshold energy level or its removal 
does not disjoin the resulting sub graph, then Non-fixed 
vertices will be removed. At each step of the algorithm, at 
least one vertex is either fixed, or removed. It is presumed 
that at first, all the nodes in the network form the EVBT. At 
last, these non-removed and fixed vertices form the EVBT. 
They presumed, the sink node is leader to starts execution of 
algorithm.  

In this algorithm, every node in the network has one 
virtual backbone node, which it selects as its dominator. 
This dominator will be parent node for that node. Any node 
in the network will forward its packet to its dominator. In 
this way the packet eventually reaches the sink node. [1] 
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Hussain et al. [10] constructed a CDS-based backbone to 
support the operation of an energy efficient network. It 
focused on three key ideas in their design: (1) a realistic 
weight matrix, (2) an asymmetric communication link 
between pairs of nodes, and (3) a role switching technique 
to prolong the lifetime of the CDS backbone. This algorithm 
is distributed in nature, and does not require global 
information. Hence, it is deterministic.  

Corresponding with the weight comparison among 
neighbors, some suitable nodes get selected as dominators. 
The set of dominators is a MIS. At first, those selected 
dominators, in conjunction with some Connector nodes 
(dominator2 nodes), then on form the dominating set of the 
network. On the other side, nodes that are not part of the 
dominating set remain as dominatees, and use neighboring 
dominators as next hops for data communication. This 
algorithm presumed that all nodes know 2-hop away 
neighborhood information. The weight matrix used in r-
CDS algorithm is: Wᵢ(rᵢ, degᵢ, idᵢ). Node i is more suitable to 
be a dominator than neighboring node j, if any of the 
following is true: [10] 
deg(u)- The effective node degree of node u  
r(u)- The number of 2-hop away neighbors  

 r(i) < r(j) 
 r(i) = r(j) and deg(i) > deg(j) 
 r(i) = r(j) and deg(i) = deg(j) and id (i) < id (j) 

According to this algorithm, sensor nodes in the r-CDS 
algorithm can have three different colors: white, gray and 
black. At first, all nodes are white. In continue, all nodes 
change their color to either black or gray. Black nodes form 
network backbone, but gray nodes remain as dominatees. In 
their algorithm, nodes can broadcast the following 
messages: BLACK, GRAY and d(u) messages. After each 
node knows about its two hop away neighborhood, all nodes 
broadcast their r values. A node u can become dominator1, 
if it wins in the weight comparison. Then, node u turns 
black and broadcasts a BLACK message in the 
neighborhood. If a white node v receives BLACK message 
from its neighbor u, so v becomes gray and broadcasts 
GRAY message. This GRAY message includes the pair (v’ s 
id, u’ s id). If a black node w receives GRAY message from 
a gray node v and also the id of another black node u, and if 
w and u are not connected yet, then v becomes dominator2 
node to connect u and w. In that case, after receiving a 
BLACK message from a node w, if a gray node u has already 
received a notification so that there is a 2-hop away black 
neighbor v sent through a neighbor x and v has not been 
connected to w yet, then both u and x become dominator2 
nodes to connect node v and node w. [10] 

An algorithm was provided to find MCDS in UDG. It is 
based on the computation of convex hulls of sensor nodes. 
Also, it describes an algorithm to find MCDS from a CDS. 
This CDS is found via algorithm described in [11]. They 
have to do following steps: [14] 

 Select a minimum degree vertex u from the CDS. 
 Calculate CH(N[u]). 

 Calculate CH(N[i]), i ϵ N(u). 
 Check if CH(N[u]) is contained in UCH (N[i]) 

where i ϵ N(u). 
 If step 2 returns true then remove vertex u and go 

to 1). 
 Otherwise do not remove vertex u and go to step 1. 
 Algorithm terminates when all the nodes in C are 

considered and the node remains in C construct 
the MCDS. 

Stojmenovic et al. [16] According to the context of 
clustering and broadcasting, presented three synchronized 
distributed constructions of CDS. In all of these, the CDS 
includes of two kinds of nodes: the cluster-heads and the 
border-nodes. The cluster-heads form a MIS. If a node is not 
a cluster-head and there are at least two cluster-heads within 
its 2-hop neighborhood, then it is a border-node. The set of 
cluster-heads is extracted through three rankings such as: 
the id only, an ordered pair of degree and id, and an order 
pair of degree and location.  

The selection of the cluster-heads is given via a 
synchronized distributed algorithm, which can be 
generalized to the following framework. Initially all nodes 
are colored white. In each stage of the synchronized 
distributed algorithm, all white nodes which have the lowest 
rank among all white neighbors are colored black. Then all 
white nodes adjacent to these black nodes are colored gray. 
Finally, the ranks of the remaining white nodes are updated. 
When all nodes are colored either black or gray, the 
algorithm ends. All black nodes form the cluster-heads. 
Algorithms have О(n²) message complexity and Ω(n) time 
complexity. 

IV. COMPARISON OF SOME ALGORITHMS 
We have surveyed some well-known backbone 

formation algorithms in term of time and message 
complexity. Performance comparison of more algorithms is 
shown in below table. We can see that proposed algorithms 
in [3], [20] have the less time and massage complexity 
among other algorithms in this table. 

Proposed algorithms in [9]-I, [9]-II result in a CDS of 
size at most 2(1+H (∆)).│OPT│ and (3+ln (∆)).│OPT│, 
where H is the harmonic function, and OPT refers to a 
MCDS. Also [20] results in a CDS of size at most 
(logn).│OPT│. 

TABLE I.  PERFORMANCE COMPARISON 

Ref. 
Performance comparison 

Approximation 
factor  Time complexity Message complexity 

[2] - О(Δ) О(nΔ²) 
[3] 8 opt +1 О(n) О(nlog(n)) 
[8]-I 2H(Δ) + 1 О((n+│C│) Δ) О((n│C│+m+nlog(n)) 
[8]-II 2H(Δ) О(│C│ (Δ+│C│)) О(n│C│)  
[16] n Ω(n) О(n²) 
[19] О(n) О (Δ³) ϴ(m) 
[20]-I - О(n²) - 
[20]-II - О(n²) О(n) 
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(n and m are the number of vertices and edges respectively, opt is the size 
of MCDS, Δ is the maximum degree, │C│ is the size of the computed 
CDS.) 

V. CONCLUSION AND FUTURE WORKS 
The CDS have proven to be an effective construct within 

which to solve a variety of problems that arise in WSNs. In 
this paper, we classified CDS formation algorithms and a 
few instances of these classifications. Also, we have 
surveyed some well-known backbone formation algorithms 
in term of time and message complexity.  Significant 
attention has been paid to CDS formation algorithms 
yielding a large number of publications. A backbone 
reduces the communication overhead, increases the 
bandwidth efficiency, decreases the overall energy 
consumption, and, at last, increases network effective 
lifetime in a WSN. The important issue that we can be 
reached is selection algorithm according to our use. 
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Abstract—EigenTrust is a well-known distributed reputation
system that uses random nodes (called Score Managers) to
compute the reputation of other nodes in the network. In the
original proposal, the selection of the Score Managers is made
by successive hashes in a DHT. This paper proposes the usage
of Virtual Magnetic Fields in replacement of DHTs in the
selection of Score Managers in the EigenTrust reputation system.
Virtual Magnetic Fields are self-organizing message forwarding
mechanisms that are capable of delivering messages to specific
nodes according to some non-functional aspects concerning the
application semantics. A comparative analysis showed that the
EigenTrust efficiency was improved in the proposed solution by
removing the cost of the discovery of a Score Manager, and by
introducing a low cost method for dissemination of information
as nodes join and leave the network.

Keywords-EigenTrust; reputation systems; P2P; virtual magnetic
fields.

I. INTRODUCTION

Peer accountability has long been a problem to peer-to-
peer networks [1]. In order to address the issue, several
distributed reputation systems have been proposed in the
literature. Among them, we find EigenTrust [1], which is a
reputation system that assigns to each peer a unique global
trust value, based on the peer’s history. It uses a distributed
and secure method to compute global trust values for each
peer. Those values can be used by peers to filter the interaction
with other peers.

In EigenTrust, the trust value of each peer is computed
by a collection of other nodes called Score Managers. The
Score Managers of each peer node are randomly located by
successively applying a hash function of a unique ID of the
peer, such as its IP address and TCP port, resulting in a point
in a DHT (Distributed Hash Table) hash space.

This paper proposes an improvement of EigenTrust replac-
ing DHTs by Virtual Magnetic Fields for the selection of
Score Managers. A Virtual Magnetic Field is a distributed self-
organizing message forwarding mechanism based that allows
routing of message to the most ”attractive” nodes based on an
attraction force function created according to the application
semantics.

This paper is organized as follows. Section II details
the EigenTrust reputation system and presents the Virtual
Magnetic Fields distributed message routing paradigm. After
discussing the motivations for this work, Section III introduces
the topology establishment and maintenance algorithm and

explains how to compute the attraction strength of each node.
Then, a node grouping methodology is presented whose goal
is to optimize virtual magnetic planes. The proposed solution
then is compared with the current solution in Section IV.
Finally, future works are discussed and conclusions are drawn
in Section V.

II. RELATED WORK

In this section, the two main related works are presented,
namely, the EigenTrust distributed reputation system and the
the Virtual Magnetic Networks.

A. EigenTrust

EigenTrust [1] is a distributed reputation system for peer-
to-peer networks. It is based on the idea that each peer in
the network must have a global reputation value that reflects
the experience that all nodes in the network had with it. The
reputation value is first computed locally by normalizing the
difference between the number of positive transactions and
the number of negative transactions with a peer in order to
obtain a result between 0 and 1. The global reputation of each
node is computed based on the notion of transitive trust, by
weighting the local trust value assigned to a node with the
global reputations of it provided by other peers.

For a secure version of the reputation system, the paper
proposes to use DHTs, like CAN (Content Addressable Net-
works) [2] and Chord [3], and to apply a hash function to the
unique Id of some node x (e.g., x’s IP address and TCP port)
in order to map it into a point in a DHT hash space. The peer
which currently covers this point will be considered the Score
Manager of x. Successive hashes of the node’s Id are used to
determine the others Score Managers for that node. The Score
Managers are responsible for consolidating the reputation of
a given node.

B. Virtual Magnetic Networks

Message routing based on specific application requirements
has emerged as an interesting research field due to the fast
growing domain of distributed applications, especially where
mobile platforms are employed. A novel message routing
mechanism was introduced in [4] and [5], where the concept
of magnetic fields is borrowed from physics to define node
relationships which permit a node to attract messages, like a
magnet attracts iron. Such mechanism suits applications that
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require messages to be delivered according to some particular
non-functional requirement, that is, it can be customized
according to some application needs. As an example, an
application where messages carry tasks to be performed may
require that every single message should be delivered to the
current network node where the corresponding task can be
performed in the shortest time. Naturally, that depends on node
processing capacity, which changes dynamically and can be
hard to manage. By employing the routing mechanism based
on magnetic fields customized to attract messages to the fastest
node, such application is released from the burden of managing
node processing capacity information.

The magnetic-field-based routing mechanism employs an
overlay network (represented as a directed graph), which hides
the physical network, in order to model each particular ap-
plication’s non-functional requirement accordingly. Moreover,
the mechanism permits logical node mobility, thus changing
network topology, that is, an overlay network is dynamic. A
virtual magnetic network is defined as an overlay network
where each node contains a virtual magnet that attracts mes-
sages. Each virtual magnet has a force that represents some
property associated to the target application’s non-functional
requirement. Thus, a node – through its virtual magnet –
magnetically influences its neighbors, such that a message can
be attracted from a neighbor. Magnetic influence relationships
are transitive, such that a message can be attracted from an
indirect neighbor, as well. The main goal is to deliver each
message to the strongest node – named pivot – according to
magnetic influence relationships, as defined by the correspond-
ing overlay network graph, independently of the node where a
message is firstly created. The mechanism assumes that each
node determines its own force and, as it changes, publishes its
new force to neighbors.

III. SCORE MANAGER DISCOVERY USING VIRTUAL
MAGNETIC FIELDS

Although EigenTrust, in its original specification, uses a
DHT for the selection of Score Managers, we suggest that it
can be replaced by a Virtual Magnetic Network decreasing the
network load in Score Managers lookup operations.

The main idea is to use one virtual magnetic plan per Score
Manager. The pivot node in a plan will be the selected Score
Manager. The magnetic forces of every peer are random and
auditable by any other peer in the plane, to make sure that
the chosen Score Manager is really random and has not been
manipulated.

Since the reputation of each node can be assessed by s
Score Managers (typically a global constant value) and since
each Score Manager requires a particular attraction plane, we
end up with s ×N planes (N is the number of nodes in the
network). In order to reduce this number, it is possible to group
peers, allowing them to share the same set of Score Managers.

A. Motivation

The main motivation for the replacement of DHTs for
Virtual Magnetic Networks is that Virtual Magnetic Networks

have a proactive way of handling routing, while DHTs have a
reactive way. This means that when a peer needs to know who
is the Score Manager of another peer, when using a DHT, the
peer will need to make a lookup in the network, contacting
some nodes in the way to have the answer. This is not true
when using Virtual Magnetic Networks, since the information
is, in a proactive way, already known by the peer.

Even having a proactive algorithm, as proofed in the next
sections, this does not cause a big overload in the network on
the joining or leaving of a peer form the network, since there
will only be a big number of messages exchanged when the
Score Manager changes.

That fact makes the EigenTrust algorithm much more effi-
cient in its most common operations, like the lookup of a Score
Manager and the joining or leaving of a non Score Manager
node, and just a few slower in the lees used operations, like
the joining or leaving of a Score Manager.

B. Establishing and Maintaining the Topology of the Virtual
Magnetic Networks

In order to replace DTHs by Virtual Magnetic Networks in
EigenTrust, one must define how the peers inside the virtual
magnetic planes are organized. Two main plane topology
categories can be identified: the static topology, where there
is no joining or leaving of nodes, and the dynamic topology,
with nodes joining and leaving the plane at any moment.

In a static topology scenario, a good option is to construct
the planes as Small Worlds [6] with a reduced number of
edges, but at the same time, without increasing the average
number of hops between nodes. Other techniques can be used
as well, including the reproduction of the actual underlying
physical topology.

When considering a dynamic topology, there is always
the risk of disconnecting the virtual magnetic plane, when
nodes leave the network. However, this disconnection does not
prevent EigenTrust from working, but may compromise only
its performance since each separate plane would have its own
Score Manager. Nevertheless, all the Score Managers would
still compute the same global trust value. If this situation is
not avoided or minimized, the segmentation of planes tends
to grow over time, resulting in an undesirable number of
Score Managers. So some technique is needed to avoid plane
segmentation in a dynamic network topology. Assuming that
each node is capable of detecting the disconnection of a
neighbor, a polling mechanism may be set up in order to
minimize the probability of segmentation. A joining node x
just needs to get connected to a known bootstrap peer. It is
desirable, on the other hand, that x should get connected to at
least some other peer chosen randomly, in order to reduce the
chance of splitting the plane in case of later disconnections. If
x is the new pivot, then this information is disseminated using
the traditional Virtual Magnetic Networks algorithm [5].

There are two categories of nodes that can leave the
network: pivots and ”regular nodes” (i.e., non pivots). If a
regular node leaves the magnetic plane, then the network will
be affected only if that node is part of the route from another
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Figure 1. Leaving of a regular node that belongs to the route to the pivot.

regular node to the actual pivot. When a regular peer x detects
that one of its neighbors xn has left, that peer should check
whether the missing node xn is in its route to the pivot. If this
is not the case, then nothing needs to be done. If, however, xn

is in the path to the pivot, then x will get connected directly to
the pivot in order to keep the network cohesive and to restore
its connection to the pivot. This is always possible because
every peer knows the identity of the pivot. Since in this case
the pivot has not changed, all the preexistent routes will still be
valid, and no attraction force change needs to be propagated.
This process is depicted in Figure 1, where node 2 leaves the
plane and forces node 3 to establish a new connection with
the pivot.

On the other hand, if the leaving node is the pivot, then a
secondary pivot (i.e., the peer with the second largest attraction
force in the plane) becomes the new pivot and its attraction
strength is propagated to all nodes in the plane. If it leaves
the network before the pivot itself, then the same procedure
used when a regular node leaves is executed, but now a new
secondary pivot has to be found.

Therefore, when a pivot leaves the network, the secondary
pivot becomes the pivot, and all the neighbors of the leaving
pivot check if they still have an active route to the new pivot.
If they do not, they get connected directly to the new pivot.
This procedure guarantees the cohesion of the plane topology.
Since the pivots in the plane have changed, all attraction
forces need to be propagated, starting by the nodes that lost
direct connection to the previous pivot. Naturally, the virtual
magnetic plane will elect a new secondary pivot and will be
updated with the new pivot, using the basic force propagation
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Figure 2. Leaving of the pivot.

algorithms of Virtual Magnetic Networks [5].
Figure 2 depicts a scenario where the pivot (node 3) leaves

the network. After that, node 2 gets connected to the secondary
pivot (node 4), which will become the new pivot and then a
new secondary pivot is elected (node 1, in the example).

C. Computation of Attraction Forces

Once the magnetic network topology has been established,
the next step consists in defining a method to assign attraction
forces to each node. Since this attraction force will be used
to select the score manager for a given node (or node group),
it must be unique and random within an attraction plane and
different across the multiple planes.

In order to guarantee anonymity and randomness required
by EigenTrust, the attraction force F (x) of a given node x is
defined by Equation 1.

F (x) = H(H(I(t)) + I(x) + k) (1)

where,

H is a well-known and reliable hash function, such as
SHA1 [7];

I(n) is the identifier of node n;
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t is the node whose reputation is evaluated by the score
manager;

k is a natural number used to distinguish score man-
agers belonging to different attraction planes. For
instance, if there are three score managers for each
node (or group of nodes) evaluated, then k may range
from 0 to 2.

Equation 1 is random due to the hash function H , guar-
antees anonymity by using H(t) instead of I(t) directly, and
minimizes the probability of existing equal forces for different
nodes within the same plane, since I(n) is distinct for each n.
Moreover, the probability of having the same score manager
in different planes is minimal since k takes different sequential
values.

Notice as well that all parameters of Equation 1 are known
to all nodes in the magnetic plane. As a consequence, it is
virtually impossible for a malicious node to fake its attraction
force and to corrupt attraction force propagation data.

D. Peer Grouping

From Equation 1, one can observe that a magnetic plane
can be identified by constant factors that are the same for all
nodes in the plane, namely, the pair [H(I(t)), k]. Therefore,
if we multiply the number of existing H(I(t)) by the number
of planes (i.e., score managers) per node, we obtain the total
amount of planes in the network.

Note that if there is a different H(I(t)) for each t (t, is
a node in the network), the total number of planes can be
very high, and this brings overhead to the network. In order
to reduce the number of planes, multiple nodes can be grouped
so that they use the same planes and the same score managers.
This is done by performing the integer division of H(I(t)) by
a constant g, for each node t. Nodes that exhibit the same result
will belong to the same group, and H(I(t))/g will replace
H(I(t)) in Equation 1. For example, if there are three nodes
x, y and z in a network, and H(I(x)) = 20, H(I(y)) = 24
and H(I(z)) = 35, then, if g = 10, nodes x and y will belong
to the same group (since H(I(x))/g = H(I(y))/g = 2)
and, therefore, they will share the same score managers. This
strategy reduces the risk of manipulation by creating random
groups.

Notice that it is important to choose the constant g according
with the expected number of nodes in the network and the
magnitude of H . For instance, if there are just a few nodes
in the network and H produces very large numbers, it is
desirable to use a very large value for g, so that to increase
the probability of two nodes belong to the same group.

E. Virtual Attraction Forces Propagation

Considering that the attraction force of every peer in the
magnetic pane can be calculated by any other peer, it is
possible to simplify the force propagation algorithm. It is
possible to propagate only the peer id, removing the attraction
force from the propagation tuple, and compute the peer force
locally.

IV. COMPARISON WITH THE CURRENT SOLUTION

A comparison between magnetic field networks and DHTs
as alternative approaches to implement a system to determine
score managers based on EigenTrust can be made by assessing
network and node resources usage in both cases. The following
events must be taken into account to make a fair comparison:
node join into the network, node leave from the network, and
selection of score manager for an arbitrary node.

If only score manager selection is considered, it is possible
to notice that the approach based on magnetic field networks
presents a clear advantage, since all nodes know the pivot all
the time and, consequently, no messages are needed to select
the score manager, while in the approach based on DHTs, a
navigation through the network is needed in order to find out
which node occupies the position corresponding to the score
manager, thus causing several message exchanges.

In the event of node entry and exit, there are only two cases
which may cause some performance impact for the approach
based on virtual magnetic networks. Firstly, if a node that
joins or leaves the network is the score manager, there will be
a some performance degradation, since an update regarding
pivot information will be triggered. In all other cases, the
consequences are not relevant. On the other hand, if for
instance CAN is employed, the impact is almost always low,
since in most cases, only neighbor nodes need to be notified in
order to either split the existing area (when a node enters the
network) or occupy a newly empty area (when a node leaves
the network) if no take-over is needed. Hence, the approach
based on DHTs performs better than the approach based on
virtual magnetic fields in the cases where a node that enters or
leaves the network is the score manager. However, the larger
network, the lowest are the chances for that to happen.

Therefore, assuming that score manager join and leave
happen in a much lower rate than score manager selection,
the approach based on magnetic field networks will have a
better overall performance than the approach based on DHTs.
The costs of node entry and exit in virtual magnetic networks
and in CAN are analyzed in the following sections.

A. Message Cost Analysis in Virtual Magnetic Networks

Consider the following variables:
N the number of peers in the plane;
E the number of edges (connection between two peers)

in the plane, assuming that all edges are bidirectional;
Ei the number of edges created by a peer that is joining

the network;
Ce the cost of creation of a new bidirectional edge;
Ea the average number of edges per peer.
The probability (P ) of a peer that is joining or leaving

the magnetic plane is a primary or a secondary pivot can be
defined by Equation 2.

P =
2

N
(2)

If a pivot changes, the number of messages needed to select
a new pivot is given by Equation 3 (cost of propagation).
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Cp = 2× E −N + 1 (3)

Based on Equation 3, it is possible to calculate the peer
joining average cost (Cja) in a plane (Equation 4).

Cja = Ei× Ce+ P × Cp (4)

Let Pr be the probability of an edge connected to a leaving
node is part of a connection route to the pivot node of the node
in the other side of the edge, then the average cost of a peer
that leaves the network (Cla) is given by Equation 5.

Cla = Ea× Pr × Ce+ P × Cp (5)

Considering that the cost of creation of a new bidirectional
edge (Ce) is generally low, the peer joining or leaving the
network, in terms of number of messages exchanged (Cjla)
can be approximated by Equation 6.

Cjla =
4× E + 2

N
− 2 (6)

Since the total number of edges (E) is function of the
average number of edges per peer (Ea) and the number of
peers in the plane (N ) as shows the Equation 7, then Cjla
can be reduced to Equation 8.

E =
Ea×N

2
(7)

Cjla =
2

N
+ 2× Ea− 2 (8)

Notice that as N increases the peer joining and leaving
average cost (Cjla) tends to be influenced only by the average
number of edges per peer (Ea), which is independent of the
network size. This result indicates that the solution proposed
scales. Moreover, Ea also tends to be small, since it depends
mainly on the number of edges created by a peer that is joining
the network (Ei). Obviously this parameter that can be set as
low as 2 and generally there is no good reason to set it to a
larger value.

Notice as well that even considering that the cost of creation
of a new edge on the graph (Ce) greater then zero, the final
result would also be independent of the number of peers (N ),
which confirms the conclusion we reached.

B. Lookup Rates and Session Lengths

Regarding the lookup of score managers, the use of Virtual
Magnetic Networks is clearly advantageous over traditional
DHTs, since there is no need of communication, while DHTs
require O(logN) at best (CHORD). The information about
score managers is already known by each node due to the
proactive nature of the magnetic force propagation algorithm.

In the case of Virtual Magnetic Networks, all costs are
transferred to the moment nodes join or leave the network.
Although DHTs may show a constant cost in these situations
(generally speaking, leaving nodes require updates of routing
tables), notice that in (1 − 2/N) × 100 percent of the cases

Virtual Magnetic Network will require just a few reconnection
operations. Only when the node joining or leaving the network
is the pivot (primary or secondary) then propagation will be
required, and the message cost will be higher. In fact, if we
consider the use of CAN to implement the DHT abstraction
(actually, this is the P2P (Peer-to-Peer) network suggested by
the EigenTrust original specification [1]), the leaving process
can be even more expensive, since it is possible that none of
the neighbors of the leaving area can occupy the empty space,
forcing a ”take-over situation”, that has no time upper bounds.

Since typical session lengths (a session is defined as join-
participate-leave cycle) in P2P structured networks can be
measured in hours as shown in [8] and since the probability
of a pivot joins or leaves the network is small (2/N), we can
safely claim that the lookups outnumber by far the need of
propagation due to pivot changes. This fact makes the use of
Virtual Magnetic Fields more advantageous than DHTs in this
context.

V. CONCLUSION AND FUTURE WORK

We have presented an alternative to DHTs for the selection
and lookup of Score Managers in the EigenTrust reputation
system based on Virtual Magnetic Networks. The proposed
solution provides a proactive solution for this problem, without
adding significant costs as peers join and leave the network.
Specifically, the method removes the need of peer lookup in
order to identify the Score Managers of a particular node. As
shown in Section IV, the use of Virtual Magnetic Fields in this
context brings a real gain in the average network operation,
providing a real gain in the average network operation.

This work is part of an ongoing research whose goal is to
define a complete reputation mechanism for Virtual Magnetic
Fields in an open network. Our future work therefore includes
the design and implementation (possibly through simulation)
of a reputation system that could weight the attraction strength
informed by each node based on the reputation of that node.
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Abstract — The evolution and penetration of Optical Access 

Networks threatens to create a higher electronic bottleneck at 

Metro-Access interfaces caused by the ever increasing users’ 

bandwidth demand. Since most of the newest applications are 

dominated by video-related traffic, there is a pressing need to 

relieve the electronic bottleneck between Access and 

Metropolitan area networks. In this work we present an 

enhanced version of time-wavelength access architecture with 

on-the-fly routing and traffic self-aggregation. The purpose of 

this architecture is to allow for a transparent Metro-Access 

integration with low latency and reduced power consumption. 

A WDM PON (Passive Optical Network with Wavelength 

Division Multiple Access) architecture was used as reference 

for comparison. The results obtained by the simulation model 

developed in OPNET Modeler show that the WDM PON will 

tend to produce electronic bottleneck issues, even though 

delays and loss rates are not very different in both 

architectures. These bottleneck issues can be avoided by the 

use of on-the-fly routing and traffic self-aggregation, which 

allows traffic to cope with the strict requirements of delay 

sensible applications. The proposed architecture is an 

interesting useful approach for Metro-Access integration and 

future access networks. 

Keywords- Future access network; on-the-fly Routing; Self-

Aggregation; WDM PON; Metro-Access. 

I.  INTRODUCTION 

The world is witnessing an explosion of high bandwidth 
consuming applications and an ever rising bandwidth 
demand by users. According to Cisco’s Visual Networking 
Index, global IP (Internet Protocol) traffic will grow fourfold 
from 2010 to 2015 [1]. Globally, Internet video traffic is 
expected to grow from 40% of all consumer Internet traffic 
in 2010 to a 61% in 2015. 

To successfully deliver enough bandwidth to end users, 
the bottleneck at access networks must be avoided. 
Therefore, the introduction of optical fiber to the customer 
sites (FTTx; stands for fiber to the x, where x stands for 
Home, Curb, Building, Premises, etc.) has been accepted as a 
solution to relieve the access bandwidth bottleneck and to 
cope with the ever increasing users’ bandwidth demand 
[2][3].  

The FTTH (Fiber To The Home) Council announces a 
continuous global growth of all fiber networks [4]. The 

average broadband access network speed grew 97% from 
2009 to 2010 [1]. Most of this growth has been caused by 
deployments of PONs (Passive Optical Networks) based 
FTTx.  

PON is a point-to-multipoint optical network, which 
connects an optical line terminal (OLT) at the carrier’s 
Central Offices (COs) with several optical network units 
(ONUs) at customer sites. This is done through one or more 
1:N optical splitters. The success of PON relies on its high 
bandwidth, infrastructure cost sharing and its simple 
maintenance and operation which results from the absence of 
electronic active components between the OLT and the 
ONUs.  

As a consequence of its point to multi-point nature, the 
PON’s upstream channel requires a multiple access 
technology. Today’s standards and deployments of FTTx are 
based on Time Division Multiple access PON (TDM PON). 
TDM PON uses a single wavelength for downstream (CO to 
users) and upstream (users to CO). Upstream and 
downstream channels are multiplexed in a single fiber 
through Coarse WDM (CWDM) technology standardized 
according to ITU (International Telecommunication Union) 
G.694.2 (CWDM spectral grid). TDM PON keeps the cost of 
access networks down, by shared among all users the 
bandwidth available in a single wavelength. There are two 
main TDM PON standards used for mass rollouts [4][5]:  

 Ethernet PON (EPON) technology: specified by the 
IEEE (Institute of Electrical and Electronics 
Engineers) as the 802.3ah standard, which is widely 
deployed in United States of America and parts of 
Europe. 

 Gigabit PON (GPON) technology: specified by the 
ITU-T G.984 standard, which is broadly deployed in 
Japan and South Korea. 

However, TDM PON cannot cope with future access 
networks’ requirements regarding aggregated bandwidth, 
reach and power budget [5]. To solve these problems, it is 
widely accepted that the next evolution step for PON 
architectures is the introduction of wavelength division 
multiple access (WDM PON) [2][3][5]. The WDM PON 
approach assigns an individual wavelength to each ONU. 
This strategy allows the use of higher bandwidth for each 
ONU, a longer reach, better scalability towards higher users’ 
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concentration, and additionally provides transparent bit rate 
channels ONU-CO [3][5]. 

The continuous users’ bandwidth demand growth is 
leading to 100 giga bits per second optical access systems 
[6]. This scenario implies that COs, supporting higher 
concentration of customers (with split ratio extended beyond 
1:64), will have to aggregate and disaggregate traffic in 
volumes reaching tera bits per second. Thus, there will be a 
much higher congestion when managing the increasing 
bandwidth demand at the Metro-Access interface, and future 
applications’ higher requirements on bandwidth guarantee 
and low delay application flow. 

In this paper, we present an accurate performance 
assessment of an optical access network architecture that was 
originally proposed in [8]. This architecture introduces a 
time-wavelength (t- ) routing for an on-the-fly (passively) 
routed, self-aggregating Metro-Access interface. The t-   
routing architecture, based on nonuniform traffic distribution 
in access networks, introduces lightpaths toward the most 
requested destinations, in order to relieve the electronic 
bottleneck and to simplify the Metro-Access interface.  

Wieckowski et al. [8] have explained the advantages of 
the t-  routing architecture over WDM PON. However, there 
is a situation in their simulation model that produces delay 
variations and packet reordering problems. The present 
enhanced version of t-  routing architecture avoids those 
problems, thus allowing traffic to cope with the strict 
requirements of delay sensible traffic. 

The simulation results obtained show that by using this 
enhanced t-   routing architecture, the COs become 
congestion-free, a reduction of the network’s power 
consumption is achieved, and the network is able to address 
different traffic’s requirements. Therefore, the present work 
proves that the use of on-the-fly routing and traffic self 
aggregation is a very attractive approach for Metro-Access 
integration and future access networks. 

The paper is organized as follows: Section 2 describes 
the Metro-Access interface problem and the t-   routing 
optical access architecture. Section 3 presents related work 
on the t-   routing architecture. Section 4 describes the 
simulation model developed and presents some simulation 
results. Section 5 describes concludes the paper. 

II. METRO-ACCESS INTERFACE AND NETWORK  

ARCHITECTURE 

The t-  routing optical access architecture is based on the 
Metropolitan and Access networks traffic profile. 

A. Trafic profile of Metropolitan and Access Networks 

Typical carrier’s network architectures have been 
deployed with one or at least a few interfacing nodes 
(gateways) between different network segments (Access-
Metropolitan-Core). Therefore, there is more traffic that goes 
along different network segments through interfacing nodes 
(remote traffic) than traffic that goes along the same network 
segment nodes (local traffic) [7][9]. 

It has been observed that in a multiple gateway scenario 
traffic demands at IP routing nodes are not evenly distributed 
among all destinations. About four to five major destinations 

comprise the 80-95% of the outgoing traffic in the routers, 
and 50-70% of the traffic goes to one major destination [7]. 
This behavior can lead to insufficient capacity and can cause 
traffic bottlenecks at some points of the network. 

General routing tasks rely on electronic processing, thus 
Optical-Electrical-Optical (O-E-O) conversions are needed. 
Each O-E-O conversion implies a number of complex 
operations (signal amplification, detection, error correction, 
buffering, frame searching, extraction from buffer, packet 
assembly and signal emission) resulting in high complexity 
and power and time consumption. 

B. Time-Wavelength (t-λ) Routing Optical Access network 

Architecture 

The t-  routing optical access architecture exploits the 
traffic profile of access networks to introduce time-
wavelength routing for a passive and self-aggregating Metro-
Access interface [8]. The goal of the architecture is to use the 
nonuniform traffic distribution of access networks to select a 
portion of the traffic and forward it through passive channels 
to perform the on-the-fly routing (passive optical routing). 
By taking advantage of the reduced (electronic) processing 
achieved with on-the-fly routing, the electronic bottleneck 
can be relieved. 

The selection of the traffic portion that will be routed on-
the-fly relies on the analysis and evaluation of a multiple 
gateway traffic-distribution. In this distribution up to 70% of 
the traffic in the access networks is destined to a Metro-
Access gateway (interfacing node), the so called major 
destination [7]. This implies that: 

 Major destination traffic is sent through passive 
channels using on-the-fly routing at the COs. 

 Minor destination traffic (local network traffic) is 
sent through electronically routed channels using 
common stop-and-forward policies.  

The underlying idea of the t-   routing approach is 
presented in Figure 1 using a PON to connect N=3 ONUs. 
The architecture arranges ONUs in groups that are equal to 
the number of wavelength in the t-  frame (3 wavelengths in 
the case depicted in Figure 1). For the upstream channel the 
CO makes a time-wavelength assignment and sends a frame 
of interleaving Continuous Wave (CW) seed light to the 
ONUs. 

Each ONU sorts packets at the customer sites on the 
basis of their destination. Colorless reflective modulators are 
used to transmit data by modulating the CW according to the 
predefined time-wavelength assignment [10]. 

A collision free optical self aggregation will be achieved 
by assuring that the upstream signals arrive at the remote 
node (splitting and combining point) properly adjusted in 
time (see Figure 1). Thus, each wavelength at the CO will 
contain data from several ONUs. The self aggregated traffic 
arrives at the CO, where passive channels are routed on-the-
fly (based on the pre-defined wavelength assignment), while 
other packet traffic is sent to local processing units for 
destination inspection, routing and forwarding (electronically 
routed channels). As shown in Figure 1, the CO assigns λ1 as 
passive channel. Hence λ1 is self-aggregated and on-the-fly 
routed towards the major destination. 
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Figure 1.  Underlying idea of the time-wavelength assignment and Central 

Office (CO) schematic diagram, for time-wavelength routed architecture to 
provide on-the-fly routing to Major destinations. CW: Continuous Wave. 

III. RELATED WORK 

The fast penetration and the evolution of optical access 
networks will produce higher congestion at COs and Metro-
Access interfacing nodes. Consequently, there will be a large 
pressure to deal with the increasing Quality of Service (QoS) 
demand of future applications requirements. Thus, future-
proof, cost and energy efficient Metro-Access interfaces 
have been extensively investigated [8][10][11]. 

In a former performance evaluation the authors have 
shown the advantages of t-  routing architecture over a 
conventional WDM PON. It was therefore proposed as 
solution for a transparent and self aggregating Metro-Access 
integration [8].  

Nevertheless in the former evaluation the architectures 
were assessed by means of dedicated discrete step-based 
simulation models, with a Poisson process for traffic arrivals 
and packet Loss Rate (LR) as the performance metric [8]. 
Furthermore, an improvement to the simulation model 
developed in the prior evaluation can be attempted because 
the excess traffic in passive channels (on-the-fly routed) 
originally was distributed to electronically routed channels.   

The excess traffic in passive channels constitutes major 
traffic (traffic destined to a major destination) arriving at 
ONUs that produces overflows of buffers associated with the 
passive channels (passive buffers). Therefore, a portion of 
the major traffic goes through on-the-fly routed channels 
and, in the presence of overflows, another portion (the excess 
traffic) goes through electronically routed channels towards 
the major destination. This approach allows to use passive 
channels resources to the maximum and to distribute major 
excess traffic to the electronically routed channels.  

LR was the only performance metric used in the former 
evaluation, and advantages of the t-λ routing architecture 
over WDM PON have been shown [8]. But users are 
demanding applications with requirements beyond 
bandwidth and loss rate. According to Cisco’s Visual 
Networking Index, globally Internet video traffic will grow 
from 40% of all consumer Internet traffic in 2010 to 61% in 
2015 [1]. Inelastic traffic applications especially video-
related traffic has been flooding the networks, and future 
optical access networks must address the requirements of 
low delay and jitter. 

The packets will arrive at major destination with high 
delay variations by distributing the excess traffic in passive 

channels through electronically routed channels. This 
behavior will lead to a constant packet reordering at the 
major destination. Packet reordering can be compensated 
with buffering at the price of an additional delay. In future 
optical access networks (managing traffic volumes of tera 
bits per second) the buffer size for packet reordering could 
be prohibitive. We analyze two types of Internet traffic for 
discussing the traffic behavior and the consequences of this 
approach: 

1) Inelastic traffic (voice and video-related traffic): The 
packet reordering compensation adds additional delay. 
Thus, inelastic traffic will be most likely to be discarded 
because, even when reaching the destination, it will not 
fulfill the low delay and jitter requirements. Additionally, 
this traffic (most likely to be discarded) will compete inside 
the t-λ routing architecture for resources with minor 
destination’s traffic. 

2) Elastic traffic (web, mail): TCP (Transport Control 
Protocol), the standard Internet transport protocol for non 
delay sensible traffic, has been proven to be packet 
reordering-sensible. TCP produces unnecessary traffic 
retransmission under constant packet reordering, and can 
lead to bursty traffic behavior, thus increasing the network’s 
overload [12]. 

IV. PERFORMANCE ASSESMENT 

In the present work, the enhanced t-  routing architecture 
and a conventional WDM PON architecture (as reference) 
have been evaluated by means of simulation models 
developed in OPNET Modeler, an event-based state-of-the-
art network modeling and simulation tool [13].  

A. Simulation Model 

The simulation models are composed of ONU nodes and 
CO nodes, which are connected by point-to-point links with 
several channels (i.e., wavelengths). There is also a Paths 
Computation Entity node used to create the routing tables of 
the nodes and establish the on-the-fly routed paths, based on 
a variation of the Dijkstra algorithm using the DJK OPNET 
Modeler packet [13]. The Metro-Access Interfacing Node is 
a CO node with different attributes configuration. 

Each ONU connected to a CO has a dedicated 
wavelength in the WDM PON models. All the wavelengths 
are terminated at COs to apply electronic routing. 

The t-λ frame in the t-  routing architecture is composed 
by the same number of wavelengths as ONUs managed by 
the CO. Thus each ONU time shares the same number of 
wavelengths as there are ONUs connected to the same CO. 
The CO establishes on-the-fly routed paths from each ONU 
towards the major destination. Hence, those wavelengths 
associated with the major destination are passively routed at 
the COs. 

The models built in the event-based simulation tool 
OPNET Modeler enable a more accurate evaluation. The 
main performance metrics of the model are: 

 Traffic Loss Rate (LR): relation between bits loss 
and bits sent by the ONUs. 

 End-to-End Delay (EED): time difference between 
the time instant when a packet’s first bit arrives at 
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ONU and the time instant when the packet´s last bit 
is received at destination. 

The Offered Load has been used to assess the 
architecture under various loads. This translates into different 
degrees of congestion. 

It is well known that Internet traffic presents self-similar 
behavior. Thus the ONU nodes generate the network traffic 
with self-similar arrivals processes, using a variation of the 
OPNET raw packet generator [13]. 

Because the t-  routing architecture has been proposed as 
a solution for a transparent and self aggregating Metro-
Access integration, it must consider that inelastic traffic will 
flood future networks. Therefore, in the developed t-   
routing architecture model (enhanced version) the excess 
traffic in passive channels is dropped at the ONUs. Thus the 
delay variations and the packet reordering problems are 
avoided (see Section 3). 

By dropping the excess traffic at ONUs the electronic 
routing tasks are reduced, avoiding the electronic bottleneck 
at COs (i.e., it moves the network bottleneck for major traffic 
from the COs to the ONUs). The fact is that, if some packets 
should be discarded by a network bottleneck, it is better that 
this happens as soon as possible. And this is precisely what 
the proposed enhanced t-  routing architecture does. 

B.  Performance Assessment Escenario 

Figure 2 presents the simple network topology used in 
the simulation experiments. The topology was selected in 
order to get the possibility to establish some comparison with 
the former evaluation [8]. It consists of five COs with four 
ONUs connect to each CO and a Metro-Access Interfacing 
Node (MN) as major destination. The COs were connected 
to each other in a ring arrangement. Just one CO is connected 
to the MN. 

The performance assessment scenario’s set up was as 
follows. Transmission Rate R = 125 mega bits per second 
(one magnitude order below EPON standard rates). The 
processing rate of the nodes was set to be on line with the 
transmission rate. Buffer sizes were assigned to limit the 
maximum buffer delay at 1 milli seconds in relation with the 
transmission rate; based on design considerations assumed in 
[14].  

The applied traffic model has self-similar arrivals 
processes with Hurst parameter H   0,74; based on empirical 
traffic evaluations [15]. The traffic distribution was the same 
as used in the former evaluation and was taken from a 
multiple gateway traffic assessment, where 70% of the 
offered load (A) is destined to the major destination (i.e., the 
MN) and the rest is equally distributed among the minor 
destinations (i.e., the five COs)[7][8]. 

The t-  frame period was set to 125 micro seconds in the 
t-  routing architecture; compatible with the Synchronous 
Digital Hierarchy (SDH). 

 

 
Figure 2.  Simple Access network topology used for the performance 

evaluation, based on a ring interconection of COs. The Metro-Access 

interfacing Node (MN) represents the major destination (for the 
performance assessment up to 70% of traffic was destined to MN). 

Each frame is composed of four t-  slots (same number 
as ONUs connected to each CO), which were assigned in 
such a way that wavelengths were associated with the MN as 
the major destination and the COs as minor destinations. 

In conventional WDM PON each ONU had its own 
dedicated wavelength, which is terminated at the CO, i.e., no 
passive channels are provided. 

C. Simulation Results and analysis 

Performance assessment was carried out using a worst 
case electronic bottleneck scenario; i.e., up to 70% of the 
offered load (A) is destined to the major destination (MN). 
As there are four ONUs per each CO (see Figure 2), the t-  
frame is composed of four time shared wavelengths. Only 
one wavelength is passively routed towards major 
destination per each CO (i.e., one on-the-fly routed path 
established from CO to MN). In this way each ONU 
perceives up to 25% of the transmission rate to send traffic 
into the passive channel, producing fast overload of the 
passive channels. 

Figure 3 shows the simulation results for LR (Loss Rate) 
and EED (End-to-End Delay) vs. A (Offered Load) for the 
enhanced t-   routing architecture and the conventional 
WDM PON as reference. As can be observed in Figure 3(a), 
the conventional WDM PON has a superior performance, 
based on LR, because of the expected fast overload of 
passive channels in the enhanced t-  routing architecture. 
However the LR in WDM PON tends to worsen when A 
increases (higher degree of congestion in the network) as a 
consequence of the COs’ electronic bottleneck. 

Figure 3(b) presents the EED experienced by the 
enhanced t-  routing architecture, as based on three curves: 
electronically routed paths, on-the-fly routed paths, and 
overall paths. Only one WDM PON EED curve is shown, 
because all packets are electronically routed in WDM PON. 
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(a) (b) 

Figure 3.  Simulations Results for 70% of A (Offered Load) destined to Metro Node (MN). 

(a) Loss Rate (LR) vs Offered Load (A); (b) End-to-End Delay (EED) vs. A 

 

Figure 3(b) shows that the electronically routed paths of 
enhanced t-  routing architecture presents the lowest EED   
A, because minor destination traffic (local traffic) perceives 
congestion free COs. The on-the-fly routed paths EED curve 
suggests that the ONUs passive buffers were overloaded for 
A   40%. In Figure 3(b) the enhanced t-  overall EED curve 
indicates that when the passive buffers were overloaded (A   
40%) there is an increasing portion of major traffic that is 
lost, as is clearly showed in Figure 3(a). 

The WDM PON LR and EED curves depict the WDM 
electronic bottleneck problem. Even though we have moved 
the bottleneck from COs to the ONUs in the enhanced t-  
architecture, producing a fast overload of the passive 
channels; the WDM PON performance tends to be worse 
when the network is highly loaded (A   70%). Figure 3(b) 
shows that by using WDM PON the COs tend to get 
congested when the network load is increased. For A   70% 
the WDM PON EED becomes worse than the EED 
experienced by the enhanced t-  architecture. 

V. CONCLUSION AND FUTURE WORK 

In a future scenario with higher users’ bandwidth demand 
for video-related traffic (61% of all customer traffic for 
2015) and faster networks, the access network must 
successfully deliver the demanded bandwidth and cope with 
the strict traffic requirements on low delay and jitter. 

A former t-   routing architecture model feature was 
found which produces constant packet reordering and 
performance problems. To deal with this issue we have 
proposed an enhanced version of the t-  routing architecture 
which effectively avoids the reordering packet problems. 
The proposed scheme was evaluated against a traditional 
WDM PON architecture using the OPNET Modeler tool.  

Even though EED on WDM PON and t-  routing are not 
very different, our simulation results showed that the WDM 
PON leads to congestion at COs in presence of nonuniform 
access traffic distribution, as a consequence of the electronic 
bottleneck. In spite of the passive channel’s fast overload at 
ONUs, the use of the proposed enhanced t-   routing 
architecture, allows the COs to remain congestion free, there 
is reduction of the network´s power consumption and the 
network can more efficiently support different traffic 
requirements. 

The introduction of on-the-fly routed passive channels 
based on the nonuniform access traffic distribution could 
represent an interesting useful solution for transparent and 
low latency Metro-Access integration.  

It would be convenient to conduct some additional 
experiments introducing inelastic and elastic traffic 
differentiation. Using traffic differentiation can assure that 
only inelastic traffic will be sent by the passively routed 
channels, whereas elastic traffic could be sent toward 
electronically routed channels.  

In a Metro-Access integration scenario each CO must 
manage much more than 64 ONUs. However the t-λ routing 
architecture presents a limitation in the number of 
wavelengths that each ONU will manage (the t-λ frame is 
composed of the same number of wavelengths as ONUs 
managed by the CO). In consequence, the scalability on the 
number of ONUs managed by each CO is limited. 

Based on our simulation results, we propose to combine 
WDM PON with the use of on-the fly routing and self 
aggregation for traffic going toward the major destination 
(i.e., Metro-Access Interface). This combination is possible 
by means of hybrid WDM with Sub Carrier Multiple Access 
(SCMA) or with Optical Code Division Multiple Access 
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(OCDMA). Such a combination would provide transparent 
ONU-CO connections and transparent Metro-Access on-the-
fly routed paths (releasing electronic bottleneck) without 
restrictions to increase the number of ONUs per CO. 
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Abstract-In this paper, we present a way to use Data 

Distribution Service Listeners implemented in the C language 

over FlexRay driver under µC-OSII. Our method is based on 

implementing all the DDS Listeners as callback operations 

and storing each kind of Listeners in a vector of linked list. 

The main goal is to create an interaction between the FlexRay 

Driver’s Read and Write operations and the DDS Listeners to 

define a default communication behavior for the Interrupt 

Service Routine. Since every real-time network works as basis 

software for regular middleware such as AUTOSAR, we 

propose the use of the real-time middleware DDS, which has a 

wide range of qualities of service. Specifically, we explain in 

this paper our approach to implement DDS on top of FlexRay 

driver and its related state manager using the DDS Listeners. 

Keywords-DDS; FlexRay; Listeners; callback functions; 

ISR; µC-OSII. 

I. INTRODUCTION  

Real-Time Networks are the main field of 
communication systems studies since all new generations of 
applications not only have distribution requirements, but 
also are subject to deadlines. The uses of these networks 
vary from military to vehicular networking.  

This kind of networks needs a driver to specify and 
control its functionality according to the normalized 
protocol and releases. The aim of the driver is to manage the 
communication system in the low communication layers 
regardless of the application layer. On the other hand, the 
OMG (Object Management Group) Data Distribution 
Service (DDS) provides a real-time Middleware that ensures 
the interaction between the physical layer and the 
application layer providing a communication pattern. In this 
paper, we will see how DDS Entities Listeners are 
implemented in the C language, and how to use them with 
the FlexRay driver according to the occurred interrupt 
service routine. Listeners allow communication between the 
middleware entities, FlexRay driver’s tasks and real-time 
applications. We chose the C language because it is not only 
an embeddable language, but it is also compatible with 
FlexRay driver API description language under µC-OSII, 
the real-time OS (operating system). Also, the C language 
allows us to easily create the blocks Simulink of the 
communication model. 

II. DDS OVERVIEW 

DDS is a real time middleware specified by the OMG 
based on Subscriber/Publisher communication model [1]. 

The OMG DDS specification defines a data-centric 
communication standard for a wide variety of computing 
environments, ranging from small networked embedded 
systems up to large-scale information backbones. DDS 

provides a scalable, platform-independent, and location-
independent middleware infrastructure to connect 
information producers (Publishers) with consumers 
(Subscribers). DDS also supports many quality-of-services 
(QoS) properties, such as asynchronous, loosely-coupled, 
time-sensitive and reliable data distribution at multiple 
layers (e.g., middleware, operating system, and network). 

At the core of DDS is the Data-Centric Publish-
Subscribe (DCPS) model, which defines standard interfaces 
that enable applications running on heterogeneous platforms 
to write/read data to/from a global data space in a net-centric 
system. Applications can use this global data space to share 
information with other applications by declaring their intent 
to publish data that are categorized into one or more topics 
of interest to participants. Similarly, applications can use 
this data space to access topics of interest by declaring their 
intent to become subscribers.  

The underlying DCPS middleware propagates data 
samples written by publishers into the global data space, 
where it is disseminated to interested subscribers. The DCPS 
model decouples the declaration of information access intent 
from the information access, thereby enabling the DDS 
middleware to support and optimize QoS-enabled 
communication. 

The following DDS entities (also shown in Fig. 1) are 
involved in creating and using a DCPS-based application: 

• Domain – DDS applications send and receive data 
within a domain, which provides a virtual communication 
environment for participants having the same domain id. 
This environment also isolates participants associated with 
different domains, i.e., only participants within the same 
domain can communicate, which is useful for isolating and 
optimizing communication within a community that shares 
common interests. 

• Domain Participant – A domain participant is an 
entity that represents a DDS application’s participation in a 
domain. It serves as factory, container, and manager for the 
DDS entities described below. 

• Data Writer and Publisher – Applications use data 
writers to publish data values to the global data space of a 
domain. A publisher is created by a domain participant and 
used as a factory to create and manage a group of data 
writers that publish their data in the same logical partition 
within the global data space. Data writers and publishers 
have related QoS policies that drive their behavior as DDS 
entities. 
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Figure 1.  DDS Architecture 

• Subscriber and Data Reader – Applications use data 

readers to receive data. A subscriber is created by a domain 

participant and used as a factory to create and manage data 

readers. A data reader can obtain its subscribed data via two 

approaches, as shown in Fig. 2: (1) listener-based, which 

provides an asynchronous mechanism to obtain data via 

callbacks in a separate thread that does not block the main 

application and (2) waitset-based, which provides a 

synchronous mechanism that blocks the application until a 

designated condition is met. 

 
• Topic – A topic connects a data writer with a data 

reader, i.e., communication does not occur unless the topic 
published by a data writer matches a topic subscribed to by a 
data reader. Communication via topics is anonymous and 
transparent, i.e., publishers and subscribers need not be 
concerned with how topics are created or who is writing /- 
reading them since the DDS DCPS middleware manages 
these issues [3]. 

III. STATE OF ART 

The OMG DDS is an API specification and an 

interoperability protocol that defines a data-centric publish-

subscribe architecture. Since the DDS creation, the OMG 

has identified several implementations including RTI [6] 

(Real Time Innovations) Inc, which has developed the Java 

DDS, the PrismTech OpenSplice DDS [2] [7] that provides 

an academic and commercial API in the C and the C++ 

languages and a multitude of others companies [8] that 

provide a minimum profile of DDS. All these 

implementations are either too voluminous to be embedded 

or operate over a CORBA (Common Object Request Broker 

Architecture) platform [9]. Our approach is different, in that 

we associate DDS with a real-time network like CAN [10] 

or FlexRay.  

The goal is to take advantage of the wide range of QoS 

available in the DDS specification and associate it with a 

real-time network to improve its performances, considering 

that DDS provides real-time QoS like Deadline or Latency 

Budget. But, the actual challenge of this association is how 

to ensure the interaction between the middleware and the 

real-time network, our approach is to integrate some DDS 

components and functionality into the network driver. The 

purpose is to guarantee that the driver Read and Write 

operations are taken in charge by the DDS Reader and 

Writer.  

 

Figure 2.  Listeners and wait-set Notifications[2] 

Listeners and conditions (in conjunction with wait-sets) 

are two alternative mechanisms provided by DDS allowing 

the application to be made aware of changes in the 

communication status. 

Since the condition mechanism involves the creation of a 

set of StatusCondition, ReadCondition and QueryCondition, 

we have chosen to use the Listeners mechanism to trigger 

the driver operations. 

IV. DDS IDL TO C MAPPING RULES  

In this section, we give some summarized rules to get 
DDS-DCPS API in the C language from its IDL 
specification. In fact, the OMG DDS specification is given 
as an idl (Interface Description Language) file, which is 
organized into Modules, Interfaces and operations. The 
Interface Description Language can be mapped into several 
programming languages including the C according to 
specific mapping rules.  These rules can be applied to DDS-
DCPS idl specification in order to get the correspondent C-
API. The results obtained by this method have modified the 
naming of the DDS constants, types, entities and operations; 
thus each of these elements name is prefixed by the module 
name DDS_. 

 
Example: the interface Entity in the idl description is 

mapped into DDS_Entity in the C API.  

V. DDS LISTENERS PATTERN 

The Listener provides a generic mechanism for the Data 
Distribution Service to notify the application of relevant 
asynchronous status change events, such as a missed 
deadline, violation of a DDS_QosPolicy setting... The 
Listener is related to changes in communication status.  

Each DDS_Entity can be associated with a listener, but 
the implementation of these Interfaces must be done by the 
application. Therefore, the following Listeners are available: 

• DDS_DomainParticipantListener 
• DDS_TopicListener 
• DDS_PublisherListener 
• DDS_DataWriterListener 
• DDS_SubscriberListener 
• DDS_DataReaderListener 
 
All the operations associated with each Listener must be 

implemented, but it is up to the application whether an 
operation is empty or contains some functionality [2]. 
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Figure 3.  DDS Listeners Inheritance [4] 

The structure DDS_<Entity>Listener represents the 
implementation of the Listener for an <Entity>. Since a 
Listener is implemented as a structure of pointers, the 
application must allocate this structure and initialize these 
pointers; all the function pointer attributes within the 
structure must be assigned to a function. 

The entities listeners can inherit from each other those 
inheritances, shown in Fig. 3, are conformed to the classes 
inheritances presented in the DDS specification PIM model. 
 

Example: the DDS_DataReaderListener structure of Pointers:  
#include <dds_dcps.h> 

Typedef struct DDS_DataReaderListener * 

DDS_DataReaderListener; 

struct DDS_DataReaderListener 

{ 

void *listener_data; 

DDS_DataReaderListener_RequestedDeadlineMissedList

ener on_requested_deadline_missed; 

DDS_DataReaderListener_RequestedIncompatibleQosLis

tener on_requested_incompatible_qos; 

DDS_DataReaderListener_SampleRejectedListener 

on_sample_rejected; 

DDS_DataReaderListener_LivelinessChangedListener 

on_liveliness_changed; 

DDS_DataReaderListener_DataAvailableListener 

on_data_available; 

DDS_DataReaderListener_SubscriptionMatchListener 

on_subscription_match; 

DDS_DataReaderListener_SampleLostListener 

on_sample_lost; 

}; 

VI. USE OF CALL BACK FUNCTION TO IMPLEMENT 

LISTENERS 

A call back function represents the storage of the address 
of a sequence of instructions that the execution will trigger 
later on a precise event. 

In fact, it involves handing over to a third routine, 
passing to it as an argument the address of one of our duties, 
so it can then call it when it needs it. In the implementation, 
we perform the routine that we want, but what is certain is 
that to save the address and call a function, it takes a 
function pointer that is used to perform an action, which is 
not known at the time of writing the code (system, 
library…).  

All the entities listeners in DDS-DCPS are implemented 
as callback functions so that the notification process can be 
event triggered. Each listener is a structure of pointers that 
refers to a specific communication status change. Modifying 
a pointer, results in the execution of the associated function 
representing the default behavior of DDS regarding the 
happening event, as shown in Fig. 4. 

The Listener is invoked on the changes of 
communication statuses. A change of a communication 
status sets a status flag. The status flag is only reset when the 
status is being read. The Listener’s operations will only be 
invoked on the communication statuses for which they are 
enabled by the mask. This invocation is based on the listener 
own status changes and/or on the status changes of the 
Listeners inherited from. Each bit in the bit-mask represents 
one of the statuses that can trigger the response of the 
Listener to the specified status change. 

To access the Listeners all the entities define a generic 
operation and a specific subclass operation to access the 
class listener.  
Example: the DDS_DataReaderListener structure of Pointers 

implement as call back functions: 
#include "dds_dcps.h" 

static struct DDS_DataReaderListener msgListener; 

DDS_FooDataReader FooDR; 

/* at this point, it is not important how to 

create the FooDR*/ 

DataWriterListenerData UserDefined_ListenerData; 

/* at this point, it is not important how 

UserDefined_ListenerData is implemented. This 

parameter can be used for Listener identification. 

If not used, the parameter may be NULL. */ 

/* Prepare a listener for the Foo DataReader. */ 

msgListener = DDS_DataReaderListener__alloc(); 

msgListener.listener_data = 

UserDefined_ListenerData; 

msgListener.on_requested_deadline_missed = NULL; 

msgListener.on_requested_incompatible_qos = NULL; 

msgListener.on_sample_rejected = NULL; 

msgListener.on_liveliness_changed = (void (*)(void 

*, DDS_DataReader)) on_live_change; 

msgListener.on_data_available = NULL; 

msgListener.on_subscription_match = NULL; 

msgListener.on_sample_lost = NULL; 

/* Set the Listener with a mask only to trigger on 

on_liveliness_changed. */ 

status = DDS_DataReader_set_listener (FooDR, 

&msgListener, DDS_LIVELINESS_CHANGED_STATUS);  

This example presents the allocation and initialization of 
a DDS_DataReaderListener which is only enabled for the 
status on_liveliness_changed. The Listener msgListener will 
be attached to the created DDS_DataReader named FooDR. 
As we can see, we have associated to the pointer 
msgListener.on_liveliness_changed a call back function 
named on_live_change that will be triggered if the status is 
matched. 

VII. FLEXRAY DRIVER UNDER µC-OSII 

For our research studies, we developed a FlexRay driver 
under the µC-OSII Real-Time Operating System and some 
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Phycore PCM023 cards. We added for each a daughter card 
containing the Fujitsu MB88121C component. The driver 
behavior, as shown on Fig. 5, is based on the 
communication between the ISR (Interrupt Service Routine) 
and FlexRayTx/ FlexRayRx Tasks that manage the 
communication process. Note that the FlexRayTx task has 
the publisher as type where the FlexRayRx has the 
subscriber as type. 

 FlexRayReceiveTask ~Subscribtion task: the 

FlexRayReceiveTask pends (reads from the mailbox) for the 

received message in its mailbox posted by the 

corresponding Interrupt Service Routine (ISR). When a 

data sample FlexRay Frame arrives, this task is responsible 

for the deserialization (extracting Frame-ID) and for storing 

the data in the receive queue of the DataReader. 

 FlexRayPublishingTask (only one by 

publisher): Every user task calling Write () operation may 

use a semaphore that will lock the task when the 

DataWriter's send queue is full. The Frames are transmitted 

using one of the two following modes.  

Synchronous Publishing Mode: the user task 

invokes the DataWriter's Write() operation which puts the 

samples (FlexRay Frame) on a separate "queue" and then 

calls the Write() operation within the FlexRay API Driver 

to put the frame in the FlexRay controller’s transmit buffer 

before returning to the user task. 

Asynchronous Publishing Mode: In this mode the 

Write () operation returns immediately to user task leaving 

the corresponding ISR to transfer frame from the queue to 

the controller transmit buffer. However, a flow controller (a 

separate task) is needed to reorganize the transmit queue 

depending of the FlexRay frame ID.  

The TX/RX tasks react to the messages posted by the 
ISRs according to the related mailbox; in fact each mailbox 
is associated with an interruption event. Since FlexRay has 
two buses (channel) that can either send or receive the data 
frame, four mailboxes are needed to represent these 
communication events. 

For example, if the FlexRayRx task receives an 
interruption on MailBox 2 (MB2) it knows that the related 
event is that the reception buffer is full and so calls the Read 
() function to read from the reception buffer. 

The communication process using Mail Boxes under 
µC-OSII is driven by the OS_MBPend() and OS_MBPost() 
operations, as shown in Fig. 6, The ISR posts the messages 
on the mailboxes and the FlexRayRx/Tx task pends them.  

The Write () and Read () operations prototypes are 
written as follow: 

CR=Write (descriptor, @Buffer, size) 

CR=Read (descriptor, @Buffer, size) 

 
Where the descriptor indicates the channel that the event 

is associated to, the descriptor is known by task according to 
the Mailbox number (the OS_Event pointer) it refers to the 
occurred event that caused the interruption. The buffer 
address is the user buffer address where data should be 
written to and from. And finally, the size argument is an 
optional argument describing the user data size.  

 
Figure 4.  Listener implement as callback function 

 

Figure 5.  FlexRay Driver under µC-OSII 

The returned value CR indicates whether the write/Read 
operation was successful or if an error occurred during the 
process and even the nature of the error.  

If the ISR indicates the arrival of a frame, the FlexRayRx 
task will call the Read () operation, but if the ISR indicates 
that the emission buffer is empty the FlexRayTx task will 
call the Write () operation to write into the controller 
emission buffer. 

According to the value of CR the FlexRayRx task will 
decide the next step to take. 
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Figure 6.  Message MailBox [5] 

 

VIII. RELATIONSHIP BETWEEN DDS LISTENERS AND 

FLEXRAY DRIVER 

After developing the FlexRay driver, we have noticed 
that for each kind of ISR the FlexRayRx/Tx task associates a 
default behavior, we will use DDS listeners to set default 
behavior for each ISR. 
When an interruption occurs and the ISR sends the 
corresponding message, the FlexRayRx/Tx task will only get 
the ID from the frame. Since in FlexRay protocol an ID is 
usually associated to a data type we will assume that the 
flexRay ID is equivalent to the Topic Key in DDS. 
Therefore, getting the ID from the frame is the same as 
identifying the Topic. 

 
The couple (ID, MB number) is now the unique 

identifier used by the FlexRayRx/Tx task to choose whether 
to call the Topic Publisher or the Subscriber. Actually, the 
MB number helps identifying if the event is a received data 
or an empty space in emission buffer, and the ID represents 
the Topic identifier. 

A. Subscription Case 

The subscription is related to the ISR event 

“controller’s reception buffer full”, in this case after 

identifying the event and the topic, the FlexRayRx task will 

call the appropriate DDS_Subscriber related to the identified 

Topic. In fact, it’s the DDS_SubscriberListener 

on_data_on_readers operation that is called. This listener is 

identified by FlexRayRx task thanks to the pointer 

listener_data, attribute that can be used to supply the 

identity of the Listener.  
This operation will then search for the linked list 

representing the DDS_DataReaders corresponding to the 
Topic. Since a DDS_DataReaderListener is attached to each 
DDS_DataReader, while browsing the linked list the 
DDS_DataReaderListener’s operation on_data_available 
will be triggered on each listener object. The listener will 
have as parameter the related DDS_DataReader and so can 
call its operation DDS_read to get the data. 

Note that if on_data_on_readers is called, then the 
middleware will not try to call on_data_available. However, 
in this case, the application will force this call and the 
DDS_DataReader objects will get data by the mean of the 
notification process. 

Fig. 7 illustrates the whole subscription scheme 
representing the callback routine. 

 

Figure 7.  Subscription Routine 

B. Publication Case 

The publication is related to the ISR event “controller 
emission buffer empty”, in this case after identifying the 
event and the topic, the FlexRayTx task will call the 
appropriate DDS_Publisher related to the identified Topic. 
In fact, it’s the DDS_PublisherListener 
on_publication_match operation inherited from 
DDS_DataWriterListener that is called. This listener is 
identified by FlexRayTx task thanks to the pointer 
listener_data. 

 
The Publisher will then search for the linked list 

representing the DDS_DataWriters corresponding to the 
Topic. Since a DDS_DataWriterListener is attached to each 
DDS_DataWriter, while browsing the linked list the 
DDS_DataWriterListener’s operation on_publication_match 
will be triggered on each listener object. The listener will 
have as parameter the related DDS_DataWriter and so can 
call its operation DDS_write to write the data into the buffer. 

 
Note the DDS specification does not set a default 

behavior in the Publication case, but since the use of 
Listener is a given option we have set our own default 
publication behavior matching the FlexRay Driver Needs.  

Fig. 8 illustrates the whole publication scheme 
representing the callback routine. 

IX. CONCLUSION 

The Real-Time Middleware DDS offers a 
communication model between application level and 
physical layer. One of the rational uses of this middleware 
would be its association with a real-time network such as 
CAN (Control Area Network) or FlexRay Networks so that 
we increase the networks performances related to response 
time. 
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Figure 8.  Publication Routine 

The aim of this work is to use DDS Listeners to define a 
default response behavior for FlexRay ISR so that each time 
an interruption related to communication status occurs, a 
default routine is called. In this purpose we have used the 
DDS Listeners based on callback functions to link each ISR 
with the appropriate routine to replace the usual FlexRay 
driver’s read and write operations. 

The defined routine for the subscription process is 
indicated according to the DDS specification, but for the 
publication routine the DDS specification does not set a 
default behavior so we had to implement one of our own to 
match the FlexRay driver needs.  

 
In the future works we will use this association (FlexRay 

Network and DDS middleware) to study its performances on 
a vehicle network based on the SAE (Society of Automotive 
Engineers) benchmark network model. This model will 
contain 13 nodes and applications reading and writing on the 

FlexRay buffers and using for the first time the DDS 
middleware instead of the usually used in the automobile 
field, the middleware AUTOSAR. We have already 
developed the SAE benchmark model and added the node 
number 13 to it, and its validation has been made using the 
Tasking compiler and PHYTEC XC167 cards [11]. 
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Abstract—The paper discusses the security architecture of the 
Radio System for Monitoring and Acquisition of Data from 
Traffic Enforcement Cameras with particular emphasis on the 
structure of the security of network layer of the system. The 
security of this layer of RSMAD is provided mainly basing on 
Virtual Private Networks. To implement a VPNs in RSMAD 
IPsec Encapsulation Security Payload in tunnel mode have 
been used. Data protection mechanisms and the type and 
parameters of the VPNs used in RSMAD have been selected on 
the basis of simulation results presented in the paper. Analysis 
of results shows also that the ESP protocol is a bit less efficient 
than Authentication Header protocol, which is obviously 
related to the fact that the ESP protocol supports data 
encryption. The paper also discusses some advanced solutions 
for communications and computation used in the RSMAD 
system. 

Keywords-AH; ESP; IPsec; RSMAD; VPN 

I. INTRODUCTION 

Radio System for Monitoring and Acquisition of Data 
from Traffic Enforcement Cameras (in short RSMAD) is an 
integrated (in terms of its functions) ICT system which uses 
for data transmission the radio technologies available on the 
market.  

RSMAD is primarily used for transmission, archiving, 
analysis and processing of data of traffic infractions from 
traffic enforcement cameras (in short TEC). The purpose of 
the construction of this system is mainly to improve road 
safety by reducing the number of offences and their victims. 
RSMAD will significantly improve the work of the police 
and other departments responsible for traffic control. In this 
context, the system belongs to the class of the most 
substantive and technological advanced systems dedicated 
for the services dealing with TECs. In general, the 
performance of the RSMAD system is focused on 
transmission of violations recorded by the TECs to Data 
Acquisition Center (in short DAC). In RSMAD the data is 
being transmitted as cryptographically secured data blocks 
(data is encrypted and signed digitally). Currently the data 
transmission is performed via public mobile GSM systems 
(Global system for Mobile Communications), UMTS 
(Universal Mobile Telecommunications System), police 
trunked networks TETRA (TErrestrial Trunked Radio) as 
well as the Internet. In the future the use of networks based 
on LTE (Long Term Evolution) or LTE-Advanced will be 
possible [1]. RSMAD belongs to a group of systems with 
distributed structure. Equipment used in the system use 
dedicated software, allowing sharing system’s resources. 

Unfortunately, in distributed systems additionally using 
public networks for transmission of data, the data security is 
a serious problem. This is because such networks are 
significantly exposed to the activity of intruders. Secure 
communication based on Virtual Private Networks (in short 
VPN) constitutes one of the key elements of RSMAD. For 
the implementation of VPNs developers of the system used 
mainly IPsec (Internet Protocol Security), which is widely 
regarded to be the safest way to create VPN, which has been 
clearly confirmed by the authors’ simulation studies. 

II.  RSMAD’S ARCHITECTURE 

Data security in the RSMAD system will be ensured 
through the use of advanced security mechanisms such as: 
confidentiality, availability and integrity. Already at the 
conceptual stage, the following, crucial for the future 
architecture of RSMAD assumptions has been made: 

• Security of information in RSMAD is a primarily 
consideration in relation to performance. 

• Communication is only allowed with network 
devices which comply with strict security policies 
adopted. 

• Due to the nature of data transmitted and processed 
in RSMAD, there is a real risk of loss of 
confidentiality. 

• Implementing data protection mechanisms in 
RSMAD can not impede the work of its users.   

 
A simplified architecture of the RSMAD system’s 

security including VPN tunnels are shown in Fig. 1 (detailed 
architecture of the RSMAD system is presented in [2][3]). 
The concept of RSMAD is to use public telecommunications 
networks (in particular cellular) for data transmission. Public 
telecommunications networks are inherently far more 
vulnerable to all kinds of risks than other networks. The 
basic threats to the RSMAD system should include: sniffing, 
spoofing as well as session hijacking. Therefore, the use of 
effective and reliable data protection mechanisms in the 
system is particularly important.  

 
Each of systems used for data transmission (GPRS, 

EDGE, UMTS, HSPA TETRA), uses different security 
mechanisms eliminating or reducing various risks in 
varying degrees. Therefore, it has been decided that the 
RSMAD system will be equipped with additional, 
independent form data transmission technology, 
mechanisms protecting from the threats associated with 
data transmission via public cellular networks. 
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Figure 1.  Simplified security architecture of RSMAD. 

Thus, data protection in the RSMAD system is achieved 
through: 

• Creating logical tunnels between the GGSN node 
(Gateway GPRS Support Node) and DAC, in a 
private APN subnet (Access Point Network) 
separated in the  infrastructure of the GSM/UMTS 
operator. 

• Setting data transfer limits on SIM/USIM cards 
((Universal) Subscriber Identity Module) in each 
location. 

• Use of packets filtering and virus protection 
mechanisms as well as intrusion detection and 
prevention systems.  

• Use of encryption and verification of data integrity 
mechanisms which are independent from the 
operator. 

 
In a basic variant data will be encrypted using the  

AES-128 (Advanced Encryption Standard) algorithm and 
digitally signed using the SHA-1 (Secure Hash Algorithm 1) 
hash function. However, it should be noted that the security 
of data transmitted via public networks requires efficient 
performance of all securing mechanisms. 

III.  IP SECURITY: ARCHITECTURE AND BASIC 

COMPONENTS 

IPsec protocol has been created through the efforts of the 
IPsec Protocol Working Group, being part of the IETF 
(Internet Engineering Task Force). The primary purpose for 
which the group has begun work on the IPsec protocol was 
the supplementing the functionality of IP mechanisms to 
ensure the security of data transmitted using the same 
protocol. At the moment, the support for IPsec is one of the 
requirements of IPv6. In IPv4, the extension of the 
functionality offered by IPsec is optional. Cryptographic 
techniques used in IPsec, provide security to transmitted data 
at the level of the third layer of the ISO/OSI reference model.  

IPsec protocol, by using different algorithms and 
cryptographic protocols provides three basic aspects of 
information security: 

• Confidentiality. 
• Integrity. 
• Authentication. 
 

There are two separate protocols in the IPsec protocols 
group, namely: AH (Authentication Header) and ESP 
(Encapsulation Security Payload). AH protocol provides 
authentication using a string datagram message 
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authentication MAC (Message Authentication Code). IPsec 
AH protocol does not ensure the confidentiality of data (data 
is not encrypted). ESP provides protecting the integrity and 
authentication of datagrams and, in addition, their 
encryption. It should be noted, however, that in ESP protocol 
authentication and encryption services are optional. 

After testing of performance of AH and ESP protocols, 
RSMAD has been equipped with ESP protocol, despite the 
fact that its efficiency was slightly lower than the AH (on 
average about 15%), which is shown by the results of 
simulation presented in Table I and Table II. Following the 
recommendations of [4] and [5] AH protocol provides 
integrity of transmitted data, by calculating and adding 
checksum to each datagram. In case of AH the checksum 
value is calculated for the entire package (including IP 
header). AH protocol provides also effective protection 
against so-called „attacks by repetition”. Protection against 
such attacks is achieved by attaching to each datagram, the 
next number (the serial number of the datagram). 

Recommendations [4] and [6] and its subsequent 
recommendations [5] and [7] describe two possible modes of 
operation of AH and ESP protocols: transport and tunnel. In 
transport mode IPsec header (AH or ESP) is placed in the IP 
datagram directly before the header of transport layer 
protocol (e.g. TCP). In turn, in tunnel mode the IP datagram 
(IP header with data) is firstly placed in the encrypted 
portion of the data, and only then followed by the addition of 
IPsec header (AH or ESP) and the new IP header. It should 
also be noted that the datagrams transmitted using the ESP 
have a much more complicated structure than the AH 
datagrams. This complexity is primarily due to the fact that 
the ESP protocol provides confidentiality of transmitted data 
by using encryption. Recommendations [6] and [7] provide 
for such the use of block ciphers.  

Parallel use of encryption algorithms and hash function is 
recommended, the more that the latter characterize with only 
marginal use on the processor, which has been clearly 
confirmed by the study conducted within the RSMAD 
project. 

It has been decided to use in RSMAD the IA (Integrated 
Architecture) implementations of IPsec protocol also called 
an implementation of the IPsec protocol in TCP/IP stack.           
It is used both in hosts and gateways. It allows to ensure the 
end-to-end safety. In this case, IPsec is implemented, along 
with the IP protocol at the level of internet layer. The use of 
IPsec in this implementation does not require modification of 
the application but interference in the IP protocol itself. The 
advantage of this solution is undoubtedly the fact that                 
it supports all IPsec modes. 

IV.  PERFORMANCE AND SECURITY ANALYSIS OF IPSEC 

PROTOCOL IN RSMAD 

A. Introduction 

The aim of this study was to evaluate the performance of 
IPsec protocol on various configuration parameters of the 
channel used for secure transmission of packets via private 
network. For all tests, the key exchange parameters of the 
channel, through which data associated with the 

authentication and encryption (keys) are transmitted, have 
remained constant. Fig. 2 shows a pictorial diagram of the 
laboratory station.  

 

 
Figure 2.  Simplified structure of laboratory station. 

IPsec VPN tunnel was compiled between the security 
gateways ZyXEL ZyWALL 2 Plus. To exchange files 
between computers FTP (File Transfer Protocol) has been 
used. Technical characteristics of test scenarios are presented 
below: 

1) Phase 1 of IPsec (permanently set):   
− Encryption algorithm:  DES 
− Hash function:   SHA-1 
− Keys’ exchange protocol:  Diffie-Hellmann’s  

2) Phase 2 of IPsec (test scenarios): 
a) test I parameters: 
− Number of transmitted files: 500*  
− Total size of files:     320[MB] 
− Device under test:     ZyWALL 2 Plus** 
* files coming from traffic enforcement camera saved in the JPG 
format 
** max. VPN performance of ZyWALL 2 Plus is 24[Mbps]  
b) test II parameters: 
− Number of transmitted files: 1 
− Total size of files:      320[MB] 
− Device under test:     ZyWALL 2 Plus** 

 
Parameters of phase 2 (data exchange) has been shown in 
Table I and Table II (columns 2 and 3).  

B. Simulation Results 

Results of simulation studies have been shown in Table I 
and Table II (columns 4 and 5). 

The results of the studies show that the most efficient 
implementation of the IPsec protocol is implementation 
using the DES encryption algorithm and the SHA-1 function 
for data integrity verification. As for the encryption 
algorithms, the least efficient algorithm is AES-256, although 
the differences in transmission are not very clear and are 
only about a few percent. Therefore, it seems that the 
selection of a set of cryptographic parameters VPN tunnels 
should be decided mainly for security reasons. 
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TABLE I.  PERFORMANCE OF IPSEC PROTOCOL IN TUNNEL MODE 

Average data 
transfer rate in 

[Mbps] 
Type of 
IPsec 

Type of 
hash 

algorithm 

Type of 
cipher 

Test I  Test II 
DES 18,80 21,44 
3DES 17,12 19,36 

AES-128 18,48 20,64 
SHA-1 

AES-256 18,00 20,32 
DES 18,56 21,36 
3DES 16,64 19,60 

AES-128 18,08 20,88 

ESP 

MD5 

AES-256 17,92 20,24 
SHA1 - 21,28 22,48 

AH 
MD5 - 21,04 22,08 

TABLE II.  PERFORMANCE OF IPSEC PROTOCOL IN TRANSPORT MODE 

Average data 
transfer rate in 

[Mbps] 
Type of 
IPsec 

Type of 
hash 

algorithm 

Type of 
cipher 

Test I  Test II 
DES 19,24 21,93 
3DES 17,98 19,89 

AES-128 18,99 21,12 
SHA-1 

AES-256 18,49 20,89 
DES 19,01 21,86 
3DES 17,03 20,20 

AES-128 18,60 21,34 

ESP 

MD5 

AES-256 18,49 20,74 
SHA1 - 21,88 22,99 

AH 
MD5 - 21,60 22,68 

 
As for encryption algorithms, the least efficient is Triple-

DES, although differences in achieved transmission rates are 
not very clear and are only about a few percent. Therefore, it 
seems that the choice of a set of cryptographic parameters of 
VPN tunnels should be decided mainly by objective safety 
considerations which militate strongly in favor of the AES 
algorithm. Analysis of results shows also that the ESP 
protocol is slightly less efficient than the AH protocol, which 
is obviously related to the fact that the ESP protocol supports 
data encryption. Regularity can be noticed, that transmission 
of large files runs more efficiently (test I and test II 
scenarios). It results from restrictions of the FTP protocol 
used in the experiment. Research has also shown that 
introduction of additional (except VPN) mechanisms for data 
protection in a security gateway will cause additional (over 
10 percent) reduction in the efficiency of the VPN network. 

V. CONCLUSION AND FUTURE WORKS 

IPsec can be undoubtedly considered as a very solid 
mechanism that allows the removal the imperfections and 
drawbacks of the IP protocol in the aspect of security. IPsec 
is currently agreeably recognized by most experts as the best 
mechanism to implement VPN in terms of security. 

Without any doubt, the fact that the IPsec 
implementations exist for virtually all operating systems also 
speaks in favor of IPsec protocol. Definitely the most 

popular of these is FreeSWAN, designed for family of Linux 
operating systems. 

In conclusion, we can acknowledge that IPsec is now the 
safest way to create a VPN network. Decreasing interest in 
this protocol, observed recently, is primarily due to the fact 
that SSL VPNs are much simpler to implement. Probably the 
role of SSL in telecommunications will consistently grow. 
However, despite a few flaws IPsec makes the impression of 
the best proposal, being far ahead of competitive solutions in 
terms of scalability and security. 

Studies conducted in the RSMAD project have shown 
that the IPsec protocol is probably the best security protocol 
currently available. Similar analysis concerning other 
designed for similar purposes have shown that none of them 
was perfect. On one hand, IPsec is much better than any of 
the IP security protocols developed in recent years. On the 
other hand it seems to us that it will never lead to the 
creation of a fully secure system. The use of AES algorithm 
in IPsec protocol brings very tangible benefits: on the one 
hand it increases the security of transmission, on the other 
hand, the network provides a satisfactory efficiency. 
Therefore, it is worth noting that manufacturers of devices 
using IPsec protocol and AES need not incur any licensing 
costs. This affects very positively the dissemination of the 
AES algorithm, because it does not lead to an increase in 
prices of such devices and applications. 

Until the appearing the IPsec implementations supporting 
SHA-2 algorithms, we should we decide to use the 
implementations supporting SHA-1 functions. Using the 
MD5 function could realistically threaten the integrity of data 
transmitted via IPsec. In favor of MD5 speaks only a 
significantly higher performance compared to the function of 
the SHA family (what is interesting, including SHA-2).  

In view of the results of studies and security requirements 
for RSMAD, it was decided to use the IPsec ESP version 
(AES-128, SHA-1), in tunnel mode and implementation of 
the IA. 
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Abstract—In this paper, an energy efficient architecture for 
Build Energy Efficient GPU and CPU Cluster Using DRBL 
is proposed. This architecture helps administrator not only 
to quickly deploy and manage GPU and CPU Cluster 
environment, but also bring benefit of energy efficiency in 
scientific computing. The experiment simulates 3 cases to 
prove energy efficiency. We will compare GPU and CPU 
Cluster Using DRBL with the design without DRBL. 
According to the experiment results, the architecture 
provides a way to implement a power economization 
computing architecture that reduces energy consumption. 

Keywords-Green Computing; CUDA; DRBL; MPICH2; 
GPU. 

I. INTRODUCTION 

HPC (High Performance Computing) is an important 
research domain for all of human; it helps people to solve 
science questions massively. On the other side, it also 
brings energy consumption and environmental problems. 
In recent years, both green computing and grid computing 
are putting together for discussion, and energy 
consumption optimization becomes a crucial issue to grid 
computing instead of computing performance. 

Education institutions or research organizations that 
demand to adopt Cloud Computing to solve computing 
and energy saving problems may use our toolkit for 
practice or experiment. DRBL helps a lot on energy 
saving and cost down because of the diskless design. The 
DRBL provides a diskless or systemless environment for 
client machines. It works on Debian, Ubuntu, Mandriva, 
Red Hat, Fedora, CentOS and SuSE. DRBL uses 
distributed hardware resources and makes it possible for 
clients to fully access local hardware. We will 
demonstrate how DRBL really works on power saving 
and how much energy DRBL can save. 

Cloud computing is more and more popular recently 
owing to its characteristics such as distribution file system 
[2, 3], implementation of large-scale tasks, analyzing very 
large data sets, etc. As we implement large-scale tasks, 
more power is consumed. Green computing is a growing 
topic in recent years. Our objective is to build an energy-
saving environment by DRBL software. 

Green computing is environmentally responsible use of 
computers and related resources [6, 7]. The goal of green 
computing is efficient resource utilization as well as 
reduced resource consumption [8]. Some suggested 
practices for Green Computing are the following ways: (1) 

find out how much energy in IT system; (2) ensure 
unused equipment are turned off when it is not being used; 
(3) educate staff to the benefits of saving energy and 
recycling; and (4) identify IT management practices that 
reduce power consumption [6].  Some approaches of 
green computing are algorithmic efficiency; virtualization, 
terminal server, and power management (including power 
supply, storage, and other devices). 

The architecture is composed of DRBL (Diskless 
Remote Boot in Linux) [1] MPICH2 (High-performance 
and Widely Portable MPI) [5], and CUDA (Compute 
Unified Device Architecture) [15] software. DRBL server 
offered clients to use MPICH2 and CUDA software. 
Clients don`t install any software. Clients use PXE to 
connect the server and manage the deployment operating 
system. We are necessary installation CUDA driver and 
MPICH2 library on the server. Figure 1 shows system 
environment, and clients can run MPI program and 
CUDA program. 

 

II. BACKGROUND 

A. DRBL 

Diskless Remote Boot in Linux (DRBL) is an open 
source solution to managing the deployment of the 
GNU/Linux operating system across many clients [9]. 
DRBL supports lots of popular GNU/Linux distributions, 
and it is developed based on diskless and systemless 
environment for client machines. Figure 1 shows DRBL 
system architecture. DRBL uses PXE/Etherboot, DHCP, 
TFTP, NFS and NIS to provide services to client 
machines, so it is not necessary to install GNU/Linux on 
the client hard drives individually. Users just prepare a 
server machine for DRBL to be installed as a DRBL 
server, and follow the DRBL installation wizard to 
configure and dispose the environment for client 
machines step by step. It’s really an easy job to deploy a 
DRBL environment on clustering systems even for a 
GNU/Linux beginner. Consequently, cross-platform and 
user-friendly are the key factors that make the DRBL 
become a superior clustering tool. DRBL can efficiently 
deploy diskless or diskfull cluster environment, and 
manage client. It configures these services (TFTP, NIS, 
DHCP, and NFS) to build a cluster environment. 
According to this implementation, an administrator just 
needs two steps to deploy cluster environment. (1) Step 1: 
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Installs DRBL packages and generates kernel and initrd 
for client; (2) Step 2: setup environment parameters, such 
IP address, and numbers of clients. It also provides cluster 
management and cluster system transformation (diskfull 
or diskless system). 

B. CUDA 

In the recent years, the graphic card has become 
powerful computing tools. The CUDA software created 
by NVIDIA Company, CUDA was parallel computing 
architecture Graphics processing units (GPUs) were 
originally designed to perform the highly parallel 
computations required for graphics rendering. The 
massive parallel computing ability has made GPUs very 
powerful devices in solving scientific and engineering 
problems recently. GPU is programmable level upgrade 
due to the great improvement of Semiconductor 
Processing technology. 

General single GPU (Graphics Processing Unit) 
usually contains hundreds of programmable processing 
units, e.g.,   NVIDIA GEFORCE 9800 GT has 112 
processors. It has powerful computation capability for 
engineering scientific problems. GPUs can handle for 
acceleration of image processing, linear algebra 
computations, image processing, molecular dynamics, ray 
tracing and so on. 

In 2006, NVIDIA introduced a general-purpose parallel 
computing architecture, CUDA (Compute Unified Device 
Architecture). CUDA is a new parallel programming 
model that supports C programming language, 
FORTRAN, and now, OpenCL. C++ will soon be 
supported in the future according to the announcement of 
NVIDIA. CUDA gives instruction set for the parallel 
computation in CUDA GPUs. CUDA can solve data-
intensive computing. 

C. MPICH2 

MPICH2 [4] is a tool of the Message-Passing Interface 
for CPU. MPICH2 was proposed by Argonne National 
Lab. MPICH2 is open source which is freely available 
license.It support system, including Microsoft Windows, 
UNIX and Linux (Ubuntu, Centos, Fedora, etc.). The 
latest of version is 2-1.0 that we can download on official 
website.MPICH2 is implementation for distributed-
memory and shared memory in parallel computing. 
MPICH2 offer parallel programming library which 
supports C, C++, Fortran language. The MPICH2 offers 
us some library which uses very convenience. In this 
paper, we use DRBL deploy to MPICH2 and CUDA 
software on PC cluster. 

III. ARCHITECTURE OVERVIEW FOR GPU AND CPU        
      CLUSTER 

A.  GPU and CPU Cluster 

We have 8 computers in the experiment environment. 
We combine DRBL with MPICH2, CUDA in my system 
environment. People can use GPU and CPU clustering 
quickly because DRBL helps to easy and quickly deploy 
GPU and CPU clustering environment. The project is 
suitable for PC classroom. The reasons are as the 
following. (1) PC Classrooms need the same system and 
centre management; (2) It allows all the configuration of 
your client computers by installing just one server 
machine; (3) Only the server has hard disk, ,and client has 
not hard disk; (4) Compared with diskfull design, the 
diskless design saves power consumption in PC 
classrooms. 
        Figure 1 shows system architecture. At least 20 
clients in PC classroom can be easily managed by the 
DRBL server. Each client has 4 cores in CPU cluster. 
Each client gets a NVIDIA GEFORE 9800GT graphics 
card which supports CUDA. Clients are diskless machines. 
Users just prepare a server machine for DRBL installation 
as a DRBL server. They will boot via PXE/Etherboot. 
Users will find that all of these CPUs and memory of 
nodes will merge by DRBL server. We configure 
installation software in the DRBL server before we 
arrange clients. Users just prepare a server machine for 
DRBL installation wizard to configure a push the 
environment for client machines step by step. DRBL can 
support user to massively deploy and effectively manage 
clusters. 
 

 

 

Figure 1.  Using DRBL on GPU and CPU Cluster 
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It is efficient to deploy diskless cluster environment 
by DRBL component. In the first step, it has to install 
DRBL software in the server. If the OS is Debian or RPM 
package system, only l package from DRBL website 
should be installed. Then it needs to execute DRBL 
configuration command “drplsrv –i” to choose your 
Kernel version for nodes and automatically installs the 
packages that DRBL required, such as DHCP, NFS, NIS 
and TFTP. Then, using DRBL deployment command 
“drblpush –i” to push system environment to all clients. 
DRBL offers interactive dialog to help users to build 
DRBL environment and it automatically configures and 
starts all the services required to make the Cluster work. It 
automatically detects the network interfaces that have 
private IP addresses assigned to them and asks 
administrator how many clients will be setup. DRBL 
provides two methods for nodes IP address: (1) fixed IP 
address (binding MAC address): this feature is useful to 
setting up system for security; (2) dynamic IP address 
(range of IP address) in the open environment where 
anyone can add a new machine Experiment Cases. 

B. Experiment Environment 

The experiment uses computers in PC classroom in 
our research center. One of computers has already DRBL 
server with software (such as: MPICH2, g++, gcc, 
NVIDIA-Linux-driver, cudatoolkit, cudasdk and) in the 
server. It's very flexible to transform between two 
different modes cluster environment (diskfull and diskless) 
through DRBL. 

The cluster has 1 server, 7 clients, and the PC are 
equipped with Intel®  Core(TM)2 Quad CPU    Q9550  @ 
2.83GHz. Table Ι illustrates Hardware specifications and 
Software list. 

TABLE I.  HARDWARE SPECIFICATIONS AND SOFTWARE LIST 

Hardware (PC) Software 

Intel(a)  Core™ 2 Quad CPU 
Q6600 2.4Hz 

Ubuntu 10.04 

8 GB RAM Kernel 2.6.32.21 

160GB Hard disk DRBL 1.94-27 

Intel 82571EB Gigabit NIC gcc, g++, fort77, MPICH2 

Hardware(Network switch) 

Linksys SLM2048 48 port 10/100 Gigabit Switch 

 

C. Measured Environment 

Figure 2 shows our experimental and measured 
environment. The measured environment includes one 
DRBL server, seven clients, one network switch, one 
electricity monitor and one notebook for data collection. 
The server was installed DRBL and other software. It can 

transform between diskfull and diskless cluster 
environment easily. These one power distribution units 
(PDUs) supply power to these machines and transport 
power utilization (ampere) to server.  

 

 
Figure 2.  Energy Measured Environment Cluster 

 

The electricity measurement has two categories on my 
environment. These categories are performed with two 
evaluation cases: (1) Examples of CUDA (2) Examples of 
MPICH2. CUDA uses GPU Computing SDK code 
samples. The MPICH2 solves Laplace equation, Gauss 
elimination, and performs Matrix multiplication. 

 

IV. POWER CONSUMPTION CALCULATION AND 

EXPERIMENT DESIGN 

A.  Amazing PDU Utility 

Figure 3 is the power evaluation (Amazing PDU Utility 
[10]). The major functions of Amazing PDU Utility are as 
the following: (1) an Ethernet interface for the built-in 
web server; (2) Audible Alarm (warning and overload); 
(3) Graphical User Interface; (4) Meter; (5) Calculation of 
power consumption  ; (6) Graphics report output. The 
PDU has a total current and Kilowatt record every minute. 
User can observe the current variable and download 
relative data from electricity monitor.  

 

 

Figure 3.  Energy Measured Environment Cluster 
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B. Experiment Design 

We provide three examples to test. We use GPU 
Computing SDK code samples. It can be download from 
the NVIDIA website. We do compile the GPU 
Computing SDK code samples in ubuntu system. The 
examples are briefly introduced as follows: 

 An NBODY use the gravitation potential to 
determining inter-atomic forces. The formulation 
of force present by the following: 

||||
*

|||| 2
ij

ij

ij

ji
ij r

r

r

mm
Gf   

 

 PARTICLE systems are used in many simulations 
from Molecular dynamic and astrophysics 
simulations and computational fluid dynamics, etc. 

 The POSTPROCESSGL example use CUDA to  
interoperability to post-process an image of a 3D 
scene generated in OpenGL. 

 

We use these examples to test in MPICH2 cluster. 
The following examples have paralleled programming. 
The example is introduced by the following. 

 Using finite difference method to solve Laplace 
equation. The Laplace equation is given by:                      
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By numerical discretization, substituting Eqn in the 
Laplace equation, we defined  

               )(
4

1
1,1,,1,1,   jijijijiji          (2) 

This example handles 4096*4096 meshes on 32 
processors. 

 

 The Gauss Elimination method solves matrix 
equations. The algebraic equation is AX=B. This 
example handles 3200*3200 meshes on 32 
processors. 
 

 The MATRIX MULTIPLICATION is important 
for linear algebra. This example handles 
4096*4096 meshes on 32 processors. 

 

C. Power Consumption Result 

Table II is Kw/h for CUDA, MPICH2 in power 
consumption. Table Ш shows the power saving 
percentage in power evaluation experiment. Table IV is 
execution time. NBODY example saves almost 9 % 
power compared to boot with hard disk, PARTICLE 
example saves almost 11 % power compared to boot with 
hard disk, POSTPROCESSGL example saves almost 5.8 
% power compared to boot with hard disk, LAPLACE 
EQUATION example saves 3.8 % power compared to 
boot with hard disk, GAUSS ELIMINATION example 
saves 3.4 % power compared to boot with hard disk, 
MATRIX MULTIPLICATION example saves 4.1 % 
power compared to boot with hard disk. 

TABLE II.  ALL EXAMPLES OF POWER CONSUMPTION 

CUDA(1-3) 

MPICH2(4-6) 

PXE boot 
with DRBL 

server 
(Kw/h) 

Local boot with 
hard disk (Kw/h) 

1.NBODY 0.02889 0.03178 
2.PARTICLES 0.02864 0.03225 
3.POSTPROCESSGL 0.02586 0.02746 
4.LAPLACE EQUATION 0.04069 0.04234 
5.GAUSS ELIMINATION 0.02439 0.02525 
6.MATRIX MULTIPLICATION 0.03982 0.04153 

 

TABLE III.  POWER SAVING PERCENTAGE IN POWER 
EVALUATION EXPERIMENT 

CUDA(1-3) 

MPICH2(4-6) 

Boot with DRBL design VS boot 
with hard disk (%) 

1.NBODY 9.09377 
2.PARTICLES 11.1938 
3.POSTPROCESSGL 5.826657 
4.LAPLACE EQUATION 3.897024 
5.GAUSS ELIMINATION 3.405941 
6.MATRIX MULTIPLICATION 4.117505 
*Boot with DRBL design VS boot with hard disk = 
( Local boot with hard disk - PXE boot with DRBL 
server ) / Local boot with hard disk * 100%. 
 

TABLE IV.  TIME CONSUMING IN POWER EVALUATION 
EXPERIMENT 

CUDA job PXE boot 
with DRBL 
server (s) 

Local boot 
with hard disk 
(s) 

NBODY 60 60 
PARTICLES 60 60 

POSTPROCESSGL 60 60 
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TABLE V.  TIME CONSUMING IN POWER EVALUATION 
EXPERIMENT 

MPICH2 job PXE boot 
with DRBL 
server (s) 

Local boot 
with hard disk 
(s) 

Laplace equation 75 77 
Gauss elimination 42 44 

Matrix 
multiplication 

66 70 

 

V. DISCUSSION AND CONCLUSION 

We can say that the diskless design of DRBL can bring 
effect on power saving for CPU and GPU applications. 
Table III presents all cases. It shows that the power 
consumption percentage in our experiment. Owing to the 
bottleneck of high throughput I/O data communication 
and overhead, the DRBL architecture is not suitable for 
I/O intensive applications. On the other hand, it brings a 
great benefit to those CPU intensive applications with 
RAM disk [11]. 

In the future, we will research into the relation 
between power consumption and various CPU, GPU 
frequencies on Ubuntu. We can use cpufreqd instruction 
that adjusts CPU frequency under diskfull and diskless 
environment. CPU frequency is dynamically controlled 
by cpufreqd. We can use NVClOCK software  to 
overclock NVIDIA based video cards on the Linux 
system. GPU frequency is dynamically controlled by 
NVClOCK. 

We can observe the effects of various CPU, GPU 
frequencies on power consumption under diskfull and 
diskless environment. The green computing is more and 
more important in the future, we still have lots of 
performance tuning and power measuring work for 
advanced evaluation. Some of the tools are used for 
advanced evaluation,  such as bootchart [12], lm-sensors 
[13] and powertop [14]. 
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Abstract— The purpose of this study is to develop an 

inventory-based control policy to reposition empty container in 

a multi-port system with uncertain customer demand. A single-

level policy with repositioning rule in terms of minimizing the 

repositioning cost is proposed to manage the empty container 

with periodical review. The objective is to optimize the 

parameters of the policy to minimize the expected total cost per 

period incurred by repositioning empty container, holding 

unused empty container and leasing empty container. The 

problem is solved by applying non-linear programming and a 

gradient search approach with Infinitesimal Perturbing 

Analysis (IPA) estimator. Numerical examples are given to 

demonstrate the effectiveness of the proposed policy. 

Keywords- empty container repositioning; inventory control; 

simulation; Infinitesimal Perturbation Analysis (IPA). 

I.  INTRODUCTION  

In the last few decades, the containerization of cargo 
transportation has been the fastest growing sector of the 
maritime industries. The growth of containerized shipping 
has presented challenges inevitably, in particular to the 
management of empty containers arising from the highly 
imbalanced trade between countries. It is reported that empty 
container movements constitute approximately 20% of the 
world ports handing activity ever since 1998 [1]. Song [2] 
reports that the cost of repositioning empty container is just 
under $15 billions, which is 27% of the total world fleet 
running cost based on the data for 2002. If the cost of 
repositioning empty container can be reduced, the shipping 
company could increase profit and improve competitiveness. 
Therefore, how to effectively and efficiently manage ECs is 
a very important issue for shipping company and it is known 
as empty container repositioning (ECR) problem. 

Much attention about ECR problem has been focused on 
utilizing mathematic models to solve this issue [3-7]. 
Mathematic models can often capture the nature of the 
problem, while give rise to concerns, such as requirement of 
a pre-specified planning horizon, sensitivity of the decisions 
to data accuracy and variability and implementation of the 
decisions in the stochastic systems [8, 9]. Recently, several 
authors turn to explore the inventory-based mechanism in 
addressing the ECR problem in the stochastic systems [2, 10, 
11]. These studies demonstrate that the optimal repositioning 
policies are of the threshold control type, characterized by 
some parameters and rules, in some situations such as one-
port and two-port systems. Researchers extend the above 

works to more general systems and focus on the 
implementation of threshold-type control policies [9, 12~14].  

In this paper, we consider the ECR problem in a multi-
port system which comprises a set of ports connected to each 
other and a fleet of owned containers are used to meet the 
stochastic customer demands. A single-level threshold policy 
with repositioning rule in terms of minimizing the 
repositioning cost is proposed to manage the EC with 
periodical review. The objective of the paper is to minimize 
the expected total cost per period, including transportation 
cost and holding and leasing cost by optimizing the 
parameters of the single-level policy. The paper is organized 
as follows. Section II presents the formulation for our 
problem. Section III describes the Infinitesimal Perturbation 
Analysis (IPA)-based gradient technique to solve the 
problem. Section IV illustrates the numerical studies. 
Conclusions are provided in the last section. 

II. PROBLEM FORMULATION 

We consider a multi-port system, consisting of ports 
connected with each other. A fleet of owned ECs meets 
exogenous customer demands, which are defined as the 
requirements for transforming ECs to laden containers and 
then transporting these laden containers from original ports 
to destination ports. A single-level threshold policy with 
periodical review is employed to manage the ECs. At the 
beginning of a period, the ECR decisions are made for each 
port, involving whether to reposition ECs, to/from which 
ports, and in what quantity. Then, when the customer 
demands occur in the period, we can use those containers 
that are currently stored at the port and those ECs that are 
repositioned to the port in the period to satisfy. If it is not 
enough, we need to lease additional ECs immediately from 
vendors. We make the following assumptions: 

 The owned container fleet is fixed. 

 Short-term leasing is considered and the quantity of 
the leased ECs is always available in the port at any 
time.  

 The leased ECs are not distinguished from owned 
container. 

 Twenty-foot equivalent unit (TEU) is used to 
represent a container. 

 The travel time for each O-D pair       (from 
port   to port  ) is less than one period length. 

 When the repositioned ECs arrive at the destination 
ports, they will become available immediately. 
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 When the laden containers arrive at the destination 
ports, they will become empty and be available at 
the beginning of next period. 

A. Notation  

To formulate the problem, following notations are 
introduced firstly. 
  The fleet of owned empty containers 

  The set of ports 

  The discrete time decision period 

  
  The surplus port subset in period   

  
  The deficit port subset in period   

  
  The balanced port subset in period   

     The beginning on-hand inventory of port   in period   
     The inventory position of port    in period    after 

making the ECR decisions 

       The amount of ECs repositioned from surplus 
port   to the port   in period   

       The random customer demand for the O-D 
pair       in period   

   The vector of the beginning on-hand inventory in 
period   

   The vector of the inventory position in period   
   The array of repositioned quantities for all ports 

    
  The amount of estimated EC supply for surplus 

port   in period   
    
  The amount of estimated EC demand for deficit 

port   in period   
   
 

The stochastic customer demands in period  , which 
is the array of a realization of the customer demands 

    
  The cost of repositioning an EC from port   to port   

  
  The cost of holding an EC at port   per period 

  
  The cost of leasing an EC at port   per period 

   The threshold of port   

  Vector of the thresholds 

To simplify the narrative, the following notations are 
introduced. 
    
                 The sum of ECs repositioned out from 

          port   in period   
    
                    The sum of ECs repositioned into port

            in period   
    
                 The sum of exported laden containers 

         of port   in period   
    
                    The sum of imported laden containers 

         of port   in period   
             the cumulative distribution function for     

  

         
      

  

 

The amount of the difference between 
 the laden container inbound and  
outbound of port   in period     

It should be pointed out that    is a given state variable, 
i.e., the given initial on-handing inventory; while     is a 
decision variable for    . The ECR decisions are made at 
the beginning of period   firstly. Then, the inventory position 
can be obtained by 

After customer demands are realized and the laden 
containers become available, the beginning on-hand 
inventory for the next period can be updated by 

Next, we present the single-level threshold policy to 
determine the repositioned quantities    in period  . 

B. A Single-Level Threshold Policy  

To make the ECR decisions, a single-level threshold 
policy is developed, which tries to maintain the inventory 
position at a target threshold value   . More specifically, 
port   has a target threshold, namely   ; in each period, such 

as in period   , if the beginning on-handing inventory of 
port  , namely      is greater than its threshold value, i.e.,   , 

then it is a surplus port and the quantity excess of    can be 

repositioned out to other ports that may need it to try to bring 
the inventory position down to   ; if      is less than   , then 

it is a deficit port and ECs should be repositioned into this 
port from surplus ports to try to bring the inventory position 
up to   ; if      is equal to   , then it is a balanced port and 

nothing is done. 
Without loss of generality, we consider the ECR 

decisions in period   . According to the threshold policy, 
three subsets, i.e., surplus port subset, deficit port subset and 
balanced port subset can be obtained as follows: 

   
             ;  

             ;   
             . 

When either the surplus port subset or the deficit port subset 
is empty, we do nothing. That is, no ECs are repositioned 

and we can have      . However, when    
  and    

  are 
nonempty, we can compute the amounts of EC supplies of 
surplus ports and EC demands of deficit ports by: 

Then, the problem is about moving ECs from surplus ports to 
deficit ports in the right quantity at the least movement cost. 
A transportation model is formulated to solve this problem as 
follows: 

Constraints (6) and (7) are resource constraints. Constraint 
(8) implies that the amount of total exported ECs from the 
surplus ports is capacitated by the amount of total demands 
of all deficit ports; thus, we can try to bring the inventory 
position of each port back to its threshold level. Constraints 
(9) are the non-negative repositioned EC quantity 
constraints.  

Solving the transportation model, we can obtain the 
repositioned quantities from the surplus ports to the deficit 
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ports. To further complete the value of   , which involves 

the repositioned quantities for all ports, we set         
                         for a balanced port     

 , 

                  for a surplus port      
  and         

           for a deficit port      
 , which reflect the 

facts that a balanced port does not reposition in or out ECs, a 
surplus port does not reposition in ECs and a deficit port 
does not reposition out ECs, respectively. 

C. The Optimization Problem 

Let        be the expected total cost per period with the 
fleet size   and policy parameter  . The problem, which is to 
find the optimal parameters of the given policy, 
namely    that minimizes the expected total cost per period 
can be formulated as 

subject to the single-level threshold policy, the given fleet 
size    and the inventory dynamics equations (1) and (2). 
With a slight misuse of the notation, we drop the 

subscript   in the notations of             and     
  for ease of 

description. More specifically,        can be formulated as: 

where          is the total cost in one period;       and 
        are the EC repositioning cost and   the total EC 
holding and leasing cost in one period, respectively. We have 

where        
   represents the EC holding and leasing cost 

of port   in one period;             . 
Next, we consider the problem under balanced scenario, 

followed by that under unbalanced scenario. Here, balanced 
(unbalanced) scenario is the scenario in which the total 
amount of estimated EC supply is equal (not equal) to the 
total amount of estimated EC demand in each period. From 

(3) and (4), it is observed that       
 

    
       

 
    

    

      . Hence, a scenario with          is a balanced 

scenario and a scenario with          is an unbalanced 

scenario. 
1) Balanced Scenario: Consider the problem in the 

balanced scenario. We can obtain the optimal solution of 
(10) analytically, since it only depends on the holding and 
leasing cost function. The explanations are as follows.  

From the transportation models, we know that the 
repositioning out (in) requirement of each surplus (deficit) 
port can be fully satisfied in each period in a balanced 
scenario. Thus, after making ECR decisions, the inventory 
position level of each port can be always kept at its target 
threshold level. It implies that the estimated EC supply 
(demand) of the surplus (deficit) port in a period, except the 
initial period, will be independent from the parameters of the 
fleet size and the thresholds, and just depend on its customer 
demands in the previous period. Consequently, the EC 

transportation cost and the total EC holding and leasing cost 
in one period will be independent; and the expected EC 
transportation cost per period will be independent from 
parameters of    and   . Further speaking, the optimal 
solution only depends on the expected total EC holding and 
leasing cost function. The problem (10) in the balanced 
scenario can be simplified to an non-linear programming as: 

where the value of fleet size   is given. 
Considering the convexity of the above cost function and 

taking use of the K.K.T. conditions, we can obtain the 
optimal solution of the NLP by solving (14) and (15). 

where     is the Lagrange Multiplier of the balance 
constraint. 

Remark: Let        be the optimal thresholds in the 
balanced scenario with given fleet size. Given customer 
demands, we know that        can achieve the minimum 
holding and leasing cost for the problem (10). However, it 
may not achieve the minimum expected total cost per period 
for the problem, because we can find other thresholds 
achieving less transportation costs than that achieved 
by     . For example, when we set all the thresholds going 
to infinite so that no ECs will be repositioned, the 
transportation cost in this scenario will be zero and less than 
that in the scenario with      . Thus, we next consider the 
unbalanced scenario. 

2) Unbalanced Scenario: Consider the problem in the 
unbalanced scenario. By taking advantage of the structure of 
the problem, we find an interesting property about the 
transportation cost as follows: 
Property I: In an unbalanced scenario, the transportation 
cost in a period, except the initial period, could be less than 
or equal to that in a balanced scenario with same customer 
demands. 
Intuitively, for example, if a exported-dominated port has the 
probability to become a surplus port, i.e., it needs to 
reposition out ECs to other ports, repositioning in less ECs 
than its threshold in this port in advance when it becomes a 
surplus port will reduce its EC repositioning out quantity. 
Hence, less transportation cost in a period in an unbalanced 
scenario could be occurred.   

Since there is no closed-form formulation for the 
computation of expected total cost per period in the 
unbalanced scenario involving the repositioned EC quantities 
from the transportation models, we adopt the simulation to 
estimate        given values of   and   as shown in (16).   

where             is the total cost in period  ;         and 
         are the EC repositioning cost and   the total EC 
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holding and leasing cost in period   and can be obtained from 
(12) and (13), respectively;   is the amount of the simulation 
periods. It is significant to highlight that solving (10) in the 
unbalanced scenario is difficult. In order to find an optimal 
solution to the problem, we need to use a search-based 
method. In next section, we develop an optimization 
technique namely IPA-based gradient technique. 

Summarizing above discussions, we can get that given 
fleet size and customer demands, the minimum expected 
total cost per period could be achieved in either the balanced 
scenario or unbalanced scenario. The optimal solution under 
balanced scenario can be obtained analytically by solving 
(14) and (15), and under unbalanced scenario by applying 
the proposed IPA-based gradient technique. 

III. IPA-BASED GRADIENT TECHNIQUE 

IPA is able to estimate the gradient of the objective 
function from one single simulation run, thus reducing the 
computational time. Moreover, it has been shown that 
variance of IPA estimator is lower, compared with many 
other gradient estimators [15]. Thus, we propose an IPA-
based gradient technique to search the optimal solution in the 
unbalanced scenario. The overall IPA-based gradient 
technique is briefly described in Fig. 1. 

As shown in Fig. 1, given the parameters of the fleet 
size   and the policy   with         , we first calculate 

the total cost and estimate the gradient of total cost with 
respect to the thresholds in all periods. We estimate the 
gradient in a period using the concept of perturbation 
propagation from IPA [16], the dual information of the LP 
model and the chain rule. Then, we can obtain the expected 
total cost per period  and the gradient of        . This 
gradient can provide a direction for finding new parameters 
of the policy that may have a lower expected total cost per 
period and hence the hill climbing algorithm is used to 
update the parameters of the policy. Finally, when the 
termination criteria are satisfied, the simulation is stopped. 

To estimate the gradient of expected total cost per period, 
we take a partial derivation of (16) with respect to the 
threshold of port  . With the help of (13), we can obtain 

where for the inventory holding and leasing cost function, 
we use the expected holding and leasing cost function to 
estimate the gradient instead of using the sample path since 
we are able to get the explicit function to evaluate the 
average gradient;            measures the impact of the 
transportation cost in period    when the threshold is 

changed;              
         measures the impact of the 

holding and leasing cost function of port   in period   when 
the inventory position level is changed;           measures 

the impact of the inventory position level of port    in 
period   when the threshold is changed. 

 

      
We define the nominal path as the sample path generated 

by the simulation model with parameter   and the perturbed 
path as the sample path generated using the same model and 
same random seeds, but with parameter     , where      
    . Without loss of generality, we only perturb the 
threshold of port   and keep the thresholds of the other ports 

unchanged, i.e.,      
         and      

 
    for other 

port  , where the value of     is infinitesimally small. By 
“sufficiently” small, we mean such that the surplus port 
subset and deficit port subset are same in the both nominal 
and perturbed paths in every period. Oftentimes, we will 
present the changes in various quantities by displaying with 
argument   . We perturb     in all periods and the 
representative perturbation flow in period   is shown in the 
Fig. 2. 

In our problem with real variables, the probability of 
having balanced port is close to 0. In other word, 
port   should be either surplus port or deficit port in period  . 
From (3) and (4), we can derive that       

        

         
  and       

                 
 . Hence, in 

Fig. 2, the perturbation of     will work together with the 
perturbation of      to affect the estimated EC 

supply/demand, namely       
       

  for some ports. We 

know that the estimated EC supply/demand of a port is the 
RHS of the corresponding port’s constraint in the 
transportation model. It implies that the perturbations of 
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Figure 2. The Perturbation Flow 
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Figure 1. The flow of the IPA-based gradient technique 
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  of some ports could affect the optimal 

repositioning quantities of some ports, which, of course, will 
affect the total optimal repositioned out/in quantities of some 

ports, namely      
         

  . From (1), we know that       

          
      

      . The perturbation of     will 

work together with the perturbation of      
         

  of some 

ports to affect the perturbation on EC inventory positions, 
namely       for some ports. Furthermore, the perturbation 

of      
       

  will affect the transportation cost and the 

perturbation of       will affect the total holding and leasing 

cost. From (2), we have        , which implies that the 
perturbation on the inventory position will be fully 
propagated to the beginning on-hand inventory of next 
period.  

The flowing notations are introduced. 

     the set of ports whose beginning on-hand inventory in 
period    are affected by perturbing threshold of 
port  ,        

     the set of ports whose total optimal repositioned 
quantities  are changed by perturbing the estimated 
EC supply/demand of port   in period  ,        

      the corresponding dual variable for port   constraint 
 in the transportation model in period   

             a indicator function, which takes 1 if the 
condition is true and otherwise 0 

Tracing the perturbations by following the flow in Fig. 2, 
we can obtain that in period  ,      will be either empty or 

consist of a pair of ports, i.e.,         or                . 

Similarly,      will be either empty or consist of a pair of 

ports, i.e.,         or                . We can obtain the 

gradient of expected total cost per period with respect to    in 
(17) can be approximated by (18). In (18), the first term of 
the RHS presents the perturbation on the transportation cost 

when        ; the second term of the RHS presents the 

perturbation on the transportation cost when        ; the 

third term of the RHS presents the perturbation on the 
holding and leasing cost when         and        ; the 

forth term of the RHS presents the perturbation on the 
holding and leasing cost when         and        ; the 

fifth term of the RHS presents the perturbation on the 
holding and leasing cost when        ,         and  

          ;       can be obtained by applying a proposed 

modified stepping stone approach with perturbing the 
estimated supply/demand of port    in period   . We know 

that        in the initial period; and for    ,      can be 

obtained as follows: (a)            , when          ; 

(b)             , when           and           
  ; 

(c)       , when         ,          
   and          

  ; 

(d)                   
 , when          ,          

   and 

         
  . 

 
 

where the value of            in (18) is calculated by 

IV. NUMERICAL RESULTS 

In this section we aim to evaluate the performance of the 
proposed single-level threshold policy (STP). For 
comparison, a match back policy (MBP) is introduced. Such 
policy is widely accepted and applied in practice and its 
basic principle is to match the containers back to the original 
port. Mathematically,    

The NLP in the balanced scenario is solved by Matlab 
(version 7.0.1). The IPA-gradient based algorithm is coded 
in Visual C++ 5.0. All the numerical studies are tested on 
and Intel Duo Processor E6750 2.67GHz CPU with 4.00 GB 
RAM under the Microsoft Vista Operation System. We set 
the simulation period          with warm-up period    
=100. For the STP, the termination criteria are that the 
maximum iteration for finding the optimal thresholds, 
namely       is achieve, or the expected total cost in the 
iteration   is larger than that in the previous iteration. We 
set           . For the MBP, since the transportation cost 
is independent from the parameter of fleet size, we set the 
inventory position in the initial period be equal to the optimal 
inventory position which minimizing the expected holding 
and leasing cost.  

For a three-port system, we compare the performance of 
both policies based on the expected total cost per period. we 
give the fleet size from 483 TEUs to 1128 TEUs to 
investigate the effect of the fleet size on the expected total 
cost. Fig. 3 shows the results. It is observed that STP 
outperforms MBP for all cases. The expected total cost per 
period savings achieved by STP over MBP are of the order 
of 12.75%~37.18%. One possible explanation is that STP 
makes the ECR decisions in terms of minimizing the 
transportation cost.  Hence, it is important for operators to 
use intelligent method in repositioning ECs, instead of 
resorting to simple way such as the MBP. 
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From Fig. 3, it reveals that the optimal average total cost 

appears to be convex with respect to the fleet size for each 
system. It reflects the intuition that the optimal fleet size is 
the trade-off between the transportation cost and the holding 
and leasing cost.  

V. CONCLUSION AND FUTURE WORK 

In this paper, the EC repositioning problem in a multi-
port system is considered. A single-level inventory-based 
policy with the repositioning rule in terms of minimizing 
transportation cost is developed to reposition ECs 
periodically by taking into account demand uncertainty and 
dynamic operations. Two approaches, non-linear 
programming and IPA-based gradient technique are 
developed to solve the problem optimizing thresholds of 
policy under balanced and unbalanced scenarios, 
respectively. The numerical results provide insights that by 
repositioning the ECs intelligently, we can significantly 
reduce the total operation cost.  

The main contributions of the study are as follows: (a) a 
single-level threshold policy with a repositioning rule in 
terms of minimizing transportation cost is developed for 
repositioning ECs in a multi-port system. To the best of our 
knowledge, few works consider the repositioning rule which 
is related to the transportation costs; (b) by developing the 
method to solve the difficult ECR problem, i.e., using IPA to 
estimate the gradient, it is innovative and provides a potential 
methodology contribution in this field 

We strongly assumed that the ECs are dispatched 
between each pair of ports in one period. It may not be the 
right one period in some general cases. Further research is 
needed to relax the one-period assumption and consider the 
problem with different time dimension for the repositioning 
time. The main challenge is to track the perturbations along 
the sample path.  
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Abstract—To incorporate uncertainties in empty container 

repositioning problem, we formulate a two-stage stochastic 

programming model with random demand, supply, ship weight 

capacity and ship space capacity. The Sample Average 

Approximation (SAA) method is applied to approximate the 

expected value function. Several non-independent and 

identically distributed sampling schemes are considered to 

enhance the performance of the SAA method. Numerical 

experiments show that near-optimal solutions could be 

provided by the SAA method with these sampling schemes.  

Keywords-empty container repositioning; simulation 

optimization; sample average approximation; supersaturated 

design  

I.  INTRODUCTION  

One main issue in the containerized transportation is the 
imbalance of container flow, which is the result of global 
trade imbalance between different regions. Thus, 
maintaining higher operational cost efficiencies in 
repositioning empty containers becomes a crucial issue in 
shipping industry.  

There are increasing studies on empty container flows in 
recent years [1][2]. In the maritime transportation, container 
operators have to deal with some uncertain factors like the 
real transportation time between two ports/deports, future 
demand and supply, the in-transit time of returning empty 
container from customers, and the available capacity in 
vessels for empty containers transportation, etc. The 
uncertain nature of parameters is taken into account in 
several studies [3][4]. A multi-scenario model was proposed 
in [5] to address the Empty Container Repositioning (ECR) 
problem in a scheduled maritime system. In their study, 
opinions of shipping companies were considered to generate 
scenarios when the distributions of uncertain parameters 
cannot be estimated through historical data. Our study 
focuses on developing scenario-based model when the 
distribution of uncertain parameters can be estimated through 
historical data. Random scenarios could be generated based 
on these distributions. However, it is difficult to solve the 
stochastic ECR problem with a large number of scenarios. In 
this case, we apply the Sample Average Approximation 
(SAA) method to solve the stochastic ECR problem with 
multiple scenarios.  

The SAA problem with multiple scenarios is usually 
difficult to solve due to its large scale. In this study, we try to 
enhance the SAA method with well-planned samplings 

which are more representative. The motivation of this idea is 
to get acceptable solutions by solving SAA problems with a 
small number of scenarios. Independent and identically 
distributed (i.i.d) sampling is well studied for construction 
approximations [6][7]. On the other hand, SAA with non-
i.i.d samplings is also studied in recent year [8][9]. 
Empirically, it was shown that Latin Hypercube (LH) and 
Antithetic Variates (AV) methods outperform those under 
i.i.d sampling, with LH outperforming AV [10]. In [11], U 
design was used to further enhance the accuracy of the SAA 
and their theoretical results showed that the SAA with U 
designs can significantly outperform those with LH designs. 
In this study, we try to do as a whole very few experiments 
(even less than the number of degrees of freedom of the 
system when that is possible) and still get a satisfying 
approximation. To our knowledge, no existing study applies 
the SAA method with non-i.i.d samplings to the stochastic 
ECR problem where the distributions of uncertain 
parameters are known. This study is to fill in this gap. 

The paper is structured in the following way. Section I 
concerns introduction; In Section II, we provide the 
description of a basic deterministic model and our two-stage 
stochastic model for ECR. Section III shows the solving 
methodologies to solve our proposed model. The SAA 
method and the sampling schemes to enhance SAA are 
explained. Section IV presents the results of computational 
studies. Finally, we give conclusions and outline directions 
for future research in Section V. 

II. PROBLEM FORMULATION 

The focus of this study is to make operational level 
maritime ECR decisions for shipping companies. As the 
global container transportation network is large and complex, 
the ocean liners usually divide the global network into 
several regions and appoint regional operators to manage the 
container flows for each region. Because of the long lead 
time of the across-region empty containers, ocean liners 
usually make ordering decisions depending on forecasting to 
make decisions on ordering. Due to the booking system used 
in the maritime transportation, demand, supply and the 
available ship capacity in the near future could be forecasted 
accurately. However, it is difficult to obtain accurate 
forecasting for more than one or two weeks. Currently, 
container operators make decisions based on the nominal 
forecast value. Because of the differences between the 
expected value and the realized value, inefficient solutions 
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may be produced. These decisions have to be recovered at 
real-time operations. 

A. The Deterministic Model  

If all parameters in the planning horizon are known, the 
deterministic time space model for ECR could be formulated 
as follows, where the actual service schedule and most port 
requirements are considered. Details of this model could be 
found in [12]. 
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Subject to  

The objective function is to minimize the total operation 

cost in the planning horizon. 
tTC  is the total operational cost 

at time t. The operational costs include the handling cost 
(unloading cost and loading cost), the holding cost, the 
penalty cost and the transportation cost. 

, , ,t s v ku , 
, , ,t s v kw , 

, , ,t s v kx , , ,t i ky , and , ,t i kz  are decision variables, where 
, , ,t s v ku  is 

the number of empty containers of size k unloaded at stop s 
from service v at time t, 

, , ,t s v kw   is the number of empty 

containers of size k loaded from stop s onto service v at time 

t, , , ,t s v kx  is the number of empty containers of size k 

transported from stop s to next stop on service v leaving stop 

s at time t, , ,t i ky  is the number of empty containers of size k 

stored at port i at time t, and 
, ,t i kz  is the number of empty 

containers of size k that cannot be satisfied by the empty 

containers stored at port i at time t. 
, ,

u

t i kc , 
, ,

w

t i kc , 
, , ,

x

t s v kc , 
, ,

y

t i kc , 

and 
, ,

z

t i kc  are the corresponding cost parameters of 

unloading, loading, transportation, storing and penalty 
respectively. V is the set of services. P is the set of ports. Q is 

the set of regions. K is the set of container sizes. And 
vS  is 

the set of stops on service v. 
,v sD  is the set of periods in 

which service v departs from its stop s. 
,v sA  is the set of 

periods in which service v arrives at its stop s. 
Constraint (1) and constraint (2) are ship capacity 

constraints. 
, ,t s v  is residual space capacity on service v 

when it leaves stop s at time t, and , ,t s v is residual weight 

capacity on service v when it leaves stop s at time t. 
kg  and 

kh  are volume and weight of one container of size k. These 

two constraints should be considered when there is a service 
leaving the port. Constraint (3) guarantees the balance of the 

container flows at each service. ,v sb is the transportation time 

from stop s to next stop on the service v. 
,v sd  is the number 

of days that the service v stays at stop s. Constraint (4) 
ensures that the number of empty containers unloaded from a 
vessel should not exceed the total number of empty 
containers in the vessel. These two constraints should be 
considered when there is a service arriving at a port. 
Constraint (5) considers the balance of the container flows at 

each port at each time. , ,t i k  is the supply of empty 

containers of size k in port i at time t, and 
, ,t i k  is the 

demand of empty containers of size k in port i at time t. 

,v sp is the port corresponding to the stop s on service v. 

Constraint (6) ensures that all variables are non-negative. 

B. The Stochastic Model 

In this study, we develop a stochastic programming 
model which takes account into four uncertain parameters, 
i.e. the demand (the empty containers that picked up by the 
customers to load cargos), the supply (the empty containers 
that returned by the customers), the available ship space 
capacity and available ship weight capacity for empty 
containers. Other uncertain factors like the transportation 
time between two ports are not considered. We also do not 
consider container substitution in this study. We assume that 
service schedule is given and fixed in the planning horizon. 
This assumption is valid as the planning horizon of our 
operation model is short (several weeks), and the service 
schedule is not changed frequently. In order to incorporate 
the deterministic information and the uncertain information, 
a two-stage stochastic programming is developed. This 
model is run in a rolling horizon manner. ECR decisions are 
made at the beginning of stage 1 and will be made again 
when new information is collected. 

Let   denotes a scenario that is unknown when 

decisions at stage 1 are made, but that is known when the 
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decisions at stage 2 are made, where Ω is the set of all 
scenarios. A two-stage stochastic model for ECR is 
formulated as follows. 

Stage 1 

x1: Decisions at stage 1 
x2 (ω): Decisions for scenario ω at stage 2 given x1 

c1, 2c : The cost vector at stage 1 and stage 2 respectively 

A1, B1, A2, B2: The coefficient matrices of x1 or x2  

a1, a2(ω): The RHS of constraint (8) and constraint (12) 
respectively 

v: The vector of end container states of stage 1. It is the 
empty container inventory at each port and at each vessel at 

the end of stage 1. 1 2, ,...,{ }Kv v vv   

v(x1): The vector of initial container states of stage 2 
given x1 

The objective function of stage 1 is to minimize the total 

operational cost in the planning horizon. 1 1c x  is the 

operation cost at stage 1. 1[ ( , ( ))]pE Q x    is the expected 

cost at stage 2, where p is the probability distribution of 
uncertain parameters. We assume that the probability 

distribution p on Ω is known in the stage 1. 1( , ( ))Q x    is 

the objective function of stage 2, which is the operational 
cost at stage 2 given x1 and scenario ω. Constraint (8) and 
constraint (12) includes the typical constraints of ECR 
problem in the deterministic model, i.e. ship capacity 
constraint, service flow constraint, and port flow constraint. 
Constraint (9) is to set the end container states of stage 1, 
which are also the initial container states of stage 2. 
Constraint (13) is to set the initial container states of stage 2. 

III. SOLVING METHODOLOGY 

Our stochastic problem is hard to solve as it is difficult to 
evaluate the expected cost of stage 2 for a given x1, i.e. 

1[ ( , ( ))]pE Q x   . It requires the solutions of a large number 

of stage 2 optimization problems. In this study, we consider 
applying the SAA method to solve the stochastic ECR 
problem. The basic idea of SAA method is that the expected 
objective function of the stochastic problem is approximated 
by a sample average estimate derived from a random sample 

and the resulting SAA problem could then be solved by 
deterministic optimization techniques [6]. 

A. The SAA Method 

A sample with N scenarios { 1 , 2 ,…, N  } is 

generated according to the probability distribution p. The 
SAA problem is formulated as follows. 

1 1 2 2

1

1
ˆ min [ ( )]

N
n

N

n

g c x c x
N




    (15) 

Subject to (8), (9); and (12), (13) for n=1,2,…,N 

0v , 01x , 0)(2 nx    for n=1,2,…,N (16) 

 
The SAA problem can then be solved by deterministic 

optimization methods. The optimal solution x̂  and the 

optimal value ˆ
Ng  of the SAA problem could be obtained. x̂  

is a candidate solution of the true problem. Note that when 
this sample is an i.i.d random sample of the random vector, 

ˆ ( )Ng x is called a (standard) Monte Carlo estimator of ( )g x . 

To evaluate the objective value given the candidate solution 

x̂ , we consider generating an independent sample with N’ 

scenarios, where N’ is much larger than N. Let 

'
ˆ ˆ( )

N
g x is defined to estimate the objective value ˆ( )g x  of an 

feasible solution x̂ .   

In order to get a better solution, we can generate M 
independent samples equally with N scenarios. By solving 
the corresponding M independent SAA problems, we can get 

M candidate solutions 1ˆ
Nx , 2ˆ

Nx , …, ˆM
Nx  and the objective 

values 1ˆ
Ng , 2ˆ

Ng , …, ˆ M
Ng . It is natural to take *x̂  as one of 

the optimal solutions of these SAA problems which provides 
the smallest estimated objective value,  

To estimate the performance of SAA method, we need to 
calculate the optimality gap, i.e. the difference between the 
lower bound and the upper bound. This gap can be used to 

evaluate the quality of the solution. As *x̂  is a feasible 

solution of the stochastic ECR problem, 
'

*ˆ ˆ( )
N

g x  gives an 

estimate of the upper bound of the true optimal objective 
value of the true problem. On the other hand, as N realized 
scenarios are considered in the SAA problems, the objective 

value of the SAA problem ˆ
Ng  has a negative bias. Let M

Ng  

denotes the average objective value of the M SAA problems,  

M
Ng  provides a statistical estimate for a lower bound of the 

true optimal value of the true problem. The optimality gap 
could be estimated as 

1 1 1 1min ( ) [ ( , ( ))]pg x c x E Q x     (7) 

subject to  1 1 1A x a  (8) 

1 1B x v  (9) 

1 0x   (10) 

Stage 2:  For a realized scenario , we have  
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B. Non-i.i.d Samplings  

Due to its large scale, the SAA problem (15)-(16) for the 
real scale ECR is difficult to solve. In this case, the sampling 
should be well-planned. We try to generate samplings with a 
small number of scenarios (the number of scenarios is even 
less than the random variables of the stochastic ECR 
problem) and still get acceptable solutions. In this study, 
three sampling schemes are considered to enhance the 
performance of the SAA method for the stochastic ECR 
problem.  

1) Latin Hypercube (LH) Sampling: In computer 

experiments, it is well know that LH design achieves 

maximum stratification in one-dimensional projections. The 

idea is to partition the sample space, and the number of 

sample points on each region should be proportional to the 

probability of that region. This way we ensure that the 

number of sampled points on each region will be 

approximately equal to the expected number of points to fall 

in that region. 
2) AG Design: AG deign is a supersaturated design 

which is introduced in [13]. One good property of the AG 
design is that the saturation increase rather fast with the 
number of scenarios. Besides, for a two-level design with m 
scenarios and n factors ( m n ), each column has the same 

number of -1’s and 1’s in an even case. This property is 
necessary for a stable regression analysis as each variable 
has to be evaluated fairly from its smallest values to its 
highest values. 

3) AGLH Design: We also propose a superstaturated 

design which combines the AG deisn and LH sampling, e.g., 

a  two-level case, we can generate the AGLH design as 

follows,  

a) Generate a AG design, B 

b) Randomly permute the rows, columns and symbols 

of B ( m n ) 

c) In each columns of B, replace the m/2 0s by a 

uniform random permutation of 1,…,m/2. The  m/2 1s  by a 

uniform random permutation of m/2+1,…,m. 

d) Coupling B with U[0,1] random variables and we 

can get our desire design, C. 

IV. NUMERICAL STUDY 

To evaluate the performance of the SAA method, we first 
generate an ECR transportation network as shown in Fig. 1. 
Five ports, three services, and one type of container (twenty-
foot standard container) are considered. The planning 
horizon is three weeks, and we define the first week as stage 
1 and the second and the third weeks are stage 2. All 
information in the first week is known when decisions in 
stage 1 are made, while some parameters in stage 2 are 
unknown when decisions in stage 1 are made. These 
parameters are known when decisions in stage 2 are made. 
The lead time of across-region empty containers is one week. 
The service schedules are given in Fig. 1. 

 
We apply the SAA method to solve the two-stage 

stochastic problem (with i.i.d sampling). We can solve the 
SAA problem directly by using CPLEX11.2 when the 
sample size N is not too large (N < 1000). We set the sample 
size N as 100. The number of scenarios to evaluate the 
solution N’ is set to be 1000. Replication number is set to be 
20. The performance of the SAA method (N = 100) for the 
small scale case is examined with the key results shown in 
Table I. As shown in Table I, the estimated objective value 

of the true problem  
'

*ˆ ˆ( )
N

g x  is 3359.97, and a statistic lower 

bound for the objective value M
Ng  is 3335.45. The 

optimality gap 
'

*ˆ ˆ( )
N

M
Ng x g  is 24.52 (0.73% of 

'

*ˆ ˆ( )
N

g x ) 

which is quite small. The small optimality gap implies that 
the SAA method can provide solutions with good quality.  

In the case study above, samples are independently and 
identically distributed. We also consider applying the 
supersaturated design to generate samples. The results of the 
SAA method with AG design are shown in Table II. The 
optimal estimated objective value we can obtain with N=10 
(note that the number of sample scenarios is smaller that the 
number of random variables of the ECR problem, i.e. 56) is 
3361.81, which is quite close to the optimal estimated 
objective value in Table I, i.e. 3359.97, with N=100. It 
indicates that SAA method based on supersaturated design 

'

*ˆ ˆ( )
N

M
Ng x g  (20) 

TABLE I.  RESULTS OF THE SAA METHOD (N=100) 

Estimate Value 

M
Ng  3335.45 

'

*ˆ ˆ( )
N

g x  3359.97 

'

*ˆ ˆ( )
N

M
Ng x g  24.52(0.73%) 

 

 

Figure 1.  A network with three services and five ports 
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can provide good solutions with a small number of sample 
scenarios.   

The performances of the SAA method with i.i.d sampling, 
LH sampling, AG design, and AGLH design are compared 
in Fig. 2 and Fig. 3 (all with N=10). The replication number 
is 1000 and we can obtain 1000 feasible solutions for each 
sampling method. In Fig. 2, the mean and confidence 

interval of the estimated objective value  
'

ˆ ˆ( )
N

g x  of each 

sampling method are analyzed. We find that all the three 
non-i.i.d samplings can reduce the average estimated 
objective value and the variance of the estimated objective 
value. Fig. 3 is the probability plot. Based on Fig. 3, we find 
that the non-i.i.d samplings are less likely to provide bad 
solutions compared with the i.i.d sampling. We also find that 

the SAA method with AGLH design has the smallest 
probability to provide bad solutions. 

 

V. CONCLUSION AND FUTURE STUDY 

In this study, we developed an operational model to solve 
the ECR problem. In order to incorporate uncertainties, we 
built a two-stage stochastic model with uncertain demand, 
supply, residual ship space capacity, and residual ship weight 
capacity. The distributions of these parameters can be 
estimated based on historical data. We applied the SAA 
method to solve this stochastic problem. In the future, we 
will consider applying the SAA method to real-scale 
problems.  Based on the results in numerical study section, 
we found that using LH design, AG design, and the 
combination of AG design and LH design to enhance the 
performance of SAA is promising. A direct extension of this 
work is to explore other sampling schemes to control 
scenario generation and thus improve the quality of 
solutions. Another possible direction for future research is to 
study the convergence rate of these samplings for stochastic 
programming. 
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Universitat Politècnica de Catalunya (UPC)
1-3 Jordi Girona, C3 08034 Barcelona (Spain)

{sergi.rene, carlos.ganan, juan.caubet, juanjo, jmata, jose.munoz}@entel.upc.edu

Abstract—Vehicular Ad-hoc Networks (VANETs) have been
mainly motivated for safety applications, but non-safety applica-
tions can also be very helpful to impulse vehicular networks.
Among non-safety applications, video streaming services can
provide attractive features to many applications and can attract
a great number of users. However, VANETs high mobility
characteristics and packet loss during communications blackouts
difficult the deployment of video services in vehicular networks.
In this paper, the performance of a video streaming service has
been analyzed to study the deployability of a video on demand
service in a highway environment for vehicular users. It has been
analyzed the packet loss produced by network reconfiguration
during handoffs and its influence in the video streamed quality.
Using Mobile IP without and with fast handoffs we have gauge
the effects of mobility over the video transmission. We show that
although fast handoffs techniques minimize blackouts, they limit
the deployment of video streaming services in vehicular networks.

Index Terms—vehicular network emulation, mobility manage-
ment, video streaming.

I. INTRODUCTION

Mobility has changed the way people communicate. Nowa-
days, as Internet becomes more global, demands for mobility
are not restricted to single terminals. Road and vehicle circula-
tion systems are one of the most important infrastructures and
are supporting the humans daily life. Intelligent Transportation
Systems (ITS) aim to optimize the social costs of road
systems and enhance their security as well as drivers comfort
by allowing such services as fleet management, navigation,
billing, multimedia applications, etc. Vehicular Ad-hoc Net-
works (VANETs) are becoming a reality mainly focused on
navigation safety applications, but vehicular networks are not
only useful for safety applications. Another kind of applica-
tions are also very important for the successful deployment
of vehicular networks. In this way, infotainment services
offer information and/or entertainment, e.g., Internet access,
multiplayer games, multimedia applications, videoconference.
These services can be an impulse not only for users, but also
for network operators that could find infotainment applications
an interesting business opportunity.

In this sense, vehicular networks are mainly impulsed in
Europe by Car2Car Communication Consortium [1]. The C2C-
C Consortium is an industry consortium of car manufacturers
and electronics suppliers that focuses on the definition of

an European standard for vehicular communication protocols.
The consortium defines a C2C-C protocol stack that offers
specialized functionalities and interfaces to safety-oriented
applications and relies as a communication technology on a
modified version of IEEE 802.11 [2]. This protocol stack is
optionally placed beside a traditional TCP/IP stack (see Fig. 1),
exclusively based on IPv6, which is mainly used for non-safety
applications or potentially by any application that is not subject
to strict delivery requirements, including Internet-based and
multimedia applications. To allow vehicles to move from one
network to another while maintaining the connection to the
Internet, the C2C-C architecture optionally uses a Mobile IP
solution [3] for host mobility or a Network Mobility (NEMO)
Basic Support solution [4] for network mobility.

Fig. 1. Protocol architecture defined by the Car-to-Car Communication
Consortium[1]

Multimedia data, specially video, if feasible, is very useful
for entertainment, and it also will help to enhance navigation
safety. For example, video on demand services could be
very interesting during long travels in highways. Another
example of video streaming services in vehicular networks
are videos clips of nearby accidents or dangerous situations.
These videos can provide drivers warning advertisements with
precise information. This will allow them to make a more
informed decision (whether to proceed or turn back) based on

92

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                         102 / 196



personal priorities and/or on vehicle capabilities.
While a huge number of video-related applications are ex-

pected to be deployed in a VANET, in this article we focus on
video services where network mobility is involved, e.g., video
on demand services. These video services will be deployed
in environments where there exists a network infrastructure.
Thus, a video server is placed in the infrastructure domain
and vehicular nodes access to this server during a travel. In
that case, vehicular nodes need global mobility to be reached
from the Internet. In vehicular networks, packets may be
corrupted and lost due to channel errors and collisions. These
type of packet losses tend to be random and locally diverse
and thus can be countered efficiently with a local recovery
strategy. However, in a scenario where a video on demand
service is offered, the main packet loss cause is the great
amount of handoffs due to network mobility during the whole
communication.

There exists several studies in the literature related with
video streaming services in VANETs, such as [5], [6]. How-
ever, these studies are focused in video streaming applications
where the communications take place among peers, i.e., inter-
vehicular communications, and the analysis of how video
streaming services are affected by ad-hoc routing protocols
or medium access control protocols in vehicular networks.
There also exists an article [7], that studies network mobility
performance (e.g., packet loss rate and delay) in similar
scenarios. This paper can be considered an extension of this
work analyzing a specific application - video on demand
services in vehicular networks - in the same context

The novelty of this paper is the analysis of video on demand
services in a highway infrastructure scenario using real video
applications in emulated vehicular networks and how network
mobility protocols limit the quality of a video streamed.
Firstly, we present a study for the potential deployment of
video on demand services in vehicular networks where a
Mobile IP solution is used. Then, we compare the results
with a vehicular network where Fast Handovers for Mobile
IP (FMIP) are used for seamless communications during
network mobility handoffs [8]. Moreover, we analyze the
quality obtained in the movie clip streamed and we measure
the video degradation during communication blackouts.

The reminder of this article is organized as follows. In
Section II, the tools used for the simulations are described. The
video streaming performance evaluation is presented in Sec-
tion III. The reference scenario is presented in Section III-A,
and the simulations results are analyzed in Section III-B.
Section IV concludes the paper.

II. VEHICULAR NETWORK EMULATION

Academia and industry use simulation tools to debug and
test the reliability and QoS of several applications. This makes
simulation a very important step towards the deployment of
wireless communication networks. A simulation is only useful
if the simulation results match as closely as possible with
the testbed results. However, despite all the technological
achievements and cutting edge research occurring in the field

of mobile wireless networks, there are growing concerns re-
garding the reliability of results generated by wireless network
simulators.

Emulation means the ability to introduce the simulator into
a live network using a soft real time scheduler which tries
to tie the event execution within the simulator with the real
time. Emulation permits to test real time applications in a
simulated network. The emulation is divided in three modules
based on its functionality. Moreover, emulation provides a
more realistic approach. In this sense, in this article we
have developed an application to emulate video streaming
over VANET. Figure 2 shows the modules of the emulation
platform: application virtualization, network emulation and
traffic mobility simulation.

SUMO

Ns-2

UML UML

VNUML

Ns-2 emulate
 extensions

traceExporter

Ns-2 emulate
 extensions

Application
Virtualization

Network 
Emulation

Traffic Mobility
Simulation

Fig. 2. Vehicular network emulation

The emulation modules are detailed in the paragraphs
below:

A. Application Virtualization

The emulated network consist of a set of User Mode Linux
(UML) [9] virtual machines running in a host machine. The
UML virtual machines virtualize the network nodes. In our
simulations, a UML machine represents the video server in the
wired domain, and another UML machine represents a vehic-
ular node in the wireless domain. The applications run inside
the virtual machines and do not notice that they communicate
through an emulated network, so the applications are executed
as in a real-system. The network is emulated as a vehicular
network transparently to the tested applications. UML virtual
machines are managed using VNUML software [10].

B. Network Emulation

To emulate the network is used the widely known network
simulator ns-2 [11] using the emulation feature, providing
the ability to introduce the simulator into a live network and
emulate a network that provides real applications in real time.
This simulator is actively used for wired and wireless network
simulations. We have introduced some to ns-2 in order to en-
hance its capabilities. In this sense, ns-2 Emulation Extensions
[12] are used to enable ns-2 to emulate wireless networks
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using UML virtual machines. These extensions implement an
interface between virtual machines and ns-2 using TAP devices
[13]. They also improve the emulation of wireless networks
in ns-2, enhancing the scheduler of the network simulator for
the correct emulation of wireless networks. Another extension
added to ns-2 is NO Ad-Hoc Routing Agent (NOAH) [14].
This extension emulates the behavior of a mobile node without
using adhoc routing, so the mobile nodes only connect with the
base stations. Finally, to provide FMIP support an extension
developed by Robert Hsieh [15] is also added to ns-2.

C. Traffic Mobility

The last part of the emulation platform is the traffic mobility
module. This module is responsible for creating the node
movements such as a vehicle following the different itineraries
defined by the road maps and the different configurable
parameters, e.g., max speed limits, road lanes, crossroads,
speed and acceleration of the cars, etc.

The traffic mobility module is mainly formed by
SUMO [16]. The emulated network uses this traffic mobil-
ity simulator to provide node mobility traces to ns-2. This
mobility traces provide to the network simulator/emulator
information about the nodes positions and the speed of their
movements necessary to calculate the network conditions.
The mobility traces are obtained using the tool provided
with SUMO software called traceExporter, which converts the
dumps from SUMO to traces that can be used in ns-2.

III. VIDEO STREAMING PERFORMANCE

Video streaming over vehicular networks can actually be
applicable. The car engine can provide enough power for
intensive data computation and communication. Vehicles can
also be provided by large On-board storage. Thus the node in
vehicular networks is powerful enough to forward continuous
video data to other vehicles or roadside receivers. Further-
more, the IEEE 802.11g standard can support up to 54Mbps
transmission rate, or the vehicular specific IEEE 802.11p [2]
standard support up to 27Mbps. It is reasonable to expect a
1Mbps data rate between high speed driving vehicles within a
highway using ad-hoc communications [17]. Therefore, using
the transmission data rate required by compressed video, there
is enough bandwidth to support video streaming for vehicles.
However, the scenario analyzed in this paper involves commu-
nications between vehicles and the infrastructure. A vehicle,
using a video player, is connected to a central video streaming
server placed in the Internet. In this case, the handoffs between
different subnets access points limit the expected bandwidth.

A. Reference Scenario

The test scenario designed for this purpose is an infras-
tructure scenario where a set of base stations are deployed
over a highway in an overlapped manner. Therefore there are
no coverage blackouts in the road. All the base stations are
connected to a central router and this is also connected to a
video streaming server. The base stations belong to different
subnets, so every handoff in the scenario is a layer 3 handoff.

The video streaming server and a vehicular node with a video
player installed are emulated by UML virtual machines. The
Mobile IP Home Agent is also placed in the video streaming
server to simplify the scenario (see Fig. 3).

Fig. 3. Reference scenario

The routing between the video server and the car node
is performed always as a single hop between the vehicular
nodes and the base stations. Therefore no ad hoc routing is
used in this testbed. The goal of the simulations is to carry
out a study of a video streaming service over a highway
with a lot of handoffs between base stations and analyze how
video streaming services perform in a vehicular network using
network mobility solutions. In Table I the parameters used in
the simulation are detailed.

Live555 [18] is used to test the multimedia applications in
the testbed. Using these libraries a video streaming server is
configured in one side of the communication and a VLC media
player [19] or a MPlayer [20], with live555 libraries to get real
time features, in the vehicular node.

Parameter Name Value
Wired links Bandwidth: 100Mb

Propagation delay: 5ms
Propagation model Nakagami

Wireless access IEEE 802.11p
Distance between APs 300m

Ad-hoc routing protocol NOAH
Video characteristics 352x288 MPEG-2 CBR 500Kbps

TABLE I
SIMULATION PARAMETERS

B. Simulation Results

To check the deployability of a video on demand service
over a highway, a set of simulations are performed. The main
problem that can limit the deployment of a video service
is the packet loss that occurs during the handoffs due to
network mobility. The vehicle’s high speeds in the roads and
the amount of handoffs must be analyzed to deploy a video
service.

1) Packet Loss: To analyze packet loss, a Constant Bit Rate
(CBR) UDP traffic, without any Forward Error Correction
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(FEC) or Automatic Repeat reQuest (ARQ) method, is sent
from the server to the vehicular node, simulating a CBR class
video streaming. To simulate this CBR stream and calculate
packet loss, the Iperf tool [21] is used during 300 seconds per
each bitrate and vehicle speed. Next graphs show the packet
loss rate obtained using Mobile IP. The first graph, Figure 4,
shows the packet loss rate of four different vehicular nodes
speeds and its evolution when the CBR data rate is increased.
The second graph, Figure 5, shows the packet loss rate using
four different data rates, and the evolution when the vehicle
speed is increased. It can be seen that packet loss rate increase
as vehicle speed increase. In some cases the packet loss rate
decreases for higher speeds. This is due the packet loss rate
depends on the number of handoffs and it can be decreased
increasing the vehicle speed. It also must be considered that
the network reconfiguration time in Mobile IP during handoffs
is an opportunistic value, in contrast with FMIP handoffs.
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Fig. 4. Packet loss rate per bitrates using Mobile IP
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From Figures 4 and 5 it can be concluded that packet
losses using Mobile IP solution are too high to deploy a

video on demand service in a vehicular network. It is possible
to appreciate that only for very low bitrates packet loss is
acceptable. Therefore, Mobile IP is useless for a quality
video streaming. Moreover, the handoff delay that follows the
original Mobile IP can be up to seconds. For this reason, a
protocol to get a seamless communication to an appropriate
video reproduction is needed.

FMIP can reduce the handoff delay by either introducing
L2 triggers to anticipate the handoff in advance or managing
most of the handoff operations inside a local domain. It can
be seen that FMIP protocol can reduce the handoff delay to
get between 0.18 and 0.4 seconds in the 99.3% of the cases
[7]. Minimizing the delay handoff, the FMIP standard reduces
the amount of packet loss during the L3 handoff. In spite of
FMIP’s objective, it could not always guarantee the successful
fast handoff if the moving speed of mobile node is very high.
Since the L3 handoff of Mobile IP is controlled by the mobile
node on a connectionless network, several messages should
be exchanged among nodes to control handoff process, and
handoff process of FMIP tightly depends on L2 triggering.
These two features can increase the possibility of failure
because the trigger does not consider the state of mobile
node’s L3 and delivers triggers only based on variable wireless
signal state. So, although in FMIP the packets are buffered
and supplied to the MN after the handoffs to avoid packet
loss, these failures produce some packet loss that affect to the
video streaming services. Figures 6 and 7 analyze the packet
loss using the FMIP protocol.
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Fig. 6. Packet loss rate per bitrates using FMIP

Figure 6 suggests that using FMIP techniques video stream-
ing can be feasible for 10, 20 and 30 m/s vehicle speeds. How-
ever, at 40 m/s some problem will occur while reproducing a
video stream without any special technique due to the high
packet loss rate. For 30 m/s, a video bitrate greater than 500
Kbps can produce some troubles. However, with this bitrate
it is possible to reproduce a video with an interesting quality.
For the last two speeds, 20 and 10 m/s, the problems arise
at 1 and 2 Mbps. This means that for urban mobility a video
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service can be deployed with a packet loss rate that can support
an enough video rate to assure a high video quality and, for
highway mobility also can be supported a video service, but
with a lower video bitrate and a poorer video quality.
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Fig. 8. PSNR of the video received compared with the transmitted video,
for different vehicle speeds

2) Video quality: The objective of this test is to investigate
how the quality of a video clip streamed in a vehicular network
is affected by the handoffs occurred during the communica-
tion, measuring the quality of the video received compared
with the original video using the Peak Signal-to-Noise Ratio
(PSNR). The video used in the simulations is a 352x288
MPEG-2 video coded at 500 Kbps. To recover the gaps that
are lost during the communication, an error-resilient decoder,
based on an enhanced version of MPEG-2 decoder [22], is
used. When this decoder is not able to recover the lost frame,
the previous frame is represented. In Figure 8 the PSNR for
different speeds is represented. When the video received is the

same as the original video, the PSNR is represented as 100 dB.
In this figure, the video quality degradation due to packet loss
caused by the handoffs can be observed. For 40 m/s, a lot
of gaps occur during the video reproduction. Therefore, this
speed could be unfeasible to play a video during a travel using
these scenario parameters. For slower speeds, as can be 10,
20 or 30 m/s, it can be observed that the quality degradation
during the video reproduction is reduced drastically, so it could
be feasible to play a video during a travel over a highway going
at these speeds.

IV. CONCLUSIONS AND FURTHER WORK

In this article, a set of simulations of live video streaming
over vehicular networks have been presented. This set of
experiments analyze the way handoffs limit the overall quality
of a video streamed during a travel over a highway. The
packet loss rate grows with the video bitrate and the vehicle
speed increments, decreasing the video quality perceived by
the client that is estimated with the PSNR of the decoded
video. Although fast handoffs techniques to minimize handoffs
blackouts are used, the packet losses limit the deployment
of video streaming services in vehicular networks. For this
reason it can be convenient in further research to analyze video
streaming using reliable protocols to avoid packet loss during
the communication. Further research will extend the video
streaming analysis over vehicular networks to TCP transport
protocol analyzing different TCP flavors behaviors.

Moreover, other network mobility techniques to prevent
video streaming blackouts will be studied in further plans.
This mobility proposal will present transport layer mobility
instead of network layer mobility, including multi-path and
multi-homing features and optimizing the communication data
rate during the handoffs and preventing from network discon-
nections.
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Abstract—A real time locating system automatically tracks and 
localizes people and objects. We propose a model for the speed 
monitoring of vehicles using wireless sensor network-based on 
real-time localization. Our model is based on symmetric double 
sided two way ranging algorithm which has the ability to zeros 
out the effect of clock drifts between transmitter and receiver. 
In our model two anchor nodes are used as road side units at 
fixed locations and heights and moving vehicle is equipped 
with on board unit called a tag. Collected data from tag is used 
to calculate the speed of the vehicle at the base station. Several 
experiments are done to evaluate the performance of the 
proposed model at different sampling intervals of time by 
moving the vehicle at different speeds. Due to the noisy nature 
of collected data, discrete Kalman filter is used for better 
estimation of the speed of the vehicle. We have compared the 
true values of speed with measured values and estimated 
values. Experimental results show that the estimated values 
became close to the true values by applying Kalman filter. 

Keywords-SDS-TWR; Kalman filter; Traffic monitoring.   

I. INTRODUCTION  

      Due to advancements in electronics sensor nodes 
become smaller and cheaper, while advancements in 
communication technology made the sensor node to 
communicate in a better way; for that several efficient 
protocols and algorithms have been developed [1]. These 
tiny sensor nodes are working together to make a wireless 
sensor network. Wireless sensor networks can be used 
efficiently in several applications like home automation, 
industrial control, military and health. Real-time 
localization is one such important application of wireless 
sensor network to locate objects. 
       In monitoring and surveillance applications, if the 
position of the reporting node is not known, the 
information we obtained is not useful information. Several 
nodes are deployed with known locations information; 
such nodes are called anchor nodes. Other nodes, which do 
not know their position information, are called blind 
nodes. Anchor nodes are used to locate blind nodes by 
using different localization algorithms. Ranging is the 
process to determine the distance between an anchor node 
and blind node. The distance is fed to localization 
algorithm to find the resultant location. Traffic 
surveillance is an important system which monitors the 
speed and traffic density. This information is useful for 

law enforcement agencies, to have a check on an over 
speeding vehicles, and also useful for transportation 
agencies to make transportation more intelligent by 
avoiding rush conditions.  
      In our paper, a system model is proposed for traffic 
monitoring using wireless sensor network. Traditionally, 
there are several techniques for traffic monitoring like 
inductive loops detectors and speed cameras. Inductive 
loops are installed in pairs in a travel lane for direct speed 
measurement. However, most of the time single loop 
detectors are used which cannot measure speed directly; 
estimation is used for such measurements [2]. Single loop 
speed estimation can be broadly divided into two types: (1) 
g-factor approach, and (2) stochastic filtering approach [2]. 
In g-filtering measured occupancy and volume is used to 
know the speed of vehicle while in stochastic approach 
Kalman filter is used for estimation of speed. Video 
systems used for traffic monitoring generally involves two 
tasks (1) Estimation of road geometry (2) Vehicle 
detection. Measurement taken by such system is then 
matched with the assumed road or vehicle model to 
determine vehicle speed and position. Such system must 
have low processing time, cost and high reliability which 
are difficult to get because of the high computationally 
expensive process like segmentation. Wu et al. [5] present 
a new algorithm that takes advantage of the digital image 
processing and camera optics to automatically and 
accurately detect vehicle speed in real-time. In [6], the 
algorithm is based on WSNs, which work according to the 
characteristics of the actual traffic stream, an on-road 
speed estimation model and algorithm based on wireless 
magnetic sensor networks was researched. In this model, 3 
sensor nodes were working together to estimate the speed 
of passing vehicle. Totally different approach is followed 
in [8], which uses acoustic wave pattern to estimate 
vehicle speed. The acoustic wave pattern is determined 
using the vehicle’s speed, the Doppler shift factor, the 
sensor’s distance to the vehicle’s closest-point-of-
approach, and three envelope shape (ES) components, 
which approximate the shape variations of the received 
signal’s power envelope. 
      In this paper, we propose a different approach from 
vision based systems. Our proposed system is based on a 
wireless sensor network, in which a vehicle equipped with 
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on-board unit tag is continuously monitored by fixed 
access points. Our system is simple and inexpensive 
system, which can be further enhanced to include many 
other functionalities. 
      The rest of the paper is organized as follows; Section II 
describes the symmetric double sided two way ranging 
algorithm. Section III gives the proposed system model and 
discrete kalman filter design. Experimental results and 
discussion are given in Section IV. Section V discusses 
conclusion and future work. 

II.     SYMMETRIC DOUBLE SIDED TWO WAY RANGING 

(SDS-TWR) 

      Ranging is the most fundamental technology used in 
Real Time Locating Systems (RTLS). Nanotron 
Technologies developed SDS-TWR, which finds the 
distance between two nodes by measuring RToF 
symmetrically from both sides [4]. In some ranging 
systems, fine quality of clock generating crystal is required 
for measuring distance between two nodes. However, a 
cheaper way is that transmitter node calculates the round 
trip time to receiver node. Similarly, the receiver node 
calculates round trip time to transmitter node, and the 
resultant is average of two round trip times. The 
symmetric and double sided nature of transmissions, zero 
out the effect of clock drifts between transmitter and 
receiver even using the cheap oscillator on both sides.  
       In SDS-TWR, measurement of time starts at node A 
by sending a ranging request to node B, as shown in Fig.1. 
Node B starts its time measurement by receiving the 
packet from node A, and stops when it sends a reply to 
node A. Node A calculates the round trip time from the 
accumulated time in the received packet from node B. The 
difference between the measured time by node A minus 
the measured time by node B, equals to the twice of the 
time of signal propagation. Similarly, in the second 
measurement at node B, which sends ranging request to 
node A and starts its time measurement. Node A starts its 
time measurement, when it receives the packet, and stops, 
when it replies with a packet to Node B. Propagation time 
tp is given by equation (1). 

 

4
roundA replyA roundB replyB

p

t t t t
t

− + −
=

                         (1) 
 
 

III.  PROPOSED SYSTEM MODEL AND DISCRETE KALMAN 

FILTER  DESIGN 

In our proposed system for traffic monitoring, two anchor 
nodes with known locations and at known heights H, are 
used. Anchor nodes are called road-side units (Access 
Points), which are denoted by anchor1 (AP1) and anchor2 
(AP2). 

 

Figure 1.  Symmetric Double Sided Two Way Ranging 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Moving vehicle is equipped with on-board unit called tag, 
which is communicating with both anchors, and also with 
base station. The base station is used to collect data from the 
tag, and calculates its position and velocity. Total distance 
between two anchor nodes is measured manually, denoted 
by L. At any moment, the distance traveled by moving 
vehicle is denoted by L-x, where x is the traveled distance. 
Ranging distance between AP1 and tag is denoted by d1 and 
between AP2 and tag is given by d2, where d1�	and		d2� are 
real distances and can be calculated as, 
 

d1� � 	d
� � H�																																																	(2)	
 

	d2� � 	d�� � H�																																																	(3)	
 

										x � 		 �
������� ���
�� 																																																			(4)										

       	
							y � 		d1�� 	� 		x�																																											(5)	

 
 
First time reading:       (x1,y1),t1 

 
 

Figure 2. Proposed Model 
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Second time reading:  (x2,y2),t2 

 

										� � 	(�� � �
)� + (�� � �
)� (�� � �
)�  

where x and y are the coordinates of the moving vehicle and 
v is the resultant speed of the vehicle. Our proposed system 
is a linear dynamic system. Kalman filter is used to get a 
better estimation out of noisy measured data [7].  
The Kalman filtering process can be divided into the 
following steps. 
Step 1: State Equation of the linear dynamics system is 
given below. 

	X!�
"AX! + Γu! +W!																																		(6) 
                        

						()*+!�
 � (
			,-			
+()*+! + .,�/�, 0 u! +W!									(7)	
																								

Where Position is given by 

											x!�
"	x!	 + 	T. v!	 + ,�
�	 u! +	w!.)														(8)	

 
Velocity is given by                     

	v!�
"	v!	 + 	T. u! + w!	.*																													(9)	
	

w!~N	(0, Q!),  where wk is process noise with zero mean 
and Qk covariance (in our experiment, it is acceleration 
uncertainty). A and Γ are transition matrices. T is sampling 
interval, and Uk is constant input to the system. 
Step 2: Measurement equation 
 
																											Y! = CX! + Z!																																											(10)			

					
Z!~N	(0, R!), where Zk is the measurement noise with zero 
mean and Rk covariance. Measurement noise mainly occurs 
due to instrumentation errors, while C represents the 
transition matrix. 
Step 3: A priori error covariance and Kalman gain are given 
in “(11)” and “(12)” respectively. Where ABC is the initial 
estimation covariance.  
 

					Pk+1FFFFF = GABCGH + ΓICΓT                           (11) 
 
						K!�
 = P!�
FFFFFFC,(CP!�
FFFFFFC, + R!�
)�
       (12) 

 
Step 4: A posteriori state estimate 
 

			(xBvK+k+1 =		(xFvL+k +		Kk MYk+1− C(xFvL+kN                      (13) 

 

Velocity and position after estimation are shown in “(13)”. 

 
 Figure 3. Redesigned module with added Power Amplifier (20mmx50mm) 
 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

      Performance of the proposed system model is 
evaluated using nanoLOC TRX Transceiver by Nanotron 
Technologies [4]. We have redesigned the hardware 
module by adding a power amplifier to it, as shown in 
Fig.3. The module contains ATMEGA 644 (1), NanoLOC 
(2), power amplifier (3), and chip antenna (4). NanoLOC 
TRX transceiver is used for base station, AP1, AP2, and 
tag operating in ISM 2.4 GHz frequency band. Proposed 
system model is evaluated by driving a car equipped with 
on-board unit (tag) at different speeds, e.g., 
20,40,60,80,100,120 km/hr between two APs. During 
each experiment, the vehicle was moved at a constant 
velocity. Experimental results are corrupted by noises. 
There are two noises to cater for. 

• Process noise: The velocity is perturbed by noise due 
to gusts of wind, potholes. 

• Measurement noise: Measurement noise is mainly 
due to instrumentation errors. 

      Kalman filter exploits the predictable nature of the 
uncertainty or noise in the signal to optimize the estimation, 
based on the prediction of the model as well as updates from 
the measurements. Several parameters of the model are the 
following. 

• Operating range of each device is (400m-700m). 
• Height of rod at which AP1 and AP2 are installed is 

9.5m. 
• Total distance between  AP1 and  AP2  is denoted by 

L=356m.  
• Several parameters required for kalman filter to 

work properly are process and measurement noises, 
which are obtained by carefully observing 
experimental and actual data. 

• Process noise= 4m/sec2, and measurement 
noise=5m. 
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Figure 4. Speed of the vehicle at 120 Km/hr. 

 
      In Fig.4, the speed of the vehicle moving with constant 
speed of 120 km/hr is monitored. A solid blue line indicates 
the true speed of the vehicle, which is kept constant between 
two AP’s. True speed of the vehicle is given by the vehicle 
speed meter. The experimental data obtained from the 
sensors are shown by the blue dotted line in the graphs, 
which are corrupted by noises. Deviation from the true 
speed can easily be seen in the graphs. It is difficult to 
maintain constant speed between two APs, which may also 
be the source of noise in experimental data. Noises are in 
the form of acceleration uncertainty. Kalman filter is used 
on experimental data for estimation, which is shown by the 
red line in Fig.4. Estimated results are closer to the true 
speed of the vehicle. Results show that tuning of kalman 
filter is required to obtain best results out of corrupted data. 
      Experimental data are taken at different sampling 
intervals of times, e.g., 90ms, 450ms. Performance is 
evaluated by comparing the measured data with true data 
and estimated data from a kalman  filter. 
      In Fig.6, when the vehicle is moving with the lower 
speeds, e.g., 40 km/hr, then measurement and estimated 
results are closer to the true results, but at higher speeds, 
experimental data are more prone to noise and error. 
 

 
Figure 4. Speed of  the Vehicle at 100 Km/hr. 

 

 
Figure 5. Speed of the Vehicle at 60 Km/hr. 

 

 
         Figure 6. Speed of  the Vehicle at 40 Km/hr. 

V. CONCLUSION AND FUTURE WORK 

 
      In this paper, model for traffic monitoring system 
using a wireless sensor network has been proposed, and 
practically evaluated using Nanotron sensor boards. In the 
proposed model, whenever the moving vehicle with tag 
appears in between two anchor nodes, its position and 
velocity are determined and displayed on the base station. 
Kalman filter is used for better estimation. The proposed 
model has several advantages over existing systems; it is 
more robust and requires less computation than existing 
systems with expensive cameras. Model is evaluated for 
single vehicle, but it can be easily extended for many 
vehicles. 
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Abstract - Worldwide data centers CO2 emissions are 

equivalent already to about the total airlines’ CO2 emissions 

and are expected to overcome the 40% of Total Cost of 

Ownership of worldwide IT by 2012. Data centre electricity 

consumption accounts for almost 2% of the world production 

and their overall carbon emissions are greater than both 

Argentina and the Netherlands. Since computing demand and 

electricity prices rise, posing new environmental concerns, and 

due to limited resources, energy consumption of IT systems 

and data centre energy efficiency are expected to become a 

priority for the industry. In particular within the HPC domain 

the continuously raising energy consumption is seen as a major 

issue to be addressed. Therefore, new approaches are required 

facing this challenging issue. In this paper, we are going to 

present the setup of a testbed architecture and realisation in 

order to enable the evaluation of a broad range of differing 

(infrastructure) environments whilst keeping the maintenance 

efforts as little as possible. Therefore, the presented testbed 

architecture allows for the best possible inspection of the entire 

testbed environment for evaluation issues, in particular with 

respect to the evaluation and comparison of the energy 

efficiency of different approaches and environmental settings. 

Keywords - Testbed architecture; Evaluation; Energy-Efficiency; 

High Performance Computing; Monitoring; Management.  

I. INTRODUCTION  

This paper is framed within the GAMES (Green Active 
Management of Energy in IT Service centers) project [4], 
which is targeting to develop methodologies, models, and 
tools to reduce the environmental impact of such systems. 
The focus of this paper is on a new approach taking into 
consideration the classification of the energy efficiency of 
HPC applications, by allowing for an effective monitoring 
solution of complex IT infrastructures enabling to analyse 
the according energy consumption in a fine-granular way, 
whilst keeping the affect of this monitoring processing as 
little as possible for the entire infrastructure. In particular 
within complex infrastructures with a large amount of 
compute nodes to be monitored these systems often are 
supervised just in a sporadic way in order to provide as much 
of the available compute power to the running applications 
and services. For this reason, common systems do typically 
not allow determining potential energy wasting since the 
according overview about the energy consumption of 
specific compute nodes, in particular in combination with the 
according executed applications, is missing. 

Within GAMES we already defined a set of so called 
"Layered Green Performance Indicators" [9] [6] to analyse 
the energy efficiency of applications and on actions that can 
be undertaken to save energy such as redundancy elimination 
from applications or better exploitation of middleware and 
processing infrastructures. Our set of Green Performance 
Indicators regards various system components (CPU, 
memory, I/O channels, and so on); once an energy leakage 
has been discovered through monitoring in one or more 
components, green actions allow one to (at least partially) 
remove or reduce this energy loss by reducing redundancies 
of data and processes, by adjusting the storage subsystem 
e.g., by running disks in slower mode, or by improving the 
rate of CPU usage, just to mention a few of several 
possibilities. 

The GAMES approach framing this paper proposes 
guidelines for designing and managing applications along the 
perspectives of energy awareness. The approach focuses on 
the following two aspects, with the ultimate goal of 
developing a new systematic scientific discipline in the area 
of Green Computing:   

a) the co-design of energy-aware information systems 
and their underlying services and IT service centre 
architectures in order to satisfy users requirements, 
performance, QoS, and context whilst addressing energy 
efficiency and controlling emissions. This is carried out 
through the definition of Green Metrics, enabling us to 
evaluate if and to what extent a given service and workload 
configuration will affect the IT resources footprint;  

b) the run-time management of IT Centre energy 
efficiency, which will exploit the adaptive behaviour of the 
system at run time, both at the application and IT 
architecture levels, considering the interactions of these two 
aspects in an overall unifying vision. 

In this paper, we are going to provide an overview of the 
GAMES testbed infrastructure allowing for the evaluation of 
complex IT infrastructures, in particular with respect to the 
according energy-efficiency of the hardware environment as 
well as the corresponding applications.  

We are furthermore introducing a fine-granular 
monitoring architecture of the according infrastructure whilst 
keeping the payload on the corresponding systems as little as 
possible, as well as allowing for the easy adaptation of the 
entire testbed with differing images and configurations. In 
particular the latter aspect allows the easy comparison of 
differing testbed setups. 
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Therefore, we are going to provide an overview of the 
architecture of our flexible testbed environment in Section II. 
In Section III we are giving an overview about the technical 
details of our testbed environment, and, in particular, of our 
monitoring approach. Details about the extractable 
monitoring information are given in Section IV. Finally, 
conclusions are given in Section V. 

II. TESTBED ARCHITECTURE 

First of all, we present the architecture of the testbed, as 
being depicted in Figure 1. The testbed consists of a GAMES 
cluster system, internal network server, imager server, 
Nagios server, Network-attached storage (NAS) and a 
frontend server. All these parts are connected via a Gigabit 
interconnect network, which is going to get enhanced by an 
Infiniband interconnect with the delivery of the next 
generation of the RECS (Resource Efficient Computing 
System) [3], which has been applied within our testbed 
environment providing the best suitable solution for 
monitoring complex environments. As the essential part of 
the entire testbed, the cluster system is supposed to collect 
the required information for the GAMES framework by 
monitoring the energy consumption, application status and 
other obligatory parameters, whilst executing submitted jobs 
and deployed services [7]. More importantly, the runtime 
controller of the GAMES framework is able to adjust the 
configuration of the testbed and leverage workloads among 
computing nodes according to the adaptation methodologies. 

 

 
Figure 1. Testbed Architecture 

A. Conceptual Testbed Setup 

Before presenting the cluster system, let us introduce the 
other infrastructure machines as well shortly. For designing 
the cluster’s infrastructure we followed some basic 
principles: 

 Low maintenance effort needed running the whole 
system. 

 Main goal is to offer high performance computing 
capacities. 

 Separate basic services i.e. user management and DHCP 
or a batchsystem for job. So if any of these services may 
fail, the cluster itself is still operational. 

 Isolation of the end users in a way that they may use any 
software they want but are not able to corrupt any vital 
services. 

 Additionally it should be possible to simply add more 
nodes or service machines to create more scenarios 
besides the HPC ones 

These principles lead us to some specific implementation 
aspects 

 All compute nodes are operating without local discs. So 
it can be guaranteed that all nodes can use the same 
image and changes in this image are available  to all 
compute nodes immediately. 

 Frontends should also use the same image since it would 
be an obstacle if the user has to prepare his job on a 
node different from the target node. 

 We use read-only images for all computing nodes, 
therefore no user can accidently change anything. Even 
a possible attacker may not be able to use most existing 
exploits since they have to change some files, which is 
not possible within the mentioned setup. 

 All service infrastructure machines may have local disc 
and boot from them since these services (i.e., Nagios) 
should be available even if some other services 
(especially the image server) are not available. 

The decision to abandon disks from the compute nodes 
and frontends causes additional effort bringing the overall 
system online but when the infrastructure is once completely 
operational it is much easier to switch between different 
scenarios and even exchange the operation systems between 
jobs. This proceedings allows for the easy evaluation and 
comparison of differing scenarios and settings. 

By using pre-created images for the clients, only the links 
to the images have to be changed for a specific node and 
after the reboot this node boots from the new image. It has to 
be noted that these images are executed natively on the 
according compute nodes, so there is no lost of performance 
due to an intermediary virtualisation layer whilst allowing 
for easy changes between different configurations and 
system setups. So it is also possible to provide different 
images in different nodes at the same time and – if 
virtualisation is used– even multiple images on one host are 
possible. For complex scenarios the cluster can be changed 
within minutes requiring just a very small overhead in the 
system wide configuration since the different scenarios are 
configured within the images and not in the global system. 

At the same time it is possible to add writeable space 
through mount points and store the according logging 
information on the infrastructure server, so that in case of 
errors the log information is not lost. Our design also allows 
some minor node-specific adjustment during start-up since 
each node executes a start-up script referencing some node-
specific files if they exist. This feature is mandatory, 
especially for the frontend server allowing for a smooth and, 
according to the system configuration of the compute cluster, 
consistent testbed configuration. 
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Taking all this into account we have designed a testbed 
architecture allowing for the required flexibility whilst 
considering the monitoring of the entire testbed environment 
in a fine-granular way. In particular the latter aspect is quite 
important for evaluation testbeds in order to afford for 
detailed evaluations of the according executed tests. Within 
this architecture, the Frontend Server offering worldwide 
access for end users. On these hosts the users are enabled to 
prepare their jobs, compile their sources, upload data and 
submit their jobs in the first place. Later on there might be a 
cloud frontend where they can deploy their services or 
compute jobs. The frontend server is used by all logged in 
users to work in shared mode so that the processing speed 
depends on the activity of other users at the same time. This 
implies that the frontend server is not designed to be used for 
intense computing, but only for preparing and testing.  

The computation jobs are executed on the Compute 
Nodes where the user’s jobs are scheduled by a batch 
systems so that only one user uses a node at a time – at least 
for the HPC scenario. In a cloud scenario this might be 
different. Details about the compute nodes and especially the 
monitoring are described in the following. 

Since the frontend and compute nodes are diskless we 
use a Network attached Storage (NAS) to provide storage 
capabilities in several ways. Therefore, all diskless nodes 
mount their root directory from the NAS server. Additionally 
the home directory of all users is provided to all nodes by the 
NAS server via the NFS protocol. In practise it might happen 
that many users do not care about their data after they 
finished their jobs and so the storage capacity will soon be 
reached. In order to avoid this, we restrict the space in the 
home directories and introduce workspaces which have a 
limited lifetime. This allows us to ensure that the users have 
enough storage for their jobs and the space will be freed 
again after they finished saving their data, so the users are 
taken into responsibility to decide which data is sensible to 
be stored for later usage, and which data is just of temporary 
nature (e.g., intermediary results of a simulation process), 
which can be erased after a specific period of time. 

The above mentioned systems are the main parts of the 
system visible to the user. However, in order to handle and 
manage the entire testbed environment, a dedicated 
Infrastructure Server has been set up controlling the entire 
cluster. This server provides DHCP and acts as a log host for 
the diskless clients, account management, a batchsystem and 
scheduler for the HPC scenario, a SMTP Gateway so that 
any node – especially GAMES services and monitoring, can 
send eMail-notifications. So this server is the critical part in 
running the cluster and therefore no other services should be 
deployed on it to ensure a smooth operation of the 
infrastructure.  

For additional services, test environments, etc. we 
installed an additional server – the GAMES Server - where 
currently Nagios as well as the according GAMES 
infrastructure components are installed in order to collect the 
desired monitoring information, compute the according 
metrics including power consumption and temperature to 
built the database on which decisions can be made on how 
the nodes should be used to reduce the energy footprint, as 

well as the GAMES runtime environment allowing for 
adaptive actions in order to optimise the entire energy 
consumption of the testbed cluster [8]. 

Finally, within our testbed architecture we considered an 
Imager server which is used to update / create images 
without interference to the other systems. Therefore this 
imager server mounts a copy of the old image in read-write 
mode and after the new image is ready all nodes can mount 
the new image in read-only mode. This imager can be also 
one of the compute nodes but to provide a constant number 
of compute nodes we do this on a dedicated machine. 

This concept allows us to create images in parallel to the 
working environment, distribute these images to the compute 
nodes – not necessarily the same for all nodes – and control 
these nodes from a central point, namely the infrastructure 
server. In the same way we can add additional frontends of 
services on the same host to be accessed from the outside. 

B. Enhanced Monitoring Infrastructure 

In order to evaluate the described testbed in operation, a 
fine-grained monitoring solution has been developed 
allowing a detailed inspection of the entire testbed. In order 
not to influence the evaluation results by bothering the 
testbed environment with the according monitoring actions, a 
new monitoring infrastructure was evaluated within a 
research project funded by the German federal ministry for 
economy and technology [11], in which the University of 
Paderborn and Christmann designed the RECS [3]. The 
concept of this monitoring approach is to reduce network 
load, avoid the dependency of polling every single compute 
node at operation system layer and build up a basis on which 
new monitoring- and controlling-concepts can be developed. 
For these needs there is an especially designed central 
backplane for the RECS with an integrated master-slave 
system of microcontrollers.  

The status of each compute node within the GAMES test 
cluster is connected to an additional independent 
microcontroller in order to manage the measured data. The 
main advantage of the RECS system is to avoid the potential 
overheads caused by measuring and transferring data, which 
would consume lots of computing capabilities, in particular 
in a large-scale environment this approach can play a 
significant role. On the other hand, the microcontrollers also 
consume additional energy. Comparing with the potential 
saved energy, it is expected that the additional energy 
consumption could be neglected. This microcontroller-based 
monitoring architecture is accessible to the user by a 
dedicated network port and has to be read out only once to 
get all information about the installed computing nodes. If a 
user monitors e.g., 10 metrics on all 18 nodes, he would have 
to perform 180 pulls which can now be reduced to only one, 
because the master does a pre-aggregation and processing of 
the monitoring data. This example shows the immense 
capabilities of a dedicated monitoring architecture. Further 
technical details are provided within the following section.  

In order to allow for the monitoring of the energy 
consumption of the infrastructure servers, an external power 
meter has been installed in the environment as well, 
following a similar type of microcontroller based 
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architecture is used for the power meter. The power meter is 
a CLM5-IP-P from Christ Elektronik and can monitor five 
single power lines, two thermal sensors, as well as some 
additional digital signals. All these information can be read 
out with the help of a self developed Nagios plugin with only 
one pull. Further technical details are described in the 
GAMES Deliverable D5.4 in section 2 [5]. 

III. TECHNICAL TESTBED REALISATION 

The cluster server consists of 18 single PCs. The 
mainboards of the current RECS are COM Express based 
Congatec BM45 modules with an Intel P8400 CPU (2x 2.26 
GHz, 1066 MHz FSB) and 4GB DDR3 Dual Channel RAM, 
each mounted on a baseboard which makes it possible to use 
almost every available COM Express mainboard. With the 
availability of the new Sandy Bridge architecture from Intel 
for COM Express the computing nodes could be scaled up to 
Quadcore i7 with max. 16 GB RAM. Each baseboard is 
connected to a central backplane which connects the Gigabit 
Network Interfaces to the front panel of the server. The 
mainboards have a loose interconnection regarding the 
central monitoring infrastructure but the main connection is 
the Gigabit Network Interface with a 24 Port Gigabit Switch. 

TABLE I.  LIST OF MEASURED DATA  

Input Data Data Source Unit 

*Status of the 

Mainboard 

RECS 

MicroController 

On/Off 

Network Link 

Present 

RECS 

MicroController 

Yes/No 

Network Speed RECS 

MicroController 

10/100/1000 

MBit/s 

Network Link 

Active 

RECS 

MicroController 

Yes/No 

Fan Rotational 

Speed 

Mainboard-Sensor Rotations Per 

Second (rpm) 

*Temperature of 

the Mainboard 

CMFB4000104JNT, 

RECS 

MicroController 

°C 

Temperature of 

the CPU 

Mainboard/CPU-

Sensor 

°C 

*Current used by 

the Mainboard 

ACS715ELCTR-

20A-T, 

RECS 

MicroController 

Ampere 

*Voltage of the 

Power Supply 

Unit 

ATMEGA169P-

16AU ADU, 

RECS 

MicroController 

Volt 

*Power 

consumption of 

the Mainboard 

RECS 

MicroController 

Watt 

Potential on the 

Mainboard 

Mainboard-Sensors Volt 

Remark: Sensor Data that theoretically can be quantified by the Cluster 

System; due to missing mainboard support only marked (*) entries can be 
quantified with the actual system 

 
All components within the Cluster Server share a 

common Power Supply Unit providing 12V with an 
efficiency of more than 92%. The several potentials needed 
for the mainboard chipset, CPUs and other components are 
provided by both the baseboards and the mainboard potential 
transformers. 

The novel monitoring technique of the Cluster System 
introduced in the previous section is realized by a dedicated 
master-slave microcontroller architecture which collects data 
from connected sensors and reads out the information every 
mainboard provides via SMBus and I

2
C. Each baseboard is 

equipped with a thermal and current sensor. At the current 
state not all sensor data that could theoretically be captured is 
available due to limited support of the mainboards. A list of 
theoretically measureable data is given in TABLE I. . All 
sensor data are read out by one microcontroller per 
baseboard which acts as a slave and thus waits to be pulled 
by the master microcontroller. The master microcontroller, 
and thus the monitoring- and controlling-architecture, are 
accessible to the user by a dedicated network port and 
additionally by a LCD display at the front of the server 
enclosure. 

Additionally to the monitoring approach, the described 
infrastructure can be used to control every single compute 
node. Right now it is possible to virtually display the power- 
and reset-button of each mainboard. This enables the 
GAMES framework to control more energy saving states of 
the hardware than being possible with common systems, 
because the framework can wake up sleeping compute nodes 
and turn on completely switched off nodes. Of course it is 
even possible to have a mixed setup of energy consumption 
where some nodes are under full load, others are completely 
switched off and some nodes are waiting in a low-energy 
state for computing tasks. The following energy states are 
theoretically possible for every single compute node: 

 On, Maximum Performance  
CPU frequency 2.27 GHz, no CPU throttling, Linux 
scheduler at maximum power state 

 On, Low Performance 
CPU frequency 800 MHz, CPU throttling, Linux 
scheduler at energy saving state 

 Sleeping/Hibernate 
CPU off, RAM in low power state 
Due to missing Linux support the actual system cannot 
be put into this state  
but future systems should be able to reach this state 

 Off  
Completely switched off, turn on via the microcontroller 

This flexibility in adjusting the testbed environment 
during runtime allows for the evaluation of differing setups 
quite easily, in particular with respect to the enhanced 
monitoring environment allowing for a detailed analysis of 
the according effects on the entire behaviour, in particular 
with respect to the according energy consumption. Within 
GAMES we are going to evaluate in how far the described 
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new monitoring- and controlling approach can be seen as an 
enabler to monitor and control IT systems at a very fine 
granularity whilst keeping the payload for the computing 
environment as little as possible. Furthermore it has to be 
evaluated what mixture of energy states provides the best 
balance between maximum performance and energy 
efficiency. Refer to D5.4 [5] for further information and the 
corresponding metrics. 

IV. MONITORING OF THE TESTBED INFRASTRUCTURE 

At the time of writing this paper, the Nagios-based 
GAMES Monitoring infrastructure is configured to provide 
an initial information base for the GAMES framework 
prototype, in particular for the data mining and knowledge 
management activities. In particular, this monitoring 
information is the backbone for any kind of analysis and 
optimisation of the environment in order to achieve specific 
goals. As shown in [1] and [2] this monitored information, 
used to compute the according Green Performance Indicators 
[6], allow for an extensive analysis and optimisation of the 
according hardware and software settings. The testbed is 
monitored by a central Nagios instance and the monitor data 
are stored in a data base. The initial monitoring data set on 
energy consumption is composed of following metrics: 

 Mainboard Temperature: Temperature of each single 
board (sensor is placed below the mainboard). 

 Central Voltage: input voltage which is the same for all 
compute nodes installed on the base board. 

 Power: power consumption in Watt of each compute 
node.  

 Status of the Mainboard: on or off 

 CPU Usage: the CPU occupation of a compute node 
including %user, %nice, %system, %iowait %idle 
values. 

 Memory Usage: Memory occupation of a compute node. 

 Process info: resource usage of the simulation process 
including its CPU Usage, Memory Usage and CPU 
time. 

In particular, the first four values are measured directly 
from the master microcontroller through one single pull by 
using one single NAGIOS plugin. The output of the 
collected information of the according plugin is structured as 
follows:  

{OK, all 18 boards available|nr_boards=18 
|boards_status=1;1;1;1;1;1;1;1;1;1;1;1;1;1;1;1;1;1 
boards_temp=31;27;28;28;26;27;27;26;28;33;32;33;31;3

1;30;30;30;30 
central_voltage=11.78 
boards_power=23;24;24;21;21;19;21;19;18;11;20;14;16;

13;16;17;16;26} 
The last three values are measured in a traditional way by 

using three different plugins. These metrics are collected 
from the RECS nodes and stored into a historical data base 
during the execution of certain simulation jobs. It has to be 
noted that the data being monitored is a first draft for the 
GAMES prototype, other metrics like Storage Usage, I/O per 
second/Watt, Application Performance (FLOPs/KWh) which 
are relevant for the evaluation, in particular for HPC 

environments, are planned and will also be monitored once 
the corresponding hardware and software modules are 
available. However, the flexible structure of our testbed 
allows also for the (future) integration of not yet available 
sensing equipment. Furthermore the monitoring data set can 
be flexibly extended on demand. Due to the limited space of 
in paper, we show only the monitoring data of two of 
eighteen nodes being occupied by the simulation process. 
Beside the evaluation of simulation processes we are also 
considering cloud computing environments based on the 
OpenNebula framework [12] within our environment. The 
according evaluation results are going to be provided at [4] 
due to space limitations in this paper. In Figure 2 the 
monitored energy and resource consumption related metrics 
of the according computer nodes are depicted. The left y-axis 
shows the percentaged usage of the according CPU and 
Memory, whilst the right y-axis shows the absolute values 
for the according energy consumption in Watt and the 
temperature in °C. 

 

 
Figure 2. Monitoring Data on node 001 and 002 

A detailed overview about the resource consumption is 
given in Figure 3. In this figure, the y-axis describes the 
percentaged usage of the according resources. This selected 
view on the according monitoring information allows for 
determining similarities between the resource consumption 
behaviours of different applications and services and varying 
platforms, which can be combined with the according 
monitoring data about the corresponding energy 

107

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                         117 / 196



consumption. This proceeding allows for the determination 
of application profiles with respect to their energy 
consumption and IT resource utilisation. In particular, this 
aspect is reflected by the data mining solution of the 
GAMES framework, which will allow for an automated 
analysis and determination of these application profiles. 

 

 
Figure 3. Resource Consumption Footprint of Simulation Process 

V. CONCLUDING REMARKS 

In this paper, we presented the architecture and setup of a 
testbed infrastructure, allowing for a flexible and dynamic 
evaluation environment. The presented architecture as well 
as the according setup faces the central requirements for an 
effective evaluation environment for differing setups and 
configurations, in particular with respect to the evaluation of 
the according energy efficiency, whilst keeping the required 
management effort as little as possible. 
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Abstract—The performance of high performance computing
applications depends highly on how they are implemented.
However, their runtime behavior is tightly coupled with the re-
sources they are allocated such as in which cores the application
threads run or in which memory devices their memory space is
placed. Thus, depending on their characteristics, applications
may exhibit more affinity to specific types of processors or
perform better in a given architecture. In this paper, mptrace, a
novel PIN-based tool aiming at profiling the applications phys-
ical memory usage is presented. Mptrace provides mechanisms
to characterize the applications access to physical memory
pages and thus to explore possible memory usage optimizations
such as those aiming at improving performance-power trade
offs. Two different implementations of mptrace are described
and evaluated using NAS parallel benchmarks. The study of
physical memory usage of NAS parallel benchmarks along with
the discussion of a specific use case shows the large potential
of mptrace.

Keywords-PIN tool; memory profiling ; pagemap; NAS Par-
allel Benchmarks; High Performance Computing.

I. I NTRODUCTION

High Performance Computing (HPC) evolved over the
past decades into increasingly complex and powerful sys-
tems. Reaching exaflops computing performance by the end
of the decade require the development and deployment of
complex and massive parallel processors with multiple cores
(e.g., chip multiprocessors) and/or heterogeneous units [1]
(e.g., the IBM/Sony Cell processor). The rapid increase in
the number of cores has been accompanied by a proportional
increase in the DRAM capacity and bandwidth, which
presents many challenges such as performance-power trade
offs and new programming challenges.

In order to achieve sustained performance and fully tap
into the potential of these architectures, the step that maps
computations to the different elements must be as automated
as possible. In a coarse grain, applications can be classified
as memory or processor bound. While the first type of appli-
cations is memory bandwidth greedy applications, the sec-
ond one is mainly limited by either the processor parallelism
level or by the amount of computational power that they
require. In both cases, mapping computations to appropriate
elements (e.g., physical memory) is an important task for
two main reasons: (1) ensuring application’s performance is
crucial from the user perspective, and (2) maximizing the

system utilization may improve the system throughput.
When applications use only a subset of all the resources

available they waste a substantial amount of power and
prevent other applications from taking advantage of the
resources, and the system can perform different actions
such as allocating the applications in the resources that best
match their requirements or reducing the amount of power
provided by the resources (e.g., using dynamic voltage and
frequency scaling). However, the implementation of such
techniques requires profiling methods that are fundamental
to understand the applications behavior. Different existing
tools provide mechanisms to instrument and gather runtime
information. Among them, PAPI [2] provides an interface
for collecting low level performance metrics (e.g., number
of L2 misses) from hardware performance counters. Other
tools are such as Intel PIN [3] provide information related
to the application performance. They are able to intercept
the application execution flow and to provide information
regarding the application performance. Both type tools can
be used to characterize the application in terms of processor
performance (instructions executed), cache and memory
performance (L1 hit rate, L2 hit rate, L2 misses per kilo
instructions, etc.) and network usage (link utilization, etc.).
Some of them also provide information regarding the virtual
addresses used by applications, however, none of these tools
provide ways to characterize accurately the physical memory
usage and thus how the different channels to physical
memory are used.

In this paper we present mptrace, a PIN-based tool, which
is able to provide the physical pages that are used by
processes on run time. It can be also used to extrapolate other
meaningful information such as the usage of the different
channels to physical memory. This can help to design new
architectures and techniques to optimize the memory usage,
thereby improving important aspects such as performance-
power trade offs. The main contributions of this paper are:
(1) the design and implementation of the mptrace tool,
which extracts the mapping between the virtual memory
address thread space and the physical memory space, and
(2) the study of physical memory usage of NAS Parallel
Benchmarks (NPB), which shows the large potential of
mptrace.

The rest of the paper is organized as follows: in Section

109

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                         119 / 196



II the background and related work are discussed; in Section
III the mptrace tool is described in detail; in Section IV the
evaluation using the NPB is provided as a use case; finally,
conclusions and future work are discussed in Section V.

II. BACKGROUND AND RELATED WORK

Previous approaches tackled the characterization of ap-
plications mainly from a performance perspective. Existing
tools such as PAPI [2], Vampir [4], Paraver [5], Intel
vTune [6] and PPW [7] allow to instrument applications
by gathering runtime information for both application and
computing resources. Existing approaches characterized how
applications perform on top of specific hardware. Tools like
PAPI, Vampir or Paraver allow instrumenting applications
and gathering hardware counters for their executions and
extracting information about how they behave. These tools
are especially interesting to detect regions of the application
that can be improved or to detect system bottlenecks. Other
tools do not require instrumenting the application. For ex-
ample PIN-based tools [3] are able to run non-instrumented
binaries and intercept all the stream of instructions prior
their execution. These tools are able to gather information
concerning the instruction that is about to be executed (i.e.,
instruction type, operands, etc.).

Over the last years processors have evolved to become
very energy efficient supporting multiple operating modes
and thus power management techniques have become subject
of study. At a very coarse level, power management at
server systems level has been based on monitoring load
and shutting down unused clusters or transitioning unused
nodes to low power modes [8]. Dynamically varying the
voltage and frequency proportional to system load has also
proved to be effective in reducing energy consumption
[9][10]. Dynamic Voltage and Frequency Scaling (DVFS)
provides power savings at the cost of increased execution
time. Other approaches conducted the power management
techniques at the processor level. For example, Cai et al.
[11] propose a DVFS techniques based on the hardware
thread runtime characterization. These approaches have been
developed on top of tools that allowed them to dynamically
gather information about the system and the applications.
However, the data used to apply DVFS techniques is only
from the processor, network and cluster.

The previous approaches tackled the energy consumption
optimizations focused on the computing elements. However,
memory devices have begun to significantly contribute to
overall system energy consumption, and like processors,
DRAM devices currently have several low power modes.
Delaluz et al. presented software and hardware assisted
methods for memory power management. They studied
compiler-directed techniques [12], as well as OS-based
approaches [13] to determine idle periods for transitioning
devices to low-power modes. However, this is not going to
be effective in multi-core systems. Cho et al. [14] studied

assigning CPU frequencies for DVFS that are memory-
aware because the focus of all prior work was on optimal
assignment of frequencies to CPU ignoring memory.

Existing tools have already provided mechanisms to un-
derstand how applications use the main memory. Some of
the previously discussed tools provide information about the
hit rate that applications have in L2. This information can
be combined with other metrics, for instance the cycles per
instruction to estimate the bandwidth that the application
requires to the memory (for instance using the misses per
kilo instructions). Other trace-based tools can be used to
get similar information. For example the PIN-based tool
CMPSim [15][16]. It is a PIN [3][17] tool that intercepts
memory operations that are fed to a chip multiprocessor
cache simulator. The model implements a detailed cache
hierarchy with DL1/IL1, UL2, UL3 and memory, and can be
configured to model complex cache hierarchies (e.g., a SMP
machine of 32 cores sharing the L2 and L3). However, all
the previous tools cannot provide more detailed information
about how the physical memory is used, such as the memory
bandwidth requested to specific memory channels. To do
this, these tools would need to provide information about
which physical memory locations are mapped to the virtual
regions for the application process.

III. M PTRACE

The Intel PIN [3][17] project aims to provide dynamic
instrumentation techniques to gather information about the
instructions that applications execute. PIN API provides
mechanisms to implement callbacks that are called once
specific events occur on the execution of the target appli-
cation (i.e., execution of memory operation). Thus, a PIN
tool can be build on top of this API to collect a subset of
all the available information. This tool can be executed with
different applications and there is no biding with specific
binaries. Thus no instrumentation is required to the target
application of study.

As of today, many tools have been build on top of PIN
such as CMPSim [15][16], which is a cache hierarchy
simulator that intercepts memory accesses and simulates
its accesses using a cache model. Other tools that profile
the applications memory access can be found in the PIN
software development kit. However, no PIN tool or sim-
ilar instrumentation tool has been provided to profile the
physical memory accesses that applications request. Mptrace
is a PIN-based tool that allows intercepting the processes
memory accesses and translating the virtual addresses to
physical addresses.

Mptrace has two different mechanisms to translate the
virtual addresses to physical addresses. The first one is
based on thepagemap file system, which is a relatively
recent mechanism in linux kernel. This file system provides
information about the physical location for the given virtual
address of a process. The second mechanism is based on
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a linux kernel module that translates the virtual addresses
to physical addresses without requiring an operating system
that supports thepagemap file system. Specifically, the
kernel module usesioctl system calls to obtain the address
for a given page, and does thewalkpage through the linux
memory structures to do the translation. In the following
subsections the two mechanisms are discussed in more detail
along with the description of the information provided by
mptrace.

A. The pagemap version

The first mechanism uses thepagemap file system
to translate the virtual address to physical address. The
pagemap file system was released in the kernel 2.6.25 and
can be accessed through the/proc/pid/pagemap filesystem.
As it is described in the kernel source, this file allows
a user space process to find to which physical frame
each virtual page is mapped. It contains a 64-bit value
for each virtual page, containing the following data (from
fs/proc/task mmu.c, abovepagemap read):

• Bits 0-54 page frame number (PFN) if present
• Bits 0-4 swap type if swapped
• Bits 5-54 swap offset if swapped
• Bits 55-60 page shift (page size = 1 “≪” page shift)
• Bit 61 reserved for future use
• Bit 62 page swapped
• Bit 63 page present

Using thepagemap system, the mptrace PIN tool provides
several functionalities to characterize how the applications
access the physical memory pages. The format and informa-
tion required is highly customizable, it provides information
related to cache access (way and set), and memory accesses
(physical page address). It also provides ways to reduce the
amount of generated information, such as sampling and trace
disabling when the application loads data, or the caches
are warming up. The current implementation of mptrace
provides mechanisms to characterize the memory accesses
on the flight. Thus, this PIN tool can provide summarized
information about how an application is using the main
memory. For example, it provides page access histograms,
or clusters of memory regions accessed during an interval
of time.

B. The kernel module-based version

The second mechanism has been designed to allow operat-
ing systems that do not support thepagemap file system, and
to improve the mptrace performance as is shown in Section
IV. A new kernel module has been developed to carry out
the translation of the virtual addresses to physical addresses.
To do this it emulatespagewalk and process all the different
structures provided by the linux memory management unit
(MMU) to do the translation. The translation procedures
provided by this module are mapped onto specificioctl
address. The mptrace kernel module translates a given virtual

address to a physical address following the steps listed
below.

• Mptrace contacts to the mptrace kernel module using
the ioctl system call (IOCTL GG) to get the translation
for the virtual address @x.

• The kernel module performs the following actions to
process the translation:

– Given the process identifier provided by the user
space it looks for themm struct which contains
the information concerning the memory allocated
to it.

– Using thepgd offset kernel function gets the page
global directory for @x.

– Using thepmd offset kernel function gets the page
middle directory for @x.

– Finally using, thepte offset kernel function gets
the page table for the address @x. Using the kernel
function pte page gets the struct page associated
to this virtual address.

– In order to get the unsigned integer coding the
physical address for the resultant struct page, the
module uses the functionpage to phys.

– If no error has occurred in the translation the
physical address for @x. For example, in those
cases were the physical page for the given virtual
address is not present, the corresponding error will
be returned to the user space.

C. Information and functionalities

As has been discussed in the previous sections, mptrace
intercepts all the memory access that the application per-
forms and generates trace files containing information of
these accesses. The most representative output data provided
by mptrace is described below.

• Current access with respect to the global execution
flow: number of global instruction, number of thread
instruction, number of memory access instruction, and
timestamp.

• Type of memory access: type of access, the instruction
pointer for the given instruction, number of operands,
and size of the operation in bytes.

• Physical resources used by this operation. For each
virtual address it provides: the physical address, cache
line and set used by this operation in L1 and L2, and
physical page.

Mptrace provides some functionalities that allow both
reducing the amount of data generated and summarizing
the application behavior such as the number of accesses
to the different physical pages. In order to reduce the
intrusiveness of mptrace, the structures that it uses have been
implemented in a light way fashion (e.g., using lightweight
data structures). Moreover, tests to evaluate the level of
intrusiveness of mptrace have been conducted. The main
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Figure 1: Access pattern of NAS benchmark: BT, CG, EP, FT, IS,MG and SP class B

goal has been to validate that the physical placement for
the application virtual space is not modified by the fact
that this PIN tool is running. Among other functionalities
mptrace allows: sampling, specify in which intervals the
memory request have to be processed, which threads have
to be instrumented, counting specific events, and dump
summarized information (i.e., the number of times that each
physical page has been accessed).

IV. EVALUATION

In this section, experimental results generated with
mptrace are presented. The set of benchmarks that have been
used are the NPB that are a set of benchmarks targeting
performance evaluation of HPC systems. The goal of this
study is to characterize how the different NPB kernels use
the physical memory, and to understand how the working
sets of these kernels are mapped to the physical pages by
the operating system and hardware and how often these
pages are accessed. A performance study of the two different
implementations presented in this paper is also provided.

A. Methodology

The experiments were conducted with a server with an
Intel(R) Core(TM)2 Quad CPU Q9450 processor and 8GB
of memory running Linux kernel 2.6.34. The processor
provides four hardware threads. NPB were run with the
mptrace tool using thepagemap file system mechanism. The
main parameters considered to conduct the experiments are
listed below:

• Each application ran without co-allocation of other
applications to avoid interferences with applications
requesting memory to the operating system.

• Each application ran with the total amount of hardware
threads that the processor provides in order to avoid
context switching and other non-desired OS traps.

• Mptrace started tracing at the instruction count 1 mil-
lion. In these experiments mptrace only accounted for
the number of access to the physical pages and thus
no other traces were generated (i.e., with the stream of
reads and writes to the main memory).

B. Results

Figure 1 presents the number of accesses that each of
the physical pages available in the memory device has been
accessed by each of the NPB applications. The x-axes show
the page number and the y-axes shows the millions of
accesses that the application has accessed this page.

The plots show that the amount and distribution of mem-
ory access differ for the different NPB kernels. For instance,
the MG kernel access few thousands of millions of memory
instructions while the BT kernel memory accesses are more
than 10 times larger. Since the MG and BT kernels run
in 6 and 10 minutes, respectively, the amount of memory
accesses per second is substantially different. However, this
type of information can be gathered using other traditional
tools (i.e., CMPSim). The interesting information that these
plots provide is how separated the memory accesses for
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each of the NPB applications and the amount of accesses
per physical page are from one another. In the case of
the CG, the accesses are equally populated among all the
different physical pages that are available to the threads.The
rest of the benchmarks accesses are located in a relatively
small number of physical pages. The MG, FT, EP, and
BT benchmarks basically access to few tens of physical
pages. However, the amount of accesses is very high for
BT (up to 95,000 million access to the same page) with
respect to the other two benchmarks (up to 1,800 million
accesses to the same page). Therefore, three different type
of patterns can be observed in this scenarios: CG does many
accesses to many different physical pages; EP, LS and MG
do small number of accesses to small subset of pages; and
BT does large amount of access to a small subset of pages.
Combining this information with time information and cache
hierarchy information can lead to interesting characterization
of how the memory subsystem is used. Furthermore, as
it discussed in the following paragraphs it can derive to
some optimizations in the memory system address decoder
(i.e., how the virtual memory is placed in the physical
memory) and how the memory device is configured (i.e.,
the amount of frequency that it has to run to deliver the
required bandwidth).

As well as defining policies to address important problems
such as reducing the memory contention when consolidating
workloads, mptrace can be used, for example, to develop
novel techniques such as predictive memory power man-
agement at run time. We propose using mptrace to extend
the work on dynamic memory voltage scaling proposed by
Deng et al. [18] considering the ability to select differentfre-
quencies for different memory channels as a case of study to
show the large potential of mptrace. The process of mapping
physical addresses to memory channels to main memory is
proprietary to each memory control design. Mptrace can
be used to obtain the physical addresses accessed by the
applications and then process the data to obtain the channels
access patterns. Figure 2 shows the memory access patterns
for a large amount of channels (i.e., 64 channels) using two
different algorithm for mapping memory physical addresses
to channels: (1)default, where accesses are clustered to cer-
tain channels (e.g., clusters of 256MB), and (2)interleaving,
where accesses are distributed across different channels.The
figures illustrate how the algorithm for mapping physical
memory addresses to channels can significantly affect the
memory access pattern, and presumable the application
behavior. They show that peak memory bandwidth is not
always demanded by the application and there is unequal
distribution of accesses across channels. This asymmetry and
unequal distribution of traffic present opportunities to control
the channels independently (i.e., scaling the dynamicallythe
frequency).

In the previous sections two different mechanism to
translate virtual addresses to physical address have been
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Figure 2: Channels access pattern with default (left) and
interleaving (right) mapping policies

introduced: using thepagemap file system or using a kernel
module. They do not only differ on the resources that they
need but also they differ in their performance. As can be
observed in Figure 3 the kernel-based implementation is
substantially faster than thepagemap, especially for short
and large runs. This figure presents the number of microsec-
onds that mptrace needed to trace 100K, 1M and 10M of
memory instructions for each of the NPB applications. In all
of the cases the first implementation performs better than the
second one. The difference is especially significant for 10k
and 10M memory instructions. Hence the kernel implemen-
tation runs two times faster than the other implementation,
on average, which is especially important for very large runs.

V. CONCLUSION AND FUTURE WORK

In this paper, the mptrace PIN tool, which aims to
profile and characterize the physical memory usage for HPC
applications, has been presented. Two different implemen-
tations of mptrace are described and evaluated using NPB.
Specifically, the physical memory usage is characterized by
each of the NPB kernels. For each NPB kernel the number
of accesses to each physical page is shown. Three different
types of patterns are observed in this scenario: (1) CG
accesses many times many different physical pages, (2) EP,
LS and MG access fewer times a small subset of pages, and
(3) BT accesses many times a small subset of pages.

The results show the large potential that mptrace has to
study the applications physical memory usage. As of today,
many of the tools provide mechanism to understand how
the applications virtual space is used; however, information
regarding the mapping of virtual addressed to physical
memory allows us to understand how the memory devices
are used (e.g., to understand the bandwidth required for
each of the memory channels). This can lead to designing
and optimizing novel architectures and software mechanisms
along multiple dimensions such as performance, power and
their trade offs.

Current and future research efforts include the develop-
ment of: (1) a web-based framework to launch, process and
generate memory characterization, (2) tools to automatically
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Figure 3: Execution tine of mptrace tracing 100K (left), 1M (middle), and 10M(right) instructions for NPB (OpenMP version)

characterize how the memory is used during the application
execution, and (3) techniques to optimize the memory man-
agement based on the data provided by mptrace.
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Abstract—Visualizations of large simulations are not only
computationally intensive but also difficult for the viewer to
interpret, due to the huge amount of data to be processed.
The case of urban wind flow simulations proves the benefits
of mobile Augmented Reality visualizations, both in terms
of selection of data relevant to the user and facilitated and
comprehensible access to simulation results. This is achieved
by a novel visualization method, presenting simulations based
on current city model data correctly localized in real-world
images.

Keywords-Scientific Visualization; Augmented Reality; Nu-
merical Simulation; Urban Airflow; Geographical Information
Systems (GIS).

I. INTRODUCTION

The development of scientific computing including nu-
merical simulation and interactive 3D visualization has today
become an essential tool in many applications including in-
dustrial design, studies of the environment and meteorology,
and medical engineering. The increasing performance of
computers has played an important role for the applicability
of numerical simulation but has also led to a data explosion.
At present, the use of simulation software and the inter-
pretation of visualization results usually require dedicated
expertise. The large amount of data available leads to two
problems for the end-user, which are discussed in this paper.
On the one hand, handling and selection of the appropriate
data requires a suitable user interface. On the other hand,
the amount of perceptible information is limited, and thus
visualizations of large data sets need very intuitive methods
to be understandable.

Geographical Information Systems (GIS) are playing an
increasing role for urban planning [1]. Their improved ac-
curacy joined with the increasing performance of computing
systems are making accurate large scale urban simulations
feasible. In this paper we present the results of the joint work
with the city council of Karlsruhe for simulations in an urban
environment as an illustrative example setting, with focus on
the advantages of mobile Augmented Reality visualization
of large numerical simulations. The proposed visualization
methods serves as a technology for solving problems of
large scale data visualizations. Additionally, it also open the

path to making results of numerical simulations accessible
to decision makers and to the citizen at large, both from
the technical and the comprehensional perspective. The
general availability of smartphones and tables equipped
with GPS, cameras and graphical capabilities fulfills the
technical requirements on the client side for implementing
the presented visualization methods. This allows for an
intuitive exploration of large scale simulations. The ongoing
standardization process of GIS for city modeling in the
CityGML consortium [2] enable standardized simulation
and visualization services for world-wide use based on the
presented methodology in future.

The novel approach of providing scientific results on
mobile devices was developed in the Science to Go project
aiming to deliver numerical simulation on the spot.

In this paper, we present related papers and projects, and
how they relate to the proposed concept. This is followed
by the methodology of the visualization method, with details
on the needed steps of preprocessing, simulation, augmented
visualization, interaction and the server-client framework.
The text ends with the conclusion and acknowledgements
for partners and funding for the project.

II. RELATED WORK

The Touring machine [3] was one of the first mobile
solutions for augmented reality illustrating the potential
of enhancing real life images in real-time for exploration
of the urban environment. The approach was to display
information overlays on the camera image, which is still
popular in augmented reality applications of today [4], [5].
This concept is well suited to present textual or illustrative
information, but is not directly suited for visualization of
simulation results as presented in this paper. The availability
of dedicated graphical processing units on mobile devices
have led to augmented reality visualizations of pre-defined
3D objects [6] as they have been found beneficial in labo-
ratory setups [7]. This is the basis for visualization of 3D
structures representing the results of simulations. The use
of augmented reality visualization for environmental data is
presented in the HYDROSYS framework [8], providing a
method to combine measurements and simulation data with
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geographic information. Similar to the work presented in this
paper, this framework emphasizes the need for simulation
information on-site. The conceptional need for combining
simulation results with data from geographic information
systems is also a driving force for the CityGML project [1],
which has applications to natural disaster management. The
augmented reality visualization of urban air flow phenomena
in an indoor virtual reality laboratory setting based on
physical mock-up building blocks is presented in [9].

III. METHODOLOGY

The integration of scientific visualizations into real world
camera images is demanding from the perspectives of data
preprocessing, mobile device positioning and the actual
augmented reality visualization. The difficulties arise from
the need to combine real-world and virtual geometries
aligned with each other, and then to incorporate scientific
visualizations of results from numerical simulations in the
resulting image.

Simulating a phenomenon with a numerical method re-
quires the computational domain to be determined. In our
approach, the real world is represented by virtual city-
models, which are converted into mesh data using sophis-
ticated preprocessing techniques well known in the context
of bio-medical simulations (see e.g., [10], [11]). Based on
a mathematical model for airflow, a finite element CFD
simulation is then set up and run using the HiFlow3 simula-
tion software [12]. Using accurate position and orientation
of camera images based on sensor fusion techniques as
discussed and illustrated in [4], a consistent Augmented
Reality visualization of the simulation results can then be
produced.

The proposed visualization methods for interaction with
large numerical simulation on mobile devices are based on
a client-server framework where specific demands have to
be taken into consideration.

A. Preprocessing

The “3D-Stadtmodell Karlsruhe” [13] was started in 2002
as an improved database of geographic information to meet
the demands of the urban administration. It consists of
several data sets of varying purpose, coverage, accuracy
and detail, starting with a terrain model without buildings,
and including large brick models for the cityscape, up to a
photo-realistic model, as seen in Figure 1. The city model is
currently progressing towards an integration into a CityGML
[1] based representation.

Since none of the models were created for use by nu-
merical simulation software, extensive pre-processing steps
are necessary. In general two or three models have to be
combined to create a suitable computational domain, as seen
in Figure 2. Special care was necessary to deal with model
enhancements that had been made mainly for visual effects.
For instance, there were closed window planes in garages

Figure 1. Photo-realistic building in the Karlsruhe 3D city model

Figure 2. Computational geometry based on the Karlsruhe 3D City Model

facing the outside world on both sides with zero width,
which are very significant for wind flow simulations around
buildings. Although such irregularities could be avoided by
imposing strict conditions on the city models, in general
we cannot expect available city models to conform to these
conditions, since they were originally created for visual plan-
ning. To avoid problems arising from these kinds of artifacts,
an emphasis was put on the use of robust and performant
region growing methods that are well known from medical
applications such as for the realistic computational fluid
dynamics simulations of the nose and lungs (see e.g.,[10],
[11]).

Another challenge for enabling widespread use of simu-
lation in urban environment is the non-availability of highly
accurate city models. This condition can be weakened to
the availability of high resolution models in the main areas
of interest, since widely available low accuracy models
are sufficient for the necessary peripherical simulation in
the surrounding area. In spite of the varying detail of the
models, the very accurate geographic alignment offers the
opportunity for an automated data source selection and
preprocessing workflow.
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Figure 3. Numerical simulation results of urban wind flow

B. Simulation

The instationary Navier-Stokes equations are solved in a
sufficiently large computational domain surrounding the area
of interest with suitable artificial boundary conditions for
assumed wind flow conditions. At the walls of buildings the
velocity is set to zero.

The model is formulated as an initial boundary value
problem for the velocity ~u (~x, t) and the pressure p (~x, t)
in Equation 1.

∂t~u− ν∆~u
+ (~u · ∇) ~u+∇p = 0 (~x, t) ∈ Ω× (0, T ) ,

∇ · ~u = 0 (~x, t) ∈ Ω× (0, T ) ,

~u = ~uin (~x, t) ∈ Γin × (0, T ) ,

(−Ip+ ν∇~u) · ~n = 0 (~x, t) ∈ Γout × (0, T ) ,

~u = 0 (~x, t) ∈ Γ× (0, T ) ,

~u (~x, 0) = ~u0 (~x) ~x ∈ Ω .

(1)

The parameter ν in this model is the kinematic viscosity,
which is assumed to be constant over the entire domain. An
artificially high value was used to keep the Reynolds number
small for the computations that are illustrated in Figure 3.
The visualization is based on the open source packages VTK
[14], ParaView [15] and HiVision [16].

C. Augmented Reality Visualization

The visualization method is based on the accurate align-
ment of the viewer’s position and the orientation of his
camera view with the three-dimensional city model and the
numerical simulation. Beside the accurate localization, the
methodology of reality augmention is also of high relevance
for the comprehensibility and credibility of the visualization.
In the setup considered here only the graphics representing
the flow field are to be embedded in the real-life image,
and therefore the city model and the computational mesh
should not be visible. Yet, the simulation results that are
covered by buildings in the city model must be removed
from the image. Therefore, the occluded simulation results

Figure 4. Masked numerical simulation visualization

Figure 5. Enhanced augmented reality visualization

are masked by the city model, which itself remains invisible
leading to a masked visualization as displayed in Figure 4,
where the transparent areas are left black.

The masked visualization can then be composed onto the
camera view leading to the augmented numerical simulation
visualization in Figure 5, which was extended with the
computational domain for illustration. The resulting image is
very informative and gives insight into the simulation results.
Since the displayed part of the simulation coincides with the
viewer’s position, the data selection is most intuitive and the
full simulation can be explored by simply wandering around
in the computational domain.

D. Interaction and User Interface

The interaction and the user interface is crucial for
usability and comprehension. The proposed model is to
present the mobile device as a window to the Augmented
Reality and the results of the numerical simulation. This
leads to challenges as outlined in [4] that can be addressed
using sophisticated mathematical methods such as filtering,
simulation and parameter identification. Only the increasing
computing power available in modern mobile devices such
as smartphones and tablets enable the use of such costly
algorithms in real-time leading to haptic user interfaces.

The camera view in space is defined by six parameters,
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Figure 6. Mathematical methods enable intuitive user interfaces

the three-dimensional position and the three viewing angles.
Therefore at least six dimensions of sensor data is needed to
control the user interface. Besides GPS, the latest generation
of mobile devices contain spatial accelerometers as well as
spatial magnetometers as a minimum. Taken together, they
provide the six degrees of freedom in sensor data, enabling
a new approach to an intuitive interface, which can be im-
proved by any other additional sensors such as gyroscopes or
camera based marker detection. Figure 6 illustrates that this
step covers the real-time fusion of various sensor readings
to gain the position and orientation information that is the
basis for the Augmented Reality visualization.

Interaction with a numerical simulation consists not only
of moving around and changing the view; it is highly
desirable to also offer access to visualization parameters,
such as what quantities are displayed, the method used, and
potentially to enable changing some simulation parameters.
From the view of the user interface, the touchscreen inter-
faces of modern mobile devices offer endless possibilities
for manipulation of visualization and simulation parameters.
Another crucial issue is the interactivity that is offered to the
user: the presented visualization needs to be updated fre-
quently, but is limited by the available network bandwidth.

E. Client-Server Framework

In general, the computation of large scale simulations
and their visualizations need dedicated hardware and infras-
tructure, and is therefore traditionally only available to a
small group of experts. The proposed visualization method
overcomes this drawback by a client-server approach where
the display, data selection and user interface is on a mobile
device, but the actual simulation results and visualization
remains on a high performance server infrastructure. The
clients are connected to the visualization service on the
servers by wireless or cellular networks as illustrated in
Figure 7, which are limited by the available bandwidth. In
a direct image transport a refresh rate of several frames
per second is feasible on UMTS networks. Additional
compression methods leading to higher refresh rates using

Figure 7. Interaction model

significantly lower bandwidth are currently being developed
by the authors in the framework of the newly starting
European Project MobileViz in collaboration with industrial
partners.

For widespread use of the simulation and visualization
models, the necessary computing power can be provided
by a cloud service, delivering the service of simulation and
visualization on demand. The versatility and modularity of
HiFlow3 combined with the automated robust pre-processing
of 3D city models and parallelized rendering servers for
scientific visualization are the basis for a versatile and
reliable service.

IV. CONCLUSION

In this paper, we have presented a novel visualization
method for large-scale scientific computing illustrated by
the example of urban air flow simulation. The use of mobile
devices opens the path to intuitive access to and interaction
with numerical simulations that are highly comprehensible
due the embedding in to the real-life camera view as Aug-
mented Reality visualizations. By this, results of numerical
simulations will be available to decision-makers and citizens,
raising the impact and improving the communication of
scientific results. The presented methods are backed by
a client-server framework and offer business models for
simulation and visualization on demand in a cloud-based
setup.
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Abstract—In this paper, we present the application of element-
free Galerkin (EFG) method to analyze two-dimensional 
elastostatics problems, for example, cantilever beam. MPI 
parallel programming process is exploited to increase the 
computational efficiency and to mitigate the time consumed in 
the tremendous calculations using the element-free Galerkin 
method. We propose a powerful computation efficient 
architecture for CPU Cluster Using DRBL. The architecture 
help administrator to quickly deploy and manage CPU Cluster 
environment [15], it also bring benefit of computational 
efficiency in scientific computing. We have executed job on 
DBRL Cluster.  The total time, speedup and efficiency have 
estimated for cantilever beam problem. We execute parallel 
implementation on DRBL Cluster [10]. For 16 cores, the 
speedup and efficiency are obtained to be 12.34 and 77.125% 
in cantilever beam problem. 

Keywords-EFG; parallel computing; DRBL Cluster; MPI. 

I.  Introduction 

The partial differentiation equation usually describes a 
physical phenomenon in engineering science and 
engineering physics, like Navier-Stokes equation, heat 
conduction equation, vibration equation, wave equation, and 
so on. The smoothed particle hydrodynamics method (SPH) 
was proposed by Lucy [16] and it has been used to solve 
nonaxisymmetric phenomena in astrophysics. It has been 
applied to fluid mechanics and structure mechanics, etc. The 
SPH is represented by a set of particles, which move 
according to governing equations.  

EFG can tackle initial value, boundary problems, linear 
and nonlinear partial differential problems [7-9].  Meshless 
methods, computational simulation techniques whose 
discrete model of the problem domain is described by nodes 
instead of predefined meshes [1-4]. Belytschko et al. [5, 6] 
(1994) developed the Element-Free Galerkin (EFG) method 
which used the moving least-squares (MLS) approximation 
to construct the shape function and employed Lagrange 
multipliers to satisfy the essential boundary condition. We 
use multiprocessor to calculate EFG numerical simulation. 
MPI parallel programming process is exploited to increase 
the computational efficiency and to mitigate the time 
consumed in the tremendous calculations using the element-
free Galerkin method.  

MPICH2 is a tool of the Message-Passing Interface for 
CPU [11, 12]. MPICH2 was proposed by Argonne National 
Lab. MPICH2 is open source which is freely available 

license. It support system, including Microsoft Windows, 
Unix and Linux (ubuntu, centos, Fedora, etc.). The latest of 
version is 2-1.0 that we can download on official 
website.MPICH2 is implementation for distributed-memory 
and shared memory in parallel computing. MPICH2 offer 
parallel programming library which supports C, C++,  
Fortran language. The MPICH2 offers us some library which 
uses very convenience. In this paper, our program has been 
written in C language using MPI message passing library and 
execute on DRBL Cluster architecture. We use MPICH2 
software easily by DRBL Cluster architecture. 

II. MATHEMATICAL FORMULATION 

A. Moving Least Squares Approximation 

Moving least square (MLS) interpolants is used for the  
construction of the shape function in EFG method. The 
approximation )(xuh  of the field variable )(xu  in the 
domain Ω has the following form: 

 
                                hu  Tx p x a x                          (1) 

where  
 

           2 21 x y x xy y   
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In the present study, exponential weight function [1] was 

used as 
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Hence, we have 
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                                 hu x Φ x u                             (8) 

 

B. EFG Method with Lagrange Multipliers 

In the linear elastostatics problem, the variational form 
with Lagrange multipliers is given by [2] 

 

   
t

T T Td d d
  

        Lu CLu u b u t  

        
u u

T Td d 0
 

        λ u u u λ                    (9) 

 
a where L is a matrix differential operator; C is a matrix of 
material constants; b is the vector of external body forces; 
is vector of the Lagrange multipliers. 

Hence, the final discrete equation can be written in the 
following matrix form: 
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D    for plane stress         (14) 

 
and iN  is the Lagrange interpolant for node i on the essential 
boundary. 

 
 

III.  SYSTEM ENVIRONMENT 

A. DRBL 

Diskless Remote Boot in Linux (DRBL) is an open 
source solution to managing the deployment of the 
GNU/Linux operating system across many clients. DRBL 
supports lots of popular GNU/Linux distributions, and it is 
developed based on diskless and systemless environment for 
client machines. Figure 1 shows DRBL system architecture. 
DRBL uses PXE/Etherboot, DHCP, TFTP, NFS and NIS to 
provide services to client machines, so it is not necessary to 

install GNU/Linux on the client hard drives individually. 
Users just prepare a server machine for DRBL to be installed 
as a DRBL server, and follow the DRBL installation wizard 
to configure and dispose the environment for client machines 
step by step. It is really an easy job to deploy a DRBL 
environment on clustering systems even for a GNU/Linux 
beginner, hence cross-platform and user-friendly are the key 
factors that make the DRBL become a superior clustering 
tool. 

 

 

Figure 1.  DRBL Cluster architecture. 

 
DRBL can efficiently deploy diskless or diskfull cluster 

environment, and manage client. It configures these services 
(TFTP, NIS, DHCP, and NFS) to build a cluster environment. 
According to this implementation, administrator just needs 
two steps to deploy cluster environment. (1) Step 1: Installs 
DRBL packages and generates kernel and initrd for client; (2) 
Step 2: setup environment parameters, such IP address, and 
numbers of clients. It also provides cluster management and 
cluster system transformation (diskfull or diskless system).   

The DRBL Cluster uses computers of PC classroom in 
our research center. One of computers has already been 
installed software (such as: MPICH2, fort77, g++, gcc, etc.)   
as DRBL server. It's very flexible to transform between two 
different modes cluster environment (diskfull and diskless) 
through DRBL. The cluster has 1 server、7 clients, The PC 
are equipped with Intel®  Core(TM)2 Quad CPU    Q9550  
@ 2.83GHz. Table I illustrates Hardware specifications and 
Software list. 

 

TABLE I.  HARDWARE SPECIFICATIONS AND SOFTWARE LIST 

Hardware (PC) Software 

Intel(a)  Core™ 2 Quad CPU 
Q6600 2.4Hz 

Ubuntu 10.04 

8 GB RAM Kernel 2.6.32.21 
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160GB Hard disk DRBL 1.94-27 

Intel 82571EB Gigabit NIC gcc, g++, fort77, MPICH2 

Hardware(Network switch) 

Linksys SLM2048 48 port 10/100 Gigabit Switch 

 

IV. NUMERICAL EXAMPLE AND PARALLEL 

IMPLEMENTATION 

Consider a cantilever beam with length L=48m and 
height W=15 m was subjected to a concentrated load 
P=1000 N at the free end, as shown in Fig. 2.  

 
 
 

 
Figure 2.  Cantilever Beam 

 
This case was solved for the plane stress with Young's 

modulus 7E 3 10   N/m and Poisson's ratio 0.3  . A 
regular arrangement of 48 15  nodes and regular integration 
cells with 4 4  Gauss quadrature  were used. The normal 
stress x  and the shear stress xy  along the line x=L/2 is 

shown in  Figs. 3 and 4, respectively. The relative error of 
the max  and max  of x=L/2 are 0.06% and 0.77%. 
 

 

Figure 3.  Distribution of normal stress x at t x=L/2.  

 

Figure 4.  Distribution of Shear stress xy at x=L/2. 

 

A.  Parallel algorithm 

We have divided data decomposition in the parallel 
algorithm. Whole domain is divided into small subdomains 
and each processor performs the work on the subdomains. 
The EFG parallel implementation is consist of three parts in 
our code. 

 
 First part is the following: Input data, nodal 

coordinates Gauss points, shape functions and its 
derivatives. Set up on the essential boundary. 
Calculation of each cell (subdomains for {k}). 

 Secondary part is the following: Each processor 
sends subdomains to assembly of the system 
matrices {K}. We will obtain the formulation : 
AX=B 

 Finally, A and B are known, we can use Gaussian 
Elimination for solving X unknowns. 
 

We have measured performance between a 
multiprocessor system and a single processor system. Table 
II shows performance efficient. The figure 5 shows variation 
of speedup with number of processors. The figure 6 shows 
variation of efficiency with number of processors. 
 

TABLE II.  PERFORMANCE EFFICIENT 

Number of 
processors 

Total time Speedup Efficiency 
(%) 

1 13608.5 1 100 

4 3428.27 3.97 99.25 

8 1759.8 7.73 96.625 

16 1102.65 12.34 77.125 
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B. Total time 

The total time is parallel computation run time. The total 
time is measured by MPI_Wtime which is MPI`s library 
functions. 

C. Speed up 

We obtained more great performance efficient by 16 
processors. The speedup formulation is defined as following: 

 

) ( 

) ( 

timeTotalprocessorsmulti

timeTotalprocessorones
Speedup   

D. Parallel efficiency 

We have discussed about parallel efficiency here. The 
parallel efficiency formulation is defined as following: 

 

processorsofNumber

Speedup
efficiencyparallel

  
   

 

 

Figure 5.  Variation of speedup with number of processors. 

 

 

Figure 6.  Variation of efficiency with number of processors. 

 
 

V. RESULT DISCUSSION 

We have been developed parallel code in C language 
for cantilever beam problem.  We have calculated for total 
time, speedup and efficiency on DRBL Cluster. The EFG 
method for cantilever beam problem is accuracy. In the 
future, we will use EFG method, to solve complex problem 
in engineering. We have performed parallel programming 
for EFG method. Our parallel programming has executed on 
DRBL Cluster system. The DRBL Cluster is very much 
useful in High performance computing environment. 

We consider a cantilever beam that is excited by 
external force. We use EFG method to solve the normal 
stress and the shear stress along the line x=L/2. The relative 
error of normal stress and the shear stress of x=L/2 are 
0.06% and 0.77%. The presented results confirm the theory 
for cantilever beam applications. 

VI. CONCLUSION AND FUTURE WORKS 

In the paper, we used EFG method to deal with an 
engineering problem. The finite element needs to build 
meshes. The EFG is no need to connect these nodes for 
whole domain. In other words, we don`t create and arrange 
the meshes. Therefore, EFG method just needs to build 
influence domain. EFG adopts a moving least square 
approximation function to fit based on nodes to make those 
field variables are continuous in the domain. 

 MPI parallel programming process is exploited to 
increase the computational efficiency and to mitigate the 
time consumed in the tremendous calculations using 
the element-free Galerkin method.  

In the future, we want to use EFG method to deal 
properly with kinds of complicate engineering problems like 
fracture extension, crack growth, kinematic boundary 
condition. We can employ GPGPU (General-Purpose 
Computing on Graphics Processing Unit) to deal with large 
scale problems. 
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Abstract—Scalability preserves the robustness of sliding win-
dow compression only on very large files when it is implemented
on a distributed system with low communication cost. On the
other hand, we show that Lempel-Ziv-Welch compression is
scalable and robust on arbitrary files.
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I. I NTRODUCTION

Lempel-Ziv compression [1], [2], [3] is based on string
factorization. Two different factorization processes exist with
no memory constraints. With the first one (LZ1) [2], each
factor is independent from the others since it extends by
one character the longest match with a substring to its left
in the input string (sliding window compression). With the
second one (LZ2) [3], each factor is instead the extension
by one character of the longest match with one of the
previous factors (Lempel-Ziv-Welch or LZW compression).
This computational difference implies that while sliding
window compression has efficient parallel algorithms [4], [5]
LZW compression is hard to parallelize [6]. This difference
is mantained when bounded memory versions of Lempel-
Ziv compression are considered [5], [7], [8]. On the other
hand, parallel decompression is possible for both approaches
[10]. This field has developed in the last twenty years from
a theoretical approach concerning parallel time complexity
with no memory constraints to the practical goal of design-
ing distributed algorithms with bounded memory and low
communication cost. While with shared memory machines
scalability is always possible [11], this is not always garan-
teed with distributed memory. Distributed systems have two
types of complexity, the interprocessor communication and
the input-output mechanism. While the input/output issue is
inherent to any parallel algorithm and has standard solutions,
the communication cost of the computational phase after the
distribution of the data among the processors and before the
output of the final result is obviously algorithm-dependent.
So, we need to limit the interprocessor communication
and involve more local computation to design a practical
algorithm. The simplest model for this phase is, of course,
a simple array of processors with no interconnections and,

therefore, no communication cost. An example of distibuted
system with low communication cost is a tree architecture.
Distributed algorithms for sliding window compression ap-
proximating in practice its compression effectiveness has
been realized in [8] on an array of processor with no
interprocessor communication. An approach using a tree
architecture slightly improves compression effectiveness [9].
However, the scalability of a parallel implementation of
sliding window compression on a distributed system with
low communication cost garantees robustness only on very
large files. On the other hand, we show in this paper that
LZW compression is scalable and robust on arbitrary files
if implemented on a tree architecture.

In Section 2, we describe the Lempel-Ziv compression
techniques and in Section 3, we present the bounded mem-
ory versions. In Section 4, we present previous work ona
parallel system with shared memory. Section 5 discuss how
Lempel-Ziv data compression and decompression can be
implemented on a distributes system and compare LZW
compression with the sliding window technique. Conclu-
sions and future work are given in Section 6.

II. L EMPEL-ZIV DATA COMPRESSION

Lempel-Ziv compression is a dictionary-based technique.
In fact, the factors of the string are substituted bypointers
to copies stored in a dictionary, which are calledtargets.
LZ1 (sliding window) compression is also called the sliding
dictionary method while LZ2 (LZW) compression is more
generally called the dynamic dictionary method.

A. Sliding Window Compression

Given an alphabetA and a stringS in A∗ the LZ1
factorization ofS is S = f1f2 · · · fi · · · fk wherefi is the
shortest substring, which does not occur previously in the
prefix f1f2 · · · fi for 1 ≤ i ≤ k. With such factorization, the
encoding of each factor leaves one character uncompressed.
To avoid this, a different factorization was introduced (LZSS
factorization) wherefi is the longest match with a substring
occurring in the prefixf1f2 · · · fi if fi 6= λ, otherwise
fi is the alphabet character next tof1f2 · · · fi−1 [12]. fi
is encoded by the pointerqi = (di, ℓi), where di is the
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displacement back to the copy of the factor andℓi is the
length of the factor (LZSS compression). Ifdi = 0, li is the
alphabet character. In other words the dictionary is defined
by a window sliding its right end over the input string,
that is, it comprises all the substrings of the prefix read
so far in the computation. It follows that the dictionary is
both prefix and suffix since all the prefixes and suffixes of
a dictionary element are dictionary elements. The position
of the longest match in the prefix with the current position
can be computed in real time by means of a suffix tree data
structure [13], [14].

B. LZW Compression

The LZ2 factorization of a stringS is S =
f1f2 · · · fi · · · fk where fi is the shortest substring, which
is different from one of the previous factors. As for LZ1 the
encoding of each factor leaves one character uncompressed.
To avoid this a different factorization was introduced (LZW
factorization) where each factorfi is the longest match with
the concatenation of a previous factor and the next character
[15]. fi is encoded by a pointerqi to such concatenation
(LZW compression). LZW compression can be implemented
in real time by storing the dictionary with a trie data
structure. Differently from sliding window compression, the
dictionary is only prefix.

C. Greedy versus Optimal Factorization

The pointer encoding the factorfi has a size increasing
with the indexi. This means that the lower is the number
of factors for a string of a given length the better is the
compression. The factorizations described in the previous
subsections are produced by greedy algorithms. The question
is whether the greedy approach is always optimal, that is,
if we relax the assumption that each factor is the longest
match can we do better than greedy? The answer is negative
with suffix dictionaries as for sliding window compression.
On the other hand, the greedy approach is not optimal for
LZW compression. However, the optimal approach is NP-
complete [16] and the greedy algorithm approximates with
an O(n

1

4 ) multiplicative factor the optimal solution [17].

III. B OUNDED SIZE DICTIONARY COMPRESSION

The factorization processes described in the previous
section are such that the number of different factors (that is,
the dictionary size) grows with the string length. In practical
implementations instead the dictionary size is bounded by a
constant and the pointers have equal size. While for sliding
window compression this can be simply obtained by bound-
ing the match and window lengths (therefore, the left end of
the window slides as well), for LZW compression dictionary
elements are removed by using a deletion heuristic. The
deletion heuristics we describe in this section are FREEZE,
RESTART and LRU [18]. Then, we give more details on
sliding window compression.

A. The Deletion Heuristics

Let d + α be the cardinality of the fixed size dictionary
whereα is the cardinality of the alphabet. With the FREEZE
deletion heuristic, there is a first phase of the factorization
process where the dictionary is filled up and “freezed”.
Afterwards, the factorization continues in a “static” way
using the factors of the freezed dictionary. In other words,
the LZW factorization of a stringS using the FREEZE
deletion heuristic isS = f1f2 · · · fi · · · fk wherefi is the
longest match with the concatenation of a previous factor
fj , with j ≤ d, and the next character. The shortcoming
of this heuristic is that after processing the string for a
while the dictionary often becomes obsolete. A more so-
phisticated deletion heuristic is RESTART, which monitors
the compression ratio achieved on the portion of the imput
string read so far and, when it starst deteriorating, restarts
the factorization process. Letf1f2 · · · fj · · · fi · · · fk be such
factorization withj the highest index less thani where the
restart operation happens. Then,fj is an alphabet character
and fi is the longest match with the concatenation of a
previous factorfh, with h ≥ j, and the next character
(the restart operation removes all the elements from the
dictionary but the alphabet characters). This heuristic is
used by the Unix command Compress since it has a good
compression effectiveness and it is easy to implement.
However, the best deletion heuristic is LRU (last recently
used strategy). The LRU deletion heuristic removes elements
from the dictionay in a continuous way by deleting at each
step of the factorization the least recently used factor, which
is not a proper prefix of another one.

B. Compression with Finite Windows

As mentioned at the beginning of this section, bounded
size dictionary compression can also be obtained by sliding
a fixed length window and by bounding the match length. A
real time implementation of compression with finite window
is possible using a suffix tree data structure [19]. Much
simpler real time implementations are realized by means
of hashing techniques providing a specific position in the
window where a good appriximation of the longest match is
found on realistic data. In [20], the three current characters
are hashed to yield a pointer into the already compressed
text. In [21], hashing of strings of all lengths is used to
find a match. In both methods, collisions are resolved by
overwriting. In [22], the two current characters are hashed
and collisions are chained via an offset array. Also the Unix
gzip compressor chains collisions but hashes three characters
[23].

C. Greedy versus Optimal Factorization

Greedy factorization is optimal for compression with finite
windows since the dictionary is suffix. With LZW compres-
sion, after we fill up the dictionary using the FREEZE or
RESTART heuristic, the greedy factorization we compute
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with such dictionary is not optimal since the dictionary
is not suffix. However, there is an optimal semi-greedy
factorization, which at each step computes a factor such
that the longest match in the next position with a dictionary
element ends to the rightest [24], [25]. Since the dictionary
is prefix, the factorization is optimal. The algorithm can even
be implemented in real time with a modified suffix tree data
structure [24].

IV. PREVIOUS WORK

Sliding window compression can be efficiently paral-
lelized on a PRAM EREW [4], [5], [8], that is, a parallel
machine where processors access a shared memory without
reading and writing conflicts. On the other hand, LZW com-
pression is P-complete [6] and, therefore, hard to parallelize.
Decompression, instead, is parallelizable for both methods
[10]. As far as bounded size dictionary compression is
concerned, the “parallel computation thesis” claims that se-
quential work space and parallel running time have the same
order of magnitude giving theoretical underpinning to the re-
alization of parallel algorithms for LZW compression using
a deletion heuristic. However, the thesis concerns unbounded
parallelism and a practical requirement for the design of
a parallel algorithm is a limited number of processors. A
stronger statement is that sequential logarithmic work space
corresponds to parallel logarithmic running time with a
polynomial number of processors. Therefore, a fixed size
dictionary implies a parallel algorithm for LZW compression
satisfying these constraints. Realistically, the satisfaction
of these requirements is a necessary but not a sufficient
condition for a practical parallel algorithm since the number
of processors should be linear, which does not seem possible
for the RESTART deletion heuristic. Moreover, the SCk-
completeness of LZ2 compression using the LRU deletion
heuristic and a dictionary of polylogarithmic size shows
that it is unlikely to have a parallel complexity involving
reasonable multiplicative constants [7]. In conclusion, the
only practical LZW compression algorithm for a shared
memory parallel system is the one using the FREEZE
deletion heuristic. We will see these arguments more in
details in the next subsections.

A. Sliding Window Compression on a Parallel System

We present compression algorithms for sliding dictionar-
ies on an exclusive read, exclusive write shared memory
machine requiring O(k) time with O(n/k) processors ifk
is Ω(logn), with the practical and realistic assumption that
the dictionary size and the match length are constant [8].
As previously mentioned, greedy factorization is optimal
with sliding dictionaries. In order to compute a greedy
factorization in parallel we find the greedy match in each
positioni of the input string and linki to j+1, wherej is the
last position of the match. If the greedy match ends the string
i is linked ton + 1, wheren is the length of the string. It

follows that we obtain a tree rooted inn+1 and the positions
of the factors are given by the path from 1 ton+1. Such tree
can be built in O(k) time with O(n/k) processors. In fact,
on each block ofk positions one processor has to compute a
match having constant length and the reading conflicts with
other processors are solved in logarithmic time by standard
broadcasting techniques. Then, since for each node of the
tree the number of children is bounded by the constant match
length it is easy to add the links from a parent node to its
children in O(k) time with O(n/k) processors and apply the
well-known Euler tour technique to this doubly linked tree
structure to compute the path from 1 ton+ 1.

B. The Completeness Results

NC is the class of problems solvable with a polyno-
mial number of processors in polylogarithmic time on a
parallel random access machine and it is comjectured to
be a proper subset of P, the class of problems solvable
in sequential polynomial time. LZ2 and LZW compression
with an unbounded dictionary have been proved to be P-
complete [6] and, therefore, hard to parallelize. SC is the
class of problems solvable in polylogarithmic space and
sequential polynomial time. The LZ2 algorithm with LRU
deletion heuristic on a dictionary of size O(logk n) can be
performed in polynomial time and O(logk n log logn) space,
wheren is the length of the input string. In fact, the trie
requires O(logk n) space by using an array implementation
since the number of children for each node is bounded by
the alphabet cardinality. Thelog logn factor is required to
store the information needed for the LRU deletion heuristic
since each node must have a different age, which is an
integer value between 0 and the dictionary size. Obviously,
this is true for the LZW algorithm, as well. If the size of
the dictionary is O(logk n), the LRU strategy is log-space
hard for SCk, the class of problems solvable simultaneously
in polynomial time and O(logk n) space [7]. The problem
belongs to SCk+1. This hardness result is not so relevant for
the space complexity analysis sinceΩ(logk n) is an obvious
lower bound to the work space needed for the computation.
Much more interesting is what can be said about the parallel
complexity analysis. In [7], it was shown that LZ2 (or LZW)
compression using the LRU deletion heuristic with a dictio-
nary of sizec can be performed in parallel either in O(logn)
time with 2O(c log c)n processors or in2O(c log c) logn time
with O(n) processors. This means that if the dictionary
size is constant, the compression problem belongs to NC.
NC and SC are classes that can be viewed in some sense
symmetric and are believed to be incomparable. Since log-
space reductions are in NC, the compression problem cannot
belong to NC when the dictionary size is polylogarithmic
if NC and SC are incomparable. We want to point out
that the dictionary sizec figures as an exponent in the
parallel complexity of the problem. This is not by accident.
If we believe that SC is not included in NC, then the SCk-
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hardness of the problem whenc is O(logk n) implies the
exponentiation of some increasing and diverging function of
c. In fact, without such exponentiation either in the number
of processors or in the parallel running time, the problem
would be SCk-hard and in NC whenc is O(logk n). Observe
that the P-completeness of the problem, which requires a
superpolylogarithmic value forc, does not suffice to infer
this exponentiation sincec can figure as a multiplicative
factor of the time function. Moreover, this is a unique case
so far where somehow we use hardness results to argue
that practical algorithms of a certain kind (NC in this case)
do not exist because of huge multiplicative constant factors
occurring in their analysis. In [7], a relaxed version (RLRU)
was introduced, which turned out to be the first (and only
so far) natural SCk-complete problem.

C. LZW Compression on a Parallel System

As mentioned at the beginning of this section, the only
practical LZW compression algorithm for a shared memory
parallel system is the one using the FREEZE deletion
heuristic. After the dictionary is built and freezed, a parallel
procedure similar to the one for sliding window compression
is run. To compute a greedy factorization in parallel we find
the greedy match with the freezed dictionary in each position
i of the input string and linki to j + 1, wherej is the last
position of the match. If the greedy match ends the stringi is
linked ton+1, wheren is the length of the string. It follows
that we obtain a tree rooted inn + 1 and the positions of
the factors of the greedy parsing are given by the path from
1 to n+1. In order to compute an optimal factorization we
parallelize the semi-greedy procedure. The longest sequence
of two matches in each positioni of the string can be
computed in O(k) time with O(n/k) processors, in a similar
way as for the greedy procedure. Then, positioni is linked
to the position of the second match. If the second match is
empty,i is linked ton+ 1. Again, we obtain a tree rooted
in n + 1 and the positions of the factors are given by the
path from 1 ton+1. The tree and the path are computed in
O(k) time with O(n/k) processors ifk is Ω(logn), as in the
first subsection without reading and writing conflicts [8]. The
parallelization of the sequential LZW compression algorithm
with the RESTART deletion heuristic is not practical enough
since it requires a quadratic number of processors [7].

D. Parallel Deompression

The design of parallel decoders is based on the fact
that the Euler tour technique can also be used to find the
trees of a forest in O(k) time with O(n/k) processors
on a shared memory parallel machine without writing and
reading conflicts, ifk is Ω(log n) andn is the number of
nodes. We present decoders paired with the practical coding
implementations using bounded size dictionaries. First, we
see how to decode the sequence of pointersqi = (di, ℓi)
produced by the sliding window method with1 ≤ i ≤ m

[10]. If s1, ..., sm are the partial sums ofl1, ..., lm, the target
of qi encodes the substring over the positionssi−1+1 · · · si
of the output string. Link the positionssi−1+1 · · · si to the
positionssi−1+1−di · · · si−1+1−di+ li−1, respectively.
If di = 0, the target ofqi is an alphabet character and the
corresponding position in the output string is not linked to
anything. Therefore, we obtain a forest where all the nodes
in a tree correspond to positions of the decoded string where
the character is represented by the root. The reduction from
the decoding problem to the problem of finding the trees in a
forest can be computed in O(k) time with O(n/k) processors
wheren is the length of the output string, because this is
the complexity of computing the partial sums sincem ≤ n.
Afterwards, one processor stores the parent pointers in an
array of sizen for a block of k positions. We can make
the forest a doubly linked structure since the window size
is constant and apply the Euler tour technique to find the
trees. With LZW compression using the FREEZE deletion
heuristic the parallel decoder is trivial. We wish to point
out that the decoding problem is interesting independently
from the computational efficiency of the encoder. In fact,
in the case of compressed files stored in a ROM only
the computational efficiency of decompression is relevant.
With the RESTART deletion heuristic, a special mark occurs
in the sequence of pointers each time the dictionary is
cleared out so that the decoder does not have to monitor
the compression ratio. The positions of the special mark are
detected by parallel prefix. Each subsequenceq1 · · · qm of
pointers between two consecutive marks can be decoded in
parallel but the pointers do not contain the information on the
length of their targets and it has to be computed. The target
of the pointerqi in the subsequence is the concatenation of
the target of the pointer in positionqi − α with the first
character of the target of the pointer in positionqi −α+ 1,
whereα is the alphabet cardinality. Then, in parallel for
each i, link pointer qi to the pointer in positionqi − α,
if qi > α. Again, we obtain a forest where each tree is
rooted in a pointer representing an alphabet character and
the lengthli of the target of a pointerqi is equal to the level
of the pointer in the tree plus 1. It is known from [1] that
the largest number of distinct factors whose concatenation
forms a given string of lengthℓ is O(ℓ/ log ℓ). Since a factor
of the LZW factorization of a string appears a number of
times, which is at most equal to the alphabet cardinality, it
follows thatm is O(ℓ/ log ℓ) if ℓ is the length of the substring
encoded by the subsequenceq1 · · · qm. Then, building such
a forest takes O(k) time with O(n/k) processors on a
shared memory parallel machine without writing and reading
conflicts if k is Ω(log n). By means of the Euler tour
technique, we can compute the trees of such forest and
the level of each node in its own tree in O(k) time with
O(n/k). Therefore, we can compute the lengthsl1, ..., lm
of the targets. Ifs1, ..., sm are the partial sums, the target
of qi is the substring over the positionssi−1 + 1 · · · si of
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the output string. For eachqi, which does not correspond
to an alphabet character, definefirst(i) = sqi−α−1 + 1
and last(i) = sqi−α + 1. Since the target of the pointerqi
is the concatenation of the target of the pointer in position
qi −α with the first character of the target of the pointer in
positionqi − α+ 1, link the positionssi−1 + 1 · · · si to the
positionssfirst(i) · · · slast(i), respectively. As in the sliding
dictionary case, if the target ofqi is an alphabet character
the corresponding position in the output string is the root
of a tree in a forest and all the nodes in a tree correspond
to positions of the decoded string where the character is the
root. Since the number of children for each node is at most
α, in O(k) time and O(n/k) processors we can store the
forest in a doubly linked structure and decode by means of
the Euler tour technique [10].

V. LZW VERSUSSLIDING WINDOW COMPRESSION

ON A DISTRIBUTED SYSTEM

As mentioned in the introduction, the simplest distributed
system is an array of processors with no interconnections.
For every integerk greater than 1 an O(kw) time, O(n/kw)
processors distributed algorithm factorizing an input string
S with a cost, which approximates the cost of the LZSS
factorization within the multiplicative factor(k+m− 1)/k,
wheren, m andw are the lengths of the input string, the
longest factor and the window respectively was presented on
such model in [8]. As far as LZW compression is concerned,
if we use a RESTART deletion heuristic clearing out the
dictionary everyℓ characters of the input string we can
trivially parallelize the factorization process with an O(ℓ)
time, O(n/ℓ) processors distributed algorithm. In this paper
we present on a tree architecture an algorithm, which in
time O(km) with O(n/km) processors is guaranteed to
produce a factorization ofS with a cost approximating the
cost of the optimal factorization within the multiplicative
factor(k+1)/k. All the algorithms mentioned above provide
approximation schemes for the corresponding factorization
problems since the multiplicative approximation factors con-
verge to 1 whenkm and kw converge toℓ and to n,
respectively.

A. Sliding Window Compression on a Distributed System

We simply apply in parallel sliding window compression
to blocks of lengthkw. It follows that the algorithm requires
O(kw) time with n/kw processors and the multiplicative
approximation factor is(k+m− 1))/k with respect to any
parsing. In fact, the number of factors of an optimal (greedy)
factorization on a block is at leastkw/m while the number
of factors of the factorization produced by the scheme is at
most(k−1)w/m+w. The boundary might cut a factor and
the lengthw of the initial full size window of the block is the
upper bound to the factors produced by the scheme in it. Yet,
the factor cut by the boundary might be followed by another
factor, which covers the remaining part of the initial window.

If this second factor has a suffix to the right of the window,
this suffix must be a factor of the sliding dictionary defined
by it and the multiplicative approximation factor follows.
We obtain an approximation scheme, which is suitable for a
small scale system but due to its adaptiveness it works on a
large scale parallel system when the file size is large. From a
practical point of view, we can apply something like the gzip
procedure to a small number of input data blocks achieving a
satisfying degree of compression effectiveness and obtaining
the expected speed-up on a real parallel machine. Making the
order of magnitude of the block length greater than the one
of the window length largely beats the worst case bound on
realistic data and garantees robustness. The window lengthis
usually several thousands kilobytes. The compression tools
of the Zip family, as the Unix command “gzip” for example,
use a window size of at least 32K. It follows that the block
length in our parallel implementation should be about 300K
and the file size should be about one third of the number of
processors in megabytes.

B. LZW Compression on a Distributed System

As mentioned at the beginning of this section, if we use
a RESTART deletion heuristic clearing out the dictionary
everyℓ characters of the input string we can trivially paral-
lelize the factorization process with an O(ℓ) time, O(n/ℓ)
processors distributed algorithm. LZW compression with
the RESTART deletion heuristic was initially presented in
[15] with a dictionary of size212 and is employed by the
Unix command “compress” with a dictionary of size216.
Therefore, in order to have a satisfying compression effec-
tiveness the distributed algorithm might work with blocks
of lengthℓ even greater than 300K on realistic data. After a
dictionary is filled up for each block though, the factorization
of the remaining suffix of the block can be approximated
within the multiplicative factor(k + 1)/k in time O(km)
with O(n/km) processors on a tree architecture. Every leaf
processor stores a sub-block of lengthm(k+2) and a copy
of the dictionary, which are broadcasted from some level of
the tree where the first phase of the computation has been
executed. Adjacent sub-blocks overlap on2m characters. We
call a boundary matcha factor covering positions of two
adjacent sub-blocks. We execute the following algorithm:

• for each block, every processor but the one associated
with the last sub-block computes the boundary match
between its sub-block and the next one, which ends
furthest to the right;

• each processor computes the optimal factorization from
the beginning of the boundary match on the left bound-
ary of its sub-block to the beginning of the boundary
match on the right boundary.

Stopping the factorization of each sub-block at the begin-
ning of the right boundary match might cause the making of
a surplus factor, which determines the multiplicative approx-
imation factor(k+1)/k with respect to any factorization. In
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fact, the factor in front of the right boundary match might
be extended to be a boundary match itself and to cover the
first position of the factor after the boundary. In [26], it
is shown experimentally that fork = 10 the compression
ratio achieved by such factorizarion is about the same as the
sequential one. Then, compression is effective and robust on
a large scale system even if the size of the file is not large.

C. Decompression on a Distributed System

To decode the compressed files on a distibuted system, it
is enough to use a special mark occuring in the sequence
of pointers each time the coding of a block ends. The
input phase distributes the subsequences of pointers coding
each block among the processors. If the file is encoded
by an LZW compressor implemented on a large scale tree
architecture, a second special mark indicates for each block
the end of the coding of a sub-block and the coding of each
block is stored at the same level of the tree. The first sub-
block for each block is decoded by one processor to learn the
corresponding dictionary. Then, the subsequences of pointers
coding the sub-blocks are broadcasted to the leaf processors
with the corresponding dictionary.

VI. CONCLUSION

In this paper, we showed that with the low communication
cost of a tree architecture we can scale up the implementa-
tion of LZW compression on a distributed system preserving
its robustness. This does not seem to be possible with sliding
window compression. As future work, we would like to
implement Lempel-Ziv compression on available distributed
systems as array and tree architectures.
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Abstract—The decision to move processes to new resources
is NP-Hard, and heuristics take place in order to reach good
results inside an acceptable time interval. In this way, this paper
presents AutoMig — a novel heuristic for BSP applications
that self-organizes the selection of candidates for migration on
different clusters. Its differential approach consists ina predic-
tion function (pf ) that considers both processes’ computation
and communication data as well as their migration costs.pf is
applied over a list of schedules and AutoMig’s final step decides
whether one of them outperforms the time of the current
mapping. The results emphasize gains up to 32% when testing
a CPU-bound application in a simulated cluster-of-clusters
environment. Besides AutoMig, this paper also describes the
rescheduling model associated with it.

Keywords-BSP, rescheduling, heuristic, self-organizing.

I. I NTRODUCTION

Generally, process migration is implemented within the
application with explicit calls [11]. A different migration
approach happens at middleware level, where changes in
the application code and previous knowledge about the
system are usually not required. Considering this, we have
developed a process rescheduling model called MigBSP [4].
It was designed to work with round-based applications with a
BSP behavior (Bulk Synchronous Parallel). Concerning the
choosing of the processes, MigBSP creates a priority list
based on the highest Potential of Migration (PM) of each
process [4].PM combines the migration costs with data from
computation and communication phases in order to create an
unified scheduling metric. The process denoted on the top of
the list is selected to be inspected for migration. Although
we achieved good results with this approach, we agree that
a selection of a percentage of processes could determine
better results. However, a question arises: How can one reach
an optimized value for dynamic environments? A solution
involves the testing of several hand-tuned parameters and a
comparison among the results.

After developing the first version of MigBSP, we have
observed the promotion of intelligent scheduling systems
which adjust their parameters on the fly and hide intrinsic
optimization decisions from users [11]. In this context, we
developed a new heuristic namedAutoMig that selects
one or more candidates for migration automatically. We

took advantage of both List Scheduling and Backtracking
concepts to evaluate the migration impact on each element
of the PM list in an autonomous fashion. In addition,
another AutoMig’s strength comprises the needlessness to
provide an additional parameter in MigBSP for getting
more than one migratable process on rescheduling activation.
The scheduling evaluation uses a prediction function (pf)
that considers the migration costs and works following the
concept of a BSP superstep [1]. The lowestpf indicates the
most suitable rescheduling plan.

This paper aims to describe AutoMig in details. We
evaluated it by using an BSP application for image com-
pression [7]. Considering that the programmer does not
need to change his/her application nor add a parameter in
MigBSP, the results with migration were satisfactory and
totaled a mean gain of 7.9%. This index was observed when
comparing migrations with the application execution solely.
The results also showed a serie of situations where AutoMig
outperforms the heuristic that elects only one process.

We organized the paper in eight sections. Section 2
presents MigBSP. The main part of the paper belongs to
Section 3, where Automig is described in details. Sections
4 and 5 show the employed methodology and the results,
respectively. Related work is discussed in Section 6, while
Section 7 presents the conclusion and future work. Finally,
Section 8 shows our acknowledgments to Brazilian agencies.

II. M IGBSP: RESCHEDULINGMODEL

MigBSP is a rescheduling model that works over het-
erogeneous resources, joining the power of clusters, su-
percomputers and local networks. The heterogeneity issue
considers the processors’ clock (all processors have the same
set of instructions), as well as network bandwidth. Such an
architecture is assembled with Sets (sites) and Set Managers.
Set Managers are responsible for scheduling, capturing data
from a Set and exchanging it among other managers.

The decision for process remapping is taken at the end
of a superstep. Aiming to generate the least intrusiveness
in application as possible, we applied two adaptations that
control the value ofα (α ∈ N

∗). α is updated at each
rescheduling call and will indicate the interval for the next
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one. The adaptations’ objectives are: (i) to postpone the
rescheduling call if the processes are balanced or to turn it
more frequent, otherwise; (ii) to delay this call if a pattern
without migrations onω past calls is observed. A variable
namedD is used to indicate a percentage of how far the
slowest and the fastest processes may be from the average
to consider the processes as balanced.

The answer for “Which” is solved through our decision
function called Potential of Migration (PM). Each process
i computesn functionsPM (i, j), wheren is the number
of Sets andj means a Set. The key rationale consists in
performing only a subset of the processes-resources tests at
the rescheduling moment.PM (i, j) is found using Compu-
tation, Communication and Memory metrics as we can see
in Equations 1, 2, 3 and 4. A previous paper describes each
equation in details [4]. The greater the value ofPM (i, j),
the more prone the processes will be to migrate.

Comp(i, j) = Pcomp(i) . CTP (i) . ISet(j) (1)

Comm(i, j) = Pcomm(i, j) . BTP (i, j) (2)

Mem(i, j) = M(i) . T (i, j) + Mig(i, j) (3)

PM (i, j) = Comp(i, j) + Comm(i, j) − Mem(i, j) (4)

Computation metric -Comp(i, j) - considers a Com-
putation PatternPcomp(i) that measures the stability of
a processi regarding the amount of instructions at each
superstep. This value is close to 1 if the process is regular
and close to 0 otherwise. This metric also performs a
computation time predictionCTP (i) for processi based
on all computation phases between two rescheduling acti-
vations.Comp(i, j) also presents an indexISet(j) which
informs the average capacity of Setj. In the same way,
Communication metric –Comm(i, j) – computes the Com-
munication PatternPcomm(i, j) between processes and Sets.
Furthermore, this metric uses communication time predic-
tion BTP (i, j) considering data between two rebalancing
activations.Comm(i, j) increases if processi has a regular
communication with processes from Setj and performs
slower communication actions to this Set. Memory metric
– Mem(i, j) – considers process memory, transferring rate
between considered process and the manager of target Set,
as well as migration costs. These costs are dependent of the
operating system, as well as the migration tool.

At each rescheduling call, each process passes its highest
PM (i, j) to its Set Manager. This last entity exchanges the
PM of the processes with other managers. Each manager
creates a decreasing-sorted list and selects the process on
the top for testing the migration viability. This test considers
the following data: (i) the external load on source and desti-
nation processors; (ii) the processes that both processors are
executing; (iii) the simulation of considered process running
on a destination processor; (iv) the time of communication

actions considering local and destination processors; (v)
migration costs. We computed two times:t1 andt2. t1 means
the local execution of processi, while t2 encompasses its
execution on the other processor and includes the migration
costs. A new resource is chosen ift1 > t2.

III. A UTOM IG: A NOVEL HEURISTIC TOSELECT THE

SUITABLE PROCESSES FORM IGRATION

AutoMig’s self-organizes the migratable processes with-
out programmer intervention. It can elect not only one but a
collection of processes at the migration moment. Especially,
AutoMig’s proposal solves the problem described below.

• Problem Statement- Givenn BSP processes and a list
of the highestPM of each one at the migration moment,
the challenge consists in creating and evaluating at
maximumn new scheduling plans and to choose the
most profitable one among those that outperform the
current processes-resources mapping.

AutoMig solves this question by using the concepts from
List Scheduling and Backtracking. Firstly, we sort thePM
list in a decreasing-ordered manner. Thus, the tests begin by
the process on the head since its rescheduling represents bet-
ter chances of migration gains. Secondly, AutoMig proposes
n scheduling attempts (wheren is the number of processes)
by incrementing the movement of only one process at
each new plan. This idea is based on the Backtracking
functioning, where each partial candidate is the parent of
candidates that differ from it by a single extension step.
Figure 1 depicts an example of this approach, where a single
migration on levell causes an impact onl+1. For instance,
the performance forecast for process “A” considers its own
migration and the fact that “E” and “B” were migrated too.
Algorithm 1 presents AutoMig’s approach in details.

1st PM ( Process E, Set 2 )  = 3.21

2nd PM ( Process B, Set 1 )  = 3.14

3rd PM ( Process A, Set 2 )  = 3.13

4th PM ( Process C, Set 2 )  = 2.57

5th PM ( Process G, Set 2 )  = 2.45

6th PM ( Process D, Set 1 )  = 2.33

7th PM ( Process F, Set 1 )  = 2.02

1st Scheduling = 2.34

E

2nd Scheduling = 2.14

3rd Scheduling = 1.34

4th Scheduling = 1.87

5th Scheduling = 1.21

6th Scheduling = 2.18

7st Scheduling = 4.15 B A C G D F

E B A C G D

E B A C G

E B A C

E B A

E B

E

Decreasing-sorted list based on the 
highest PM of each process

Value of the Scheduling 
prediction pf 

Emulated migrations at 
each evaluation level

Figure 1. Example of the AutoMig’s approach

The main part of AutoMig concerns its prediction function
pf. pf emulates the time of a superstep by analyzing the
computation and communication parts of the processes. Both
parts are computed through Equations 5 and 6, respectively.
They work with data collected at the superstep before
calling the rescheduling facility. In addition,pf considers
information about the migration costs of the processes to the
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Sets. The final selection of migratable processes is obtained
through verifying the lowestpf. The processes in the level
belonging to this prediction are elected for migration if their
rescheduling outperforms thepf for the current mapping.

At the rescheduling call, each process passes the following
data to its manager: (i) its highestPM; (ii) a vector with its
migration costs (Mem metric) for each Set; (iii) the number
of instructions; (iv) a vector which contains the number of
bytes involved on communication actions to each Set. Each
manager exchangesPM values and uses them to create a
decreasing-sorted list. Task 5 of Algorithm 1 is responsible
for getting data to evaluate the current scheduling.

At each level of thePM list, the data of the target
process is transferred to the destination Set. For instance,
data from process ’E’ is transferred to Set 2 according to
the example illustrated in Figure 1. Thus, the manager on
the destination Set will choose a suitable processor for the
process and will calculate Equations 5 and 6 for it. Aiming to
minimize multicast communication among the managers at
eachpf computation, each Set Manager computesTimep

and Commp for the processes under its jurisdiction and
save the results together with the specific level of the list.
After performing the tasks for each element onPM list, the
managers exchange vectors and computepf for each level as
well as for the present scheduling (task 12 in Algorithm 1).

Equation 5 computesTimep(i), wherei means a specific
process.Timep(i) uses data related to the computing power
and the load of the processor in which processi executes
currently or is being tested for rescheduling.cpu load(i)
represents the CPU load average on the last 15 minutes. This
time interval was adopted based on work of Vozmediano and
Conde [9]. Equation 6 presents how we get the maximum
communication time when considering processi and Setj.
In this context, Setj may be the current Set of processi or
a Set in which this process is being evaluated for migration.
T (k , j ) refers to the transferring rate of1 byte from the Set
Manager of Setj to other Set Manager.Bytes(i , k) works
with the number of bytes transferred through the network
among processi and all process belonging to Setk. Lastly,
Mig Costs(i , j ) denotes the migration costs related to the
sending of processi to Set j. It receives the value of the
Mem metric, which also considers a processi and a Setj.

Timep(i) =
Instruction(i)

(1 − cpu load(i)).cpu(i)
(5)

Commp(i, j) = Max k ( ∀ k ∈ Sets

(Bytes(i, k) . T (k, j)) ) (6)

pf = Max i (Timep(i)) + Max i,j (Commp(i, j))

+ Max i,j (Mig Costs(i, j)) (7)

Considering Equation 7, we can emphasize that each part
may consider a different processi and Setj. For instance,

a specific process may obtain the largest computation time,
while other one expends more time in communication ac-
tions. AutoMig uses a global strategy, where data from all
processes are considered in the calculus. We take profit from
the barriers of the BSP model for exchanging scheduling
data, not paying additional costs for that.

Algorithm 1 AutoMig’s approach for selecting the processes
1: Each process computesPM locally (see Equation 4).
2: Each process passes its highestPM, together with the

number of instructions and a vector that describes its
communication actions, to the Set Manager.

3: Set Managers exchangePM data of their processes.
4: Set Managers create a sorted list based on thePM values

with n elements (n is the number of processes).
5: Set Managers compute Eq. 5 and 6 for their processes.

The results will be used later for measuring the current
mapping. Migrations costs are not considered.

6: for each element from 0 up ton− 1 in the PM list do
7: Considered element is analyzed. Set Manager of

processi sends data about it to the Set Manager of Set
j. The algorithm proceeds its calculus by considering
that processi is passed to Setj.

8: The manager on the destination Set chooses a suitable
processor to receive the candidate processi.

9: Set Managers compute Eq. 5 and 6 for their processes.
10: Set Managers save the results in a vector with the

specific level of thePM list.
11: end for
12: Set Managers exchange data and computepf for the

current scheduling as well as for each level onPM list.
13: if Min(pf) in the PM list < currentpf then
14: Considering thePM list, the processes in the level

wherepf was reached are selected for migration.
15: Managers notify their elected processes to migrate.
16: else
17: Migrations do not take place.
18: end if

IV. EVALUATION METHODOLOGY

We are simulating the functioning of a BSP-based Fractal
Image Compression (FIC) application [7]. FIC applications
apply transformations which approximate smaller parts of
the image by larger ones. The smaller parts are called ranges
and the larger ones domains. All ranges together form the
image. The domains can be selected freely within the image.
A complete domain-poll of an image of sizet×t with square
domains of sized × d consists of(t − d + 1)2 domains.
Furthermore, each domain has 8 isometries. So each range
is compared with8(t−d+1)2 domains. The application time
increases as the number of domains increases as well. Our
BSP modeling considers the variation of both the range and
domain sizes as well as the number of processes. Algorithm
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2 presents the organization of a single superstep. Firstly,we
are computingt

r
supersteps, wheret × t is the image size

and r is the size of square ranges. The goal is to compute
a set of ranges at each superstep. For that, each superstep
works over t

r
ranges since the image comprises a square.

At each superstep, a range is computed against8(( t
d
)
2
. 1

n
)

domains, whered represents the size of a domain andn

the number of processes. Thus, each process sendst
r

ranges
before calling the barrier, which must be multiplied by 8 to
find the number of bytes (each range occupies 8 bytes).

Algorithm 2 Single superstep for FIC problem

1: Taking a range-poolrp (0 ≤ rp ≤ t
r
−1): t andr mean

the sides of thet× t image andr×r range, respectively
2: for each range inrp do
3: for each domain belonging to specific processdo
4: for each isometry of a domaindo
5: calculate-rms(range, domain)
6: end for
7: end for
8: end for
9: Each processi (0 ≤ i ≤ n − 1) sends data to its right-

neighbori + 1. Processn − 1 sends data to process0
10: Call for synchronization barrier

R3
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Figure 2. Multiple Clusters-based topology, processing and network
resources description and the initial processes-resources scheduling

The BSP application was evaluated with simulation in
three scenarios: (i) Application execution simply; (ii) Appli-
cation execution with MigBSP scheduler without applying
migrations; (iii) Application execution with MigBSP sched-
uler allowing migrations. Both the application and AutoMig
were developed using the SimGrid Simulator (MSG Mod-
ule) [3]. It is deterministic, where a specific input always
results in the same output. The scenarios were evaluated
in an infrastructure with five Sets (see Figure 2). A Set
represents a cluster where each node has a single processor.

The infrastructure permits us to analyze the impact of the
heterogeneity issue on AutoMig’s algorithms.

Initial tests were executed usingα equal to 4 andD equal
to 0.5. We observed the behavior of 10, 25, 50, 100 and
200 BSP processes. Their initial mapping to the resources

may be viewed in Figure 2. Since the application proceeds
in communications from processi to i + 1, we are using
the contiguous approach in which a cluster is filled before
passing to another one [10]. The values of 40, 20 and 10
were used for the side (d) of a square domain and the figure
is a square 1000x1000. The lower thed value, the greater the
number of domains for computation. Finally, the migration
costs are based on tests with AMPI in our clusters.

V. A NALYZING AUTOM IG’ S OVERHEAD AND DECISIONS

Table I presents the tests with 40 and 20 for both domain
and range sizes, respectively. This setup enables a small
computation grain and processes migrations are not viable.
PM values in all situations are negative, owing to the lower
weight of the computation and communication actions if
compared to the migration costs. AutoMig figures out the
lowest pf for the current scheduling. Thus, both times for
scenarioii andiii are higher than scenarioi. In this context,
a large overhead is imposed by MigBSP since the normal
application execution is close to 1 second in average.

Table I
RESULTS WITH 40 FOR DOMAIN (TIME IN SECONDS)

Processes Scenarioi Scenarioii Scenarioiii

10 1.20 2.17 2.17
25 0.66 1.96 1.96
50 0.57 2.06 2.06

100 0.93 2.44 2.44
200 1.74 3.41 3.41

We increase the number of domains when dealing with
20 for the domain’s side. The execution with 20 for domain
is depicted in Figure 3. The execution with 10 processes
did not present replacement because they are balanced.pf
of 0.21 was obtained for the current processes-resources
mapping by using 20 for domain and 10 processes. All
predictions in thePM list are higher than 0.21 and their
average achieves 0.38. However, this configuration of do-
main triggers migration when using 25 and 50 processes. In
the former case, 5 processes from cluster C are moved to
the fastest cluster named A. AutoMig’s decisions led a gain
of 17.15% with process rescheduling in this context. The
last mentioned cluster receives all processes from clusterF
when dealing with 50 processes. This situation shows up
gains of 12.05% with migrations. All processes from cluster
C remain on their initial location because the computation
grain decreases with 50 processes. Although 14 nodes in the
fastest cluster A stay free, AutoMig does not select some
processes for execution on them because the BSP model
presents a barrier. Despite 14 migrations from cluster C to
A occur, a group of process in the slower cluster will remain
inside it and still limit the superstep’s time. Lastly, since
the work grain decreases when adding more processes, the
executions with 100 and 200 did not present migrations.
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We achieved better results when using 10 for domain
(see Figure 4). The computation grain increases exponen-
tially with this configuration. This sentence may be viewed
through the execution of 10 processes, in which are all
migrated to cluster A. Considering that8(( t

d
)
2
. 1

10
) express

the number of domains assigned to each one of 10 processes,
this expression is equal to 500, 2000 and 8000 when
testing 40, 20 and 10 values for domain. Using 10 for both
domain and the number of processes, the current scheduling
produced apf of 1.62.pf for the PM list is shown below:

• pf [1..10] = {1.79, 1.75, 1.78, 1.79, 1.81, 1.76, 1.74,
1.82, 1.78, 1.47}.
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Figure 3. AutoMig’s evaluation when using 20 for domain
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Figure 4. AutoMig’s results when enlarging the work per process at each
superstep. This graph illustrates experiments with domain10 and range 5
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Considering the first up to the ninthpf in the last item-
ization, we observed that although some processes can run
faster in a more appropriate cluster, there are others that
remain in a slower cluster. This last group does not allow
performance gains due to the BSP modeling. However, the
migration of 10 processes to the fastest cluster generates
a pf of 1.47 and a gain around 31.13% when comparing
scenariosiii and i. This analysis is illustrated in Figure

5. The processes from cluster C are moved to A with 25
processes and domain equal to 10. In this case, the 20 other
processes stay on cluster L because there are not enough
free nodes in the fastest cluster. A possibility is to explore
two process in a node of cluster A (each node has 2 GHz)
but AutoMig does not apply it because each node in Cluster
L has 1.2 GHz. Considering the growth in the number of
domains, the migrations with 100 processes becomes viable
and get 14.95% of profit. Nevertheless, the initial mapping
of 200 processes stands the same and an overhead of 7.64%
was observed when comparing both scenariosi and ii.

We can conclude that the higher the computation weight
per process, the better will be the gains with process
rescheduling. In this way, we tested AutoMig with a shorter
domain as expressed in Table II. This table shows the
behavior for 10 and 25 processes. Gains about 31.62%
and 19.81% were obtained when dealing with AutoMig. In
addition, its overhead is shorter than 1%. We verified that
the benefits with migrations remain practically constant ifwe
compare the executions with 10 and 4 for the domain values.
It is possible to observe that when doubling the number of
processes, the application time is not halved as well.

Table II
EXECUTION TIME (IN SECONDS) WITH DOMAIN 4

Proc- Scen.i Old Heuristic AutoMig
esses Scen.ii Scen.iii Scen.ii Scen.iii

10 12500.51 12511.87 9191.72 12523.22 8555.29
25 6250.49 6257.18 5311.54 6265.38 5011.77

Table II also shows a comparative analysis of the two
selection heuristics implemented in MigBSP. We named the
one that selects one process at each rescheduling call as Old
Heuristic. Despite both obtained good levels of performance,
AutoMig achieves better migration results than Old Heuristic
(approximately 8%). For instance, 5 processes are migrated
already in the first attempt for migration when testing 25
processes. In this case, all processes that were running
on Cluster C are passed to Cluster A. This reorganization
suggested by AutoMig at the beginning of the application
provides a shorter time for application conclusion. In the
other hand, 5 rescheduling calls are needed to reach the
same configuration expressed previously with Old Heuristic.
Lastly, AutoMig imposes larger overheads if compared to
Old Heuristic (close to 1%). This situation was expected
since two multicast communications among the Set Man-
agers are performed by AutoMig in its algorithms.

VI. RELATED WORK

Vadhiyar and Dongarra presented a migration framework
and self-adaptivity in GrADS system [12]. The gain with
rescheduling is based on the remaining execution time pre-
diction over a new specified resource. This framework must
work with applications in which their parts and durations
are known in advance. Sanjay and Vadhiyar [11] present
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a scheduling algorithm called Box Elimination. It consid-
ers a 3-D box of CPU, bandwidth and processors tuples
for selecting the resources with minimum available CPU
and bandwidth. This work treats applications in which the
problem size is known in advance. Liu et al. [8] introduced
a novel algorithm for resource selection. The application
reports the Execution Satisfaction Degree (ESD) to the
scheduling middleware. The main weakness of this idea
is the fact that users/developers need to define the ESD
function by themselves for each new application.

Concerning the migration context, PUBWCL [2] and
PUB [1] libraries enable this facility on BSP applications.
PUBWCL aims to take profit of idle cycles from nodes
around the Internet [2]. All proposed algorithms just use
data about the computation times of each process as well as
data regarding the nodes’s load. The PUB’s author proposed
both centralized and distributed strategies for load balancing.
Both strategies consider neither the communication among
the processes, nor the migration costs.

VII. C ONCLUSION AND FUTURE WORK

Considering that the bulk synchronous style is a common
organization for MPI programs [1], [6], AutoMig emerges
as an alternative for selecting their processes for running
on more suitable resources without interferences from the
developers. AutoMig’s main contribution appears on its pre-
diction functionpf. pf is applied for the current scheduling as
well as for each level of a Potential of Migration-based list.
Each element of this list informs a new scheduling through
the increment of one process replacement.pf considers the
load on both the Sets and the network, estimates the slowest
processes regarding their computation and communication
actions and adds the migration costs. The key problem
to solve may be summarized in maintaining the current
processes’ location or to choose a level of the list.

AutoMig’s load balancing scheme uses the global ap-
proach, where data from all processes are considered in the
calculus [13]. Instead to pay a synchronization cost to get
the scheduling information, AutoMig takes profit from the
BSP superstep concept in which a barrier always occurs
after communication actions. AutoMig and an application
were developed using the SimGrid Simulator. Since the
application is CPU-bound, the shorter the domain’s size
the higher the application’s time and migration profitability.
The results proved this, indicating gains up to 17.15%
and 31.13% for domains equal 20 and 10. Particularly, the
results revealed the main AutoMig’s strength on selecting
the migratable processes. It can elect the whole set of
processes belonging to a slower cluster to run faster in a
more appropriate one. But, sometimes a faster cluster has
fewer free nodes than the number of candidates. Migrations
do not take place in this situation owing to the execution
rules of a BSP superstep.

Finally, future work comprises the use of AutoMig in a
HPC service for Cloud computing. Concerning that each
application specifies its own SLA previously, AutoMig
appears as the first initiative to reorganize the processes-
resources shaping when SLA fails. If the rescheduling does
not solve the problem, more resources are allocated in a
second instance.
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Abstract—We study the minimization of a quadratic objec-
tive function in a distributed fashion. It is known that the
min-sum algorithm can be applied to solve the minimization
problem if the algorithm converges. We propose a min-sum-
min message-passing algorithm which includes the min-sum
algorithm as a special case. As the name suggests, the new
algorithm involves two minimizations in each iteration as com-
pared to the min-sum algorithm which has one minimization.
The algorithm is derived based on a new closed-loop quadratic
optimization problem which has the same optimal solution as
the original one. Experiments demonstrate that our algorithm
improves the convergence speed of the min-sum algorithm by
properly selecting a parameter in the algorithm. Furthermore,
we find empirically that in some situations where the min-
sum algorithm fails, our algorithm still converges to the right
solution. Experiments show that if our algorithm converges, our
algorithm outperform a reference method with fast convergence
speed.

Keywords-Distributed optimization, Gaussian belief propa-
gation, message-passing algorithms

I. I NTRODUCTION

In this paper we consider minimizing a quadratic opti-
mization problem, namely

min
x∈Rn

f(x) =
1

2
xT Jx− hTx, (1)

whereJ ∈ R
n×n is a positive definite matrix andh ∈ R

n.
It is known that the optimal solutionx∗ satisfies a linear
equation

Jx∗ = h.

We suppose that the matrixJ is sparse and the dimension-
ality n is large. In this situation, the direct computation
(without using the sparse structure ofJ) of the optimal solu-
tion may be expensive and unscalable. One natural question
is how to exploit the sparse geometry to efficiently obtain
the optimal solution. To achieve this goal, the quadratic
function f(x) can be associated with an undirected graph
G = (V,E). That is, the graph has a node for each
variablexi and an edge betweeni and j for each nonzero
Jij term. The algorithms that exploit the sparse geometry
exchange information between nodes in the graph until
reaching consensus.

Existing algorithms are either applicable to a specific
class ofJ or are computationally expensive (which we will

explain in detail in next section). Our work will focus on
designing an efficient distributed message-passing algorithm
for a general positive definite matrixJ .

The reminder of the paper is organized as follows. In
Section II, we provide a literature review. Section III briefly
describes the GaBP algorithm, or equivalently, the min-
sum algorithm for quadratic optimization. In Section IV, we
present our new min-sum-min message-passing algorithm.
Section V provides the experimental results. Finally, we
draw conclusions in Section VI.

II. RELATED WORK

The quadratic optimization problem is closely related to
the Gaussian belief propagation (GaBP) for inference in
graphic models. This is due to the fact thatf(x) can be
associated with a Gaussian distributionp(x) via

p(x) ∝ exp(−(1/2)xTJx+ hTx).

The mean value ofp(x) is the same as the optimal solution
of the quadratic optimization problem. The GaBP algorithm
is a min-sum message-passing algorithm for estimating the
mean of the Gaussian random vector. Due to its simplicity,
the GaBP algorithm has found many applications in practice,
such as signal processing [1][2], consensus propagation
in sensor networks [3], multiuser detection [4] and Turbo
decoding with Gaussian densities [5]. It is known that if the
GaBP algorithm converges, it converges to the mean value
of p(x) (see [6],[7]). Unfortunately, the GaBP algorithm
does not always converge, which limits its application. Two
general sufficient conditions for the convergence of the
GaBP algorithm are established: diagonal dominance ofJ
[8] and walk-summability ofJ [9][6]. For completeness, we
give their definitions in the following.

Definition [8],[10] A matrix J ∈ R
n×n, with all ones on

its diagonal, is walk-summable if the spectral radius of the
matrix J̄ − I, whereJ̄ = [|Jij |]

n

i,j=1 , is less than one.

Definition [10] A matrix J ∈ R
n×n is diagonally dominant

if |Jii| >
∑

j 6=i |Jij | for all i.

Recently research attention has moved to overcome the
convergence-failure of the GaBP algorithm for a general
matrix J . In [10], Ruozzi and Tatikonda proposed a variant
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of the GaBP algorithm by changing the edge structure of
the graph. In their algorithm, two parameters have been
introduced to ensuring the correct convergence. However,
it is not clear how to choose the two parameters. In [11],
Johnson et al. proposed a double-loop algorithm with the
GaBP algorithm as a subroutine (corresponds to the inner
loop). Each time the GaBP algorithm is called a better
estimate of the mean vector is obtained. The double-loop
algorithm guarantees the convergence at the cost of high
computational complexity. The basic idea of the double-loop
algorithm is to precondition the matrixJ such that the new
matrix is diagonal dominant, allowing the use of the GaBP
algorithm.

In this paper we generalize the min-sum algorithm by
proposing a new min-sum-min algorithm. We first construct
a new closed-loop quadratic optimization problem which has
the same optimal solution as that of the original problem.
Instead of solving the original problem, we solve the new
problem by developing the min-sum-min algorithm. The ba-
sic idea behind the algorithm is to transform the closed-loop
optimization problem inton scalar closed-loop optimization
problems, one for each node. Note that our algorithm has
two minimizations for each iteration as compared to the min-
sum algorithm which has one minimization. The additional
minimization in our algorithm serves to break the loop at
each node.

We test our algorithm for two scenarios. When the min-
sum algorithm converges, we find that our algorithm can be
more efficient than the min-algorithm by properly choosing
a parameter in the algorithm. When the min-sum algorithm
fails, we find that our algorithm still converges in some
situations. Experiments show that our algorithm significantly
improves the convergence speed of the double-loop algo-
rithm [11].

III. M IN-SUM MESSAGE-PASSING

In this section we briefly review the min-sum message-
passing algorithm for quadratic optimization (which is actu-
ally the GaBP algorithm). This algorithm is the basis for de-
veloping our new min-sum-min message-passing algorithm.

Before considering the quadratic optimization problem
(1), we first study a more general objective functionf(x),
which takes the form

f(x) =
∑

j∈V

fj(xj) +
∑

(i,j)∈E

fij(xi, xj). (2)

In the literature,fj and fij are often called self-potentials
and edge potentials, respectively.fij captures the correlation
between nodesi and j. Due to the pairwise correlations,
the jth componentx∗

j of x∗ that minimizesf(x) requires a
global knowledge off(x). The min-sum algorithm describes
the form of the messages exchanged between the nodes.
Specifically, the message sent from nodei to node j at

iteration t+ 1 takes the form

m
(t+1)
i→j (xj) = κ+min

xi

(

fi(xi)

+fij(xi, xj) +
∑

u∈N(i)\j

m
(t)
u→i(xi)

)

, (3)

whereN(i) denotes the set of neighboring nodes ofi, i.e.,
N(i) = {j|(i, j) ∈ E}. The parameterκ in (3) represents an
arbitrary offset term that may be different from message to
message. (3) implies that there are two messages associated
with each edge(i, j) ∈ E, one for each direction on the
edge. To facilitate the performance analysis, we introducea
directed graph~G = (V, ~E) for G. For every edge(i, j) ∈ E,
there are two elements(i → j), (j → i) in ~E.

At each timet, each vertexj forms a local belief function
f
(t)
j (xj) by combining messages received from all neighbors

f
(t)
j (xj) = fj(xj) +

∑

u∈N(j)

m
(t)
u→j(xj). (4)

An estimate of thejth componentx∗
j is then given by

x̂
(t)
j = argmin

xj

f
(t)
j (xj). (5)

The min-sum algorithm is successful ifx̂(∞)
j is equal tox∗

j

for all j ∈ V .

When the functionf(x) in (2) is specified to the quadratic
function as in (1), the min-sum algorithm becomes the GaBP
algorithm. In this situation, the self-potentials and edge
potentials are given by

fj(xj) = (1/2)Jjjx
2
j − hjxj

fij(xi, xj) = Jijxixj .

Without loss of generality, we may assume thatJ is normal-
ized to have unit diagonal, i.e.,Jjj = 1. Since the functions
fj and fij are in quadratic form, the belief functionf (t)

j

also takes a quadratic form [7]:

f
(t)
j (xj) =

1

2



1−
∑

i∈N(j)

J2
ijγ

(t)
ij



x2
j

−



hj −
∑

i∈N(j)

z
(t)
ij



xj , (6)

whereγ(t)
ij andz(t)ij are updated as

γ
(t+1)
ij =

1

1−
∑

u∈N(i)\j J
2
uiγ

(t)
ui

, (7)

z
(t+1)
ij =

Jij

1−
∑

u∈N(i)\j J
2
uiγ

(t)
ui



hi −
∑

u∈N(i)\j

z
(t)
ui



 . (8)
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The update of γ
(t+1)
ij and z

(t+1)
ij are valid if

∑

u∈N(i)\j J
2
uiγ

(t)
ui < 1 for all i, j andt. These inequalities

are always satisfied under the walk-summability condition
or the diagonal dominant condition [8],[10]. Given the form
of the belief functionf (t)

j (xj) in (6), the estimate ofx∗
j is

obtained by applying (5)

x̂
(t)
j =

1

1−
∑

i∈N J2
ijγ

(t)
ij



hj −
∑

i∈N(j)

z
(t)
ij



 . (9)

The message-updating equations (6)-(9) are described
above for comparison with our algorithm in Section IV.
We will explain how our min-sum-min algorithm is derived
based on the min-sum messages (3)-(5).

IV. M IN-SUM-M IN MESSAGE-PASSING

In this section we first construct a new closed-loop
quadratic minimization problem. The new problem has the
same optimal solution as that of the original problem.
We then propose a so-called min-sum-min message-passing
algorithm for the new problem. Finally, we provide explicit
message-updating expressions for solving the new problem.

A. A New Cost Function

Based on (1), we define a new quadratic minimization
problem:

x∗ = argmin
x

f̃(x, x∗), (10)

where

f̃(x, x∗) =
1

2
xT (sI+(1−s)J)x−[(1−s)h+sx∗]Tx, (11)

wheres is a scalar parameter andI is the identity matrix.
Different from (1), the optimal solutionx∗ appears on both
sides of (10). Thus, (10) is in fact a closed-loop optimization
problem. It is obvious that the min-sum algorithm cannot be
directly applied here sincex∗ is not known. We explain in
the following howf̃(x, x∗) is constructed as in (11).

Before providing the motivation forf̃(x, x∗), we first
show that the optimal solution of (10) is the same as
that of the original minimization problem. We let̃Js =
sI + (1− s)J . Same asJ , the new matrixJ̃s also has unit
diagonal. In order that the new optimization problem is well
defined, we chooses such thatJ̃s is positive definite. It
should be noted thats can be negative depending onJ . To
solve (10), we first fixx∗ in f̃(x, x∗). We then set the first
derivative off̃(x, x∗) w.r.t. x to be 0. By doing so, we have

[sI + (1 − s)J ]x∗ = (1− s)h+ sx∗,

Jx∗ = h.

Thus instead of solving (1), we can solve the new optimiza-
tion problem.

Note that the introduction ofsx∗ in constructingf̃(x, x∗)
is the key point in designing a new message-passing algo-
rithm. Due to the simple form ofsx∗, the self-potentials and

edge potentials of̃f(x, x∗) also take a simple form:

f̃j(xj , x
∗
j ) = (1/2)x2

j − [(1− s)hj + sx∗
j ]xj , (12)

f̃ij(xi, xj) = (1− s)Jijxixj . (13)

We point out that the self-potential̃fj(xj , x
∗
j ) has only

x∗
j involved instead of the whole vectorx∗. This property

of f̃j(xj , x
∗
j ) makes it possible for nodej to deal with

x∗
j locally. In fact, one can introduceΓx∗, whereΓ is a

diagonal matrix, in constructing a new closed-loop function
(the matrixJ̃s should be changed accordingly). For the same
reason, one can also design a massage-passing algorithm. In
this paper we focus onsx∗ for simplicity.

We point out that the diagonal-loading onJ to obtainJ̃s
is inspired by the work in [11]. The main difference between
our work and [11] is that we propose a new message-passing
algorithm based on (10). On the other hand, the authors in
[11] took the min-sum algorithm as a subroutine to solve
(1) directly.

B. Algorithm design

In this subsection we present the min-sum-min algorithm
for solving the closed-loop optimization problem (10). We
show that one of the two minimizations of the algorithm
unlocks the loopy effect ofx∗ in (10).

In order to tackle the unknown parametersx∗
j in self-

potentialsf̃j(xj , x
∗
j ), we first revisit the min-sum algorithm

as described by (3)-(5). Note that after each iteration of
message-passing, an estimatex̂

(t)
j of x∗

j can be obtained

from the local belief functionf (t)
j (xj). In other words, a

new estimate ofx∗
j is always accessible to nodej after each

iteration. Inspired by this property of the min-sum algorithm,
we propose to compute an estimate ofx∗

j in (12) at each
iteration in designing our new algorithm. We then take the
estimate ofx∗

j for message-updating in the next iteration.
In principle, if the estimate ofx∗

j becomes more and
more accurate as the information diffuses through message-
passing, the algorithm converges to the right solution.

Based on the above analysis, we propose new message-
updating expressions as

x̂
(t)
i = argmin

xi



f̃i(xi, x̂
(t)
i ) +

∑

u∈N(i)

m̃
(t)
u→i(xi)



 ,(14)

x̌
(t)
i = gi

(

x̂
(t)
i , x̂(t)

u , u ∈ N(i)
)

, (15)

m̃
(t+1)
i→j (xj) = κ+min

xi

(

f̃i(xi, x̌
(t)
i )

+f̃ij(xi, xj) +
∑

u∈N(i)\j

m̃
(t)
u→i(xi)

)

. (16)

Note that there are two minimization operations in (14)-(16)
for each iteration, as compared to (3) which has only one
minimization. The namemin-sum-min for our new algorithm
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then arises naturally. The first minimization in (14) comes
from (5) and (12). This minimization plays an important
role in breaking the loop in (10). The second minimization
in (16) comes from the min-sum algorithm. The functiongi
in (15) is utilized to refine the estimate using the outputs of
the first minimization. (14)-(15) together provide an estimate
of x∗

i for nodei at each iteration.

Note that (14) is again a closed-loop minimization with
respect tox̂(t)

i . Thus we successfully transform the global
closed-loop optimization problem inton local closed-loop
optimization problems, one for each node. As all the mes-
sages are in quadratic form, it is not difficult to compute
x̂
(t)
i after each iteration. Once{gi|i ∈ V } is specified, we

effectively provide a min-sum-min algorithm to solve (10).

We can also interpret (14)-(16) from another viewpoint.
Note that (14)-(15) combines information from neighboring
nodes in computing an estimate of the optimal solution.
Thus (14)–(15) can be viewed as an information-fusion
step. On the other hand, the second minimization (16)
carries information from nodei to a neighboring nodej.
Correspondingly, (16) can be viewed as an information-
diffusion step. The two steps are implemented in order until
reaching consensus at each individual node. That is, the
estimatex̌(t)

i of the optimal componentx∗
i is stable over

time for all i.

Remark 1: The min-sum-min algorithm is a natural exten-
sion of the min-sum algorithm. To see this, we lets approach
to 0, it is immediate thatm̃ij(xj) → mij(xj). Since our
algorithm has a free parameters to choose, we can improve
the performance of the algorithm by properly adjusting the
parameter.

Remark 2: Note that the min-sum-min algorithm is not lim-
ited to the quadratic minimization problem. In fact, as long
as an original optimization problem can be reformulated into
a proper closed-loop optimization problem, the min-sum-
min algorithm can be applied in correspondence.

C. Explicit message-updating expressions

In this subsection we provide explicit message-updating
expressions for solving the closed-loop optimization prob-
lem. We study the three updating expressions (14)-(16) one
by one for the quadratic form of the potentials (12)-(13).

We first consider the minimization (14). We suppose that
the messagẽm(t)

u→i(xi) at iterationt takes the form

m̃
(t)
u→i(xi) = −

1

2
(1− s)2J2

uiγ̃
(t)
ui x

2
i + z̃

(t)
ui xi, (17)

where γ̃
(t)
ui and z̃

(t)
ui are the associated parameters charac-

terizing the quadratic form. By plugging (17) into (14), we

obtain

x̂
(t)
i = argmin

xi

(

1

2

[

1−
∑

u∈N(i)

(1− s)2J2
uiγ̃

(t)
ui

]

x2
i

−
[

(1− s)hi + sx̂
(t)
i −

∑

u∈N(i)

z̃
(t)
ui

]

xi

)

. (18)

The optimal solution̂x(t)
i can be easily computed from (18),

expressed as

x̂
(t)
i =

(1 − s)hi −
∑

u∈N(i) z̃
(t)
ui

1− s−
∑

u∈N(i)(1− s)2J2
uiγ̃

(t)
ui

. (19)

Given the expression for̂x(t)
i , we then specify the function

set {gi|i ∈ V } in (15). To achieve this goal, we construct
an equality

x∗ =
1

2

(

h+ x∗ − (J − I)x∗
)

, (20)

wherex∗ is the optimal solution to the minimization prob-
lem. Based on (20), we then letgi be

x̌
(t)
i =

1

2

(

hi + x̂
(t)
i −

∑

u∈N(i)

Jiux̂
(t)
u

)

∀i ∈ V. (21)

The new estimatěx(t)
i is obtained by combining information

from neighboring nodes and the node itself. The update
expression (21) is just one instance ofgi. In principle, there
are many ways to construct the functiongi by building new
equalities in terms ofx∗.

Upon obtaining the expression fořx(t)
i , we study the

second minimization (16). Again by plugging (17) into (16),
we obtain

m̃
(t)
i→j(xj)

=κ+min
xi

(

1

2

[

1−
∑

u∈N(i)\j

(1− s)2J2
uiγ̃

(t+1)
ui

]

x2
i −

[

sx̌
(t)
i

+(1− s)hi − (1− s)Jijxj −
∑

u∈N(i)\j

z̃
(t)
ui

]

xi

)

,

wherex̌(t)
i is given by (21). We then simplifỹm(t)

i→j(xj) by
solving the minimization. The resulting expression takes the
from:

m̃
(t+1)
i→j (xj) = −

1

2
(1− s)2J2

ij γ̃
(t+1)
ij x2

j + z̃
(t+1)
ij xj + κ′,

where

γ̃
(t+1)
ij =

1

1−
∑

u∈N(i)\j(1− s)2J2
uiγ̃

(t)
ui

, (22)
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and

z̃
(t+1)
ij

=
(1 − s)Jij

(

(1− s)hi + sx̌
(t)
i −

∑

u∈N(i)\j z̃
(t)
ui

)

1−
∑

u∈N(i)\j(1− s)2J2
uiγ̃

(t)
ui

, (23)

andκ′ is a new constant.̃m(t+1)
i→j (xj) again takes a quadratic

form, which is consistent with (17).
One observes that̃γ(t+1)

ij andγ
(t+1)
ij essentially take the

same message-passing form. The only difference between
them is that̃γ(t+1)

ij is derived fromJ̃s while γ
(t+1)
ij is derived

from J . Thus as long ass is chosen such that̃Js is diagonal
dominant or walk-summable,̃γ(t+1)

ij always converges.

The parameter̃z(t+1)
ij has an additional termsx̌(t)

i com-

pared toz(t+1)
ij . This additional termsx̂(t)

i is an estimate

of sx∗
i in the self-potential (12). Ifz(t)ij converges, the min-

sum-min algorithm then converges to the right solution.

Stage Operation
1 Initialize Choose a values;

Set γ̃ij = 0 and z̃ij = 0, ∀(i → j) ∈ ~E

2

Iterate For all (i → j) ∈ ~E
Updatex̂i using (19)
Updatex̌i using (21)
Updateγ̃ij using (22)
Updatez̃ij using (23)

End

3 Check If {x̌i}, {γ̃ij} and{z̃ij} become
stable, go to 4; else, return to 2.

4 Output Returnx̌i, ∀i.

Table I
M IN-SUM-MIN MESSAGE-PASSING FOR COMPUTING

x∗ = argminx
1

2
xTJx− hTx.

Based on the above analysis, we briefly summarize the
min-sum-min algorithm for the quadratic minimization (1)
in Table I. In the algorithm, we choose the parameters
such thatJ̃s is diagonal dominant. This guarantees thatγ̃ij
converge for all(i → j) ∈ ~E.

V. EXPERIMENTAL RESULTS

In the experiment, we test the convergence speed of the
min-sum-min algorithm. We study two scenarios: the one
where the min-sum algorithm converges and the other one
where the min-sum algorithm fails.

We considered two graphs for constructingJ as shown
in Fig. 1. Graph (a) is a 4-cycle with a chord. Graph (b) is
a 5-cycle. For each graph, the matrixJ is constructed with
its diagonal elements being 1 and its off-diagonal elements
being the edge weights as described in the graph. Theh
vector in (1) for the two graphs areh = [ 1 2 1 2 ]T

andh = [ 1 2 1 2 1 ]T , respectively.

1 2

4 3

r
r

r

r

-r
1

2

4 3

-r

-r

5

-r
-r

-r

Graph (a): 4-cycle with a chord Graph (b): 5-cycle

Figure 1. The two graphs for constructingJ . The edge weights are as
denoted by−r or r in the two graphs.
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Figure 2. Effect of diagonal loading on the convergence speed. We use the
symbol ”◦” to denote the number of iterations required for different values
of s in the min-sum-min algorithm. For comparison, we use the dash-dot
line to denote the number of iterations required for the min-sum algorithm.

A. Comparison between the min-sum-min and the min-sum
algorithms

In the first experiment, we investigate the scenario where
the min-sum algorithm converges. We take the min-sum
algorithm as a reference for performance comparison.

We set r = 0.34 and r = 0.4 in Graph (a) and (b),
respectively. Correspondingly, we obtain two realizations for
J . The spectral radius of̄J − I, whereJ̄ = [|Jij |]

n

i,j=1, are
0.8709 (for (a)) and 0.8 (for (b)). Thus theJ matrices satisfy
the walk-summable condition.

In the implementation, we chose the criterion for ter-
minating the algorithm to be1

n

∑n

i=1 |x̌
(t)
i − x∗

i | ≤ 10−5.
We selected the parameters between -0.2 and 1 for our
algorithm.

The experiment results are as shown in Fig. 2. Surpris-
ingly, we observe that for a range ofs values, the min-
sum-min algorithm outperforms the min-sum algorithm in
both cases. The results suggest that there exist more efficient
algorithms than the min-sum algorithm. The min-sum-min
algorithm is one example in improving the convergence
speed. We also tested other valuesr in Fig 1. The results
are similar to those in Fig. 2.
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B. Comparison between the min-sum-min and the double-
loop algorithms

In the second experiment, we investigate the scenario
where the min-sum algorithm fails. We take the double-loop
algorithm [11] as a reference for performance comparison.

In this situation, we setr = 0.45 and r = −0.52 in
Graph (a) and (b), respectively. Correspondingly, the spectral
radius ofJ̄ − I, are 1.1527 (for (a)) and 1.04 (for (b)). The
J matrices are not walk-summable anymore.

Again we chose the criterion for terminating the algorithm
to be 1

n

∑n

i=1 |x̌
(t)
i − x∗

i | ≤ 10−5. In implementing the
double-loop algorithm, we had to setup one more criterion
for the inner-loop iteration. We terminated the inner-loop
each time when1

n

∑n

i=1 |x̂
(t)
i − x̂

(t−1)
i | ≤ 10−5.

Fig. 3 and Fig. 4 display the experiment results for
Graph (a) and (b), respectively. It is seen from the figures
that if our algorithm converges, it converges much faster than
the double-loop algorithm. The performance gain in terms of
the number of iterations range from hundreds to thousands
in the experiment.
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Figure 3. Comparison between the min-sum-min algorithm andthe double-
loop algorithm for Graph (a).
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Figure 4. Comparison between the min-sum-min algorithm andthe double-
loop algorithm for Graph (b).

VI. CONCLUSION

We have proposed a new min-sum-min message-passing
algorithm which includes the min-sum algorithm as a special

case. The new algorithm has been derived based on a closed-
loop optimization problem which has the same optimal
solution as the original problem. Compared to the min-sum
algorithm, the min-sum-min algorithm has a free parameters
to choose. This property renders two advantages of the min-
sum-min algorithm over the min-sum algorithm. First, the
min-sum-min algorithm provides faster convergence speed
when the parameters is chosen properly. Second, in some
situations where the min-sum algorithm fails, the min-sum-
min algorithm still converges.

One open issue is how to choose the parameters to make
our algorithm most efficient. This issue is quite relevant to
engineering in practice.
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Abstract—Sequence alignment is one of the most used tools
in bioinformatic to find the resemblance among many sequences
like ADN, ARN, amino acids. The longest common subsequence
(LCS) of biological sequences is an essential and effective tech-
nique in sequence alignment. For solving the LCS problem, we
resort to dynamic programming approach. Due to the growth of
databases sizes of biological sequences, parallel algorithms are
the best solution to solve these large size problems. Meantime,
the GPU has become an important element for applications
that can benefit from parallel computing. In this paper, we first
study and compare some languages for parallel development on
GPU (CUDA and OpenCL). Then, we present a parallelization
approach for solving the LCS problem on GPU. Finally, we
evaluate our proposed algorithm on an platform using CUDA,
OpenCL and on CPU using the C Language and the OpenMP
API. The experiment results show that the implementation of
our algorithms in CUDA outperforms the implementation in
OpenCL, and the execution time is about 17 times faster on
GPUs than on typical CPUs.

Index Terms—Bioinformatic, GPU, Parallel algorithm, LCS,
CUDA, OpenCL.

I. INTRODUCTION

Most common studies in the bioinformatic field have

evolved towards a more large scale, passing from the analysis

of a single gene/protein to the study of a genome/proteome,

from a single mechanism within the body towards the biology

of the entire system. Hence, it become more and more difficult

to achieve these analyses on a single computer, and even for

some of them on clusters. The bioinformatic requires now

more infrastructure allowing the storage, the transfer of huge

amount of data, and finally, the massive computation for their

analysis.

Until recently, the CPU, or the computer main chip, dealt

most heavy load operations such as physics simulation, bioin-

formatic, rendering off-line for movies, calculations of risks

for financial institutions, weather forecasting, file encoding

video and audio [13]. Some of these heavy computations [10]

however, are easily parallelizable and can therefore benefit

from an architecture for parallel computing. Most parallel

architectures were heavy, expensive and targeted at a specific

market.

That is until the Graphic Processing Unit (GPU) imposes

itself as a major player in the parallel computing [11].

The graphics processors have rapidly evolved, with continual

growth performance, more generic architectures and high-

level programming tools (CUDA, OpenCL, etc.). GPUs are

processors that can run a smaller job a great many times

in parallel, while the CPUs are expected to perform lengthy

and complex calculations in series [4]. The General Purpose

Computation on Graphic Processing Unit (GPGPU) [9] is a

new low-cost technology which take advantage of the GPUs to

perform massively parallel calculation, traditionally executed

on multi-cores CPU.

The GPU computing is designed to accelerate massively

parallel algorithms taking advantage of the many execution

units present in a GPU. Streaming algorithms are massively

parallel algorithms, widely investigated on GPUs. They are

algorithms of treatment of data stream in which the input is

presented as a sequence of object and can be processed in

some passes (sometimes only one). The streaming algorithms

are characterized by strongly parallel computations with a little

of re-use of input data. These algorithms must be designed to

be decomposed in a multitude of small threads that will run

in parallel, in groups, on the GPU.

We are talking about thousands of threads, in contrast to the

few threads in a CPU. From the software perspective, GPUs

are used with more and more tools for developing scientific

computing codes using high level programming languages.

In front of first spectacular results in terms of reducing the

computation time, the major manufacturers now offer pro-

fessional solutions, dedicated to scientific calculations. Since

GPU performance grows faster than CPU performance, the

use of GPUs for bioinformatics is therefore a perfect match.

Sequence alignment is a fundamental technique for biolo-

gists to investigate the similarity between different species. In

computational method, biological sequences are represented as

strings and finding the longest common subsequence (LCS)

is a widely used method for sequence alignment. Dynamic

programming is a classical approach for solving LCS problem,

in which a score matrix is filled through a scoring mechanism.

The best score is the length of LCS and the subsequence
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can be found by tracing back the table. The LCS algorithms

can be considered as streaming algorithms and thus can be

solved using the GPU computing paradigm. In this paper, we

investigate to what extend we can solve the LCS problem on

GPUs using different hight level programming tools. We show

that solving the LCS problem on GPUs has a speed up 17 time

faster than solving the LCS problem using traditional parallel

API.

The rest of the paper is organized as follows. Section 2

gives an overview and compares the two most used tools

in GPU computing, CUDA and OpenCL. Section 3 defines

the Longest Common Subsequence problem and presents the

used parallelization approach for solving this problem on

GPUs. Section 4 shows the experimental results for solving

the LCS problem on GPUs and discusses what is the most

appropriate developmental environment to solve this problem

on a particular GPU device. Section 6 concludes the paper.

II. GPU COMPUTING

Current personal computers can be viewed as multi-

processor stations with shared memory. Thus, developers

can easily write parallel programs on these workstation by

using specific programming API. OpenMP [6] is one of the

most promising parallel programming APIs. It uses a multi-

threading parallelization method where a single task is divided

between several threads that are executed concurrently.

Moreover, most of the current personal computers holds

graphic cards which embed several graphical processors. Tra-

ditionally, these processors are exclusively used for graphics

manipulation purposes. Nonetheless, with the forthcoming of

new programming environments, these processors can execute

highly parallel programs and intensive calculus. They are

consequently called Graphic Processing Units (GPUs) and

becoming serious rival to the traditional CPUs.

In the following, we present the two most used used GPUs

programming environments, CUDA and OpenCL.

A. CUDA, NVIDIA

The Compute Unified Device Architecture (CUDA) envi-

ronment developed by Nvidia is a high-performance vector

computing environment [3].

On a typical CUDA program, data are first sent from the

main memory to the GPU memory. Then, the CPU sends com-

mands to the GPU which performs the computation kernels

by scheduling the work on the available hardware. Finally

Compute Work Distribution (in GPU) copies the results from

the GPU memory to the CPU one via the Host Interface [9].

The hardware architecture used by CUDA consists of a

host processor, a host memory and an Nvidia graphics card

that supports CUDA. CUDA enabled GPUs are based on the

Tesla architecture [9]. These GPUs can run in parallel several

thousands of instances (threads) of a unique code (SPMD

model). Threads are grouped into blocks which size is defined

by the programmer. All threads within a block are executed on

a Streaming Multiprocessor (SM) and communicate with each

other using a shared memory. Threads in different blocks can

not communicate which make the scheduling of the different

blocks rapid (independent of the number of SMs used for

program execution). In CUDA, a grid is a group of (thread)

blocks, with no synchronization between them [8].

The programming language is based on the C language with

extensions to indicate whether a portion of the code is executed

on the CPU or the GPU. In CUDA, a kernel is a code (usually

a function) that can be executed in the the GPU. The process

of creating an executable CUDA includes 3 stages associated

with the CUDA compiler nvcc. First, the program is divided

into CPU section and GPU one’s following pragmas inserted

by the programmer. The CPU part is compiled by the compiler

of the host, while the GPU part is compiled using a specific

compiler. The resulting GPU code is a binary CUDA (file

Cubin). Both CPU and GPU programs are then linked with

libraries that contain CUDA functions for loading the binary

code Cubin and send to the GPU for execution.

CUDA has a hierarchy of several types of memory: global,

shared, local, texture/constant memory. The global memories

are visible to all threads in all blocks, the biggest and the

slowest. The shared memories are visible to all threads in

a particular block, a medium size and an average speed of

communication. The local memories are only visible to a

particular thread, the smallest and the fastest. The texture/-

constant memories are visible to all threads in all blocks

and they are read-only memory. Each thread can read/write

independently in registers and local memory. All threads in the

same block can read/write (communicate) in shared memory.

And all threads in the same grid can read/write (communicate)

in global and constant memory.

B. OpenCl, Apple

OpenCL (Open Compute Language) is an open API dedi-

cated to massively parallel computing, initially developed by

Apple and the Khronos Group -a consortium of firms engaged

in the development of open APIs like OpenGL.

The CUDA is a non-free proprietary software and CUDA

programs can exclusively be executed on Nvidia GPUs. Apple

has proposed OpenCL to exploit the power of GPUs without

being locked in a range of products from a particular manu-

facturer (Nvidia). OpenCL can therefore be seen as an API

intended to standardize the GPU computing. OpenCL is a

common language to all architectures, it is not intended only

to GPUs but also CPUs and covers accelerators such as the

Cell (in the Playstation 3).

OpenCL basic functions are exactly the same as for CUDA:

a kernel is sent to the accelerator (compute device) which is

composed of ”compute units” whose ”processing elements”

working on ”work items”.

Finally, CUDA compatible cards (GeForce, Quadro, Tesla)

support both CUDA and OpenCL.

C. Comparison

Table I presents a qualitative comparison between CUDA

and OpenCL. This comparison highlights the fact that CUDA

is a more mature technology than OpenCL; whereas, OpenCL
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has the merit to be an open standard. While CUDA can be

used only on Nvidia‘s GPU, OpenCL can be used on a wide

range of GPU devices.

CUDA OpenCL

Technologies Owner Open

Start 2006 2008

Free SDK Yes Depend on
vendor

Many vendors No,only
NVIDIA

Yes:
Apple,AMD,
IBM

Multiple OS Yes;Windows,
Linux,

Depend on
vendor

Mac OS X;32
and 64 bits

Heterogeneous

devices

No, Only Yes

NVIDIA GPUs

TABLE I: QUALITATIVE COMPARISON BETWEEN

CUDA AND OPENCL

From a memory management point of view, in both CUDA

and OpenCL, the host and the device memories are separated.

The device memory are hierarchical designed and must be

explicitly controlled by the programmer. The memory model

of OpenCL is more abstracted and supplies more way for

various implementations. CUDA explicitly defines all the

memories levels, whereas in OpenCL, these details are hidden

as they are device dependent.

CUDA and OpenCL are similar in several aspects. They are

concentrated on data parallel computing model. They provide

a C-basic language customized for device programming. The

device, the execution scheme and the memory models are very

similar.

Most of the differences result from differences of their

origin. CUDA is the technology owner of Nvidia and targets

only Nvidia devices. OpenCL is open and targets several

devices. CUDA has been on the market earlier than OpenCL

(2006 vs. 2008) and has more support, applications, related

research and products. Finally, CUDA is more documented

than OpenCL.

III. THE LCS PROBLEM

The extraction of the longest common subsequence of two

sequences is a current problem in the domain of datamining.

The extraction of theses subsequence is often used as a

technique of comparison to get the similarity degree between

two sequences.

A. Definition

A sequence is a finished suite of symbols taken in a finished

set. If U = 〈a1,a2, ..,an〉 is a sequence, where a1,a2, ..,an

are letters, the integer n is the length of u. A sequence

V = 〈b1,b2, ..,bn〉 is a subsequence of U = 〈a1,a2, ..,an〉 if

there are integers i1, i2, .., im(1 ≤ i1 < i2 < .. < im ≤ n) where

bk = aik for k ∈ [1,m].

For example, V = 〈B,C,D,B〉 is a subsequence of U =
〈A,B,C,B,D,A,B〉. A sequence W is a subsequence common

to sequences U and V if W is a subsequence of U and of V . A

common subsequence is maximal or is a longer subsequence

if it is of length maximal. For example: sequences 〈B,C,B,A〉
and 〈B,D,A,B〉 are the longest common subsequences of

〈A,B,C,B,D,A,B〉 and of 〈B,D,C,A,B,A〉.

B. Parallel algorithms for the LCS problem

The dynamic programming is a classical approach for

solving the LCS problem. It is based on the filling of a score

matrix through a scoring mechanism. The best score is the

length of the LCS and the subsequence can be found by tracing

back the table.

Let m and n be the lengths of two strings to be compared.

We determine the length of a maximal common subsequence

in A = 〈a1,a2, ..,an〉 and B = 〈b1,b2, ..,bm〉.

We note L(i, j) the length of a maximal common subse-

quence in 〈a1,a2, ..ai〉 and 〈b1,b2, ..,b j〉(0 ≤ j ≤m,0 ≤ i ≤ n).

L(i, j)











0 i f i = 0 or j = 0

L(i− 1, j− 1)+ 1 i f ai = b j

max(L(i, j− 1),L(i− 1, j)) else.

(1)

We use the above scoring function to fill the matrix row by

row (Fig. 1).

The highest calculated score in the score matrix is the length

of the LCS. In Fig. 1, the length is 4. In the scoring matrix,

the LCS is traced back from the highest score point (4) to the

score 1.

Fig. 1: Example of filling the LCS matrix score.

The time and space complexity of this dynamic

programming approach is O(mn), where m and n are

the length of the two compared strings. Several parallel

algorithms in the literature target to solve the LCS problem.

In the following table, we present the parallel complexity and

the number of processors of some algorithms (m and n are

the length of the two compared strings, p is the number of

available processor):
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Reference Parallel Number of

Complexity processors

Apotolico O(logm∗ logn) mn/logm

et al.

1990 [1]

Lu and Lin O(logm+ logn) mn/logm

1994 [7]

Babu and O(logm) mn

Saxena

1997 [2]

Xu et al. O(mn/p) p

2005 [12]

Krusche et al. O(n) p

Tiskin

2006[5]

C. The parallelization approach

In the scoring matrix that dynamic program algorithm

constructs according to the equation Eq. 1, for all i and

j (1 ≤ i ≤ n,1 ≤ j ≤ m), L[i, j] depends on three entries;

L[i− 1, j − 1],L[i− 1, j] and L[i, j − 1] (as shown in Fig. 2).

In other words, L[i, j] depends on the data in the same row

and the same column. So the cells in the same column or same

row cannot be computed in parallel.

Fig. 2: Data dependency in the score matrix of a dynamic

programming algorithm for solving LCS problem.

We start computing L1,1 then L1,2 and L2,1 in the same

time, afterthat L1,3, L2,2 and L3,1. We continue until we fill

the matrix. We notice that it is possible to compute cells in

the same anti-diagonal parallelly. To parallelize the dynamic

programming algorithm, we have to compute the score matrix

in the anti-diagonal direction (see Fig. 3).

IV. RESULTS

A. Performance measurement methodology

We implement our LCS algorithm using CUDA, OpenCL,

OpenMP and the C language on a computer equipped with

a processor Intel(R) Core(TM) Quad CPU Q9400 2.66GHZ,

a random access memory 8 GBytes and a graphics board

Fig. 3: The parallelization approach

NVIDIA GT 430. We use as operating system Ubuntu 10.04.

The characteristics of our graphics board are listed in the

following:

• GPU Engine Specifications:

CUDA Cores 96

Graphics Clock(MHz 700

Processor Clock(MHz) 1400

• Memory Specifications:

Memory C lock(MHz) 800-900 (DDR3)

Standard Memory Config 1GB DDR3

Memory Interface Width 128-bit

Memory Bandwidth(GB/sec) 25.6-28.8

We measure the filling of the LCS scoring matrix runtime

without taking into account the initialization of sequences A

and B. The unit of measure of the runtime is the millisecond.

In all the following tests, we run as many trials as needed

to reach a 95% confidence interval at ε = 1% of the average

value.

B. The execution time

Fig. 4 illustrates the execution time of the four implemen-

tations of our LCS algorithm (CUDA, OpenCL, OpenMP and

C) versus the size of the two sequences.

We can clearly see that for the C implementation of our

algorithm, whenever we increase the size of the compared

sequence the execution time exponentially increases. This

behavior is justified by the absence of parallelization in the

C implementation of our algorithm.

Both CUDA, OpenCL and OpenMP implementations of

our algorithm use the parallelization approach presented in

section III-C. Thus, the execution time of these three versions

of our algorithm increases linearly as we increase the size of

the compared sequence
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For long sequences, we notice that the fastest version of

our algorithm is the CUDA one, and specifically more than

the OpenCL implementation. As CUDA is the SDK developed

by NVIDIA for their graphic processors, it is then more

appropriate for NVIDIA devices than OpenCL.

For short sequences, we plot in Fig. 5 the execution time of

the four implementations of our algorithm using a logarithmic

scale in the y-axis.

Fig. 5 shows that, for short sequences, OpenMP outperforms

OpenCL and has similar performances than CUDA. In fact,

CPU is more performant than GPU for small problems where

parallelism has a negative effect on the execution time. The

thread management slacken the overall execution time and

signficanlty exceeds the kernel execution time.
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Fig. 5: The LCS execution time (logarithmic scale)

Fig. 6 compares the latency of the kernel runtime and the

latency taken to transfer the data to the main memory (RAM).

Only OpenCL allows us to determine these latencies.

Foremost, we notice that the required time to perform the

memory transfer is the most important in the operation of

Fig. 6: Kernel latency vs. memory transfer latency

filling of the score matrix. In addition, the memory transfer

latency increases with the size of the sequences.

C. The speed up

In the parallel computing, the speed up shows to what extent

a parallel algorithm is faster than a corresponding sequential

algorithm.

Analytically, we define the speed up as:

SpeedUp =
Sequential execution time

Parallel execution time
(2)

Fig. 7 shows the speed up of the implementation versions

of our algorithms in OpenMP, OpenCL et CUDA versus the

size of the two sequences.

The measured speed up for the implementation of our

algorithm in Open Mp (on CPU) is bounded at 3.22 times.

In fact, we use OpenMP to get advantage of the parallelism

provided by the Quad core CPU. But, because of the other

operating system threads, the speed up cannot achieve 4 times

The implementation of our algorithms in CUDA outper-

forms the implementation in OpenCL, as we are using an

NVIDIA graphic card and CUDA is specifically designed for

the NVIDIA devices.

Our results show that for long sequences, the implementa-

tion of our algorithm in CUDA (on GPU) is 17 times faster

than the one on CPU.

This result is explained by the CUDA architecture. In

CUDA, threads are grouped in blocks (the programmer

chooses their size). All threads in the same block are executed

on the same Streaming Multiprocessor (SM) and communicate

via a shared memory.

Our parallelism approach is based on the filling of a score

matrix in the anti-diagonal sense. The threads are filling the

matrix by calculating anti-diagonals one by one, every anti-

diagonal uses the necessary number of block to calculate it in

parallel.

We notice that up to a certain sequence size (800 characters),

the GPU is under exploited. This is mainly due to the man-
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agement of threads which delays the execution time. The CPU

can handle with this problem effeciently for small sequences.
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Fig. 7: Speed UP

V. CONCLUSION

In bioinformatic, biological sequences are represented as

strings and finding the longest common subsequence (LCS) is

a widely used method for sequence alignment.

We have focused in this paper on the parallelization of a

dynamic programming algorithm for solving the LCS problem.

For this purpose, we have studied some languages for parallel

development on GPU (CUDA and OpenCL). Then, we have

presented a parallelization approach for solving the LCS

problem on GPU. We have evaluated our proposed algorithm

on an NVIDIA platform using CUDA, OpenCL and on CPU

using the C Language and the OpenMP API.

The results have shown that the studied algorithm enables

higher degree of parallelism and achieves a good speedup on

GPU. In addition, during this experiment, we have proved that

CUDA is more suitable for NVIDIA devices than OpenCL.

Finally, we have demonstrated that the major contribution in

the execution time is the latency of the memory transfer from

GPU Global memory to CPU RAM.
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Abstract—Efficient data access is extremely important for
many applications in HPC. In many cases, processes running
in one node will need to access data held in another node, as
well as access data held in some central storage device. In I/O-
intensive applications, accessing data not held in the local node
can become a bottleneck, especially in cases where the remotely
stored data is accessed repeatedly, and when accessing data from
virtual machines such as in Java. To address this issue, we have
designed and implemented a data cache system, which offers
efficient data access to Java applications in HPC. This system,
which we call MPJ-Cache, makes use of a Java-based message-
passing implementation, such as F-MPJ, and it provides a high-
level API for the accessing of data. MPJ-Cache can improve the
performance of I/O operations for certain Java applications in
HPC by reducing significantly the I/O overhead. In this paper, we
describe MPJ-Cache, including the data communication layer, as
well as the caching features of the system, and we show how it can
be used to improve I/O performance for HPC applications. The
comparative performance evaluation of this system against the file
system of the MareNostrum supercomputer (Barcelona Super-
computing Center) has shown important performance benefits.
Finally, we also show the impact of this solution on a challenging
problem such as the data processing system for the ESA Gaia
space mission.

Keywords-Java Communications; Data Cache; F-MPJ; Gaia;
GPFS; Myrinet

I. INTRODUCTION

A typical distributed-memory HPC environment includes
many computing nodes, each node containing one or more
processors and each processor containing one or more cores.
Each node may be connected to every other node over some
high-speed, low latency network, while each node may also
be connected to a central storage device.

In recent years, the most significant trends in distributed-
memory HPC environments have included the move towards
a larger number of cores per processor, an increased awareness
of the issue of power consumption and a massive growth in
the volume of data being handled. The increase in the number
of available cores will typically lead to an increase in the
number of parallel processes running in a computing node,
and therefore an increase in the number of processes accessing
data. These factors combine to make the issue of efficient data
access extremely important.

In the case of I/O-intensive applications, where the pro-
cesses running in the computing nodes may need to access
data stored in the shared storage device, I/O can become
a significant factor affecting the overall performance of the
application. The importance of I/O efficiency increases with
the number of parallel processes, and the problem is further
amplified if the data is accessed repeatedly.

MPI continues as the leading approach for implementing
inter-process communication in distributed memory environ-
ments, offering point-to-point as well as collective communi-
cation functions. However, despite the strengths and maturity
of MPI, writing applications that can take full advantage of
the resources of a distributed environment, such as a cluster of
computing nodes, can be quite difficult. In the case of complex
applications, where there may be strong dependencies between
processes running in different nodes, the programming effort
required to implement the communication can be considerable
and is often bug-prone.

The Client-Server model is a long established and intuitive
approach for making data available to a group of consumers.
In order to avoid the potential bottleneck issue associated
with many processes accessing a shared storage device, we
designed a data cache system, which we call MPJ-Cache. This
system involves the execution of Server processes in some of
the available nodes, which maintain a cache of data; while the
communication between the Clients and the Servers is built on
top of an implementation of Message Passing in Java (MPJ),
and can take advantage of any high-speed network support
provided by the underlying MPJ application.

Gaia [1] is a European Space Agency mission, whose pri-
mary objective is to chart a 3D map of around one billion stars
in our Galaxy. The Data Analysis and Processing Consortium
(DPAC) is the organisation with responsibility to process the
Gaia data. It is a policy within DPAC that all software should
be written in Java. The selection of Java for this kind of large,
scientific, data processing project is relatively uncommon.
Therefore, the Gaia data processing represents an opportunity
to study the use of Java to implement a scientific processing
pipeline, and its execution in a HPC environment. In this paper,
we will discuss two DPAC applications, both of which are
I/O-intensive and could benefit from the use of MPJ-Cache.
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The first of these applications is GAia System Simulator
(GASS), which simulates the raw telemetry stream that will be
generated by the satellite during its mission lifetime. Secondly,
we will discuss Intermediate Data Updating (IDU), which is
one of the applications that will process real Gaia data.

The rest of this paper is organised as follows. In Section
II we give a general summary of the current status of Java
in HPC, and in particular, on the status of Java-based data
communication in HPC. In Section III, we describe the I/O
problems faced by I/O-intensive Java applications in HPC,
specifically the issue of I/O bottlenecks. Our solution to the
aforementioned problem is presented in Section IV, where we
briefly describe the communication layer of MPJ-Cache, as
well as the caching features of the system. In Section V, we
describe a set of tests designed to compare the performance
of our data cache against direct access of GPFS. The results
of these tests are given in Section VI. Finally, in Section VII,
we give our conclusions, and mention some further work that
we intend to carry out in this area.

II. RELATED WORK

Despite the continuing popularity of Java in general comput-
ing, and the many independent projects which have developed
extensions and libraries for Java applications in HPC, the use
of Java in HPC and by the scientific communities remains
relatively low. We conducted an investigation into the devel-
opments for Java in HPC over the last 15 years. We looked
at papers published, as well as libraries and tools that were
developed to aid the use of Java in HPC. It is clearly evident
that there was a very significant level of work in this area,
roughly speaking, during the period 1999 to 2003. This period
corresponds with the activity of the Java Grande Forum [5], a
initiative amongst the Java scientific community to investigate
possible additions to the Java language, and to encourage
its use in HPC and scientific communities. However, since
then, the number of papers and projects in this area has
reduced significantly, and the number of projects which are
actively developing or supporting libraries for Java in HPC
now appears quite low.

It is almost certainly the case that part of the reason for
the slow adoption of Java in HPC is simply due to the inertia
of moving from the languages which have traditionally being
used in the HPC and scientific computing communities such as
Fortran and C/C++. It is also due to the initial reputation that
Java acquired as providing poor performance due to it being
an interpreted language. Finally, part of the problem may also
be a lack of reliable and supported HPC-specific Java libraries
in areas such as data communication.

COMP Superscalar (COMPSs) [4] is a runtime environment
which allows for the automatic parallelisation of serial ap-
plications, for their execution in a HPC environment. This
process involves COMPSs analysing the application; identi-
fying tasks of a certain granularity within that application;
determining the dependencies between these tasks; generating
a task graph; and where possible, executing tasks in parallel.
COMPSs also manages the input and output for each task.

It is a powerful tool, allowing seemingly serial applications
to become parallel, and taking advantage of the available
HPC resources. However, it does not deal with the potential
bottleneck associated with many processes accessing a shared
storage device. Although COMPSs removes the issue from the
concern of user applications, COMPSs itself may encounter
I/O issues if it tries to distribute some data to a large number
of nodes. Also, there are circumstances when application
developers may prefer to maintain control of the actual flow
of data around the available hardware. Therefore, we believe
that another solution, dealing with the potential I/O bottleneck
and providing application developers with a high-level, HPC-
specific data-access API would be a useful contribution to Java
in HPC.

Based on our investigation into the available libraries which
provide data communication to Java applications in distributed
memory environments, the 3 most commonly used options are:
Sockets, RMI, and Message Passing. In this work we decided
to focus our work on the MPJ approach as it has been reported
to provide the highest performance in HPC applications on low
latency networks [7]. MPJ can be implemented in a number
of ways, including the use of Java RMI, Java Native Interface
(JNI) — to call an underlying native message passing library,
and also through the use of Java sockets. Each approach
has advantages and disadvantages in the areas of efficiency,
portability and complexity. The use of RMI assures portability,
as it is a pure Java solution. However, it may not be the
most efficient solution in the presence of any high speed
communication hardware, which RMI might not take full
advantage of. The use of JNI allows for the efficient use
of high-speed networks using native libraries, however it
has portability problems. Finally, the implementation of MPI
using Java sockets requires a considerable development effort.
Fortunately, we have identified implementations of MPJ: MPJ
Express [6] and F-MPJ [8], which are being actively developed
and supported. MPJ Express and F-MPJ both implement the
same specification of MPJ — mpiJava 1.2 [2] — so it is
easy to swap between these implementations.

III. THE PROBLEM

An important trend in HPC is the move towards an ever in-
creasing number of cores per processor, and consequentially an
increase in the number of processes that are typically executed
per computing node. The volume of data that these processes
must handle is also increasing. Despite the availability of high
performance storage devices and networks, the accessing of
data held in shared storage devices can act as a bottleneck in
the processing of data, if there are a large number of processes
accessing the data and if it is accessed repeatedly.

The objective of this work is to find an efficient and scalable
mechanism that allows for a large number of processes run-
ning in separate computing-nodes to be able to access some
remote data, where the I/O performance achieved is minimally
affected by the number of processes accessing the data.
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A. Gaia data processing in MareNostrum

The following two applications, both of which are part of
the Gaia data processing task and will run on the MareNostrum
supercomputer at the Barcelona Super Computing Center
(BSC), represent different use-cases where the I/O problem
described in the previous section emerges as an issue.

1) GASS: During the simulation of the telemetry stream,
GASS has to process over 1 billion stellar sources. These
simulations require the use of many worker processes (thus
far, simulations involving over 3000 cores working simulta-
neously have been executed). These worker processes need to
repeatedly access a set of shared data-files during the execution
of GASS (such as spectra and instrument calibration files).
If all of the executing worker processes simply access these
files directly on the GPFS, then its performance decreases to
unacceptable I/O response times.

2) IDU: IDU itself is composed of several independent
tasks, which run in a particular sequence and which are
effectively independent serial applications. However, some of
these tasks have dependencies on the output from other tasks,
and the input for one task may come from the output of another
task which was executed in a different computing node.
Therefore data transfers are required between the execution
of each task in order to deliver the correct input data to the
correct process in the correct computing node.

IDU forms part of an iterative chain of processes that will
process the Gaia data. This chain of processes will be executed
once every 6 months over a 5 year period. Each time that
IDU is executed it will process all of the data amassed at that
point, so as the mission continues, the volume of data will
increase reaching roughly 100TB at the end of the mission.
Although the actual volume of data may not be overwhelming,
the challenging aspect of the processing is the relationships
within the data, and the reorganising and movement of the
data, which must be carried out between tasks.

B. Scalability tests of GPFS

An initial version of IDU involved all processes reading
their input data from the GPFS storage device. In order to
determine how well this approach would scale to a large
number of worker processes running in a large number of
computing-nodes, we carried out some scalability tests. The
input files for these tests were of equal size and represented
a certain amount of processing. In all cases, we just ran one
worker process per node.

We found that if we increased the number of IDU worker
processes, and therefore the number of processes accessing the
GPFS, the system scaled fairly well up to about 8 nodes —
the speed-up factor being 7.4, whereas the speed-up factor for
16 nodes was just 13, as illustrated in Fig. 1. Thus, although
GPFS reveals a rather good scalability, the I/O performance
per node starts decreasing significantly already at just 16
nodes.

Fig. 1. Processing time of an IDU prototype over a fixed amount of data
when using 1 to 16 nodes accessing directly the GPFS disk

IV. THE SOLUTION — MPJ-CACHE

We have designed a scheme which involves the grouping
of the available computing nodes into Node Groups (NGs).
Within each NG, one node is designated as the Node Group
Manager (NGM). A Server process is executed in the NGM,
which creates and maintains a cache of data that user ap-
plication processes can query. We refer to user application
processes simply as Client processes. The inter-node commu-
nication — between Clients and Servers, as well as amongst
Clients — is implemented on top of an implementation of
MPJ, making use of any high-speed network support provided
by the MPJ implementation.

There are, of course, a number of possible configurations
that a given set of nodes can be grouped into. For example,
64 nodes can be grouped into 4 groups of 16, or into 8 groups
of 8 nodes. One of the objectives of the tests described in the
next section was to determine the optimal NG configuration
in order to maximise data access performance for a given set
of files and a given application.

MPJ-Cache has two relatively distinct components within
it, namely the the communication layer and the data cache.
These components are illustrated in Fig 2.

A. MPJ-Cache - the communication layer

The objective of the MPJ-Cache communication layer is
to provide user applications with a high-level API of data
access methods useful in HPC environments, while mak-
ing best use of the available communication resources such
as any high-speed, low-latency networks which might be
present. MPJ-Cache makes use of an implementation of
MPJ to perform inter-process communication. Implementa-
tions of MPJ, such as MPJ Express and F-MPJ implement
an API of methods, such as MPI_Sendrecv(). MPJ-
Cache builds upon the MPJ API, and offers its own API

151

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                         161 / 196



Fig. 2. MPJ-Cache components and test setup

of methods which are at a higher level of abstraction. For
example, the MPJ-Cache API includes the static method
retrieveSingleFileAsByteArray(), which allows
Clients to request a file as an array of bytes. The im-
plementation of this method involves 2 calls to the MPJ
method MPI_Sendrecv(). Firstly, a request is made to
find the size of the file. Then, once the size of the file
is known, a buffer can be allocated that will contain the
data and a second call to MPI_Sendrecv() is made
requesting the actual file. However, from the perspective
of the Client application, it must only make one call to
retrieveSingleFileAsByteArray().

The communication layer also includes file splitting and
recombining functionality, which allows accessing files with
sizes that exceed the maximum data size permitted by the
underlying implementation of MPJ. Such large files are split
into smaller chunks by the Server, which are then sent in
separate messages, and finally, once all of the chunks have
been received at the Client side, they are recombined and
passed to the Client application.

B. MPJ-Cache - the cache

In the context of MPJ-Cache, the cache refers to the part
of the Server application that maintains the actual cache of
data. The Server can be configured to either store the most
frequently used data in memory, on the local disk of the node
that it is running on, or to simply act as a gateway, retrieving
data from a remote location as requests are received. Indeed,
the cache can be spread over these 3 locations. The Server
maintains a list of all of the files that it is aware of: those it has
in memory, those that it has on its local disk and those which
might be in a remote location. The Server initializes its cache
at start-up, based on its configuration, but it can update the
cache during the execution of the application, depending on its
configuration. A number of policies to control the maintenance
of the cache including First In, First Out (FIFO) and Least

Recently Used (LRU) are available.

C. Selection of MPJ Implementations

Among the available MPJ implementations, MPJ Express
and F-MPJ are the libraries with a more active development, so
they have been evaluated in order to select the best performer
for use by MPJ-Cache. F-MPJ implements support for several
interconnection networks, among them the support for Infini-
Band in the low level communication device ibvdev, which
runs directly on top of IBV (InfiniBand Verbs), and support
on Myrinet in the device omxdev, which runs directly on
top of MX. We first carried out initial tests to determine their
performance in our particular production environment. MPJ
Express, F-MPJ, MPICH-MX and MX utilities and were tested
using a Pingpong and a Broadcast benchmark. The results
of these tests are given in Tables I and II. These showed
that F-MPJ performs very well in the target environment, in
particular, it offers very low latency for short messages and
good bandwidth with longer messages.

TABLE I
PINGPONG TESTS (POINT-TO-POINT COMMUNICATIONS)

Application Latency (µms) Bandwidth (MB/s)
F-MPJ 17.0 246.12
MX utilities 17.0 247.0
MPJ Express 23.2 180.8
MPICH-MX 17.0 247

TABLE II
BROADCAST TEST - 8 NODES, 1 PROCESS PER NODE

Data MPICH-MX F-MPJ MPJ Express
Latency
(µms)

BW
(MB/s)

Latency
(µms)

BW
(MB/s)

Latency
(µms)

BW
(MB/s)

2MB 21.9 96.0 25.8 81.3 43.6 48.1
4MB 42.7 98.2 52.4 80.0 87.5 47.9

D. MPJ-Cache in practice

One consideration that users of MPJ-Cache must take into
account is that applications wishing to make use of the system
must be executed within the MPJ environment. This has an
effect on how the user application can be launched. The
approach that we took is to initially launch the same class —
LaunchAppsInProcesses — in all of the MPJ processes.
Within the MPJ environment each process is identified by
a unique identifier called the process rank. We followed the
approach that the process with rank 0 would act as a Server
process, while instances of the user application would be
launched in the other processes. In order to create several NGs,
with each NG containing a Server process and a number of
Client processes, we simply need to launch several jobs, each
one starting an instance of the MPJ environment.

V. THE TESTS

In order to directly compare the performance of MPJ-Cache
against direct access to GPFS, we executed a campaign of
tests, designed to reflect the characteristics of real applications
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running in a HPC environment. These tests can be grouped
into 2 main categories. In the first case, the Client processes
retrieve data directly from the GPFS, while in the second case
the Clients retrieve the same data using MPJ-Cache. These 2
cases are illustrated in Fig 2. Tests involving the use of MPJ-
Cache can be further categorised into those involving 1 NG
and those involving multiple NGs.

In order to be representative of real applications, the data
communication within the tests was interleaved with “process-
ing” by the Client applications — simulated by “sleeps” of the
Client processes between each request for data. Tests involving
sleeps of varying lengths were carried out. Each Client also
performs an initial sleep during its initialisation to ensure that
not all of the Clients begin requesting data at the same time.

In total, 96 tests were executed in this test campaign. In all
cases, the tests involved Clients retrieving 20 different files.
There are many test parameters which were varied including
the size of the data files (1MB, 10MB, 100MB), the number
of clients (16, 32, 64 or 128), the number of NGs (1, 4 or 8),
and the sleep time. In the case of the MPJ-Cache tests, the
Servers were configured to store all of the data in a cache in
memory.

The BandWidth (BW) referred to in these results has been
calculated using the time a request takes to be processed from
the Clients perspective. Therefore, it includes any delay which
might occur at the Server side.

A. System features

The MareNostrum Supercomputer [3] consists of 2560
JS21 blade computing nodes, each with 2 dual-core IBM 64-
bit PowerPC 970MP processors running at 2.3 GHz, which
totals 10240 cores (9.2 GFlops per core), and 8 GB memory
per node. The MareNostrum was ranked 5th of the world
according to the Top500 List at the time of installation (2006),
although currently it is ranked 118th based on its Linpack
performance (measured 64 TFlops out of 94 TFlops peak).
MareNostrum nodes are interconnected through low latency
Myrinet 2000 network (12 switches conform the fabric), as
well as through Gigabit Ethernet, this latter used to access
the 280 TB of disk storage though GPFS (General Parallel
File System). The OS is SuSE Linux Enterprise Server 9, the
JVM is IBM J9 1.6.0, the F-MPJ release is 0.1.0 and the MPI
implementation is MPICH-MX 1.2.7.4, while the MX driver
version is 1.2.7-64.

VI. RESULTS

A. Direct GPFS access vs. MPJ-Cache with 1 NG

MPJ-Cache generally out performs GPFS in those tests with
smaller files sizes and a short sleep between requests, as shown
in Table III, and illustrated in Fig 3.

MPJ-Cache also outperformed GPFS in tests with large file
sizes and a long sleep period, as shown in Table IV, the one
exception being the case of 128 nodes, where GPFS performed
best. The explanation for the poor performance of MPJ-Cache
in that test is that the Server process was overloaded. In other

Fig. 3. Comparison of GPFS vs MPJ-Cache when using 1 NG on small files
(1MB) and frequent requests (1ms)

TABLE III
MPJ-CACHE RESULTS — SMALL FILES, SMALL SLEEP, 1NG

Clients Data Sleep
(ms)

GPFS
BW
(Mbps)

Cache
BW
(Mbps)

Speed-
up

16 1MB 1 616 2284 3.7
32 1MB 1 806 2256 2.8
64 1MB 1 553 2365 4.3

words, the Server was receiving requests faster than it was
able to handle them, therefore, a queue of requests built up.

In fact, in most of the cases where the GPFS outperformed
MPJ-Cache, the difference was explained by an overloading
of the Server. We confirmed this by examining the Client log
files in those cases where the MPJ-Cache performed poorly.
We noted that the initial requests received by the Server
were processed quickly, and therefore the initial bandwidth
experienced by the Clients was relatively good. However, as
more Clients began to request data from the Server, the Server
became overloaded and the average reply time experienced by
the Clients increased — hence the decrease in the calculated
bandwidth.

B. Direct GPFS access vs. MPJ-Cache with multiple NGs

With this set of tests we intend to find the optimal configura-
tion for accessing data from a given set of nodes. Effectively
we want to maximise the total amount of data that can be
transferred around the system during a given period of time.
We call this rate the “aggregate data rate”. We must note that
this data rate contains within it, the initial sleep as well as

TABLE IV
MPJ-CACHE RESULTS — LARGE FILES, LARGE SLEEP, 1NG

Clients Data Sleep
(ms)

GPFS
BW
(Mbps)

Cache
BW
(Mbps)

Speed-
up

16 100MB 20000 1026 1639 1.6
32 100MB 20000 1090 2164 2.0
64 100MB 20000 265 295 1.1
128 100MB 20000 796 83 0.1
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the inter-request sleeps performed by the Clients in order to
simulate real applications.

The highest aggregate data rate achieved by direct access
of GPFS was 13.7Gbps, achieved through the use of 128
Client nodes, requesting 100MB files with a sleep of 200
milliseconds between requests. Interestingly, if the sleep was
reduced to 10 milliseconds, the data rate fell to 9.1Gbps.

The highest aggregate data rate achieved through the use of
MPJ-Cache was 103Gbps. This was also achieved using 128
Client nodes, but arranged in 8 NGs. Therefore, 136 nodes in
total were used (including 8 MPJ-Cache Servers). The files
used were 100MB each, while the sleep was 1 millisecond.

The results of this test campaign showed, that given a
certain number of nodes, MPJ-Cache allows for a much higher
aggregate data rate than direct GPFS access, as illustrated in
Fig. 4

Fig. 4. Total aggregate data rate for GPFS and MPJ-Cache, using different
Node Group configurations. 100MB files have been used in this case.

VII. CONCLUSION AND FUTURE WORK

Our tests confirmed the impressive performance for high-
speed, low-latency networks achievable with F-MPJ. MPJ-
Cache, configured to create a single NG, offers better per-
formance than GPFS for small numbers of Client nodes,
and especially when working with small files and frequent
requests. We observed in our test campaign that the available
bandwidth on the Myrinet network was optimally being used,
and the performance of MPJ-Cache only decreases when the
Server process is overloaded with requests. Furthermore, when
we move to the situation of multiple NGs, the total aggregate
data rate obtainable through the use of MPJ-Cache is much
higher than that obtainable for the same number of nodes
directly accessing GPFS.

Although our data cache system is a relatively thin layer,
sitting on top of an implementation of MPJ, we believe that
there are a range of applications which could benefit from
its use, not just the applications described in this paper. The
creation of data caches amongst the available computing nodes
can avoid the I/O bottleneck which can occur when many
processes are accessing a central storage device, while the use
of F-MPJ allows for the best performance to be extracted from
the available network.

In the case of HPC environments which are shared by many
users, one possible issue is how the applications of one user
may affect the applications of other users. One of the benefits
of using MPJ-Cache is that, due to the caching, there will be a
reduced number of accesses of the shared disk, which should
improve the disk I/O performance experienced by other users.

We intend to improve the functionality of MPJ-Cache by
adding more data access methods to the API that it offers,
including the addition of methods to support a “push” model
from Server to Client, in addition to the existing “pull”
methods which allow for the Client-Server model. Finally, we
intend to test MPJ-Cache in other HPC environments, such as
its use with the LUSTRE and Panasas file systems, as well as
to try to identify other Java-based I/O-intensive applications,
running in HPC environments, which could benefit from the
use of MPJ-Cache.
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Abstract— This paper will discuss how real-time processing is 

affecting archiving strategies. This puts up the thesis, what 

type of system is needed to ensure write & retrieval of real-

time data from an archive infrastructure. The paper will not 

focus on compliance, rather on archiving strategies in context 

of system requirements and availabilities for real-time data 

applications and hence where real-time processing is 

applicable. 
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I. INTRODUCTION 

Today due to huge data growth, more digitization needs, 
mobile devices producing more data, faster supercomputer 
power, and applications, end user expect to store and archive 
their data in real-time and have continuously real-time access 
to that data. Keeping up with this fast growing demand of 
user behavior of “self-service” real-time data access, 
common and established IT-infrastructures are put under 
stress. Storing everything on disks becomes to large to 
backup, leading to long back-up windows, and increasing 
energy cost for more power consumption of disks systems. 
Especially, if needed to store data at least for 10 years or 
longer. 

Ideal to store large amounts of data long-term are tape 
technologies. Due to the availability of open standards with 
Linear Tape-Open (LTO) as magnetic tape data storage 
technology, originally developed in the late 1990s, it is 
accepted to archive long-term data. Tape-based archival 
systems suffer from poor random access performance, which 
prevents the use of inter-media redundancy techniques and 
auditing, and requires the preservation of legacy hardware 
[1]. Many disk-based systems are ill-suited for long-term 
storage because their high energy demands and management 
requirements make them cost-ineffective for archival 
purposes [1]. 

However, combinations of disk and tape storage 
infrastructures do not fulfill the requirement of fast write and 
retrieval access to data at adequate speed, as today end user 
require “real-time” processing and availability. De-
duplication is reducing the amount of data even further, 
because de-duplication technology is now common place in 
the backup market [2]. But backup is not the same as 
archiving. An archive is a collection of computer files that 
have been packaged together for backup, to transport to 

some other location, for saving away from the computer so 
that more hard disk storage can be made available, or for 
some other purpose [3]. An archive can include a simple list 
of files or files organized under a directory or catalog 
structure (depending on how a particular program supports 
archiving) [3]. 

Section two will first define real-time processing and 
archives as well as the terminus data transfer rate (DTR).  It 
will position, what possible storage solutions could be used 
for high volume and near real-time or real-time processing 
applications. As software for hierarchical storage 
management for very large data volumes, High Performance 
Storage System (HPSS) is described. Section three will 
evaluate how HPSS is being used for real-time applications. 
Section four closes with a short summary and future outlook 
of HPSS and other storage solution for archiving. 

This paper will position archiving strategies to real-time 
processing needs and discuss how in a context of an extreme 
scale archive environment, e.g., HPSS, is applicable for real-
time applications. 

 

II. ARCHIVING STRATEGIES FOR REAL-TIME 

APPLICATIONS 

Real-time processing is defined according to Wikipedia 
as follows: “Each transaction in real-time processing is 
unique. It is not part of a group of transactions, even though 
those transactions are processed in the same manner. 
Transactions in real-time processing are stand-alone both in 
the entry to the system and also in the handling of output” 
[4]. 

Archives can be differentiated by types of deployment of 
storage components, i.e., Disks, Tape, Hierarchical Storage 
Management Software, or Appliances. All of these 
components can be positioned in entry, midrange or 
enterprise storage systems, and being enriched with so- 
called “Storage Optimizers”, i.e., SAN Volume Controller 
(SVC), Easy Tier, or IBM Real-Time Compression 
Appliances. Archiving strategies are rather defined by their 
usage requirements either for compliance need, regular batch 
processing backup and archive (i.e., for databases, 
applications systems like SAP, Oracle, etc.) or for long-term 
archiving, including clustered HSM file repositories. One of 
the available HSM clustered file repositories is High 
Performance Storage System (HPSS) for extreme scale 
environments. 
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Figure 1.  Positioning of IBM Archiving Solutions, IBM Corp. / IBM Germany, J.A. Kerr, O.J. Knopf, and I. Schnoor 

Requirement nSeries IA TSM SONAS/GPFS HPSS

1. Customer need NAS Appliance Compliance Appliance
Backup & File 

Repository

Extrem Scale NAS 

Appliance

Extreme Scale HSM 

(incl. GPFS Support)

2. Maximum Capacity up to 2PB up to 304TB up to 3PB up to 14PB Extreme (over 100 PB)

3. Maximum Bandwith limited limited limited Extreme Extreme

~ max. I/O of a single 

server

~ max. I/O of Server (up 

to 3 within appliance)

~ max. I/O of a single 

server

900 MB/s per node; up 

to 30  nodes

1000(s) MB/s per mover; 

over 100  movers

4. Availability

- No Single Point of Failure Standard Standard Available Standard Available 

- High Availability Available Available Available Available Available 

- Data Mirroring Available Available Available Available Available 

5. Security

- Authentification yes yes yes yes UNIX, Kerberos

- Autorisation yes yes yes yes UNIX, DES

- Compliance SnapLock SSAM/WORM SSAM/WORM no no

6. Interfaces CIFS, NFS TSM-API, NFS TSM-API CIFS, NFS, SFTP

FTP, PFTP, HPSS-API, 

RHEL-VFS (CIFS, NFS, 

SFTP, HTTP), GPFS, 

div. 3rd Party

7. Storage Media Disk Disk, Tape, Optical Disk, Tape, Optical
Disk, Tape and Optical 

via TSM only
Disk, Tape

8. Storage Hierachies no yes yes yes yes

9. Hardware Independent no no yes no yes

10. Storage Solutions OS ONTAP RHEL multiple RHEL RHEL, AIX

11. Client OS multiple multiple multiple multiple multiple  
 

 

IBM has a broad range of storage systems available, 
addressing various needs for storage infrastructures, i.e., for 
open systems and optimized for z/OS and System i, for 
block-based or file-based storage infrastructures. The  
strategy of the IBM System Storage products is aligned to 
the need of delivering the right system by “fit for purpose” 
for any workload. For archiving needs, the figure 1 shows a 
table, outlining by eleven requirements, the possible archive 
solutions from IBM. The following products and solutions 
are: IBM NSeries, IBM Information Archive (IA), IBM 
Tivoli Storage Manager and Tivoli Storage Manager for 
Space Management (TSM/HSM), Scale-out Network 
Attached Storage with IBM General Parallel File System 
(SONAS/GPFS), and HPSS. According to type of archiving 
need and scenario, figure 1 describes what storage solution is 
applicable and possible to select. 

Researchers get the brightest ideas and with better 
equipment to analyze, research, discover, and exploit, the 
possibilities of new ways of developing fundamental 
experiments or create new simulations is large. Due to this 
type of research, high amounts of volumes of data are 
generated and need to be stored and archived in large file 
systems. Real-time applications are common in weather 
prediction, measuring seismic activity, applications for 
simulations for the new development of airplanes, in air 
traffic control systems, or in rail way switching systems etc. 
Perhaps, in future due to new compression mechanism, i.e., 
IBM Random Access Compression Engine (RACE) can 
reduce the Terabytes (TB) managed or even Petabytes (PB) 
in archives. Hence, making it easier, that even NAS 
environments, become applicable for long-term archiving. 
But for certain industries, i.e., for basic research 
organizations or governmental institutions, the need is clear, 

according to sources, to grow in data by far more than 60 PB 
by 2016 [5]. Real-time compression may come in use for 
unstructured files and in hence in use for NAS environments. 
Relating this to archives, real-time compression in primary 
storage may help to reduce the amount of data to be 
archived, i.e., of databases, IBM Lotus Notes®, Text, CAD, 
or VMware VMDK files [6], with a compression rate up to 
80 percent.  

It is of interest that from high performance computing 
and extreme scale environments, often new and innovative 
results can be derived for commercial IT environments. As a 
recent study by the German Federal Ministry of Education 
and Research shows, 43 percent of businesses are 
participating in recent research for developments in HPC-
Software for scalable parallel computing for new algorithms 
in Germany [7]. HPSS is at current in use by more than 30 
sites worldwide, mainly in use at governmental institutions, 
research organisations or in defence, but rarely in place at 
commercial businesses.  

In order to measure how fast data from applications is 
running, is defined by its data transfer rate to the storage 
infrastructure. In a world where programs and files are 
becoming ever-larger, the highest data transfer rate is most 
desirable [8]. However, as technology moves quickly to 
advance the data transfer rate of many components, 
consumers are often faced with systems that incorporate 
varying specifications [8]. This circumstance becomes 
visible in figure 1.  

Figure 2 explores the simple idea, how to position each 
storage solution by its data volume to be archived into a 
single system (“high” as in greater than 15 PB, “low” as 
below 1 PB data volume) and by which favorable processing 
type (“batch” vs. “real-time”). This positioning does not 

156

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                         166 / 196



account the type of network used and assume a standard file- 
size of ~ 160 MB [9]. This is an average file size for an 
typical HPSS installation. 

Quadrant A positions the storage systems and solutions 
that apply mostly for real-time processing and are able to 
store per single system more than 1 PB. Quadrant B 
positions storage systems and solutions that are rather batch 
oriented as processing type of data. However, newer features 
in metadata management of the utilized relational databases, 
will make these solutions more applicable for real-time 
processing. Quadrant C positions storage systems and 
solutions that have a lower possibility to store less than 1PB 
and are rather seen as “Storage Optimizers” and hence not 
for long-term archiving needs applicable storage solutions 
for high data volumes. Quadrant D positions furthermore 
NAS filer storage systems that have a high real-time 
processing capability, however lack the vertical scalability in 
storage capacity. In addition, RACE is an appliance in front 
of the Storage Area Network (SAN) and not used as a single 
storage system, rather reflecting a “Storage Optimizer” as 
earlier described. 

 

Figure 2.  Positioning Archive Systems by Data Volume vs. Processing 
Type (batch vs. real-time) 

Data transfer rate (DTR), is the speed at which data can 
be transmitted between devices. This is sometimes referred 
to as throughput [8]. The data transfer rate of a device is 
often expressed in kilobits or megabits per second, 
abbreviated as kbps and mbps respectively. It might also be 
expressed in kilobytes or megabytes, or KB/sec and MB/sec 
[8]. 

HPSS is software that manages PB of data on disk and 
robotic tape libraries. HPSS provides highly flexible and 
scalable hierarchical storage management that keeps recently 
used data on disk and less recently used data on tape. HPSS 
uses cluster, LAN and/or SAN technology to aggregate the 
capacity and performance of many computers, disks, and 
tape drives into a single virtual file system of exceptional 
size and versatility [10]. This approach enables HPSS to 
easily meet otherwise unachievable demands of total storage 
capacity, file sizes, data rates, and number of objects stored 
[10]. HPSS is known to be the leading archival storage 
software system to fulfill extreme scale requirements [11]. 

Speeds are limited only by the underlying computers, 
networks, and storage devices. HPSS can manage parallel 
data transfers from multiple network-connected disk arrays 
at hundreds of megabytes per second. These capabilities 
make possible new data-intensive applications such as high 
definition digitized video at rates sufficient to support real-
time viewing [12]. At the German Climate Computing 
Center (DKRZ), the implemented HPSS as the data archive 
has available bidirectional bandwidth of 3 GigaByte/s 
(sustained), and 5 GigaByte/s (peak) [13]. A central technical 
goal of HPSS is to move large files between storage devices 
and parallel or clustered computers at speeds many times 
faster than today’s commercial storage system software 
products [14]. 

HPSS supports striping to disk and tape. At 100 MB/s, it 
takes almost 3 hours to write a 1 TB file to a single tape. 
Using an 8-way tape stripe, that time is cut to less than 25 
minutes [14]! Commercially available 2,5’’ disks based on 
MLC chips, solid state storage featuring SATA (3 Gb/sec.) 
interface, have data transfer rates of 150 MB/sec. (read) and 
90 MB/sec. (write) [15]. It must be differentiated in reading 
data and writing data to demonstrate real-time or near real-
time data storage access. Writing data to storage is 
sometimes called “data ingestion” [15]. A typical day of 
writing data to the archive at the European Centre for 
Medium-range Weather Forecast (ECMWF) is ~ 42 TB [17]. 
Reading from the archive is ~ 19TB per day [17].  

 

 
Figure 3.  Basics of High Performance Storage System [12]  

The focus of HPSS is the network, not a single server 
processor as in conventional storage systems. HPSS provides 
servers and movers that can be distributed across a high 
performance network to provide scalability and parallelism. 
The basis for this architecture is the IEEE Mass Storage 
System Reference Model, Version 5 [12], see Figure 3. Once 
a transfer session is established, the actual data transfer takes 
place directly between the client and the storage device 
controller [12]. 

HPSS achieves high data transfer rates by eliminating 
overhead normally associated with data transfer operations. 
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In general, HPSS servers establish transfer sessions but are 
not involved in actual transfer of data. For network-attached 
storage devices supporting IPI-3 third party transfer 
protocols, HPSS Movers deliver data at device speeds. For 
example, with a single HiPPI attached disk array supporting 
IPI-3 third party protocols, HPSS transfers a single data 
stream at over 50MB/sec [12].  

The HPSS Application Program Interface (API) supports 
parallel or sequential access to storage devices by clients 
executing parallel or sequential applications. HPSS also 
provides a Parallel File Transfer Protocol. HPSS can even 
manage data transfers in a situation where the number of data 
sources and destination are different. Parallel data transfer is 
vital in situations that demand fast access to very large files 
[12]. 

Due to the fact that HPSS does not have a volume-based 
licensing, the invest for such a high performance archiving 
solution is costly for the first year, but after it operates, the 
pay-off is clear, as it only costs for the tape library and media 
have to be calculated in future years. At the UK Met Office 
the payoff of HPSS for research data was clear: the archive 
size was in 2010 approx. 3PB, but with a forecast to year 
2013 by 20PB [18], the UK Met Office needed a solution 
that support Extreme Scale Computing, store and keep data 
as central asset for research; but at the same time to be 
Energy efficient and affordable long-term. The use of HPSS 
is hence technically and commercially attractive for this type 
of storage and archiving demands see Figure 4. 

 

 
Figure 4.  HPSS - £££ [18] 

III. REAL-TIME PROCESSING WITH HPSS 

The recommended use of HPSS is for storing data sets 
that require high availability and that need longer-term 
storage. It is not intended for real-time access or short-term 
storage for temporary data [18]. Therefore, the team “near 
real-time” for HPSS is introduced by Harry Hulen, IBM 
Global Services – Federal, Houston, Texas [16]. He 

describes the possibility of using HPSS for a near real-time 
application, as follows:  

“A good example of near-real-time data ingestion is 
when a scientific experiment is running and producing data 
that must be captured, such as a high energy physics 
experiment or a satellite that is sending down data that must 
be ingested and put on tape. There are two cases: "bursty" 
data that requires high rate ingestion for a period of time, and 
then stops for a while. In this case a disk cache usually takes 
care of the real time part of the problem, and then data 
migrates to tape when the burst of ingestion is complete.  A 
tougher case is when there is a steady stream of data for a 
long period of time.  In this case the tape system must 
operate at close to real time for a long period.  An example 
of this kind of data would be the satellite that continually 
downlinks data. 

Usually the read side of the problem is defined by 
response time and not data rate. If data is on disk and the 
storage system is not suffering from queuing, then the 
response is quick. The best example to think of is Yahoo or 
Google. If data has migrated to tape and then purged from 
disk, then the user may have to wait for minutes instead of 
seconds or sub-second responses. This reading of data is 
real-time, or near real-time, in the sense that the answer 
closely follows the interrogation; however, the terms "real 
time" and "near real time" are used less often for this type of 
transaction.  A distributed system like HPSS are valuable for 
high data rate near real time data ingestion because a cluster 
can keep data flowing to more disks and tapes than a 
monolithic, single-computer storage system can manage. 

When designing a tape system for near-real-time storage, 
it is necessary to accommodate the non-real-time 
characteristics of tape, particularly what happens when a tape 
is full.  At that point the tape cartridge must be unmounted 
and another tape mounted.  This process can take two to 
three minutes in a modern robotic tape library.  There must 
be sufficient tape drives so that other tapes are waiting and 
ready to go, or there must be sufficient disk to catch and hold 
the ingested data.  In any case, it is necessary to over-
provision a near real time system when compared with a 
system that can gracefully allow longer queues to develop.  

HPSS supports near-real-time data ingestion for both 
bursty data and steady state data with its distributed data 
mover architecture and its ability to write stripes of data 
across multiple tape drives.” 

Within HPSS, file metadata are maintained in DB2, 
IBM's real-time database system [19].  Further, other major 
application domains, such as real-time data collection, also 
require such extreme scale storage. We believe the HPSS 
architecture and basic implementation built around a scalable 
relational database management system (IBM’s DB2) make 
it well suited to this challenge [20]. 

 

IV. CONCLUSION 

Real-time processing and long-term archiving needs will 
not be possible to be accommodated at the same time in just 
one single storage solution. Either for the main objective to 
support really real-time processing by high I/O systems with 
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their respective DTRs disks systems are applicable or for 
long-term archiving needs with tape infrastructures. A 
combination of disks and tape systems, i.e., with HPSS, will 
address at leas near real-time processing needs.  

There is to take into consideration future developments 
and features, such as a) Real-time compression mechanism 
and b) future of HPSS: 

a) IBM Real-Time Compression: IBM Random Access 
Compression Engine (RACE) is IBM patented technology 
that is the key to IBM Real-time Compression Appliances 
for NAS. RACE technology allows read and write operations 
from any location within a compressed file while avoiding 
the need to decompress the whole file. Additionally, the 
technology preserves all file metadata as it is stored on disk, 
making the compressed file transparent to the application. 
The technology enables data compression without 
compromising performance or data integrity. By operating in 
real time and reducing the amount written to disk, IBM Real-
time Compression solutions enable enhanced storage 
performance and efficiency [21]. 

Ideal for seismic research, the company Halliburton has 
developed a storage solution called “PetroStorTM” that is an 
integrated solution comprised of technologies from 
Landmark, NetApp and Storwize that can lower the cost of 
on-line archival storage to less than $1,000 per TB by using 
industry leading technology for data compression and de-
duplication for oil and gas exploration organizations [22].  

b) HPSS will include in future real-time applications 
requirements. Already in 2004, at SC’04, IBM demonstrated 
with HPSS performance using three computers, one each for 
HPSS, reading and writing. A large 128 GB file was written 
and read in 512 MB blocks using16-way striped SAN-
attached disk files, using 8 host bus adapters on each client 
computer. As one computer wrote each block, it was 
immediately read by a second computer, thus demonstrating 
"read behind write" performance. The file transfers were 
measured at 1016 MB/s on the write side and 1008 MB/s on 
the read side, for an aggregate data rate of just over two GB 
per second [23]. 

For instantaneous throughput, the HPSS development 
aims at ~ 50GB/s for HPSS [23]. In addition, there are 
multiple developments underway, to how to most effectively 
utilize DB2 partitioning and other capabilities to support 
multiple dynamic Core Servers (Metadata Servers). The 
upcoming newest Version 8 of HPSS will include 
architecture of Distributed Metadata. Using the DB2’s Data 
Partitioning Feature this will provide the necessary 
infrastructure to distribute HPSS metadata. The partitioning 
feature is based on a share nothing architecture, where each 
system manages the local partition, but has access to all 
partitions transparently [24]. DB2 is extremely well tested 
and supported by IBM; HPSS development and takes 
advantage of this mature and robust capability [24]. 

First prototypes at the HPSS development team have 
shown the new architecture provides 10x performance of 
HPSS V7 single metadata server architecture [24]. 
Therefore, HPSS will accommodate both, end user 
expectation to have data in real-time or at least “near real-
term” access, store them long-term, and, for IT-Managers, 

HPSS demonstrates a viable alternative disk and tape 
solution scenario, to save costs for extreme scale future 
storage data growth needs. 

As discussed in this paper, real-time processing needs 
will be vital to be addressed soon in data management 
infrastructure and technology decisions. 
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Abstract—We present results from our cosmological N-
body simulation which consisted of 2048x2048x2048 particles
and ran distributed across three supercomputers throughout
Europe. The run, which was performed as the concluding phase
of the Gravitational Billion Body Problem DEISA project,
integrated a 30 Mpc box of dark matter using an optimized
Tree/Particle Mesh N-body integrator. We ran the simulation
up to the present day (z=0), and obtained an efficiency of
about 0.93 over 2048 cores compared to a single supercomputer
run. In addition, we share our experiences on using multiple
supercomputers for high performance computing and provide
several recommendations for future projects.

Keywords-high-performance computing; distributed comput-
ing; parallelization of applications; cosmology; N-body simu-
lation

I. INTRODUCTION

Cosmological simulations are an efficient method to gain
understanding of the formation of large-scale structures in
the Universe. Large simulations were previously applied to
model the evolution of dark matter in the Universe [1],
and to investigate the properties of Milky-Way sized dark
matter halos [2], [3]. However, these simulations are com-
putationally demanding, and are best run on large production
infrastructures. We have previously run a cosmological sim-
ulation using two supercomputers across the globe [4] with
the GreeM integrator [5], [6], and presented the SUSHI N -
body integrator [7], which we used to run simulations across
up to four supercomputers. The simulations we ran in the
Gravitational Billion Body Project produced over 110 TB
of data, which we have used to characterize the properties
of ultra-faint dwarf galaxies [8], and to compare the halo
mass function in our runs to analytical formulae for the mass
function. Among other things, we found that the halo mass
function in our runs shows good agreement with the Sheth
and Tormen function [9] down to ∼ 107 solar mass.

Here we present the performance results of a production
simulation across three supercomputers, as well as several
other runs which all use an enhanced version of SUSHI. The
production simulation ran continuously for ∼ 8 hours, using
2048 cores in total for calculations as well as 4 additional
cores for communications. We achieved a peak performance
of 3.31×1011 tree force interactions per second, a sustained
performance of 2.19×1011 tree force interactions per second

and a wide area communication overhead of less than 10%
overall.

We briefly reflect on the improvements made to SUSHI
for this work in Section 2, while we report on tests per-
formed on a single supercomputer in Section 3. In Section
4 we describe our experiments across three supercomputers
and present our performance results. We reflect on our
experiences on using multiple supercomputers for distributed
supercomputing simulations, and provide several recommen-
dations for users and resource providers in Section 4 and
present our conclusions in Section 5.

A. Related work

There are a several other projects which have run high
performance computing applications across multiple super-
computers. These include simulations of a galaxy collision
[10], a materials science problem [11] as well as an analysis
application for arthropod evolution [12]. A larger number
of groups performed distributed computing across sites of
PCs rather than supercomputers (e.g., [13], [14], [15]).
Several software tools have been developed to facilitate high
performance computing across sites of PCs (e.g., [16], [17],
[18], [19], [20]) and within volatile computing environments
[21]. The recently launched MAPPER EU-FP7 project [22]
seeks to run multiscale applications across a distributed
supercomputing environment, where individual subcodes
periodically exchange information and (in some cases) run
concurrently on different supercomputing architectures.

II. IMPROVEMENTS TO SUSHI

Based on results of our earlier simulations and in prepa-
ration for the production run across three supercomputers
we made several modifications to the SUSHI distributed
N -body integrator. In our previous experiments a rela-
tively large amount of computation and communication time
was spent on (non-parallelize) particle-mesh integration. To
reduce this bottleneck we now parallelized the particle-
mesh integration routines using the parallel FFTW2 library
[23] and a one dimensional slab decomposition. We also
optimized the communications of the particle-mesh integra-
tion by introducing a scheme where sites only broadcast
those mesh cells which have actual particle content. This
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Table I
INITIAL CONDITION AND ACCURACY PARAMETERS USED FOR OUR

SIMULATIONS WITH 20483 PARTICLES.

Parameter Value
Matter density parameter (ω0) 0.3
Cosmological constant (λ0) 0.7
Hubble constant (H0) 70.0 km/s/Mpc
Mass fluctuation parameter (σ8) 0.8
Box size (30Mpc)3

Softening for 20483 particle run. 175 pc
Sampling rate for 20483 particle run. 20000

optimization reduced the size of the mesh communications
by a factor roughly equal to the number of sites used, in the
case of an equal domain distribution.

In some of the larger previous runs we also observed
load imbalances if the code was run across two machines
with different architectures, despite the presence of a load
balancing scheme. This result has led us to further optimized
the load balancing in SUSHI, taking into account not only
the force integration time, but also the number of particles
stored on each node. In addition to these changes, we also
seized the opportunity to plug in a more recent MPWide
[24] version into SUSHI. This newer version contains several
optimizations to improve the wide area communication over
networks with a high latency.

III. TESTS ON A SINGLE SITE

A. Setup

We performed a number of runs on the Huygens super-
computer to validate the scalability of our new implemen-
tation, and to provide performance measurements against
which we can compare our results using multiple sites. More
information on the Huygens machine can be found in the
second column of Tab. III. The initial conditions for this
simulation is the snapshot at redshift z = 0.0026 from the
CosmoGrid simulation (described in [4]). We also use the
simulation parameters chosen for the CosmoGrid simula-
tion, which are summarized in Tab. I. Here the first four
parameters are constants which are derived from WMAP
observations (with a slight-roundoff) and the physical size
of our simulated system is given by the fifth parameter
(Box size). The softening in our simulation (i.e. a length
value added to reduce the intensity of close interactions)
and the sampling rate are given by the last two parameters.
The sampling rate is the ratio of particles in the simulation
divided by the number of particles sampled by the load
balancing scheme. Our simulation used a mesh size of 5123

cells. We ran the simulation using respectively 512 cores
and 1024 cores until z = 0.0024, and using 2048 cores until
the simulation completed (at z = 0). The number of force
calculations per step in the simulation varies for different z
values, though these variations are neglishible for z < 0.01.

Table II
OVERVIEW OF EXPERIMENTS PERFORMED WITH THE ENHANCED

SUSHI CODE ON THE HUYGENS SUPERCOMPUTER. THE TIME SPENT
ON COMMUNICATION IS GIVEN IN THE FOURTH COLUMN, WHILE THE

TOTAL RUNTIME IS GIVEN IN THE FIFTH COLUMN. ALL TIMES ARE
MEASURED PER STEP, AVERAGED OVER STEPS 1-11. IN ADDITION WE

INCLUDED THE TIMING RESULTS OF THE LAST 10 STEPS OF THE
SIMULATION RUNNING ON 2048 CORES (BOTTOM ROW).

N p θ comm. t runtime z range speedup
[s] [s] ×10−3

20483 512 0.5 19.18 501.3 2.5-2.4 1
20483 1024 0.5 13.96 258.2 2.5-2.4 1.94
20483 2048 0.5 22.34 151.0 2.5-2.4 3.32
20483 2048 0.5 16.22 143.7 0.1-0.0 -

B. Results

The performance results of our runs are shown in Tab. II.
In addition, the total runtime of the run using 2048 cores
is given by the light blue line in Fig. 2. The overall
performance of the code is dominated by calculations, with
the communication overhead ranging from ∼5% for 512
cores to ∼10-15% for 2048 cores. During the run using
2048 cores, several snapshots were written. This resulted in
a greatly increased execution time during two steps of the
run.

IV. TESTS ACROSS THREE SITES

A. Setup

We performed our main run using a total of 2048 cores
across three supercomputers, which are listed in Tab. III.
These machines include Huygens in the Netherlands (1024
cores), Louhi in Finland (512 cores), and HECToR in
Scotland (512 cores). The sites are connected to the DEISA
shared network with either a 1Gbps interface (HECToR) or
a 10Gbps interface (Huygens, Louhi). The initial conditions
and simulation parameters chosen are identical to those of
the runs using 1 supercomputer, although we use a mesh
of 2563 cells. The use of a smaller mesh size results in
a slightly higher calculation time as tree interactions are
calculated over a longer range, but a somewhat lower time
spent on intra-site communications. We configured MPWide
to use 64 parallel tcp streams per path for the wide area
communication channels, each with a tcp buffer size set
at 768 kB and packet-pacing set at 10 MB/s maximum.
We enabled some load balancing during the run, though
we had to limit the boundary moving length per step to
0.00001 of the box length due to memory constraints on
our communication nodes and the presence of dense halos
in our initial condition.

In addition to the main run, we also performed three
smaller runs using the same code across the same three
supercomputers. These include one run with 10243 particles
using 80 cores per supercomputer, and two runs with 5123

particles using 40 cores per supercomputer. These runs
also used a mesh size of 2563, though we did reduce the
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Table III
PROPERTIES OF THE THREE SUPERCOMPUTERS USED FOR OUR RUN.
THE MEASURED PEAK NUMBER OF TREE FORCE INTERACTIONS (IN
MILLIONS) PER SECOND PER CORE IS GIVEN FOR EACH SITE IN THE

BOTTOM ROW.

Name Huygens Louhi HECToR
Location Amsterdam Espoo Edinburgh
Vendor IBM Cray Cray
Architecture Power6 XT4 XT4
# of cores 3328 4048 12288
CPU [GHz] 4.7 2.3 2.3
RAM / core [GB] 4/8 1/2 2
force calcs. / core [Mints/s] 185 256 250

sampling rate to respectively 10000 and 5000 for the runs
with 10243 and 5123 particles. The force softening used for
these runs were respectively 1.25kpc and 2.5kpc, and we set
the boundary moving length limit to 0.01 of the box length.
Some of the measurements were made using an opening
angle θ of 0.3, rather than 0.5. Using a smaller opening
angle results a higher accuracy of the force integration on
close range, but also results in a higher force calculation and
tree structure communication time per step.

B. Results

The timing results of our production run are shown in
Fig. 1. Here, we also added the wall-clock time results of the
simulation run using 2048 cores on Huygens as reference.
The simulation run across three sites is only ∼ 9% slower
per step than the single-site run, despite the slightly higher
force calculation time due to the lower number of mesh
cells. The peaks in wall-clock time of the single site run are
caused by the writing of snapshots during those steps (we
only wrote one snapshot at the end of the three site run).
The total wide area communication overhead of our run is
<∼ 10% at about 15s per step. Most of this time is required
to exchange the tree structures between sites, though the
communications for the parallelized particle-mesh require an
additional ∼ 2.5s per step. Despite the use of a shared wide
area network, the communication performance of our run
shows very little jitter and no large slowdowns. We provide
a snapshot of the final state of the simulation (at z = 0),
distributed across the three supercomputers, in Fig. 2.

We also provide a numerical overview of the production
run performance, as well as that of several other runs which
use the new code, in Tab.IV. The communication overhead
for the runs with 5123 particles is less than 20%, while
the overhead for the run with 10243 particles is just 6.5%.
The parallelization of the particle-mesh integration and the
enhanced load balancing greatly improved the performance
of these runs, especially in the case with 10243 particles.
Here, the communication overhead was reduced by ∼ 60%
and the overall runtime by more than 25% compared to the
previous version [7].

Table IV
OVERVIEW OF EXPERIMENTS PERFORMED WITH THE ENHANCED

SUSHI CODE ACROSS ALL THREE SUPERCOMPUTERS. ALL TIMES ARE
MEASURED PER STEP, AVERAGED OVER 10 STEPS.

N p θ comm. time runtime z range
WAN total

5123 120 0.3 6.925 7.312 39.70 11.8-10.1
5123 120 0.5 5.982 6.335 24.60 9.9-8.8
10243 240 0.3 12.09 14.04 214.5 17.0-14.9
20483 2048 0.5 15.40 24.77 167.7 0.0026-0.0025
20483 2048 0.5 14.62 23.13 155.2 0.0001-0

V. USER EXPERIENCES

We have presented results from several cosmological sim-
ulations which run across three supercomputers, including
a production run lasting for 8 hours. In the process of
seeking a solution for wide area message passing between
supercomputers, requesting allocations, arranging network
paths and preparing for the execution of these simulations,
we have learned a number of valuable lessons.

Primarily, we found that it is structurally possible to do
high performace computing across multiple supercomputers.
During the GBBP project we have run a considerable
number of large-scale simulations using two or more super-
computers, with results improving as we were able to further
enhance the N -body integrator and optimize the MPWide
communication library for the wide area networks that we
used.

The cooperation of the resource providers was particularly
crucial in this project, as they enabled previously unavailable
network paths and provided us with means to initiate simu-
lations concurrently at the different sites. However, reserv-
ing networks and orchestrating concurrent supercomputer
runs currently does require a disproportionate amount of
time and effort, which makes performance optimization and
debugging a challenging task. The effort required to run
applications across supercomputers can be greatly reduced
if resource providers were to adopt automated resource
reservation systems for their supercomputers, and maintain
shared high-bandwidth networking between sites. The per-
sistent DEISA shared network connections helped greatly in
our case, as we could use it at will without prior network
reservations.

The software environment across different supercomput-
ers, even within the same distributed infrastructure, is very
heterogeneous. This made it unattractive to use existing
middleware or message passing implementations to make
different sites interoperable. We chose to use a modular
approach where we connected platform-specific optimized
versions of the SUSHI code with the MPWide communi-
cation library. With MPWide being a user-space tool that
requires no external libraries or administrative privileges,
we are able to install and run the simulation code in the
locally preferred software environments on each site without

163

INFOCOMP 2011 : The First International Conference on Advanced Communications and Computation

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-161-8

                         173 / 196



needing any additional (grid) middleware. We recommend
adopting a similar modular software approach in future
distributed supercomputing efforts for its ease of installation
and optimization, at least until resource providers present
a homogeneous and interoperable software environment for
distributed supercomputing.

This paper focuses on the calculation and communica-
tion performance aspects of a single application run across
supercomputers. However, the methods presented here can
be applied for several other purposes. During this project we
were confronted with additional overhead introduced by disk
I/O, as can be observed in Figure 1. With supercomputer disk
performance and capacity improving at a much slower rate
than the compute power, the deployment of an application
across sites may help to eliminate a disk I/O performance
bottleneck, though a detailed investigation will be needed
to quantify such potential benefit. Additionally, the com-
munication technique could be used to facilitate periodic
exchanges between different simulation codes, each of which
runs on a different site and tackles a different aspect of a
complex multiscale or multiphysics problem.

VI. CONCLUSION

Our results show that cosmological production simu-
lations run efficiently across supercomputers for a pro-
longed time. The political effort required to arrange cross-
supercomputer runs is considerable, and is an important
reason why few people have attempted to run production
simulations across supercomputers. We have shown that
the added overhead of using a network of supercomputers
is rather marginal for at least one optimized production
application and that given the right (political) environment,
supercomputers can be conveniently connected to form even
larger high performance computing resources.
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Abstract—To get a closer look inside the planets and eval-
uate their mantle dynamics, numerical simulation of thermal
convection has proved itself to be a powerful tool. In order to
achieve a high resolution, to obtain faster results and to study
a larger parameter range, the simulation of mantle convection
in a two-dimensional spherical geometry is more efficient than
a full three-dimensional spherical shell. In this work, we show
the performance and results of a 2D version of GAIA, a mantle
convection spherical code with strongly temperature dependent
rheology.

Keywords-mantle convection; 2D spherical code; performance;
domain decomposition.

I. INTRODUCTION

Numerical simulations have been used to model mantle
convection, which may take different forms depending on the
planet. On Earth, mantle convection involves recycling of the
surface or oceanic lithosphere and results in plate tectonics.
Because the lithosphere is relatively cold, recycling the
lithosphere represents an extremely efficient way to remove
the heat and cool the mantle. On other terrestrial planets, the
so-called one-plate planets like Venus and Mars, mantle con-
vection does not involve the outer layers. Instead it occurs
below a stagnant lid where heat is transported by conduction.
The different characteristics of mantle convection have also
a strong influence on the resources needed to simulate the
interior dynamics of a planet.

Mantle convection is a highly non-linear process which
can be modeled using the conservation equations of the
mass, energy and momentum [15]. The simulation time
depends on various factors. The size of the grid used for
space discretization plays an important role but also the
number of time steps needed to reach a solution of the
conservation equations is crucial. For realistic calculations
a high resolution and small time steps are needed for
the convergence of the solution. The computational time
increases considerably and thus 2D models are more suited
to perform such resource demanding simulations. To run a
simulation with a reasonable resolution, the code must work
with more than one CPU in parallel.

In the next section several approaches for the domain
decomposition of a 2D spherical grid are presented. We
also introduce a formula to calculate the overhead of data

exchange between the domains for the two- dimensional
spherical grid. In Section III, we illustrates the speedup
obtained for 2D grids with up to 128 CPUs on different
supercomputer centers. Another performance test consists
in the amount of time the simulation needs depending on
the size of the grid to reach a stable (steady-state) solution.
We present a comparison of the required computational time
for both 2D and 3D grids. Section IV illustrates results
obtained by using the GAIA framework with two and
three-dimensional spherical grids. In order to compare these
results, the Nusselt number and plots showing temperature
distribution for each case have been computed and com-
pared. We also compare our results obtained with the 2D
version of the GAIA code to other published results. In the
final section we present our conclusions and give an outlook
on future works.

II. DOMAIN DECOMPOSITION

The space discretization is based on the finite-volume
method with the advantage of utilizing fully irregular grids
in three [9], [10] and two dimensions [13]. The grid contains
Voronoi cell information, obtained by computing the Voronoi
diagram after performing the Delaunay triangulation of the
computational points as shown in Figure 1. To run the code

Figure 1. Left: grid with computational nodes, center: Delaunay triangu-
lation of the grid points, right: Voronoi diagram of the 2D spherical grid.

with more than one CPU in parallel a domain decomposition
of the grid is applied, which results in an optimal breakdown
of the grid into p equal surfaces, where p specifies the
amount of domains and processors. An efficient domain
decomposition minimizes the area between these sections,
leading to a minimized overhead of data exchange between
the processors.
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Halo-cells, sometimes called ghost-cells, arise in domain
decomposition as additional cells in each domain, which
form an overlapping zone where data is exchanged. These
cells border each domain and are on the same position as
their active cells on the neighboring domain. The ratio be-
tween halo-cells and grid cells is a first measure of efficiency
for parallelization. This ratio is important to determine the
amount of data exchanged between the domains.

Using the GAIA Framework with a 2D spherical grid a
circle surface will be decomposed into sectors with the same
area by equally distributing p potential points on the circle
circumference. Thus the coordinates of the i-th potential
point can be calculated as follows:

pi.x = cos(2iπ/p), pi.y = sin(2iπ/p) (1)

The nodes within each sector is assigned to a single proces-
sor. The processor assigned to a sector is the one correspond-
ing to the point on the circle circumference closest to the
grid nodes in that sector. In Figure 2, we show three possible
domain decomposition approaches with the resulting halo-
zone: To achieve similar lateral and radial resolution, the

Figure 2. Domain decomposition: left: only radial, center: radial and lateral
(RadialSplit), right: only lateral (LateralSplit); each color shows one domain
and thus one processor; the gray regions show the Halo-zone between the
domains.

number of points per shell is always greater than the number
of shells. Keeping this in mind, the first approach for the
domain decomposition, where the domains are divided only
radial, is the one with the highest number of halo-cells, since
in this case the amount of halo-cells scales with the number
of points per shell times the number of domains. In the
following, we will investigate the performance of the other
two approaches (RadialSplit and LateralSplit).

III. PERFORMANCE

The code was tested using four supercomputer cen-
ters: HLRN (North-German Supercomputing Alliance), PF-
CLUSTER1 (German Aerospace Centre, DLR Berlin), HP
XC4000 (Steinbuch Centre for Computing, SCC Karlsruhe)
and Itasca (Minnesota Supercomputing Institute for Ad-
vanced Computational Research). At HLRN, the HLRN-
II SGI Altix ICE 8200 Plus cluster with computational
nodes containing two quad-core sockets each for Intel Xeon
Harpertown processors with 3 GHz and 16 GB memory
per node has been used. The computational nodes on PF-
CLUSTER1 have each two quad-core AMD Opteron(tm)

processors running at 2.3 GHz and 16 GB memory per node.
On the XC2-Karlsruhe we tested the code with four-way
computational nodes each containing two AMD Opteron
Dual Cores running at 2.6 GHz with 32 GB per node. On
the Itasca cluster we used computational nodes having each
two quad-core Intel Xeon X5560 processors running at 2.8
GHz and 24 GB memory per node. In Figure 3, we show the
speedup using a 128 shells grid with 152064 computational
points which is a typical resolution for our mantle convection
simulations. For the runs we used 8 CPUs, 16 CPUs, 32
CPUs, 64 CPUs and 128 CPUs in parallel.

To evaluate the performance, the same initial setup was
tested on several node counts. The ratio of the execution
time determines the speed-up. This speed-up is therefore the
factor that determines the acceleration of the code for the
same problem on various CPU counts. The speed-up has
been calculated by averaging the time needed for a time-
step over 20 time-steps. The ”speed-up” factor in Figure 3 is
calculated by dividing the amount of time needed with eight
CPUs by the amount of time needed with the parallel code.
The dotted line in Figure 3 shows the optimal speed-up. Up
to 64 CPUs the speedup increases. However, increasing the
number of CPUs the number of halo-cells also increases and
the performance will eventually drop due to communication
overhead.

The speedup calculation in Figure 3 shows a better
performance for the Intel Xeon Harpertown processors on
HLRN. PFCLUSTER1, Itasca and XC2-Karlsruhe show
similar speedup for 128 CPUs although on XC2-Karlsruhe
the number of cores per node is limited to 4 while on all
other clusters we used 8 cores per node. For 128 CPUs
a slower increase in the performance can be observed
due to the communication overhead. Figure 4 shows the

Figure 3. Speedup using a 2D 128 shells grid with 152064 computational
nodes on 8, 16, 32, 64 and 128 CPUs on HLRN (red), PFCLUSTER1
(orange), XC2-Karlsruhe (blue) and Itasca (green).

performance obtained when using various grids and both
only lateral divisions (LateralSplit) and lateral and radial
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divisions (RadialSplit) for the domain decomposition. The
RadialSplit shows in most of the cases better performance
than the LateralSplit.

Figure 4. Speedup using three different 2D grids: 32 shells with 9056
computational points grid (blue), 128 shells with 152064 computational
points grid (orange) and 512 shells with 2378752 grid (red) and both Lat-
eralSplit (dashed lines) and RadialSplit (full lines) domain decompositions.

For 2D grids one can use the following formula to
calculate the number of halo-cells needed for both types
of domain decomposition.

ncpus = lS · (rS + 1)

haloCells = 2 · (ppS · rS + s · lS) (2)

where lS is the number of lateral domains, rS is the number
of radial domains, ppS is the number of points per shell and
s is the number of shells.

Using formula (2) we can calculate the number of halo-
cells for a 2D grid knowing the the number of points per
shell, the number of shells and the number of lateral and
radial divisions. By increasing the grid’s radial resolution

Figure 5. Ratio of halo-cells to computational cells depending on the grid
resolution and the number of CPUs used.

and thus the number of shells or by increasing the number

of CPUs used, the RadialSplit shows less halo-cells than
the LateralSplit. Therefore the amount of exchanged data is
smaller for larger grids and/or larger number of cores used.

In the next table we calculate the amount of time needed
to reach a stable (steady-state) solution by using different
resolutions for both two- and three-dimensional grids. The

Table I
COMPUTATION TIME DEPENDING ON THE NUMBER OF GRID

POINTS AND THE PROBLEM DIMENSION. WE USED THE
ISOVISCOUS BENCHMARK-TEST FROM [9] AND 8 CPUS OF

AN AMD OPTERON ARCHITECTURE.

Number Number Computation Number Computation
of of points time (s) of points time (s)

shells (2D) (2D) (3D) (3D)

16 3114 242.807 46116 2208.531

24 6760 399.519 266292 16797.99

32 11764 437.094 348228 30674.416

40 18186 836.693 430164 45135.616

48 25950 1355.142 512100 65438.916

2D grid is up to one order of magnitude faster than the
three-dimensional grid with the same resolution. This is an
major advantage when high resolution is needed or a larger
parameter space has to be tested.

IV. APPLICATION TO MANTLE CONVECTION

A. Mantle Convection Model

We consider thermal convection in a 2D spherical shell
using the GAIA code [9], [10]. The equations used are the
equations of conservation of mass momentum and energy
[15]. These equations are scaled with the thickness of the
mantle as a length scale and with the thermal diffusivity
as a time scale. Therefore the non-dimensional equations of
a Boussinesq fluid assuming a Newtonian rheology and an
infinite Prandtl number are [5]:

∇ · ~u = 0 (3)
∇ ·

[
η(∇~u+ (∇~u)T )

]
+RaT~er −∇p = 0 (4)

∂T

∂t
+ ~u∇T −∇2T − RaQ

Ra
= 0 (5)

The parameters in the above and following equations are
non-dimensionalized using the relationships to physical
properties presented in [3] where ~u is the velocity field, η
is the viscosity, T is the temperature, ~er is the unity vector
in radial direction, p is the pressure, t is the time, Ra is the
thermal Rayleigh number and RaQ is the Rayleigh number
for internal heat sources.

The viscosity is calculated using the Arrhenius law for
diffusion creep [11]. The non-dimensional formulation of
the Arrhenius viscosity law for only temperature dependent
viscosity [14] is given by:

η(T ) = exp
( E

T + Tsurf
− E

Tref + Tsurf

)
(6)
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where E is the activation energy, Tsurf the surface temper-
ature and Tref the reference temperature.

We choose a fix surface temperature that will not change
during the simulation. Depending on the problem, one can
choose between no-slip and free slip boundary conditions.
For this the velocity vector is decomposed into a lateral part
projected onto the boundary and a radial part. In the free
slip case the radial component of the velocity is set to zero
while material can still move along the boundary whereas
in the no-slip case both radial and lateral components are
set to zero.

As mentioned earlier, the discretization of the governing
equations is based on the finite-volume method with the
advantage of utilizing fully irregular grids.

As space is discretized by a fixed grid, time must be
discretized as well. For the temporal discretization a fully
implicit second-order method, also called an implicit three-
level scheme, as shown in [7] has been used. In contrast to
spatial discretization, the temporal discretization is flexible
and can adapt with a varying time step ∆t to the situation.
A method proposed by [2] and [12] called SIMPLE was
adopted to solve the coupling of the continuity equation with
the momentum equation.

Following quantities will are used for the comparison: the
root mean square velocity, vrms, and the volume averaged
temperature |T |. Another value of interest is the Nusselt
number, which is defined as the ratio of total heat flux to
purely conductive heat-flux. Nutop is the Nusselt number at
the surface while Nubottom is the bottom Nusselt number.
Nuavg is the average between Nutop and Nubottom.

B. 2D-3D Comparison

First we compare the results obtained using a 2D grid to
the results obtained using a 3D grid. A spherical harmonics
disturbance pattern has been added to the initial temperature
field to force the convection to establish a certain symmetry.
We choose here the cubic pattern from [10], a pattern which
is widely used in steady-state benchmark tests.

When comparing 2D and 3D cases there are some dif-
ferences which arise from the disagreement in the ratio
between inner and outer surface of the 2D and 3D grid
respectively [8]. In [17], a scaling was proposed. The inner
and outer surface areas of the 2D grid can be fitted the
area ratio in the 3D geometry. However this scaling has as
a result a smaller inner radius which leads to crowding of
structures near the inner portion of the 2D spherical grid
[8]. For the comparison we choose an isoviscouse bottom-
heated convection with a Rayleigh number of 1e4 and free-
slip boundary conditions for the velocity.

In Figure 6, we present the temperature distribution for
both two- and three-dimensional cases. In Table II, we
present output values obtained with both the 2D and 3D
version of the GAIA code.

Figure 6. 2D-3D comparison for Ra = 1e4, ∆ηT = 1: left 2D
temperature distribution; center: 2D scaled radii temperature distribution;
right: 3D temperature distribution.

Table II
COMPARISON OF THE RESULTS OBTAINED USING THE 2D

VERSION AND 3D VERSION OF THE GAIA CODE; THE
PARAMETERS USED ARE Ra = 1e4, ∆ηT = 1 AND FREE SLIP

BOUNDARIES.

Case vrms |T | Nutop Nubot Nuavg

GAIA 2D 46.239 0.382 4.710 4.662 4.686

GAIA 2D scaled 29.817 0.277 3.721 3.633 3.677

GAIA 3D 39.243 0.208 4.029 4.021 4.025

C. Comparison with COMSOL Multiphysics c© 3.5

Next we show a comparison with the commercial product
COMSOL Multiphysics c© 3.5. The sets of tests used for
comparison with the COMSOL software [4] include one
isoviscouse test with Ra = 1e4 and one temperature-
dependent viscosity test with Ra0.5 = 1e4 at a non-
dimensional reference temperature Tref = 0.5. The acti-
vation energy and surface temperature from equation (6)
are chosen in such a way that the viscosity contrast across
the computational domain is ∆ηT = 1e6. For the tests
computed using the GAIA code, we use a projected 2D grid,
while in COMSOL the mesh is fully irregular. While with
GAIA uses finite volume discretization, the discretization
scheme in COMSOL is finite element based. In contrast to
the 2D-3D comparison tests from the last subsection, we
use here no slip top boundary condition for the momentum
equation to suppress unrealistic zero-mode from appearing
in COMSOL. In Figure 7, we present the results for the
isoviscouse case. Both the temperature slice and the velocity
field indicate a good agreement between the two codes. The
temperature distribution show the same convection structure
with fout thermal upwellings (plumes) on the axes. The
maximum velocity is 49.54 for the GAIA case and 49.495
for the COMSOL run and exhibits identical distribution
with high velocity in the areas where a thermal upwelling
or a downwelling forms. The next comparison shows a
temperature-dependent viscosity case using the Arrhenius
viscosity law. In Figure 8, the temperature distribution show
similar structure to the previous isoviscouse cases, however
due to the temperature-dependent viscosity, the upwelling
form changes since the bouyancy term in the conservation
of momentum equation decreases with increasing viscosity.
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Figure 7. 2D comparison for Ra = 1e4, ∆ηT = 1; left: 2D temperature
(top) and velocity (bottom) distribution with GAIA; right: 2D temperature
(top) and velocity (bottom) distribution with COMSOL Multiphysics c©
3.5.

Figure 8. 2D comparison for Ra0.5 = 1e4, ∆ηT = 1e6; left: 2D
temperature (top) and velocity (bottom) distribution with GAIA; right:
2D temperature (top) and velocity (bottom) distribution with COMSOL
Multiphysics c© 3.5.

The highest velocity is in the regions of high temperature
(thermal upwellings) since there the viscouse forces are
weaker than in the rest of the mantle. In these cases, due
to the temperature-dependent viscosity, a stagnant lid forms
on top of the convecting mantle.

In Table III, we show further output values for both the

isoviscouse cases (∆ηT = 1) and the temperature-dependent
viscosity case (∆ηT = 1e6) obtained with the 2D Version
of the GAIA code and with the COMSOL Multiphysics c©
3.5 software.

Table III
COMPARISON OF THE RESULTS OBTAINED USING THE GAIA

CODE AND COMSOL MULTIPHYSICS c© 3.5 SOFTWARE; THE
PARAMETERS USED ARE Ra = 1e4, AND NO-SLIP

BOUNDARIES.

Case vrms |T | Nutop Nubot Nuavg

GAIA 2D 27.347 0.488 3.255 3.222 3.2385
∆ηT = 1

COMSOL 2D 24.966 0.488 3.238 3.139 3.1885
∆ηT = 1

GAIA 2D 19.396 0.535 2.143 2.121 2.132
∆ηT = 1e6

COMSOL 2D 15.257 0.535 2.124 2.087 2.1055
∆ηT = 1e6

D. Comparison with published results

Next we compare 2D results with other published results.
The following table lists benchmark results for an isovis-
couse case and a temperature-dependent viscosity case (Bl
stands for [1] and Ha for [6]). Ra1 is the bottom Rayleigh
number. In Figure 9 and Figure 10 we show the temperature
distribution and the Nusselt number. The results listed in

Table IV
COMPARISON WITH PUBLISHED RESULTS; BL STANDS FOR
BLANKENBACH ET AL.[1] AND HA STANDS FOR HANSEN ET

AL.[6].

Case Grid Ra ∆ηT Nutop Nubot Nuavg

Bl 18x18 1e7 1e3 − − 9.57

24x24 1e7 1e3 − − 9.63

This 32x325 1e7 1e3 9.5 9.6 9.55

Ha 60x180 1e6 1 − − 17.20

This 96x1017 1e6 1 16.83 17.17 17.0

Figure 9. Left: Nusselt numbers as a function of time and right: 2D
Temperature slice corresponding to the case from Blankenbach et al. [1].
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Figure 10. Left: Nusselt numbers as a function of time and right: 2D
Temperature slice corresponding to the case from Hansen et al. [6].

Table IV show a good agreement between the two cases
computed using GAIA 2D framework and the corresponding
cases from [1] and [6]. Although the models from [1] and
[6] use 2D box grids, the differences in the Nusselt numbers
between [1], [6] and GAIA are within 1.2%. The two cases
presented in Figure 10 and Figure 11 show a time-dependent
behavior. Unlike the previous cases, the Nusselt number
plotted in the right part of the figure varies with time until
a quasi-steady-state is reached where the Nusselt number
oscillates around a mean value.

V. CONCLUSION AND FUTURE WORKS

In this paper, we presented several methods for domain
decomposition of 2D spherical grids and a formula for
computing the resulting number of halo-cells and there-
fore the communication overhead. The performance tests
show a super-linear speedup for the 2D simulations and a
computation time needed to reach a steady-state solution at
least one order of magnitude smaller than the one needed
for the three dimensional cases. Further, comparison of
2D and 3D results show a good agreement in convection
mode (number of thermal upwellings and downwellings) and
Nusselt number. The validation with the commercial product
COMSOL Multiphysics c© 3.5 yieled satisfying results for
both isoviscouse and temperature-dependent viscosity cases.
Comparison with other published results showed similar
results for the Nusselt numbers.

A future goal is to include active compositional fields
in our model. For this, further benchmarks as well as
performance tests will be needed.
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Abstract—We propose a new architecture of parallel pro-
grams based on the master-worker model of parallel com-
puting. In this architecture, computation is realized by rule
application and rule generation. A master has a set of equiva-
lent transformation rules (ET rules) and solves a problem by
successively applying ET rules to definite clauses representing
its computation state. A worker has a rule generator and
makes computation by generating ET rules on demand based
on run-time content of the master’s computation states. A
general scheme for constructing parallel programs based on
rule-set generators and rule-generator generators is presented
and a sufficient condition for the correctness of the scheme
is established. Application of our framework to solving a
constraint satisfaction problem is illustrated.

Keywords-parallel computation; program correctness; rule
generation; equivalent transformation

I. INTRODUCTION

Constructing a correct parallel program that makes effec-
tive use of computing resources in a distributed environment
is a nontrivial task. Major difficulties include how to strictly
ensure the correctness of computation and how to obtain
substantial efficiency gains, in particular under situations
when the response time of distributed processes varies and
is often unpredictable. Such situations happen commonly
in distributed computing environments, owing not only to
a large variety of possibly distributed tasks but also to
other factors such as availability of computing resources and
stability of communication channels, etc.

A. The Proposed Parallel Program Architecture

We propose a new architecture of parallel programs,
where problem solving is carried out through rule appli-
cation and rule generation. The architecture is based on the
master-worker (or parent-child) model of parallel computing,
where one process, referred to as a master (or a parent),
solves a problem by distributing some tasks to other pro-
cesses, referred to as workers (or children). Assume that a
specification S is given. The master has a set of equivalent
transformation rules (ET rules) with respect to S and its
computation state is represented as a set of definite clauses.
The master makes computation by successively applying ET
rules to clauses in its state. A worker has a rule generator

and makes computation by generating ET rules with respect
to S. Having an initial set of ET rules, the master (i) selects
an ET rule from its rule set and applies the rule, or (ii) sends
an atom set to a worker as a request for rule generation, or
(iii) receives an ET rule from a worker and adds it to the
rule set. Based on the given information from the master (a
selected atom set), a worker generates an ET rule using its
rule generator, and returns the rule to the master.

B. Effectiveness of the Proposed Architecture

Using the proposed architecture, the correctness of com-
putation can be guaranteed by combination of correct rules
and correct rule generators. From atom sets observed at run-
time, a master requests its workers to generate specialized
rules on demand. Using specialized rules that are tailored to
run-time content of computation states, substantial efficiency
improvement of computation in the master process can
be achieved, i.e., transformation steps can be reduced and
computational explosion can be suppressed. It is difficult
to predict which specialized rules should be generated be-
forehand, and generating all specialized rules in advance at
compile time is impractical because there are usually far
too many possible states and there are usually many possible
specialized rules for each state, only a small part of which is
really used. Distributing run-time rule generation to workers
releases the master from the task of generating specialized
rules, which can take much time even when specific patterns
of target atoms are already determined.

The initial rule set of a master is prepared in such a
way that it is sufficient for solving a problem, albeit not
efficiently, without additional rules obtained from workers.
As a consequence, delayed response of workers and com-
munication failure do not affect the completion of a problem
solving process. Rules obtained form workers contribute to
computation speedup, rather than completion of computa-
tion. Since rules have a precise procedural semantics [1],
the use of rules as messages returned from workers makes
clear the meanings of the messages. A returned rule can
be used any time no matter how the state of the master
is changed during the course of master-worker interaction.
No adjustment of returned rules is required even when the
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order of rule-generation requests and the order of the arrival
of their corresponding returned rules do not coincide.

C. Paper Organization and Notation

The paper progresses from here as follows: Section II
establishes a class of specifications considered herein. Sec-
tion III describes parallel programs in our proposed frame-
work. Section IV presents a scheme for construction of
parallel programs based on rule-set generators and rule-
generator generators, along with its correctness theorem.
Section V provides methods for constructing rule-set gen-
erators and rule-generator generators. Section VI illustrates
application of our framework to solving a constraint satis-
faction problem. Section VII concludes the paper.

The following notation holds thereafter. For any set A,
pow(A) denotes the power set of A. For any sets A and B,
PartialMap(A,B) denotes the set of all partial mappings
from A to B.

II. SPECIFICATIONS

A specification provides background knowledge in a
problem domain and defines a set of queries of interest.
A specification considered in this paper is formulated using
the concepts recalled below.

Assume that an alphabet ∆ for first-order logic is given.
Let A and G be the set of all first-order atomic formulas
(atoms) and that of all ground atoms, respectively, on ∆. Let
S denote the set of all substitutions on ∆. A definite clause
C on ∆ is an expression of the form a← Bs, where a ∈ A
and Bs is a (possibly empty) finite subset of A. The set
{a}∪Bs is denoted by atoms(C); a is called the head of C,
denoted by head(C); Bs is called the body of C, denoted by
body(C); and each element of body(C) is called a body atom
of C. When body(C) = ∅, C is called a unit clause. The set
notation is used in the right-hand side of C so as to stress that
the order of atoms in body(C) is not important. However,
for the sake of simplicity, set braces enclosing body atoms
are often omitted; e.g., a definite clause a ← {b1, . . . , bn}
is often written as a← b1, . . . , bn.

A declarative description on ∆ is a set of definite
clauses.1 The meaning of a declarative description is defined
as follows: Given a definite clause C and a set G ⊆ G, let

T (C,G) = {head(Cθ) | (θ ∈ S) & (atoms(Cθ) ⊆ G) &
(body(Cθ) ⊆ G)}.

Let D be a declarative description. A mapping TD on
pow(G) is defined by TD(G) =

∪
C∈D T (C,G) for any

G ⊆ G. The meaning of D, denoted by M(D), is then
defined as the set

∪∞
n=1 T

n
D(∅), where T 1

D(∅) = TD(∅)
and Tn

D(∅) = TD(Tn−1
D (∅)) for each n > 1.

1We call a set of definite clauses a declarative description in order to
emphasize that no procedural meaning of it is considered.

A specification on ∆ is a pair S = ⟨D,Q⟩, where D is a
declarative description, representing background knowledge,
and Q is set of atoms, representing queries. For any q ∈ Q,
the answer to q with respect to S is defined as the set

M(D) ∩ rep(q),

where for any atom a, rep(a) is the set of all ground
instances of a. Let SPEC be the set of all such specifications.

III. PARALLEL PROGRAMS

A. Rules and Rule Generators

A transformation rule (for short, rule) is a relation on
definite-clause sets. A rule r transforms a set Cs of definite
clauses into another set Cs′ of definite clauses if ⟨Cs,Cs′⟩ ∈
r. Let RULE be the set of all such rules.

Assume that a set R of rules is given. To compute the
answer to a query q using R, a singleton definite-clause set

Cs0 = {ϕ(q)← q}

is constructed, where ϕ is a bijective mapping that associates
with each atom a ∈ A an atom obtained from a by replacing
its predicate symbol with a new predicate symbol. Then a
transformation sequence

[Cs0,Cs1, . . . ,Csm]

is constructed such that (i) for each i, ⟨Csi,Csi+1⟩ ∈ r for
some rule r ∈ R, and (ii) Csm is a set of unit clauses.

A rule generator is a partial mapping from pow(A) to
RULE. When an atom set A ⊆ A is given as input, a rule
generator yields a rule for transforming some definite clauses
whose bodies contain instances of A.

B. Parallel Programs

Assume that
• a master has n workers w1, . . . , wn,
• R0 is a set of rules, and
• for each i ∈ {1, . . . , n}, geni is a rule generator.

The pair ⟨R0, [gen1, . . . , genn]⟩ determines a parallel pro-
cedure, consisting of n + 1 processes, which is described
below. Assume that an input query q ∈ A is given.

• The Master Process: The master has a state ⟨Cs, R⟩,
where Cs is a set of definite clauses and R is a set of
rules, and it works as follows:

– Initially, the master sets
∗ Cs = {(ϕ(q)← q)}, and
∗ R = R0.

– If Cs contains some non-unit clause, then the
master performs one of the following operations
nondeterministically whenever possible:
∗ Select a non-unit clause C from Cs, select a rule

from R, and update Cs by applying the selected
rule to C.
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∗ Select an atom set A from the body of one
clause in Cs and send it to a worker.

∗ Receive a rule r from a worker and add r to R.
– If Cs contains only unit clauses, then the master

outputs the set∪
{rep(ϕ−1(a)) | (a←) ∈ Cs}

as the computed answer.
• A Worker Process: A worker wi has a rule generator

geni and has a buffer storing atom sets received from
the master. At any time, it performs the following
operations sequentially:

1) Select one atom set A from the buffer.
2) Generate a rule r = geni(A).
3) Return r to the master.

With a design of more detailed control mechanism, the
procedure thus obtained is converted into a program in a
lower-level language, making optimization of state represen-
tation and memory usage. The lower-level implementation
part is however outside the scope of this paper, and the
pair ⟨R0, [gen1, . . . , genn]⟩ is also regarded as a parallel
program.

IV. A PARALLEL-PROGRAM CONSTRUCTION SCHEME

A scheme for constructing parallel programs using rule-set
generators and rule-generator generators is next described.

A. Rule-Set Generators and Rule-Generator Generators

First, a rule-set generator and a rule-generator generator
are introduced:

• A rule-set generator generates a set of rules from a
given specification. It is formalized as a mapping from
SPEC to pow(RULE).

• A rule-generator generator generates from an input
specification a rule generator (which is a partial map-
ping from pow(A) to RULE). It is formalized as a
mapping from SPEC to PartialMap(pow(A), RULE).

Based on the concept of an equivalent transformation rule,
the correctness of a rule-set generator and that of a rule-
generator generator are defined:

• A rule r is an equivalent transformation rule (ET rule)
with respect to a declarative description D iff for any
⟨Cs,Cs′⟩ ∈ r, M(D ∪ Cs) =M(D ∪ Cs′).

• A rule-set generator RSG is correct iff for any speci-
fication S = ⟨D,Q⟩ ∈ SPEC, every rule in RSG(S) is
an ET rule with respect to D.

• A rule-generator generator RGG is correct iff for any
specification S = ⟨D,Q⟩ ∈ SPEC and any A ⊆ A,
if RGG(S)(A) is defined, then it is an ET rule with
respect to D.

B. A General Parallel-Program Construction Scheme

Construction of a correct rule-set generator and that of a
correct rule-generator generator provide a general ground-
work for constructing correct parallel programs from speci-
fications, using the following parallel-program construction
scheme.

1) Construct a correct rule-set generator RSG.
2) Construct correct rule-generator generators RGG1,

. . . ,RGGn.
3) From a given a specification S ∈ SPEC, construct a

parallel program ⟨R0, [gen1, . . . , genn]⟩ as follows:
• R0 = RSG(S).
• For each i ∈ {1, . . . , n}, geni = RGGi(S).

Even when only one rule-generator generator, say RGG, is
constructed at Step 2, i.e., RGG1 = · · · = RGGn = RGG, n
workers can still be useful for parallel processing since there
are many possible different atom sets to be distributed to
workers. Given a specification S and different atom sets A1,
. . . , An, workers with the same rule generator RGG(S) may
produce different ET rules RGG(S)(A1), . . . ,RGG(S)(An).

As a larger number of mutually independent rule-gener-
ator generators are available, a larger number of effective
workers can be used, potentially yielding more efficient
parallel computation. The number of effective workers is
evaluated by the multiplication of (i) the number of mutually
independent rule-generator generators and (ii) the number of
atom sets to be sent to workers.

It is shown in [4] that the correctness of a rule-set gener-
ator and that of a rule-generator generator together provide
a sufficient condition for a guarantee of the correctness of a
resulting parallel program. More precisely:

Theorem 1: Suppose that RSG is a correct rule-set gen-
erator and RGG1, . . . ,RGGn are correct rule-generator gen-
erators. Then for any S ∈ SPEC, the parallel program

⟨RSG(S), [RGG1(S), . . . ,RGGn(S)]⟩

is correct with respect to S.

V. CONSTRUCTING RULE-SET GENERATORS AND
RULE-GENERATOR GENERATORS

There are many possible correct rule-set generators and
many possible correct rule-generator generators. A large
variety of correct parallel programs can thus be constructed
using the scheme of Section IV. At present, several methods
exist for constructing correct rule-set generators and correct
rule-generator generators, some of which are described in
this section.

A. Meta-Computation-Based Generators

Meta-computation [2], [3] is a general purpose method for
generating ET rules from a specification. The method takes
a declarative description D and an atom set A ⊆ A as input,
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and produces a nonempty output set of ET rules with respect
to D for transforming some definite clauses whose bodies
contain instances of A. When A is a singleton set containing
the most general atom with respect to some predicate p,2 the
output rule set includes the general unfolding rule for p with
respect to D.

Using meta-computation, a rule-set generator RSG is
constructed as follows: For any S = ⟨D,Q⟩ ∈ SPEC,

• generate a set {A1, . . . , Aq} of atom sets from Q,
• for each i ∈ {1, . . . , q}, construct a rule set Ri from D

and Ai by meta-computation, and
• produce RSG(S) = R1 ∪ · · · ∪Rq.
Similarly, using meta-computation, a rule-generator gen-

erator RGG is constructed as follows: For any S = ⟨D,Q⟩ ∈
SPEC and any atom set A ⊆ A,

• construct a rule set R from D and A by meta-
computation,

• select a rule r from R, and
• produce RGG(S)(A) = r.

B. Rule Generation Based on Common Specializers

Let S = ⟨D,Q⟩ ∈ SPEC and a singleton atom set {a} ⊆
A be given. Assume that v1, . . . , vq are all the variables that
occur in a. A rule can be generated from S and {a} based
on common specializers as follows:

• Calculate the set G = {aθ | (θ ∈ S) & (aθ ∈M(D))}.
• For each i ∈ {1, . . . , q}, find a common ground term

for vi with respect to G, i.e., find a ground term ti such
that for any ρ ∈ S , if aρ ∈ G, then viρ = ti.3

• Let E be the sequence of all equality atoms =(vi, ti)
such that ti is a common ground term for vi with
respect to G.

• Assuming that the sequence E thus obtained is [e1, . . . ,
eq′ ], where q′ ≤ q, construct a rule

a⇒ {e1, . . . , eq′}, a.

This rule is applicable to a definite clause C if there
exist θ ∈ S and an atom b ∈ body(C) such that θ
contains only bindings for variables occurring in a and
aθ = b. When applied, the rule specializes C by the
evaluation of the equality atoms e1θ, . . . , eq′θ.4

VI. AN EXAMPLE

To illustrate application of our framework, a Pic-a-Pix
puzzle5 (Oekaki Logic or Paint by Numbers) of a fixed size
m× n is used as an example problem.

2Given an m-ary predicate p, the most general atom with respect to p
is p(v1, . . . , vm), where the vi are mutually different variables.

3A common ground term for vi with respect to G is unique if it exists.
4When q′ = 0, the rule does not make clause specialization and it is not

used in a master process.
5http://www.conceptispuzzles.com.

Figure 1. A Pic-a-Pix puzzle.

C1: pat([], ∗Z)← zeros(∗Z).
C2: pat([∗a|∗X], ∗Y )← zeros(∗Z), ones(∗a, ∗A), pat(∗X, ∗B),

apps([∗Z, ∗A, ∗B], ∗Y ).
C3: zeros([0])←.
C4: zeros([0|∗X])← zeros(∗X).
C5: ones(0, [ ])←.
C6: ones(∗n, [1|∗Y ])← >(∗n, 0), subtr(∗n, 1, ∗m), ones(∗m, ∗Y ).
C7: apps([], [ ])←.
C8: apps([∗a|∗X], ∗Y )← apps(∗X, ∗Z), app(∗a, ∗Z, ∗Y ).
C9: app([], ∗Y , ∗Y )←.
C10: app([∗a|∗X], ∗Y , [∗a|∗Z])← app(∗X, ∗Y , ∗Z).

Figure 2. Representing background knowledge for Pic-a-Pix puzzles.

A. Problem Representation and Formulating a Specification

First, consider the Pic-a-Pix puzzle of size 6×6 in Fig. 1.
It consists of a blank grid and clues, i.e., block patterns, on
the left of every row and on the top of every column, with
the goal of painting blocks in each row and column so that
their length and order correspond to the patterns and there
is at least one empty square between adjacent blocks.

The puzzle in Fig. 1 is represented by a Pic-a-Pix-atom

Pic-a-Pix([[1, 3], [5], [3], [4], [2, 2], [1]],
[[1, 3], [5], [3], [5], [2, 1], [1]],
∗mat),

where ∗mat is a variable. Other 6× 6 Pic-a-Pix puzzles are
represented as Pic-a-Pix-atoms in a similar way. Let Q6×6

be the set of all such Pic-a-Pix-atoms. The specification for
this class of puzzles, denoted by S6×6, is defined by

S6×6 = ⟨{C0} ∪DLINK ∪DPIC ∪DBLT, Q6×6⟩,

where C0 is the definite clause

C0: Pic-a-Pix(∗t, ∗y, ∗mat)←
=(∗t, [∗t1, ∗t2, ∗t3, ∗t4, ∗t5, ∗t6]),
=(∗y, [∗y1, ∗y2, ∗y3, ∗y4, ∗y5, ∗y6]),
matrix(∗t, ∗y, ∗mat), trans(∗mat, ∗tam),
pairing(∗t, ∗mat), pairing(∗y, ∗tam),

DLINK is a declarative description that provides the defi-
nitions of matrix, trans, and pairing, DPIC consists of the
definite clauses C1–C10 in Fig. 2, and DBLT provides the
definitions of built-in predicates, such as > and subtr.
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C′
0: Pic-a-Pix([∗t1, ∗t2, ∗t3, ∗t4, ∗t5, ∗t6],

[∗y1, ∗y2, ∗y3, ∗y4, ∗y5, ∗y6],
[[∗a11, ∗a12, ∗a13, ∗a14, ∗a15, ∗a16],
[∗a21, ∗a22, ∗a23, ∗a24, ∗a25, ∗a26],
[∗a31, ∗a32, ∗a33, ∗a34, ∗a35, ∗a36],
[∗a41, ∗a42, ∗a43, ∗a44, ∗a45, ∗a46],
[∗a51, ∗a52, ∗a53, ∗a54, ∗a55, ∗a56],
[∗a61, ∗a62, ∗a63, ∗a64, ∗a65, ∗a66]])

←
pat(∗t1, [0, ∗a11, ∗a12, ∗a13, ∗a14, ∗a15, ∗a16, 0]),
pat(∗t2, [0, ∗a21, ∗a22, ∗a23, ∗a24, ∗a25, ∗a26, 0]),
pat(∗t3, [0, ∗a31, ∗a32, ∗a33, ∗a34, ∗a35, ∗a36, 0]),
pat(∗t4, [0, ∗a41, ∗a42, ∗a43, ∗a44, ∗a45, ∗a46, 0]),
pat(∗t5, [0, ∗a51, ∗a52, ∗a53, ∗a54, ∗a55, ∗a56, 0]),
pat(∗t6, [0, ∗a61, ∗a62, ∗a63, ∗a64, ∗a65, ∗a66, 0]),
pat(∗y1, [0, ∗a11, ∗a21, ∗a31, ∗a41, ∗a51, ∗a61, 0]),
pat(∗y2, [0, ∗a12, ∗a22, ∗a32, ∗a42, ∗a52, ∗a62, 0]),
pat(∗y3, [0, ∗a13, ∗a23, ∗a33, ∗a43, ∗a53, ∗a63, 0]),
pat(∗y4, [0, ∗a14, ∗a24, ∗a34, ∗a44, ∗a54, ∗a64, 0]),
pat(∗y5, [0, ∗a15, ∗a25, ∗a35, ∗a45, ∗a55, ∗a65, 0]),
pat(∗y6, [0, ∗a16, ∗a26, ∗a36, ∗a46, ∗a56, ∗a66, 0]).

Figure 3. A clause obtained by unfolding C0.

B. Determining the Forms of Exchange Information

The clause C0 is unfolded using DLINK, resulting in the
clause C ′

0 in Fig. 3, which contains 6 + 6 pat-atoms in its
body. A copy of each of these pat-atoms is then added to
the body of C ′

0. The predicate pat:c is used for denoting a
copy.6 The clause thus obtained is

Ĉ ′
0 : head(C ′

0)← body(C ′
0) ∪ copy(body(C ′

0)),

where copy(body(C ′
0)) is the set consisting of the 6+6 added

pat:c-atoms. These pat:c-atoms are designated as messages
that a master sends to workers. The original specification
S6×6 is then transformed into the specification

S′
6×6 = ⟨{Ĉ ′

0, C
′
1, C

′
2} ∪ DPIC ∪ DBLT), Q6×6⟩,

where C ′
1 and C ′

2 are the definite clauses obtained from C1

and C2, respectively, by replacing the predicate pat with the
predicate pat:c.

C. Constructing a Rule Set Using Rule-Set Generators

Using a meta-computation-based rule-set generator, all
rules in Fig. 4 except r6 and also all rules in Fig. 5 are
generated. The rule r6 can be generated using another rule-
set generator, based on a method of finding a common
specialization from definite clauses. An unfolding rule corre-
sponding to Ĉ ′

0 is also generated using a meta-computation-
based rule-set generator.

The rules r1–r17 are specialized rules; they are applicable
to clauses whose bodies contain atoms having certain spe-
cific patterns. For example, r1 (respectively, r2) is applicable
to any clause containing in its body a pat-atom the first
argument of which is an empty (respectively, nonempty)

6For example, the copy of the first body atom of C′
0 is pat:c(∗t1, [0,

∗a11, ∗a12, ∗a13, ∗a14, ∗a15, ∗a16, 0]).

r1: pat([], ∗Z)⇒ zeros(∗Z).

r2: pat([∗a|∗X], ∗Y )
⇒ zeros(∗Z), ones(∗a, ∗A), pat(∗X, ∗B), apps([∗Z, ∗A, ∗B], ∗Y ).

r3: zeros([])⇒ {false}.
r4: zeros([∗a])⇒ {=(∗a, 0)}.
r5: zeros([∗a, ∗b|∗X])⇒ {=(∗a, 0)}, zeros([∗b|∗X]).

r6: zeros(∗X), {pvar(∗X)} ⇒ {=(∗X, [0|∗Y ])}, zeros(∗X).

r7: ones(0, ∗Y )⇒ {=(∗Y , [ ])}.
r8: ones(∗n, ∗X), {>(∗n, 0)}

⇒ {=(∗X, [1|∗Y ]), subtr(∗n, 1, ∗m)}, ones(∗m, ∗Y ).

r9: apps([], ∗Y )⇒ {=(∗Y , [ ])}.
r10: apps([∗a|∗X], ∗Y )⇒ apps(∗X, ∗Z), app(∗a, ∗Z, ∗Y ).

r11: app(∗X, ∗Y , [ ])⇒ {=(∗X, [ ]),=(∗Y , [ ])}.
r12: app(∗X, [ ], ∗Z)⇒ {=(∗X, ∗Z)}.
r13: app([], ∗Y , ∗Z)⇒ {=(∗Y , ∗Z)}.
r14: app([∗a|∗X], ∗Y , ∗Z)⇒ {=(∗Z, [∗a|∗Z1])}, app(∗X, ∗Y , ∗Z1).

r15: app(∗X, [∗a|∗Y ], [∗b|∗Z]), {neq(∗a, ∗b)}
⇒ {=(∗X, [∗b|∗X1])}, app(∗X1, [∗a|∗Y ], ∗Z).

r16: app(∗X, [∗a1, ∗a2|∗Y ], [∗b1, ∗b2|∗Z]), {neq(∗a2, ∗b2)}
⇒ {=(∗X, [∗b1|∗X1])}, app(∗X1, [∗a1, ∗a2|∗Y ], [∗b2|∗Z]).

r17: zeros([∗a|∗X]), app(∗X, [1|∗M ], [1|∗R])
⇒ {=(∗a, 0),=(∗X, [ ]),=(∗M, ∗R)}.

r18: app(∗X, ∗Y , ∗Z)
⇒ {=(∗X, [ ]),=(∗Y , ∗Z)};
⇒ {=(∗X, [∗a|∗X1]),=(∗Z, [∗a|∗Z1])}, app(∗X1, ∗Y , ∗Z1).

Figure 4. Rules for solving Pic-a-Pix puzzles.

r19: pat:c(∗R, [0, 0|∗S])⇒ pat:c(∗R, [0|∗S]).
r20: pat:c([], [0, 1|∗S])⇒ {false}.
r21: pat:c([], [0])⇒.

r22: pat:c([∗n|∗R], [0, 1, 0|∗S]), {>(∗n, 1)} ⇒ {false}.
r23: pat:c([∗n|∗R], [0, 1, 1|∗S]), {>(∗n, 1)}

⇒ {subtr(∗n, 1, ∗m)}, pat:c([∗m|∗R], [0, 1|∗S]).
r24: pat:c([1|∗R], [0, 1, ∗y|∗S])⇒ {=(∗y, 0)}, pat:c(∗R, [0|∗S]).

Figure 5. ET rules for removing useless parts of pat:c-atoms.

list. Both r1 and r2 have no execution part—they make
transformation merely by replacement of body atoms. The
rules r3–r6 are specialized rules for zeros-atoms. Since the
evaluation of the atom false fails, r3 always makes clause
removal when it is applied. Each of r5 and r6 contains both
an execution part and a replacement part. By using a pvar-
atom to constrain its applicability, r6 is only applicable to
a zeros-atom whose argument is a variable. The rule r18 is
a general rule; it is applicable to any clause whose body
contains any arbitrary app-atom. Since r18 has two bodies
in its right side, its application typically splits a clause into
two clauses.

D. Constructing a Rule Generator

Using rule generation based on common specializers
described in Section V-B, a rule generator employed by a
worker is constructed. To illustrate, suppose that a singleton
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atom set {a}, where

a = pat:c([1, 3], [0, ∗x1, ∗x2, ∗x3, ∗x4, ∗x5, ∗x6, 0]),

is given to a worker. The worker applies the rules in
Fig. 4 to make a transformation sequence producing the
set G consisting of all ground instances of a that belong
to M({Ĉ ′

0, C
′
1, C

′
2} ∪ DPIC ∪ DBLT). The resulting set G

consists of the following three ground atoms:

• pat:c([1, 3], [0, 1, 0, 1, 1, 1, 0, 0])
• pat:c([1, 3], [0, 1, 0, 0, 1, 1, 1, 0])
• pat:c([1, 3], [0, 0, 1, 0, 1, 1, 1, 0])

From the common part of these atoms, the sequence of
equality atoms [=(∗x4, 1),=(∗x5, 1)] is obtained. Accord-
ingly, the rule

pat:c([1, 3], [0, ∗x1, ∗x2, ∗x3, ∗x4, ∗x5, ∗x6, 0])
⇒ {=(∗x4, 1),=(∗x5, 1)},

pat:c([1, 3], [0, ∗x1, ∗x2, ∗x3, ∗x4, ∗x5, ∗x6, 0])

is generated.

E. Parallel Computation

When the master receives an input problem q ∈ Q6×6, it
creates an initial clause set Cs0 = {ϕ(q) ← q}. When the
computation starts, the master transforms ϕ(q) ← q using
the unfolding rule corresponding to Ĉ ′

0. This transformation
yields a definite clause with only pat-atoms and pat:c-atoms
in its body. Using the rules in Fig. 4, which are generated
from DPIC, pat-atoms are successively transformed. By
application of the rules r1 and r2, pat-atoms are all replaced
with some other atoms, while pat:c-atoms do not disappear.
The single-body rules r1–r17 are given priority over the
multi-body rule r18. When no single-body rule is applicable,
the master uses r18, which increases the number of clauses.

Supposing that the master only applies the rules in its
initial rule set without requesting any worker to generate
any additional specialized rule, the answer to the puzzle in
Fig. 1 is obtained after 10,789 rule application steps, 1,520
of which are clause-splitting steps. In comparison, when
workers are used to generate specialized rules on demand
based on the proposed architecture, the total number of rule
application steps in the master process reduces from 10,789
to 512 in our experiment, with the number of clause-splitting
steps reducing from 1,520 to zero.

Employment of specialized rules obtained by rule gen-
eration on demand based on run-time content of computa-
tion states usually decreases problem-solving time greatly.
Compared to application of an existing rule, generation of
a new rule itself may take much time. By distributing the
tasks of run-time rule generation to workers, the master
does not bear the cost of rule generation and, therefore, the
overall computation time in the master process substantially
reduces.

VII. CONCLUSIONS

We establish a theory of direct connection between speci-
fications and correct parallel programs, which shows a sharp
contrast to the usual parallel logic programming approaches
([5], [6], [7]), where a human programmer constructs a
parallel program based on a specification without a guarantee
of correctness. A parallel program in our framework consists
of ET rules and rule generators. If all ET rules and all
rule generators in a parallel program are correct, then the
program is correct. Since there are a large variety of ET rules
and rule generators, our framework provides a large space
of correct parallel programs, which widens the possibility
of finding an efficient program with a relatively small cost.
ET rules and rule generators are constructed not only by
human programmers, but also by automatic rule generators.
A program construction scheme based on rule-set generators
and rule-generator generators is described. As long as correct
rule-set generators and rule-generator generators are used, a
resulting program always yields correct computation and,
consequently, verification of the obtained program, which is
usually a very expensive task, is not necessary.
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Abstract—In emergency situations, it is of paramount 
importance that accurate assessments showing what is 
happening in the field, and when and where it is happening, 
are distributed quickly. This increases the aid workers’ 
awareness of the situation and can be used to organize the 
workers more efficiently. The increasing number of satellite 
images available means that new data can be obtained 
rapidly and the information can be kept constantly up to 
date. These data can be distributed easily using open 
standards over the Internet. In a large post-disaster event, 
the demand for information increases dramatically, which 
can negatively impact the performance of the services 
provided. Here, we assess seven of the most popular server 
solutions (GeoServer, MapServer, MiraMon Map Server, 
Express Server, ArcGIS Server, TileCache and 
GeoWebCache) for map service standards (WMS, WMTS, 
WMTS-C, TMS), and compare their response times, user 
functionalities and usability. 

 
Keywords-server; WMS; tile; response time; cluster; 

performance. 
 

I. INTRODUCTION 

Nowadays, there is an increasingly large amount of 
data, software and geographic standards available (public, 
private and voluntary), which allow satellite data to be 
used in a wider range of consolidated and specialized areas 
and applications. Current space technologies, such as 
meteorological and earth observation satellites integrated 
in global networks like GMES, communication satellites 
and Global Navigation Satellite Systems (GNSS) 
combined with Geographical Information Systems (GIS) 
[1], hazard modeling and analysis have also contributed to 
this increase in applications and data. Nevertheless, better 
spatial, temporal (synergies, constellations, etc.) and 
spectral resolutions of remote sensing imagery generate a 
huge amount of data that is difficult to store, discover, 
analyze and distribute. Heaps of tapes, CDs and hard 
drives full of data have been replaced by web-based data 
dissemination infrastructures that make searching and 
discovery easier. Web portals and clearinghouses 
increasingly implement standardized protocols and are 
integrated into a larger System of Systems, like GEOSS 
[19]. 

Despite the number of map server implementations 
that claim to be the fastest and the most robust on the 
market, there are few studies that apply rigorous metrics to 
determine the real performance of the servers or compare 
strategies to increase their performance. 

This paper is an extension of a previous article [11] that 
evaluates the efficiency and possibilities of several map 
servers (i.e., MapServer [7], GeoServer [4], MiraMon Map 
Server [18], Express Server [6], ArcGIS Server [3], 
TileCache [13, 8] and GeoWebCache [15]) that implement 
international standards (e.g., Web Map Server (WMS [2]), 
Web Map Server – Cache (WMS-C [13]), Web Map Tile 
Server (WMTS [9])) connected to satellite image 
repositories. This research was carried out in the context of 
GEO-PICTURES, an acronym for GMES and Earth 
Observation combined with Position based Image and 
sensor Communications, Technology for Universal Rescue, 
Emergency and Surveillance. GEO-PICTURES is an EU 
FP7 SPACE project that aims to integrate satellite imagery 
into in-situ sensors and geo-tagged media (photos and 
video) to create a tool for decision making in emergency 
disaster situations. The complete GEO-PICTURES 
solution covers the capture, transmission, and analysis of 
data, which is re-elaborated and re-distributed to the aid 
forces as well as to the general public using several web 
platforms. 

This article begins with the description of the materials 
and methodology used to perform this study, followed by a 
through explanation of the tests applied to the performance 
of the servers. Here an evaluation of concurrent requests to 
a single server and to a cluster of servers is done. The 
article continues with the comparison of different 
standards, this is what it is called: tiling the request and 
response. Finally, it concludes with a section where the 
most relevant results are discussed. 
 

II. MATERIALS AND METHODOLOGY 

 
Trials were performed with 22 GeoEye-1 

(Orthorectified GeoTIFF; provided by Google [5]) imagery 
datasets that form a 4Gb raster of 40994 x 57392 pixels, 
covering Port-au-Prince and surroundings, on 16 January, 
2010, 3 days after the earthquake. The influence of scale, 
intensive client use, and image size and format (JPG, GIF 
and PNG) were studied for the WMS, WMS-C and TMS 
[16, 17] protocols. As possible solutions to concurrent 
requests, we evaluated the efficiency of the Internet cache 
as well as a cluster of servers in an NLB (Network Load 
Balance) configuration. The seven servers were set with 
the minimum configuration required to be run, i.e., without 
any extra preparation of the data. In order to shield 
probabilistic error caused by network latency and other 
uncertain factors, the products were considered to be 
deployed and requested by local clients [14]. 
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In order to guarantee the comparability of the results, 
the seven server software (Table 1) were installed on the 
same computer, which acted as a common server (Intel® 
Core™ i3 CPU 540 @ 3.07 GHz, 3.06 GHz, 2.92 GB de 

RAM. Microsoft Windows XP Professional, version 2002 
Service Pack 3). Requests were randomly generated from 
clients in the local network. 

 
 

TABLE I. LIST OF THE SERVERS EVALUATED AND THEIR SPECIFICATIONS. 
Server Specifications Date

MapServer version 5.6.3 over Apache web server version 2.2.15 April 20, 2010 

GeoServer version 1.7.2 over Jetty web server version 6.1.8 January 19, 2008 

ArcGIS Server version 9.3.1 over Internet Information Service version 5.1 January 1, 2009 

Express Server version 6.1 over Internet Information Service version 5.1 July 1, 2008

MiraMon Map Server version v. 7.0e over Internet Information Service version 5.1 July 26, 2010 

TileCache version 2.11 over Internet Information Service version 5.1 December 22, 2007

GeoWebCache version 2.0.1 over Jetty web, 'build over GeoServer January 20, 2010  
 
 
 

 MapServer, GeoServer and ArcGIS Server can work 
over the original GeoTIFF images without having to create 
an image mosaic. MapServer and GeoServer require a 
shape file to be created with rectangles representing 
bounding boxes of each raster file (index file), and ArcGIS 
Server requires Image Definition (ISDef), which makes it 
possible to use the original GeoTIFF image format 
provided by GeoEye-1. Express Server requires the image 
index to be in JPEG2000 or in the MsSID compressed 
format. MiraMon requires a full automated pre-rendering 
of the images in several resolutions to set up the images. 
This takes several minutes to complete and needs up to 
33% extra disk space. TileCache and GeoWebCache can 
create pre-rendered tiles and save them in a cache for 
further use or generate them on the fly. Automatic on the 
fly generation is an advantage that can save time when a 
new layer is set up in an emergency situation. 

All studied protocols request maps by creating an URL 
using specific standardized syntax. This URL is requested 
from the server and an image is obtained in screen 
resolution (in the case of error the server sends an 
exception message). The URL requests were randomly 
generated by a program and requested using a command 
line tool (an application called Wininet) that waits for the 
response, saves it and reports the total time spent on this 
particular communication. The response time was 
redirected to an archive that was converted into a table of 
values that were used to create the performance graphics 
that are shown here. This paper describes the methodology 

employed and the numerical and graphical performance 
metrics, and evaluates strategies for improving 
performance. 

The randomly generated URL methodology employed 
guarantees that speed measures are comparable and 
independent from the selected bounding box or request 
sequence. Nevertheless, users in front of a computer screen 
browsing the maps do not generate random requests but 
rather they request regions next to the previous ones at the 
same zoom level (pan) or they zoom in and out in the same 
region. However, human browsing patterns are out of the 
scope of this work and will be considered in the future. 

 

III. EVALUATION OF CONCURRENT REQUESTS 

TO A SINGLE SERVER 

One of the main factors that affect the performance of 
web servers is the concurrency of requests. We measured 
both the influence of the pixel size and the image size on 
the response time for WMS requests. More than one 
hundred different requests were made from up to 6 
simultaneous clients. The graph (Figure 1) shows the 
response time for different pixel size requests.  
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Response time of 5 different server vendors at different scales (pixel sizes) each one under 
5 simultaneous requests
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Figure 1. The response times of MapServer, GeoServer, MiraMon Map Server, ArcGIS Server and Express Server in relation to pixel size in concurrent 

requests from 5 simultaneous clients respectively. 

 

One common aspect of the servers analyzed is that the 
response time increases as the number of simultaneous 
requests made by clients to a single server increases. The 
fastest server is Express Server, probably due to the nature of 
the wavelet compressed format (MrSID or JPEG2000) that is 
internally organized in a pyramid of zoom levels of the 
images used as a database. ArcGIS Server obtains the best 
results using original GeoTIFF images. MiraMon Map 
Server obtains intermediate results as it requires a pre-
rendering process to generate tiles. MapServer is 
programmed in C language and GeoServer uses java code. 
MapServer performs faster when a single client is used, but 
GeoServer is faster than MapServer for concurrent requests. 
This could be because java provides better and easier 
multithread support. There are also small differences in 
response times depending on the output format requested. 
JPEG is the fastest format in MapServer, Express Server, 
ArcGIS Server and MiraMon Map Sever, but PNG is fastest 
in GeoServer. 

A request with a pixel size that generates a map covering 
a region equivalent to the boundary of the GeoTIFF set 
(nearly 0.893 seconds of arc in range, width 443) obtains the 
slowest response time. A map with a smaller pixel size only 

shows a part of the GeoTIFF set area and obtains a faster 
response. A map with a larger pixel size leaves some 
blank areas, and also results in a faster response time. 

 

IV. EVALUATION OF A CLUSTER OF SERVERS 

In the current state of maturity of the hardware it is 
not possible to dramatically increase performance by 
getting a faster machine, even if you are willing to pay 
more. Current computer technology has reached a speed 
limit in CPU processing time and disk speed access. To 
overcome the performance degradation observed in 
concurrent requests a possible solution is to set up a 
cluster of servers that can act as a virtual single server 
that deals with requests in parallel. We carried out tests 
comparing a single WMS server (Figure 2) and a WMS 
computer cluster server (Figure 3), in which 6 computers 
are able to respond to different clients at the same time 
as if they were a faster single server. These tests 
(consisting in the same requests) were carried out with 
up to 17 simultaneous clients to evaluate the response 
time of the MiraMon Map Server.  

 

 

 

 

 

 

 

Figure 2. Computer single server structure.    Figure 3. Computer cluster server structure. 
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Evaluation of the response time for Pixel Size (Clients to MiraMon Single Server)
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Figure 4. Response time for different concurrent requests for up to 17 clients of a single MiraMon Map Server. 

 

 

 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

Figure 5. Response time for different concurrent requests for up to 17 clients of a cluster MiraMon Map Server. 
 

 
Response time measurements comparing a single server 

(Figure 4) and a six-computer cluster (Figure 5) stressed with 
multiple client requests show that the response time of the 
NLB server is much more stable and almost equivalent to the 
single client stress case, even for 17 simultaneous requests. 
We expect some degradation if we increase the number of 
requests further, but fortunately the performance of the NLB 
cluster can be improved again by aggregating more servers 
to the cluster (up to 64 in Windows 2003). If we suppose that 
the performance is linear, this means that this configuration 
can be scaled to serve at least ~200 simultaneous requests 
without performance degradation. Note that the response 
time for these requests is always lower that 0.1 second, so 
this configuration is equivalent to 2000 requests per second. 

 

V. TILING THE REQUEST AND RESPONSE 

In the previous sections, we assumed a common WMS 
interaction in which a WMS client requests the entire image 
needed to cover the client viewport in a single piece. Some 
WMS clients (like OpenLayers) are now able to tile the 

space in a regular matrix of small pieces [12]. Therefore, 
several tiles are needed to cover the whole viewport but 
the client can recycle some tiles when the user moves the 
view laterally and can also take advantage of the cache 
mechanisms. However, this strategy can have its 
drawbacks if the caching mechanism cannot help and the 
server has not been prepared to manage this situation 
because, as we have discussed previously, the response 
time can increase even if each tile is smaller than the 
whole view. However, users do not perceive this because 
some tiles get to the client sooner and are shown 
immediately. This paper clarifies the effects of this 
approach on a classical WMS server and quantifies the 
difference between fast full image delivery (WMS) and 
tiled image delivery (WMS-C and TMS). We also 
studied improving these situations by applying tile 
strategies directly to the server, like OSGeo WMS-C and 
OGC WMTS (10). 

We carried out speed metrics in 3 different services 
for 7 servers: Express Server, ArcGIS Server, MiraMon 
Map Server, GeoServer, MapServer, TileCache 

Evaluation of the response time for Pixel Size (Clients to MiraMon Server Cluster)
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combined with MapServer and GeoWebCache combined 
with GeoServer. We simulated tiled clients (tiles of 256x256 
pixels) that make requests to common WMS (which have no 
particular strategy for dealing with tiles) in the three 
following configurations: 
 

 Tiled WMS in unlimited concurrent requests. 
This consists in requesting all the tiles needed to 
cover the viewport at the same time. In our case, 

from 6 to 12 tiles were needed to cover the 
entire viewport requested. In some cases, 
this resulted in momentary server saturation 
(Figure 6), like in MapServer and 
GeoServer. The three servers with the best 
performance were Express Server, ArcGIS 
Server and GeoWebCache. 

Time response for unlimited concurrent 256x256 tiled requests on a pure WMS 
server
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Figure 6 . WMS-C for unlimited concurrent tile requests.  

 

 Tiled WMS in semi-concurrent requests. This 
consists in limiting simultaneous requests to the 
maximum number of requests to a server that a 
web browser allows (e.g., Firefox 3.6 allows 6 
simultaneous petitions but Internet Explorer 6.0 
only allows 2). In our case, we used a mean 
value of four tiles at the same time, then we 

waited until the server finished to request 
the next four (Figure 7). Some servers 
performed better compared to the previous 
case, such as MapServer, GeoServer and 
MiraMon, while others performed worse. 
Tiled servers performed better in general. 

 

Time response for up to 4 concurrent 256x256 tiled requests on a pure WMS 
server
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Figure 7.WMS-C for semi-concurrent requests, up to 4 concurrent tile requests. 

 

 Tiled WMS in sequential requests. This 
consists in requesting each tile after the 
previous request has been completed 
(Figure 8). This results in a more stable 
response time but it is not the optimum 

situation, especially for GeoServer, 
MiraMon Server and in some cases ArcGIS 
Server. GeoWebCache has the best 
performance.  
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Time response for sequential 256x256 tiled  requests on a pure WMS server 
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Figure 8. WMS-Cached for sequential requests. 

 

Finally, we compared these three configurations with a 
regular WMS full viewport image (Figure 9), and evaluated 
performance degradation. TileCache and GeoWebCache are 

not represented in Figure 9 because these servers are not 
able to respond to a full WMS viewport. 

 

Time response for complete window request
on a WMS server
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Figure 9. Regular WMS for full image requests. 

 

Figure 9 shows that a full WMS viewport is the fastest for 
all servers, particularly for Express Server, ArcGIS Server 
and MiraMon Map Server, probably because the server only 
does the work once even if the volume of information to 
deliver is bigger. When tiles are used, requesting all tiles 
sequentially results in the slowest solution for all servers; 
however, limiting the number of concurrent requests to 4 
improves the response time significantly. This is the best 
performance situation for MiraMon Map Server and 
GeoServer. After seeing this, it is easy to understand why 
many web browsers limit the number of simultaneous 
requests to a relatively small number (depending on the 
product and the version). Out of the concurrent tile request 
situations, this is the best tile solution for MapServer, 
Express Server and ArcGIS Server. Determining the 
optimum semi-concurrence number for each server will be 
the focus of a future work. 

The tile products tested (TileCache and 
GeoWebCache) provide a way of pre-rendering tiles or 
saving tiles that are generated on the fly for further use. 
The main drawback is the generation time, but this can 
be partially overcome by metatiling strategies. Both 
TileCache and GeoWebCache support metatiling. 
Instead of generating each tile individually, a metatile is 
generated, creating a single large map image that can be 
divided into a number of tiles. Figure 10 shows that for 
all servers, analyzing a 512 x 512 image requires more 
time, but much less time than that required for 
analyzing four 256 x 256 images. This is because 
generating a metatile involves accessing source data 
only once instead of four times for a set of four tiles 
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Response time of 5 different server vendors at different scales (image sizes) each one under 5 
simultaneous requests
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Figure 10. Response time for image size in concurrent requests to 5 single servers. Two marks at 256 and 512 pixel sizes have been added to facilitate 
the comparison between the response time in these two common pixel sizes. 

 

 
 

VI. CONCLUSIONS 

 
The speed tests described in this paper are a practical 

demonstration of the suitability of certain servers and service 
configurations in certain domains in which the reliability of 
the services under high stress conditions is imperative. This 
document summarizes and quantifies the results of our speed 
tests and determines which servers are faster under the 
minimum configuration. 

All the analyzed servers have slower performances when 
the number of simultaneous clients is increased. A cluster 
server can be used to solve this situation: a group of 
computers is able to respond at the same time to different 
clients, assigning each client to a different computer in the 
group. 

The results show that WMS servers do not perform well 
if clients using tile strategies are used over servers that are 
not optimized for tile response. MapServer and GeoServer 
with minimum data configuration do not require a data 
preparation process; however, they do not perform as well as 
other services that require indexing methods like MiraMon 
Map Server or Express Server. MapServer (based on C++ 
code) performs better than GeoServer (based on Java code) 
under single client requests, but GeoServer is surprisingly 
faster under concurrent simultaneous requests. The fastest 
WMS server is Express Server which works with MsSID or 
JPEG2000 compressed images that are 5% of the original 
size. The fastest tile server in the three cases assessed 
(concurrent, semi-concurrent and sequential requests) is 
GeoWebCache built over GeoServer. 
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