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Abstract—Neural networks are increasingly being used in
embedded applications. It is important to check whether the
trained network fulfills its tasks not only in simulations, but
also on real target hardware. This is of particular importance in
safety-critical applications such as plant control or autonomous
driving. For this reason, a diagnostic concept for Artificial
Intelligence (AI)-based systems based on the Universal Debug
Engine from PLS Programmierbare Logik & Systeme GmbH was
developed at the Technical University of Dresden. This concept
enables developers to verify the hardware implementation of
the neural network. After the concept was developed, it was
successfully tested on several example applications of which two
are presented in the paper.

Index Terms—neural networks, hardware, diagnosis, debug-
ging.

I. INTRODUCTION

Methods from the field of Artificial Intelligence (AI) are still
advancing and have also produced impressive applications in
connection with the Covid-19 pandemic. For example, one
application of these methods, developed by researchers at
the University of Central Florida, is able to use computed
tomography images to identify whether COVID-19 pulmonary
pneumonia is present [1]. Studies show that this AI based
algorithm, with a detection rate of 90%, has similar accuracy
as doctors who specialize in lung disease. However, in the area
of health care, the AI methods typically run on systems with
large computational power and are supervised by an expert,
such as a doctor.

But in addition to this impressive use case, AI applica-
tions are also being used more and more frequently in the
embedded area. Especially in today’s automotive systems,
techniques from the discipline of AI are increasingly being
used. In this field, neural networks are a tool that should be
highlighted, which are particularly well suited for detection
and classification tasks in the field of computer vision. One
common applications for networks is the fusion of sensor data
as described by X. Zeng et al. in [2] with focus on sensor
data in automotive systems. Another use case is the detection
and classification of traffic participants for visual environment
recognition. For this use case, plenty of public traffic data sets
like the Berkeley Deep Drive Data Set [3] or City Scapes Data
Set [4] exist. In such safety critical applications which mostly

run without any supervision, it is of great importance to verify
and test the implementation on the target hardware.

In [5] by J. Zhang et al., a large review of testing and
verification methods for neural networks is given. However,
the majority of the presented publications aim on software
verification without the inclusion of the target hardware.

A more hardware focused method, which tests the hardware
implementation of the neural network, is described by S.
Huang et al. [7]. As described in the publication title, each
layer is individually checked for correctness using an extra
transition module for a specific Field Programmable Gate
Array (FPGA)-based hardware accelerator.

In this research, the focus is set on a diagnosis concept,
which allows developers to verify the neuronal network on
a broad range of different embedded hardware solutions.
Instead of the implementation of an extra module on the
target hardware, the Universal Debug Engine® (UDE) from
PLS Programmierbare Logik & Systeme GmbH (PLS) is used
[8]. UDE is a debugger solution for various microcontroller
families such as AURIX, TriCore, Power Architecture, Cortex,
Arm, STM32 and more. The physical interface between the
hardware and the host computer with UDE is realized with
the PLS Universal Access Device (UAD).

The proposed method aims exclusively at the verification
of the neural network hardware. False results of the neural
network due to poor training, under-sizing of the neural
network, or incomplete case coverage in the training data are
not part of the diagnosis. Such issues must be clarified before
porting the network on the hardware. For example, in [6] by
A. Kirchknopf et al., methods to investigate detection results
are given.

The rest of the paper is structured as follows. In Section
2, the ”life” is described as an illustration of the different
phases of a neural network. Section 3 deals with the possible
sources of possible errors on hardware. In Section 4, the dia-
gnosis concept to detect these errors is described theoretically
whereas Section 5 demonstrates the diagnosis concept on two
hardware examples. Section 6 concludes the work and alludes
to additional features as well as the future work.

1Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL
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II. THE ”LIFE” OF A NEURAL NETWORK

The ”life” of a neural network generally consists of the
following three phases:

A. Training Phase

With large amounts of data, all trainable weight and bias
parameters of the network are adjusted by gradient-based
training algorithms. At the same time, the accuracy of the
network is determined using validation data. The individual
elements of the training and validation data, consisting of pairs
of input values and the associated output values, correspond to
the structures of the input and output layers. Due to the high
computing intensity, high-performance Graphics Processing
Units (GPUs) or special cloud services are usually used to
train neural networks. Common frameworks for training neural
networks are Tensorflow [9] and Pytorch [10].

The output of the Training Phase is called the Golden
Model, which contains structure, trained parameters and other
meta information of the neural network. A concrete example
for the Golden Model could be a neural network which is
trained with Tensorflow and exported as a Tensorflow Keras
model file: network.h5.

B. Adaptation Phase

After the training phase, neural networks can be accelerated
using optimization steps such as batchnorm fusion or pruning.
With suitable quantization methods, the arithmetic operations
are also transformed from floating point to integer formats. The
adjustments reduce the arithmetic complexity and allow neural
networks to run on embedded processors with acceptable
power consumption and latency. A commonly known tool
for optimization and quantization is Tensorflow Lite which
is build in Tensorflow [13]. However, there are also many
custom methods for adapting neural networks as described by
I. Wunderlich, B. Koch and S. Schönfeld in ”An Overview of
Arithmetic Adaptations for Inference of Convolutional Neural
Networks on Re-configurable Hardware” [11].

The result of the Adaptation Phase is called the Silver
Model and represents the adapted and quantized version of
the Golden Model. In general, there are quantization losses
due to the optimization and adaptation steps, but these ideally
lead to minor deviations between the outputs of the Golden
and Silver Models. Nevertheless, it is advisable to carry out
further tests with test data to ensure that the deviations are
within an acceptable range.

After successfully generating the Silver Model, it can be
ported to the target device. In the example from above,
the Silver Model could be a Tensorflow Lite model file:
network.tfl.

C. Inference Phase

The inference phase describes the use or application of the
fully trained and adapted neural network. Typically, unknown
data is interpreted and evaluated accordingly.

In the example, the network is running on a STMicroelec-
tronics Micro Controller Unit (MCU). In Figure 1, the general

interaction as well as the example between the three phases,
the Golden and Silver Model are schematically visualized.

III. POSSIBLE SOURCES OF ERROR

The use of neural networks offers several advantages, es-
pecially in safety-critical applications in which large amounts
of data must be evaluated and processed within a short period
of time. But only if it works as desired on the real hardware.
Ultimately, this can only be completely clarified with a detailed
hardware diagnosis, because, unfortunately, there is a whole
range of potential sources of error. They can essentially be
divided into the following categories:

• Conversion Errors:
When converting in the adaptation phase, incorrect quant-
ization can lead to arithmetic overflows and underflows,
thus reduce the quality of the predictions immensely.

• Porting Errors:
After the adaptation, errors such as exceeding memory
limitations, incorrect programming of the interfaces or
similar can occur when porting the quantized model.

• Implementation Errors:
When implementing neural networks, there are many
sources of error related to arithmetic, flow control,
and data management. With frameworks such as STMi-
croelectronics’ X-CUBE-AI, MCU manufacturers are
already providing tested and functional code [12]. How-
ever, similar sources of error are conceivable again when
adapting or expanding. It is, therefore, essential to ensure
that neural networks are correct, especially in the case of
safety-critical applications.

In order to enable the fastest, most efficient possible check-
ing and verification of all those factors in the future, a new
diagnostic concept for AI-based systems was developed at the
Technical University Dresden in cooperation with PLS.

IV. THE DIAGNOSIS CONCEPT

The diagnosis concept is realized as a diagnosis loop, which
iteratively compares the results of the hardware with the results
of the Golden or Silver Models. In Figure 2, the diagnosis loop
is schematically shown. The diagnosis concept is implemented
as a Python project on a host computer which is connected to
the target hardware via the UAD. The individual processes
(rectangular blocks in Figure 2) are described below:

A. Data Extraction

In the first step, the input matrix xHW and corresponding
output matrix yHW are read via the Python automation inter-
face of the software debugger UDE and hardware tool UAD
from PLS.

The index (.)HW indicates that the matrices come from the
hardware. The dimensions of the matrices vary depending on
the application. In computer vision tasks, the general input
matrix x can have the following dimensions, as shown in (1):

dim (x) = (W,H,C) (1)

2Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL
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Figure 1. General and exemplary interaction between Training Phase, Adaptation Phase, Inference Phase, Golden Model and Silver Model.
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Figure 2. Schematic structure of the diagnostic loop for the continuous comparator-based analysis of the hardware and model outputs. Purple dashed frame:
Processes belonging to the context of the target hardware. Green dashed frame: Processes belonging to the context of the host computer.

with W and H as the image width and height and C the color
channel, which is generally C = 3 for Red Green Blue (RGB)
images or C = 1 for grayscale images.

A common novice example of neural networks is a clas-
sification network which assigns to the input matrix x the
classes ”cat” or ”dog”. In this case, the input matrix might
have the dimensions dim (x) = (128, 128, 3) and the output
is typically encoded by a two-element output matrix y with
dim (y) = (2, 1) where the elements correspond to the class
probability for ”cat” or ”dog”.

B. Inference with Reference Model and Comparison

Depending on availability, either the Golden or Silver Model
or both can be used as the reference model. The inference with
the chosen reference model is performed on the host computer
and yields the reference output matrix yRef .

Afterwards, a comparison between yHW and yRef is per-
formed. If the hardware implementation of the neural network
is correctly implemented, the following relationships between

the output matrices must apply in every single iteration of the
diagnosis loop:

yHW = yRef, Silver (2)
yHW ≈ yRef, Golden (3)

The relationship from equation (2) can be easily checked using
a binary equivalence test for yHW and yRef, Silver, as shown
in (4).

Eq (yHW, yRef, Silver) =

{
True, yHW = yRef,Silver

False, yHW ̸= yRef,Silver
(4)

If they match exactly, ”True” is returned, otherwise ”False”.
For the second relationship from equation (3), the deviations to
be expected are quantified by a difference metric, for example
the Mean Squared Error (MSE), as shown in (5).

MSE (yHW, yRef, Golden) =
1

N

∑
u∈yHW

v∈yRef,Golden

(u− v)2 (5)
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Other difference metrics, like the squared Euclidean [14]
distance are suitable as well.

The results of the comparison are stored for each iteration
of the diagnosis loop for later visualization and evaluation pur-
poses. Optionally, the input matrices xHW of each diagnosis
iteration can be stored as well. This data can later be used for
training or validation purposes.

C. Program Continuation and Wait for Breakpoint

All necessary interactions with the target hardware can be
effectively implemented with the Python automation interface
of UDE. The debugger software UDE not only supports most
high-end micro controllers but also multi-core SoCs (System
on Chips), which are well suited for AI applications. With
the access devices of the UAD family, also fast and secure
communication with the respective target system is ensured.

Additionally to the data extraction process, the program flow
needs to be controlled by starting the system and setting a
breakpoint where the input and output matrices can be read.
After the inference and comparison processes are done, the
program is resumed until the next breakpoint is reached.

In this context, setting the breakpoints is not trivial. It is
essential to ensure that the read input and output matrices
belong together. As a rule, this must be done manually and
for each application individually.

V. THE PRACTICE TEST

In order to clarify whether the diagnostic strategy described
can generally be implemented in practice, extensive tests were
carried out with conventional development boards for different
AI applications. Two of the applications are described in detail
below.

A. Acoustic Scene Classification

STMicroelectronics’ Sensor Tile Kit (STEVAL-
STLCS01V1) is an all-round sensor system [15]. It is
equipped with the following components, among others:

• STM32L476JGY Low Power MCU with Arm Cortex-M4
Floating Point Unit

• BlueNRG-MS-Bluetooth-Prozessor
• Various sensers: microphone, barometer, thermometer,

accelerometer, etc.
In Figure 3, the hardware setup consisting of STM32 Sensor

Tile and UAD2pro is visualized.
AI applications for the sensor tile are already pre-

implemented in the FP-AI-Sensing1 function package
provided by ST from the STM32Cube software development
system [16]. From these examples, the Acoustic Scene Clas-
sification (ASC) was selected for the practical test of the
diagnostic concept. In this application, the ambient noise is
analyzed with a neural network based on microphone data
and assigned to the classes ”indoor”, ”outdoor” and ”vehicle”.
The input matrix xHW is a transformed spectrogram with the
dimensions dim (xHW) = (32, 30, 1) and the output matrix
yHW is a three-element matrix dim (yHW) = (3, 1) with the
respective class probabilities. The golden model and the silver

PLS UAD2pro

Figure 3. STM32 Sensor Tile connected to the PLS UAD2pro.

model of the neural network for the ASC are already available
in the FP-AISensing1 function package, so the training and
adaptation phases can be skipped. The Golden and Silver
Models are available as a Tensorflow Keras model (ASC.h5)
and as a Tensorflow Lite 8-Bit quantized Model (ASC.tfl).

In order to determine suitable interfaces for data transfer
using the UDE debugger, the FP-AI-Sensing1 function pack-
age must first be compiled and build with the STM32Cube
Integrated Development Environment (IDE). The resulting
Executable and Linkable Format (ELF) file SENSING1.elf
is then programmed into the flash memory of the sensor tile
with the UDE Multi Program Loader and a breakpoint is set
in line 188 of the asc_processing.c module for the ASC
diagnosis, as shown in Figure 4. At this code line, both the
input matrix xHW and the associated output matrix yHW can
be read via the automation interface of the UDE.

The diagnostic loop can then be run using the analysis
system and the reference models. In Figure 5 an example of
diagnosis loop with 100 iterations is shown. It can be seen
that the output matrices of the hardware implementation and
those of the silver model always match. The averaged MSE is
µMSE = 3.3 ·10−4 and is therefore within a range which is to
be expected based on the tensorflow lite quantization. Further
tests with larger iteration counts and different acoustic envir-
onments have shown the same behavior, so that in summary it
can be said that the equations 2 and 3 apply and the hardware
implementation is working correctly.

B. Recognizing People

A development board for image processing algorithms from
STMicroelectronics based on the 32-bit low-power MCU
STM32H743VI was selected as a further application example
of the diagnostics environment. The OpenMV (Open Source
Machine Vision) Cam H7 camera module can be used, among
other things, to implement neural networks for computer vis-
ion applications [17]. The OpenMV Github repository offers
already implemented AI entry-level examples [18]. The focus
of the following test is on recognizing people. A classification
network assigns a two-element probability matrix yHW with
the classes ”person” and ”no person” to the input image matrix
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xHW

yHW
breakpoint

Figure 4. View of the core function of ASC. At the position of the selected breakpoint, the input matrix xHW and the associated output matrix yHW for the
diagnostics from the hardware can be read.

Iterations

Figure 5. Evaluation diagram with 100 iterations of the diagnostic loop for
the Sensor Tile diagnosis system.

xHW. The neural network uses a grayscale image with the
resolution dim (xHW) = (640, 480) as the input matrix for
the person classification. Similar to the implementation of the
diagnostic system for the ASC, a breakpoint is set at a suitable
point in order to read out the input and output matrices via
UDE. Here, too, the evaluation of the diagnostic loop confirms
that the outputs of the OpenMV Cam and the predictions of
the silver model always match. The deviations between yHW

and yRef, Golden are withing acceptable range as well.

Figure 6 shows the hardware setup, an example image for
person detection and the corresponding output matrices yHW

and yRef, Silver.

Using the developed diagnostic system based on the debug-
ger UDE, not only the correctness of the AI implementation
can be verified for the computer vision application but also
the collected data xHW from each iteration is saved and can
later be used as new training or validation data. Especially for
computer vision tasks, it is a great benefit to collect data of the
target camera with its distinctive lens and exposure settings to
increase the performance of the neural network.

Figure 6. Hardware setup with OpenMV Cam H7 connected with the
PLS UADpro and an example of an input image for recognizing people.
The reference models and hardware implementation certainly recognized the
person (Ilkay Wunderlich) in the image.

VI. CONCLUSION

As the examined application examples show, efficient dia-
gnostic systems can be implemented with suitable tools for AI-
based embedded applications. With the comparisons between
the predictions of the target hardware and the reference
models, developers can ensure that the AI implementation is
working correctly. The debugger UDE realizes the Python-
based diagnostic system as a system in the loop. Additional
features such as data collection, processing time measurement
or continuous integration can be flexibly integrated into or
around the diagnostic loop via the UDE Python interface.

The future work is on the one hand to generalize the
Python-based concepts in order to add a direct neural network
diagnosis feature to UDE and, on the other hand, to extend
the approach to other emerging or established AI methods
such as spiking neural networks, decision trees, hidden Markov
models, etc.
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Abstract—Artificial Intelligence (AI) developments in recent
years have allowed several new types of applications to emerge.
In particular, detecting people and objects from sequences of
pictures or videos has been an exciting field of research. Even
though there have been notable achievements with the emergence
of sophisticated AI models, there needs to be a specialized
research effort that helps people finding misplaced items from a
set of video sequences. In this paper, we leverage voice recognition
and Yolo (You Only Look Once) real-time object detection system
to develop an AI-based solution that addresses this challenge.
This solution assumes that previous recordings of the objects of
interest and storing them in the dataset have already occurred.
To find a misplaced object, the user delivers a voice command
that is in turn fed into the Yolo model to detect where and
when the searched object was seen last. The outcome of this
process is a picture that is provided as evidence. We used Yolov7
for object detection thanks to its better accuracy and wider
database while leveraging Google voice recognizer to translate
the voice command into text. The initial results we obtained
show a promising potential for the success of our approach. Our
findings can be extended to be applied to various other scenarios
ranging from detecting health risks for elderly people to assisting
authorities in locating potential persons of interest.

Index Terms—Artificial Intelligence, Object Detection, Voice
Recognition.

I. INTRODUCTION

Two hundred years ago, no one could have imagined
the technology would evolve to the extent it reached today.
The basic technology we take for granted would have been
considered witchcraft in the 1800s. Yet nowadays, technology
has radically re-imagined the applications and services that
we rely on in our daily lives. In particular, AI [1] is a field
that aims to equip machines with the capability of dealing with
information from the perception to the inference. Actually, this
field is not quite new since the first reference to AI dates back
to 1943 when McCullouch and Pitts [2] formally defined the
first artificial neuron for the Turing Machine. Since then, this
field has seen considerable development at a fast pace in recent
years as it can be used for event prediction, speech recognition
or even visual perception.

Conversely, video surveillance has benefited from the recent
developments in cloud computing and communication but
the challenge of detecting objects from images and video
sequences has not been fully overcome yet. Several research

efforts, such as in [3], proposed techniques based on machine
learning, deep learning or even optical flow methods in this
context with concrete performance gains.

In this paper, we tackle this problem from a different angle
as we leverage video-based object detection and voice recogni-
tion to help people locate misplaced items. Our approach takes
advantage of Yolo and Google voice-text recognizer. The latter
is used to set up keywords by converting the user’s voice into
text before feeding it to Yolo that is used in turn to detect the
object the user is searching for. When our Yolo model receives
a keyword, it assigns a specific version of the trained model to
find the objects and saves the resulting video, sorted by date,
into a pre-defined folder. Therefore, the user can know where
the searched item was seen last by watching the latest video.

The research objectives of this paper are (1) to explore
how machine learning can be leveraged to identify objects
from sequences of images and videos with high performance
(2) to build an easy-to-use solution to find misplaced items
in the household by combining machine learning and voice
recognition (3) to leverage the outcome of this paper in
tackling similar problems such as detecting health risks for
elderly people.

The rest of the paper is organized as follows. Section II
presents the related work. Section III explains the basic notions
of Yolo. Section IV describes our approach in details. Section
V presents the simulation setup while Section VI discusses the
results of the conducted experiments. Section VII concludes
our paper and highlights our future work.

II. RELATED WORK

Karmarkar and Honmane [10] proposed a system to help
visually impaired people using Yolo. The model was trained
with the Coco dataset of 330K images of various daily used
objects [10]. A bounding box is then generated around each
detected object. The method generates five values to estimate
the position and displacement of the object. When the camera
focuses on the object, a triangle is developed around it and the
closer the object is to the camera, the width and angles of the
triangle increase. Then, the approach determines the distance
to the object in question. The paper is different from our in the
sense that our study assumes that the user is able to see and
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locate the recording video in order to find where the object
was seen last. Also, we do not rely on the distance from the
object to guide the user.

Zhang et al. [12] proposed using Yolo version 3 from
camera feeds of an Unmanned Aerial Vehicle (UAV) to detect
pedestrians. The authors rely on the box prediction feature
of YOLO and the Feature Pyramid Network (FPN) to draw
boxes upon the detected objects . The paper is very efficient
when it comes to following something in motion, something
or someone who is moving very fast. Our paper is different as
it does not follow an object in motion, but we instead assume
that the objects are located within the user’s home and but
they were just misplaced.

Jana and Biswas [11] proposed an approach that relies on
recorded videos to identify any objects. By processing 40
frames per second (fps), the model divides images into NxN
number of grids, effectively identifying the grids containing
objects, and constructs a bounding box around them. The
authors apply Yolo version 2 to detect and classify the objects,
then assign an accuracy percentage. The findings of this paper
are aligned with ours in the sense that the detection of objects
is done through video recordings. However, we are running our
own custom Yolo version detection model that achieves much
better performance gains, as shown in Figure 1. Also, our goal
is to find specific objects in our videos and the model was
trained with our own dataset to guarantee maximum detection.

Priyankan and Fernando [13] proposed an approach based
on Yolo to identify different species of fish by running an
analysis on fish images. They created a mobile application by
gathering these components using the following experimental
setup: a PC equipped with core i7 CPU, 16GB of DDR3
memory, Ubuntu 14.04 64-bit, NVIDIA DIGITS 5, MATLAB
R2012, and B-BOX-label. Since Yolo can use 40–90 fps, this
approach used a neural network consisting of 24 convolutional
layers. Then, the authors trained the model with 800 to 900
images and found 16 fish species. The model takes 3 to 20
seconds to detect the species. The test result revealed a 77%
accuracy in bounding and classifying the fish species. Our
paper is also customizing a model on a set of images of
specific objects. However, our paper makes object detection
based on videos while adding a voice-text-translation feature
to fine-tune the objects the user is looking for.

III. VIDEO-BASED OBJECT DETECTION FUNDAMENTALS

Yolo is an object detection algorithm that divides any image
into grids and determines the pixels in which the object is.
When the location of the object is determined in the image,
a bounding box is then drawn around it and labeled [7]. Yolo
was first introduced in 2016 by Jason Redmon et al. [5]. Since
then, there have been a great deal of Yolo versions that were
proposed: actually 7 versions, and each one comes with its
different levels of training. Figure 1 shows the differences
in terms of performance of these versions when trained with
the Coco dataset. The purple curve shows the latest one, i.e.
Yolov7. It can be observed that Yolov7 outperforms the rest
of the other five versions by a significant margin.

Fig. 1. Comparison of Yolo-v7 with previous versions [6].

IV. PROPOSED APPROACH

A. Approach Rationale

The motivation behind this paper is to provide an easy-to-
use service for people to find misplaced items by combining
several techniques including video-based object detection us-
ing a custom Yolov7 model, a Google voice recognizer and
video surveillance data.

B. Approach Description

The approach can be summarized in 7 steps, as shown in
Figure 2:

• The user sends a voice command to the application by
providing the keyword of the searched object.

• The Google recognizer transcribes the analog voice input
into text.

• It compares the scripted input with a predetermined
dataset to see if any item was called forth.

• When this is completed, theGoogle voice-text recognizer
function sends the desired keyword to the Yolov7 module
that we customized with a set of specific keywords.

• When the Yolo module receives the keyword, it goes
through the videos that were recorded every day in certain
time intervals to detect when the object was seen last.

• The algorithm then saves a video with the bounding boxes
including the time and date that the object was detected
in a folder of our choosing.

• Finally, upon locating the latest video entry in that folder,
the user gets an evidence of the last location where the
searched object was seen last.

C. Video-Based Object Detection Algorithm

In line 1 of the algorithm, we define the different inputs with
capital letters for simplicity. The user was given the letter A,
the Google voice-to-text recognizer was given the letter Y, and
the different custom models were given the letter X. Line 2
starts the event-based loop that detects when the user sends a
voice command before the Google recognizer picks it up from
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Fig. 2. High-level architectural view of the approach.

there and transcribes the voice into clear text. In line 3, the
Google recognizer asks for a confirmation from the user about
the transcribed voice command. In lines 4-6, the algorithm
checks if the keyword was validated before passing it to the
object detection function leveraging the Yolo model. Lines 6-9
deal with the situation in which a keyword is not confirmed,
which in turn restarts the process until another keyword is
confirmed. In lines 10-14, after a keyword is sent to the Yolo
model, the object detection function detects when the searched
object was seen last, generates an image output, and saves it
in a predetermined folder.

V. SIMULATION

The simulation process was the most interesting part of this
project. First, we had to clone the Yolov7 from GitHub [8]
then installed the required dependencies. In order to get better
performance results, we did not want to use an already trained
model for this project. That is why, we decided to train our
custom model ourselves using the initial cloned model that
was trained on the Coco dataset. Therefore, we took some
images of the objects from the videos for the convolutions to
successfully go through and find the objects. After collecting
the images, we labelled them using ”Makesense.ai”, which is
a free open-source tool to label images. The images were 461
in total: 80% for training and 20% for validation. The labeling
process was quite long because we had to do this one image
at a time. In the beginning of the training, the model collected
362 labelled images for training and 100 for validation. There
were 95 convolutions in this base weight while the number

Algorithm 1: Video-based object detection algorithm.

1 Inputs: A=user, Y=Google voice-text recognizer,
X=Yolov7 Custom Model;

2 while voice detected by Y do
3 Y asks for confirmation it is an input from A;
4 if keyword is confirmed then
5 Y sends keyword to X;
6 end
7 else
8 Star over;
9 end

10 if X receives keyword then
11 X runs last video;
12 X output object detection;
13 X saves output in folder;
14 end
15 end

of epochs was 100. Finally, we created a folder that would
receive the output of the trained model.

Figure 3 shows the output of the anaconda power-shell
Prompt at the very last epoch after the completion of the
training process. The model found 100 images per recognized
keyword with different precision levels per keyword, while
some of the performance metrics we used included the recall
rate and the mean average precision. The amount of time it
took for the training to be completed was about 10 hours run
on the local machine. It is important to note that we wanted
to establish a proof of concept to show the feasibility of our
approach and that is why we combined the four keywords and
their corresponding images before extending this work in the
future.

Fig. 3. Training details at the last epoch.

VI. RESULTS AND DISCUSSIONS

A. Confidence Level

The different versions of Yolo come with advantages and
drawbacks: the more advanced the detection model, the more
data and time it requires to be trained. We considered version
7 to be appropriate for our paper as it offers much better
performance, as explained in Section III. We also decided to
use the base weight model of Yolov7 called ”Yolov7.pt”. As
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Figure 4 shows, the confidence level curve for each searched
keyword started very well. The various colors correspond to
the different keywords we used in our experiments. It can be
observed, for instance, that the light blue, which represents the
wallet keyword, seemed to have benefited from much more
images than the rest, thus making it overshadow the rest of
the variables. The dark blue color represents the average of
all variables. On average, the wallet confidence level curve
performed much better at around 90 percent. For some reason,
the cell phone, represented by the curve in red, exhibited a
poor performance.

Fig. 4. Confidence level curve.

B. Precision and Confidence Level

As one of the goals of this paper was to improve the
performance, we ran several rounds of training with differ-
ent numbers of epochs in order to ensure we achieve the
highest precision possible. As shown in Figure 5, the last
training round showed high levels of prediction for the average
variable of all keywords, which was on the rise, and overall
most variables hit the 90% accuracy of precision level. This
ultimately means that the model was able to see an object
and make an accurate prediction of what it might be. Also,
the model predicted that there are 90 car key images in the
dataset. However, we had 100, then it can be concluded that
the model was 90% precise with regard to that keyword.

Fig. 5. Precision vs confidence.

C. Recall and precision

The recall is defined to represent the correlation between
the true positives and the total number of predictions — the
better the recall, the better the model. False positives and false
negatives can be an issue in the output of the model, such
as wrong labelling of some images. Therefore, the better the
correlation between the precision and the recall, the better the
model is. In Figure 6, we observed a big gap between the
variables. This translates to the need to run more training with
much more images from different angles and heights as the
model is sensitive to the data it is fed with.

Fig. 6. Precision and recall curve.

D. Confusion matrix

Figure 7 shows the confusion matrix of our model, which is
a method that is commonly used in the classification process.
This matrix also shows the difference between what the model
predicted versus what the real object being predicted actually
is [9]. For instance, if the model predicts a tree, and in reality
the object is a tree, then we call that a true positive. If the
model predicts that the object is not a tree and, while the
object is not a tree indeed, we call that true negative.

On the other hand, if the model predicts that there is a
tree when it is not, that is called a false positive. When the
model predicts no tree when there is one, that is called a
false negative. In our case, the model did very well predicting
the wallet variable. Indeed, it predicted the wallet with 95%
accuracy. Regarding the tv remote, it reached up to 89%
prediction accuracy. The cell phone keyword received a 71%
accuracy in our model prediction.

E. Summary of the results

At the end of the 10 hours of training, we received a
brief summary of the newly-trained model. Figure 8 shows
the general summary of the model’s performance. The new
information is about the classification performance, the fact
that the model recognized an object for what it is. The
predictions in the training are shown in the first row and the
validation is shown in the second row.

The resulting images of the model, shown in Figure 9, are
satisfying in the sense that we accurately see a bounding box
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Fig. 7. Confusion matrix.

created around the objects of interest. The accuracy of the
labels can be improved with more training and much more
data to be fed into the model. The goal is to get an accurate
distinction of the objection we might have lost. Therefore,
when we place the four variables among many other objects,
the model would be able to create a box with the objects we
are looking for. Moreover, for a human eye that can recognize
and categorize multiple objects instantly, we can say that
the experiments that we conducted show the approach have
promising potential of success at larger scale.

VII. CONCLUSION AND FUTURE WORK

In this paper, we leveraged Yolo object detection model
along with Google voice recognition in order to help people
find misplaced items in their household. Actually, we had more
experience working with the previous versions of Yolo, but
we had to figure out how to improve on them with regards
to needed data for training, and much more computing power
to sustain the high cost of processing. That is why we chose
Yolov7 thanks to its better performance when compared to the
previous versions. Also, we chose the base weight to train our

custom model and fed the training model with 461 images in
total before observing the outcome of the training phase. When
the training was completed, the results showed a good potential
of success. The objects that the training seemed to recognize
best were the wallet and cell phone. That can be explained
by the fact that both had a lot of images in training. The
outcome of the experiments we conducted was a model that
accurately creates a bounding box around the interested objects
among many other uninterested objects and saves that in video
evidence in a pre-determined folder. This can be considered a
success because humans can easily recognize objects as long
as they know where they might be.

In the future, we plan to train separate models in the cloud
according to their specific object in order to reduce the training
time. Also, to improve the performance, the voice input would
choose one object linked with its model. In addition, we plan
to feed the model with a much higher number of images per
model per object from all types of angles and distances to
guarantee maximum accuracy. Finally, we also plan to explore
how we can extend this work to detect health risks for elderly
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Fig. 8. Results.

Fig. 9. Training output.

people such as falling.
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Abstract—With the penetration of social media across the
world, the information generated by the users has increased
exponentially. The wisdom of crowds can now be easily accessed
from the Internet. The problem is, how to correctly interpret
the true public opinion without distorting it? Considering the
spam or malicious users hidden in the social media spreading
misinformation and disinformation, the solution might not be
trivial. Some previous work uses quantity accumulation trying
to mitigate the influence of bad users. More recent works add
machine learning techniques to help with the correct judgment.
However, the importance of the individual user - the actual
person who is behind the screen, does not attract the attention it
deserves. In this work, focusing on the history of user behavior, we
provide a different angle to understand the connection between
the credibility of social media users and the trustworthiness of
their virtual representatives. By analyzing Twitter data from
November 2017 to November 2021 which contains three types of
users (typical, topic-related, and expert) on two target domains
(politics and finance), we can gain deeper insights on the social
media users and their trustworthiness.

Index Terms—social media, trust, trust attributes, time series
forecast, random forests classification.

I. INTRODUCTION

The invention of the Internet and the emergence of social
media has exponentially increased the quantity of sources
a person can contact, but some of these sources may not
provide high quality information. Social media data is noisy,
loaded with contaminated data, advertisements, and scams.
The presence of misinformation and disinformation on social
media is a rising concern. For those who rely on social media
for information, be it for personal use or modern-day analysis
of social media data, it is important to know who they can
trust. There exist users who abuse the capability of social
media by spreading spam, fake news, or biased information.
These malicious users not only fool their audience, but may
also distort the information retrieved from social media for
analytical or prediction purposes.

We aim to find trustworthy information on social media by
finding trustworthy users. Specifically, this research addresses
how to recommend trustworthy information from specific
information sources using an innovative method of combining
interpersonal trust on the Internet and classification algorithms
for various target domains. We improve the existing and
develop new trust filters–measurable properties of social media

user profile, behavior, connections, posts, etc.–used to identify
trustworthy users.

We take a comprehensive list of trust attributes (i.e., proper-
ties of a social media user account or posts such as the number
of tweets or the number of followers) as potential trust filters
from previous work. Further, we consider some established
trust filters from previous work.

Using these potential trust filters, we develop a novel,
domain-independent method to distinguish three types of
social media (specifically Twitter) users from one another:
typical users, domain-related users, and experts. We measure
trust filters and see how they can rate the three types of
users. The value of the trust filter for typical users is the
average value for all the users. Domain-related users (e.g.,
stock-related users) are those that tweet with a set of domain-
related handles (e.g., @a stock ticker). Experts are real world
experts of the field, who we extract from reputable journalistic
sources outside social media.

By (1) observing the distribution of the historical trust
filter values across user types and domains, and studying the
correlation between trust filters, (2) using random forest for
time series forecasting to predict new trust filter values, and
(3) applying the random forest classifier to compare their
performance in distinguishing the types of users, we identify
which trust attributes can best distinguish expert, domain-
related, and typical users from one another. Most importantly,
we keep our work independent of the subject domain by
performing the same set of experiments in the finance as well
as the politics domain. Moreover, this model can be applied
to other target domains, such as health and entertainment.

The rest of the paper is structured as follows. Section II
discusses the research that uses social media as a predicting
tool in the focus domains of finance and politics. Section III
describes how to categorize user groups, data retrieval, and the
implementation of the trustworthy users differentiation. Sec-
tion IV shows the effectiveness of the proposed method with
different combinations. Section V concludes the contribution
of this work and indicates possible future work.
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II. BACKGROUND

A. Social media predictions in the finance domain
There exists a body of research exploring the power of

crowd wisdom as an indicator or a predictor of certain phe-
nomena. In the finance domain, for instance, high social media
coverage at the stock level can predict high subsequent return
volatility and trading activity [1]. The extracted sentiments of
social media users may be used to predict the stock market [2].
Techniques such as text mining [3] and machine learning are
frequently used to enhance the predicting power of social
media.

For the sake of completeness, we cover some of the most
notable related work that seek to predict stock markets, our
example target domain, albeit with very different methods. A
widely cited work [4] demonstrated how the Twitter mood,
in general, predicts the stock market closing values with
high accuracy. Nassirtoussi et al. [5] tried to predict foreign
exchange markets based on the text of breaking financial
news headlines. Dimpfl et al. [6] studied the dynamics of
stock market volatility using Internet search queries and found
that high stock market volatility can follow high volumes of
Internet searches. Nguyen et al. [7] performed stock market
prediction based on social media analysis as well. Instead of
taking all sentiments into account, they considered only the
sentiments of specific topics of the company to predict stock
price movement to increase the forecast accuracy. Oliveira
et al. [8] sought to predict stock markets through Twitter
posts. Among all the factors, they found sentiment and posting
volume to be particularly important for the forecasting of the
Standard and Poor’s 500 (S&P 500) index.

B. Social media predictions in the politics domain
The politics domain, particularly elections, is another

hotspot for testing the prediction power of social media.
Ever since Twitter started becoming an essential online social
platform, researchers have been exploring its potential of
predicting the election outcome [9]. The 2016 presidential
election of the United States, in particular, brought Twitter
under the spotlight of public attention. Compared to the
Clinton campaign’s strategy, the Trump campaign’s style in
social media points towards de-professionalization and even
amateurism as a counter trend in political communication [10].
Moreover, fake news spreading on Twitter [11], social bots dis-
torting public opinion [12], and even Russian interference [13]
all played roles on Twitter during the 2016 presidential elec-
tion. Therefore, it is critical to distinguish real users from
fraudulent or malicious sources before utilizing social media
as a prediction tool.

The work in [14] showed the distinction among different
types of user groups: typical users, target domain-related users
and experts of specific domains based on the trust attributes.
This work presented the possibility of utilizing social media
as a tool to distinguish the more experienced and possibly
credible users. This work also suggested some tweet-derived
attributes could become promising candidates to differentiate
the trustworthy users in specific target domains.

III. METHODOLOGY

A. User group categorization

For both the finance and politics domain, the users are
categorized based on their level of expertise, involvement,
and reputation to the specific target domain. A more detailed
definition of the three groups of Twitter users for each target
domain is specified below.

1) Finance domain:

• Typical users: The 1% random sampling of all Twitter
users (Also known as the Spritzer version of tweets),
which stands for the baseline among all groups. In this
work, 3000 typical users were randomly selected from
the Spritzer version of tweets.

• Stock-related users: The users who posted at least one
tweet with a reference to the symbols of the stock
market companies, such as $AAPL or $TSLA, during
the sampling period. This user group represents the users
who might have interest in the stock market, while they
may or may not be financial experts. Among all stock-
related users collected in 2020-2021 tweet data, 1000 of
them were randomly selected for this work.

• Financial experts: This group of users is retrieved from
well-known online articles which recommended the top-
notch financial experts to follow on Twitter [15]–[17].
These lists are compiled by their authors or by Wall Street
analysts and journalists, who are traditionally considered
financial authorities. There are 180 recommended finan-
cial experts and all of them were included in this work.

2) Politics domain: To keep the consistency between differ-
ent target domains, the definitions of three groups of Twitter
users were similar to the ones defined in the finance domain,
which are shown below.

• Typical users: The same 3000 users set as the finance
domain.

• Politics-related users: The users who posted tweets with
hashtags of the candidates, during the sampling period.
1000 of them were selected in the same manner as stock-
related users.

• Political experts: Following the same concept as the
financial experts, the political experts were recommended
by online articles regarding the specific expertise [18]–
[24]. There are 119 recommended political experts and
all of them were included in this work.

B. Twitter data retrieval

The list of typical users was randomly selected from the
“Spritzer” version of tweets. The lists of two domain-related
(finance and politics) users were collected from the same
dataset with previous defined requirements. The lists for ex-
perts were recommended by the sources mentioned previously.
After the list was established, all tweets posted by the listed
users were then downloaded using a Python library named
“tweepy.” The sampling period was from November 1st 2017
to October 31st 2021. The tweets were then divided into 8
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segments, each of which contains half-year-long tweets, and
trust attributes which will be introduced in the next section.

C. Tweet-retrieved trust attributes

We derive a set of trust attributes retrieved from tweets
for each user and use the trust attributes as indicators of
the trustworthiness of users. Here, an attribute refers to a
user, text, or social connection information of a single social
media user. 16 trust attributes (shown in Table I) are selected
based on the analysis of previous research [14] which include
tweets content, Twitter user information, and social network
structure. The trust attributes we chose are neutral, suitable for
universal purpose across all domains and do not require any
specialized retrieval technique to calculate the attribute for a
user. The expertise score is determined by the “keywords” of
the corresponding target domain. In the finance domain, the
keywords are defined as stock symbols, which is the same
as the definition to retrieve stock-related users. In the politics
domain, the keywords are sets of frequently used election-
related hashtags among political-related users. Those tweets
containing keywords are counted as domain-related tweets.

Trust attributes were calculated semiannually from each
user’s tweets. Therefore, at most 8 sets (2017∼2021 and twice
per year) of trust attributes could be possessed by a single
user from the time frame we sampled. The time series of trust
attributes represents the change of user behavior in time, which
means that by analyzing and understanding how trust attributes
change with time, we should be able to forecast the future
behavior of each user.

D. Time series analysis

To predict the future trust attributes based on historical
data, first we must identify the requirements. The forecast
model should be able to forecast multiple trust attributes from
multiple historical trust attributes. Here, we assumed trust
attributes could be influenced by other trust attributes, which
should be self-explanatory. Attributes like Avg len tweet and
Avg n word tweet are highly related to each other, as are
Len per word. Many other trust attributes may have implicit
influence on others, like Followers count and Retweet ratio.
However, it is extremely difficult for the classic time series
forecast to train a single model that can predict several targets.
Not to mention that the short length of data history and huge
quantity of users which will require gigantic computation
efforts, might provide only mediocre predicting accuracy.
Slicing more time frames to the same period of time might
be a solution, but since the sampling database was ”Spritzer”
version as explained in Section III-B, the tweets generated
from a single user in a short period of time could be sparse.
If the trust attributes were calculated quarterly or monthly, the
majority of users would have merely 1, 2, or even no tweets
in most of the time slots.

To mitigate the above-mentioned problems, instead of uti-
lizing traditional time series forecasting methods, this work
applied the Random Forests (RF) time series model. There

are several advantages for using the RF time series model
than other methods of time series forecasting.

• Handles non-linear time series data: many popular classic
time series forecasting models such as AutoRegressive
Integrated Moving Average (ARIMA) assume linear re-
lationships between variables [28]. However, in the real-
world case, many data sets are non-linear and hence
require complicated preprocessing of the data to guar-
antee linearity. This increases the overall complexity
of the computation, especially when more variables are
considered. On the other hand, RF can handle both linear
and non-linear variables well.

• Does not require long historical data: the RF model does
not require long continuous time series data, since it only
needs the length of predefined lag variables, which is
flexible. The lag was set to be 1 in the experiment.

• Decision trees are a great fit to simulate individual
user’s behavior: RF is an ensemble learning method. For
each individual user, it is not essential for the model
to perfectly forecast trust attributes. What we need is
the forecast of trust attributes to have high accuracy
macroscopically, i.e., the forecast attributes have high
accuracy in each user group.

• Generates multiple outputs with only one trained model:
Python sklearn library supports multiple-outputs fitting
in a single model. This is extremely beneficial to this
work because it is not just one variable, but 16 variables
are being predicted. By training only one model, the
computational efforts can be hugely decreased.

To train the RF time series forecasting model, we first
converted time series data into supervised learning data. Only
users with at least 4 recorded active postings out of 8 time slots
were included. There are 902 users in the finance domain ( 547
typical users, 260 stock-related users, and 95 financial experts)
and 967 users in the politics domain ( 547 typical users, 376
politics-related users, and 44 political experts). The last time
slot was used to test the overall prediction accuracy. Therefore,
with lag variable setting to be 1, each user could have at least
2 training sets. The number of estimators (decision trees) was
5000. The result will be shown in Section IV.

E. Random forests classification

Different from random forests time series forecast in the
previous section, the random forest classification here is used
to test the capability of the RF time series forecast to enhance
the classification accuracy. To avoid ambiguity, the following
section will use the acronym RF-T for random forests time
series model and will refer to random forests classification
model used to distinguish user groups as RF-C.

Trust attributes were tested having the capability to distin-
guish between user groups [14]. In this paper, we further tested
their capability by training RF-C with different combinations
of various historical data and the forecast data made by RF-T.
The RF-C models were trained by the following datasets.

• T−1: One time step before the latest set of trust attributes
T.
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TABLE I
THE DEFINITION OF TRUST ATTRIBUTES.

Trust attributes Definition From previous work
Expertise score Ratio of tweets which is domain related [25]
Statuses count Total number of posted tweets in user history [25], [26]
Followers count Number of followers of a user [25]–[27]
Friends count Number of friends of a user [26], [27], [27]
Avg len tweet Average tweet length in characters per tweet [26]
Avg n word tweet Average number of words per tweet [26]
Avg hashtag Average number of hashtag symbols per tweet [25]–[27]
Avg tweet URL Proportion of tweets containing URLs [25]–[27]
Avg tweet question Proportion of tweets containing “?” [26]
Avg tweet exclamation Proportion of tweets containing “!” [25], [26]
Avg tweet uppercase Proportion of tweets composed by upper-case letters [26]
Retweet ratio Proportion of retweets in user’s posts [26]
Len per word Average length of words among all tweets [25]
Avg retweet Average number of retweets a user received per tweet
Favorite per retweet Average number of favorites received per tweet
Len per word Average length of characters per word

• T−1−→−3: 1, 2, and 3 time steps before the latest set of
trust attributes T.

• T−1 + TForecast: T-1 and the forecast of T .
• T−1−→−3+TForecast: 1, 2, and 3 time steps before T and

the forecast of T.
The latest set of trust attributes T were used as testing sets

to verify the accuracy of RF-C in each combination.

IV. EXPERIMENT RESULTS

A. Random forests time series forecast

Based on historical trust attributes, RF-T can forecast
the future trust attributes of users with great accuracy. For
trust attributes having high time-dependency, such as Follow-
ers count (Fig. 1), the forecast values are close to actual
values. As for trust attributes with lower time-dependency,
such as Avg len tweet (Fig. 2), the predicting error tends to
be more.

For a baseline comparison, we applied trust attributes one
time step before T, which is T−1, as a simplified guess of T.
Table II shows Root Mean Square Error (RMSE) of all trust
attributes when using T−1 and TForecast as a comparison to
T. For both domains, TForecast has a better RMSE than T−1.
This shows the probability of using RF-T to forecast trust
attributes.

B. Use time series forecast to enhance social media user
classification

Fig. 3 to Fig. 6 highlight the quality of trustworthiness
forecast predictions offered by the proposed RF-T method for
the finance and the political domains using four training sets.
These experimental results report on (1) accuracy measured
by the ratio of correct predictions to total predictions and
(2) “Area Under the receiver operating characteristic Curve”
(AUC), measuring the overall quality of the proposed trust
filters (attributes) in predicting classifications of user trustwor-
thiness. A number of decision trees (estimators) were tested
from 10 to 1000.

Considering the small difference in RMSEs in the finance
domain between T−1 and TForecast, it is interesting to see
how TForecast improved the RF-C model, especially regarding
AUC. It is also worth mentioning that no matter with or
without adding TForecast, T−1−→−3 provides worse accuracy
and AUC than T−1. The reason might be that adding older data
to train RF-C ends up disrupting the model because outdated
data cannot correctly represent the latest trend.

Another observation is that for some cases, adding TForecast

to the training sets did not increase accuracy and AUC. Our
explanation is that, when the accuracy or AUC is high enough,
adding TForecast could not enhance the performance since it
is already saturated. If we change the classification targets to
a different set of users instead of the same set of users, the
potential of the enhancement might be better expressed.

Table III and Table IV provide the detailed values of
accuracy and AUC when the estimator is 500. We can see
that, once accuracy is over 0.95, there is no big difference
regarding the addition of TForecast.

TABLE II
RMSE OF T−1 AND TForecast .

T−1 TForecast

Finance Domain 1391 1336
Politics Domain 11872 2848

TABLE III
ACCURACY AND AUC OF FOUR COMBINATIONS OF TRAINING SETS FOR

THE FINANCE DOMAIN WHERE THE NUMBER OF ESTIMATORS IS 500.

Accuracy AUC
T−1 0.9688 0.9078
T−1 + TForest 0.9673 0.9199
T−1−→−3 0.9247 0.8543
T−1−→−3 + TForecast 0.9558 0.9089
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Fig. 1. Comparison of T and TForecast in Followers count in the finance
domain.

Fig. 2. Comparison of T and TForecast in Avg len tweet in the finance
domain.

Fig. 3. Accuracy of four combinations of training sets for the finance domain.
The number of estimators ranges from 10 to 1000.

Fig. 4. AUC of four combinations of training sets for the finance domain.
The number of estimators ranges from 10 to 1000.

Fig. 5. Accuracy of four combinations of training sets for the politics domain.
The number of estimators ranges from 10 to 1000.

Fig. 6. AUC of four combinations of training sets for the politics domain.
The number of estimators ranges from 10 to 1000.

TABLE IV
ACCURACY AND AUC OF FOUR COMBINATIONS OF TRAINING SETS FOR

THE POLITICS DOMAIN WHERE THE NUMBER OF ESTIMATORS IS 500.

Accuracy AUC
T−1 0.9848 0.9291
T−1 + TForest 0.9865 0.9404
T−1−→−3 0.9221 0.8383
T−1−→−3 + TForecast 0.9481 0.8970
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V. CONCLUSION

This work concentrated on developing and evaluating trust
filters, measurable trust attributes of social media users that
may be able to predict their level of trustworthiness. In this
paper, we investigated two target domains, politics and finance,
on Twitter. We split social media users into three different
groups: typical, domain-related, and expert users. The list of
experts was distilled from reputable online sources outside
social media. A list of trust attributes was selected, shown
to be effective by previous work, as proposed trust filters.
We measured the value of these established and proposed
trust attributes for Twitter users and generated the distribution
of each trust attribute for each of the three user types. The
random forest regressor for time series forecast (RF-T) is
applied to provide better direction of distinguishing users. We
applied the random forests classification algorithm to gauge
the effectiveness of trust filters in classifying user types. The
results show that, with the addition of RF-T predicted trust
attribute values, there is a marked improvement in predic-
tion accuracy and the ability to predict the classification of
a user’s trustworthiness (Area under the receiver operating
characteristic curve, AUC). Our work paves the way for
improving the quality of information extracted from social
media by focusing on users’ trustworthiness and increasing the
reliability and utility of this data to explain phenomena, help
with decision making, and even predict trends. One possible
future work might be using the proposed method to find out
more trustworthy users, and extracting users’ opinions to make
a prediction on certain domains. By comparing the predicting
power with other user sets, we can appreciate the effectiveness
of this method.
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Abstract—A robot needs to have adequate Artificial Intel-
ligence (AI) support for operating as a human co-worker,
making its behaviour flexible and autonomous. Applications and
development methodology for collaborative robots (cobots) differ
substantially from the norm of traditional robot applications
marked by pre-programmed, repetitive tasks with well-defined
behaviours and little or no autonomy on the part of the robot.
We present a modular solution for application development
for cobots. Intelligent workspace monitoring, motion planning,
and re-planning make for essential solution components. Our
solution incorporates safety by design, imparts the robotic arm
a partly autonomous behaviour and is a step in the direction of
collaborative interactions with the arm. We implement perception
and planning as separate modules and demonstrate how these
modules integrate. The main focus of the work is the motion
planning component, developed in Robot Operating System
(ROS) and MoveIt. The proposed framework can receive multiple
goal points, monitor safety thresholds, and account for many
humans in the workspace modelled as dynamic obstacles. In
particular, we show path planning with obstacle avoidance and
report some performance measurement results of different built-
in planning algorithms.

Index Terms—collaborative robots, motion planning, sampling-
based planning, MoveIt.

I. INTRODUCTION

Several industries employed robots to improve produc-
tion volumes and acquire better precision and accuracy in
the overall production process. Traditional industrial appli-
cations (between the 1960s through 1990s) used robots for
simple repetitive tasks with well-defined, pre-programmed
behaviours. From the 2000s onwards, the development of
robotic technology is driven primarily by advancements in the
industrial Internet of Things (IoT) sensors [1][2], industrial
wireless communication protocols [3], and software, in partic-
ular, AI techniques such as Machine Learning (ML), to make
robots more autonomous. McMorris [4] and International
Federation of Robotics (IFR) [5] nicely outline important
milestones in technology development for robots. Typically,
a sequence of steps makes up an industrial process. Along the
process, human-robot interaction happens at defined points,
for instance, when loading or unloading items. Such cases
present obvious hazards due to the size of the robotic arm and

proximity of the human [6]. Typical industrial environments
confine robots to separate operation spaces isolated from
human workers and bring robot operation to a halt if a human
enters this space [7][8], safety being the primary concern.

A notable transition aims to position robots as co-workers
for humans. While robots have proven efficient with haz-
ardous, unpleasant or repetitive jobs, a complex process calls
for creative thinking, flexibility, decision making or adaptabil-
ity where the human role becomes crucial. When placed side-
by-side with humans, we need to equip robots with strong AI
making their behaviour nearly as skilful and flexible as that
of humans. We call this approach Human-Robot Collaboration
(HRC) [9]. To that end, we have cobots or collaborative robots
that include some integrated safety features, such as force-
limited joints and smooth surfaces to minimise impact hazards.
Computer vision or similar techniques [10][11] that detect the
presence of humans in the environment make for an essential
component of the application developed for cobots. Most
works on collaborative interactions concern safety aspects.
Rybski et al. [11] and Bdiwi et al. [12] identify zones based on
human position in the co-space and choose a safety operation
accordingly. The work in [10] turns a standard industrial robot
into a human-safe platform. It uses Light Emitting Diode
(LED) markers for actors in the workspace and thus poses
limitations for scalability and the presence of arbitrary persons
in the co-space. Safety being a baseline, our work further
explores task distributions using hierarchical task models and
is promising for large industrial settings.

We present a modular solution that incorporates safety by
design, imparts the robotic arm a partly autonomous behaviour,
and is a step towards collaborative interactions with the robotic
arm. We develop the work, in particular, for Universal Robot
manipulator UR5 [13]. Implementation is carried out within
ROS [14], using the motion planning framework MoveIt [15].
We define distinctly task planning and path planning. We
assume that target scenarios comprise specific task objectives
that we can discretize in granular operations. A task planner
automatically generates a graph (i.e., a hierarchical task model)
in which nodes constitute sub-tasks or atomic operations [16].
Thus, it encapsulates the different operation sequences that
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can fulfil a given task objective (root node of the graph).
If the operation’s actor is the robot, the task planner will
input the specific coordinates that the path planner employs
to compute a correct robot motion. For implementation, we
divide the activity into two parts, namely, perception and
planning. Perception provides the requisite vision information
to the system about the robot workspace and the available
objects, i.e., objects to manipulate, obstacles or humans. It
already encapsulates the task planning referred to earlier. Path
planning refers to robot motion planning that will take it
to a target point while avoiding collision with workspace
objects. We have decoupled the system making perception
and path planning separate modules. The path planner uses
the information provided by the perception module and guides
the movement of the robotic arm to the target position. The
work reported in this paper, in particular, encompasses mo-
tion planning. Having perception available as an independent
module takes off the significant computational effort of the
path planner. Conducting perception offline allows planners to
process the workspace more efficiently. Fig. 1 shows a high
level relationship of the main system components.

The presented work concerns industrial robotic arms or so-
called manipulators. In particular, the proposed ideas apply to
trajectory planning of UR5. The contributions of the paper are
as follows:
(a) We provide an overview of the collaboration approach

highlighting some aspects in which it differs from other
works.

(b) We describe in detail the development steps of the
motion planning component of our solution within ROS
and MoveIt and provide some results that validate the
implementation.

The rest of the paper is organized as follows. In the
following section, we describe the tools and frameworks in
which we have developed our solution. Section III presents
the solution approach, i.e., how different modules integrate.
In Section IV, we detail the development steps of our method.
Section V presents some results from the implementation, in
particular, the motion planning. Finally, in Section VI, we
conclude the paper and indicate some future work directions.

II. TOOL SUPPORT FOR DEVELOPING A MOTION PLANNING
APPLICATION

In this section, we overview the main tools and framework
used to develop the motion planning for the robotic arm.

A. Robot Operating System (ROS)

ROS provides a flexible platform for writing software for
robots. Over the years, robot hardware, applications, and
capabilities have significantly grown. A typical robotic system
is complex, often combining several components that incor-
porate cameras, laser scanners, and odometry information.
A functional robot system must include code for sensing,
coordinate transforms, trajectory planning, navigation, hard-
ware abstraction, control and more. For individual engineers,
it becomes very challenging to cover each aspect of robot
software development and then seamlessly integrate it into a
complete system. ROS manages this complexity efficiently by
providing tools, libraries, and open packages for standard robot
functionality, allowing developers to reuse existing code from
the available repositories and focus on their project-specific
features. Such an approach lends fast and easy development
of working prototypes for testing and experimentation in a
simulated world, saving cost and time. Hardware interfaces
allow running the program on the real robot. ROS supports
C++ and Python for its API and Linux (Ubuntu) as its
platform.

Within ROS, roscore is the system core providing a
collection of nodes and programs. roscore contains three
main functional module suits, which are ROS Master,
Parameter Server and rosout logging node. The Mas-
ter provides name registration and lookup for the rest of
the nodes. The Parameter Server is a global key-value store
through which nodes can share configuration information.
node is the smallest unit of computation within ROS, i.e.,
an executable process. An application may distribute its
functionality across several nodes. ROS maintains a peer-
to-peer computation graph of ROS nodes which send and
receive messages over named channels called topics. A
package is the basic unit of ROS. It has the minimum
structure to develop an application. It contains the application-
specific configurations and launch files that allow running
nodes from the same package and other packages. Concerning
communication, there are different possibilities, i.e., topics,
services, or actions. Topics follow a publish-subscribe model
of asynchronous communication. Nodes publish to a topic to
send a message and subscribe to it to receive a message;
sender and receiver are decoupled. Service follows a request-
response paradigm where communication is bi-directional and
synchronized. The service client requests a service and the
server responds to the request. Action is similar to service,
however, it is used when the requested objective takes a long
time to complete and intermediate feedback is necessary. The
communication is asynchronous in this case (Fig. 2).

B. MoveIt

MoveIt is a set of software packages with specific capa-
bilities for mobile manipulation, such as kinematics, motion
planning and control, 3D perception and navigation. MoveIt
runs on top of ROS and builds on the ROS messaging
and build systems, and uses some of the common tools in
ROS, e.g., the ROS Visualizer (RViz) and the Unified Robot
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Fig. 2. ROS core communication system, and different message
communication modes between nodes (adapted from [17]).

Description Form (URDF). It uses plugins for most of its
functionality; motion planning (Open Motion Planning Library
(OMPL) [18] ), collision detection (default: Fast Collision
Library (FCL) [19], and kinematics (default: OROCOS Kine-
matics and Dynamics Library (KDL) for forward and inverse
kinematics for generic arms. A motion-planning framework
such as MoveIt aims to lower the barrier of entry to robotic
software. Additional to the underlying principle of code reuse
and easy customisation as in ROS, MoveIt has specific design
goals [20] primarily addressing the user-base without the
breadth of knowledge to customise each toolchain with the
right parameters or where time, effort or expertise needed
to integrate different software components into the robot are
considerable.

III. PROPOSED APPROACH - AN OVERVIEW

Our solution to collaborative motion planning comprises
three phases, namely perception, pre-planning and planning
phases. The perception and pre-planning phases involve scene
acquisition, voxelization of the workspace and generation of
atomic operations. The planning phase is the focus of this
work, which involves building collision-free paths between
given start and goal positions. Fig. 3 presents the overall
architecture of the motion-planning solution for collaborative
environments.

The output of the perception phase is a voxel grid. A voxel
represents a value on a regular grid in three-dimensional space,
useful for many applications such as Dynamic Roadmaps [21]
to create a mapping from an area in the workspace to states
in the configuration space. For efficient path planning with
obstacle avoidance and considering a collaboration scenario,

an intelligent monitoring system is inevitable [22][23]. The
present work uses the monitoring solution in [22]. We integrate
the voxel-based grid with the motion planner. The voxel-based
grid renders the entire scene of the collaborative environment
as a grid composed of cubes with a given dimension, known
as voxels. We can describe the granularity of the grid with the
size of one side of the cube. The resolution can be set higher
or lower by choosing the dimension of the unit cube in the
grid, i.e., for a higher resolution, we choose a smaller size of
the voxel, thus corresponding to more voxels in the grid, and
vice versa. The pre-planning phase can produce voxel grids
with varying degrees of information. A simple voxel grid is the
occupancy voxel grid, which will set a voxel 1 or 0 depending
if the corresponding workspace is free or occupied.

A. Mapping voxels to the system coordinates

A complementary framework loads the voxel grid into a
3d array within the planning solution in ROS and allows
us to access the position of each voxel. Fig. 4 shows an
overview of the approach. When the information is available,
we segment regions of interest in the workspace, i.e., obstacles
or humans. Corresponding voxels to such objects are occupied
in the grid. With the distinct regions available, we can use
specific algorithms to create bounding shapes around them,
e.g., bounding boxes or spheres. ROS / MoveIt needs key
dimensions, i.e., for a sphere it needs its radius and centre
point, to render objects of interest in the simulation or real
tests. Within MoveIt, we can calculate each point on the
robotic arm and in the workspace in reference to the planning
frame, which is the frame of the base-link of the arm, and
its origin is at position (0, 0, 0). In robotics, this frame is often
referred to as the world frame. With this information, and
knowing the dimensions of individual voxels and the hyper-
cube that represents the complete voxel grid, we map the
goal positions and obstacle positions from the voxel grid into
the MoveIt so that we can test path planning with obstacle
avoidance in real environments.

We define two structures, one representing a voxel-point
vp in the grid V G. The other structure represents a point rp
that we use to specify the position of any object within ROS,
so-called real-point. The notion vpi(x) gives the value of x
coordinate for ith voxel-point. Similarly, rpj(y) provides the
value of y coordinate for a real-point j. Let sz denote the
voxel size in the given V G, and let lx, ly, lz indicate the lower
limits on the voxel grid. Then, we can find the value of the
real coordinate points for a given voxel point, as shown in
equations (2)-(4). Considering that coordinates are expressed
in meters, we divide the final result by 100 in each case.

vp = (x, y, z) (1)

rpj(x) =


lx, if vpj(x) = 0

lx+ vpj(x)× sz

100
, otherwise

(2)
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Fig. 3. Path planning solution architecture and module relationship.
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Fig. 4. An overview of the preliminary approach for integration of
voxel grid within the planning solution.

rpj(y) =


ly, if vpj(y) = 0

ly + vpj(y)× sz

100
, otherwise

(3)

rpj(z) =


lz, if vpj(z) = 0

lz + vpj(z)× sz

100
, otherwise

(4)

In dynamic scenarios, the scene can change over time, and
the robotic arm must be able to plan accordingly. We can
input fresh voxel grids to the planning program with a certain
frequency. The refresh rate of the voxel grid depends on the
response time of the previous planning query. Currently, we
are looking into solutions to address this issue.

IV. DEVELOPMENT OF THE MOTION PLANNING SOLUTION

We detail the main steps required for manipulator con-
trol with ROS, including developing a model of the robot’s
physical structure, publishing coordinate transforms data and
applying standard algorithms, such as path planning. We have
used ROS industrial repositories of UR5 [24], in particular,
ur_modern_driver [25] to control the actual robotic arm.

A. Modeling the workcell with URDF

URDF is an XML format to describe the robot model in
ROS. The principal components describing a robot model are
the joints and links. The link component outlines the body
by its physical aspects (dimensions, position of origin, colour
etc.), and the joint describes the kinematic properties of the
connection (axis of rotation, type of joint, connected links
etc.). A joint connects two links, a parent link that precedes the
joint and a child link that follows the joint. Such a topology
makes a tree structure, where each link has precisely one
parent, but can have multiple child nodes.

For the robot to move, we set the joint type as revolute
and specify the axis around which the following child link
will rotate. The visual tag in the urdf file lends a visual
appearance to the respective element in the simulator. The
visual representation of an element could be specified by
primitive geometric shapes such as a box or a cylinder or
by using carefully created meshes such as COLLAborative
Design Activity (COLLADA) models. The urdf model of
UR5 used in this work uses meshes for defining visual com-
ponents. In particular, the urdf model describes parts of the
robot that do not change over time. Some examples include
the topology, the relation between links and joints, and the
complete link tree. Listing 1 shows part of the urdf model
of the UR5 robotic arm. The information in the urdf does
not depend on the robot 3d position. For the ROS system to
know about the robot model, a launch script loads the urdf
file to the Parameter Server; robot_description
is the name of the ROS parameter where the urdf file is
stored on the Parameter Server. This format allows us
to model other objects in the workspace, such as the table
where the robotic arm is mounted.

<link name="base_link">
<visual>
<geometry>
<mesh filename="package://ur_description/

meshes/ur5/visual/base.dae"/>
</geometry>
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<material name="LightGrey">
<color rgba="0.7 0.7 0.7 1.0"/>

</material>
</visual>
...

</link>
<joint name="shoulder_pan_joint" type="revolute">

<parent link="base_link"/>
<child link="shoulder_link"/>
<origin rpy="0.0 0.0 0.0" xyz="0.0 0.0

0.089159"/>
<axis xyz="0 0 1"/>

<limit effort="150.0" lower="-6.28318530718" upper
="6.28318530718" velocity="3.15"/>

<dynamics damping="0.0" friction="0.0"/>
</joint>

Listing 1. Part of UR5 urdf file.

We can use a command line tool check_urdf to check the
model validity. This tool attempts to parse the file and either
prints a description of the resulting kinematic chain or an error
message. Fig. 5 shows the output after running check_urdf
on the UR5 urdf model.

test.txt Thu Jan 05 14:31:43 2023 1

robot name is: myworkcell

---------- Successfully Parsed XML ---------------

root Link: world has 1 child(ren)

    child(1):  table

        child(1):  base_link

            child(1):  base

                child(1):  tool0_controller

            child(2):  shoulder_link

                child(1):  upper_arm_link

                    child(1):  forearm_link

                        child(1):  wrist_1_link

                            child(1):  wrist_2_link

                                child(1):  wrist_3_link

                                    child(1):  ee_link

                                    child(2):  tool0

Fig. 5. The link tree of UR5 manipulator mounted on a flat surface
’table’.

B. Creating the MoveIt pacakge based on URDF

The MoveIt Setup Assistant (MSA) provides a graphical
user interface for configuring a robot with MoveIt. It can
automatically set up the task pipeline for producing an initial
configuration quickly. Its main functions comprise generating
a Semantic Robot Description Format (SRDF) file, creating the
collision matrix of the robot and defining the planning groups.
The robot model URDF (section IV-A) is a prerequisite for the
MoveIt setup assistant. The configurations set by the assistant
include a self-collision matrix, planning group definitions,
robot poses, end effector semantics and virtual and passive
joints list. The first step of the Setup Assistant (SA) is the
generation of a self-collision matrix for the robot used in future
planning to speed up collision checking. This collision matrix
encodes pairs of links on a robot that we can safely discard
from collision checking due to the kinematic infeasibility of
a collision. We have modelled a flat table surface into the
work cell. The collision matrix, calculated at the initial step,
will now find which links are in collision accounting for the
table. Hence, the generated plans at runtime will only be made
in the reachable workspace, making the planning faster and
correct. The user can provide information on different motion

planning aspects in a step-by-step process. Virtual joints attach
the robot to the world. Planning groups semantically describe
parts of the manipulator, i.e., what constitutes a gripper or
which joints and links comprise an arm. MoveIt plans for a
group considering only the joints that belong to that group.
MSA allows adding certain fixed poses of the manipulator. We
can define query positions as the initial and goal configurations
of the manipulator, and end-effectors can be labelled. In the
last step, the MSA generates several configurations and launch
files that can be used inside a ROS package.

C. Planning and algorithms integration

On the planning side, we use MoveIt to integrate state-
of-the-art sample-based motion planning algorithms in our
solution. Using the motion planning APIs of MoveIt, the
MoveGroupInterface, we have implemented and tested
simple motions of the robotic arm. In particular, we can specify
either pose goals or joint-space goals. Pose goals define the
end-effector position in 3-d cartesian coordinates, whereas a
joint-space goal identifies a distinct final configuration for the
joints (given by individual joint angles). For both cases, we
can plan the movement of the robotic arm to the desired
goal. These tests have been done within the graphical sim-
ulator RViz and on the UR5 robotic arm. The Kinematics
solver and planner algorithm are the main components of a
motion-planning solution. MoveIt has built-in support for this
functionality; it uses plugins for computing kinematics and
path planning, Open Motion Planning Library (OMPL) [18]
for motion planning, and Kinematics and Dynamics Library
(KDL) for forward and inverse kinematics. In recent tests,
we have used trac_ik inverse kinematics solver [26] that
performs better in terms of its speed and success rate of
finding a solution (in a set of 10000 random tests, it was
10% more successful and solving time was about half than
KDL, on average [27]). In the OMPL library, we have ran-
dom sample-based planners such as Probabilistic RoadMaps
(PRM), Rapidly Exploring Random Trees (RRT), RRTConnect
etc. We have tested with PRM and RRTs in our work. The
framework allows us to add collision objects (obstacles) to the
workspace. Collision objects are geometric primitives such as
a box or a cylinder that we can easily define through their key
dimensions and 3d position. In this case, the planned trajectory
will avoid the obstacle or report failure when it cannot reach
the target configuration.

We organize different nodes into a launch file to run the
system. In Listing 2, we see an excerpt of the main ROS
launch file of the system.

<launch>
<rosparam command="load" file="$(find

liu_moveit_config)/config/joint_names.yaml"/>
<arg name="sim" default="true" />
<arg name="robot_ip" unless="$(arg sim)" />
<include file="$(find liu_moveit_config)/launch/

planning_context.launch" >
<arg name="load_robot_description" value="true"

/>
</include>
<group if="$(arg sim)">
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<include file="$(find industrial_robot_simulator)
/launch/robot_interface_simulator.launch" />

</group>
<group unless="$(arg sim)">
<include file="$(find ur_modern_driver)/launch/

ur5_bringup_compatible.launch" >
<arg name="robot_ip" value="$(arg robot_ip)"/>

</include>
</group>
<group if="$(arg sim)">
<node name="robot_state_publisher" pkg="

robot_state_publisher" type="
robot_state_publisher" />

</group>

...

...

</launch>

Listing 2. moveit_planning_execution.launch file to
bring up UR5.

V. EVALUATIONS

In this section, we report the results from system execution.
In particular, we present an analysis of the nodes’ communi-
cation graph, the performance of different planning algorithms
and an experiment with path planning and obstacle avoidance.

A. ROS computation graph

The program can be tested in RViz as well as on the robotic
arm by simply setting sim:=true or false in the following
command which launches the main script from Listing 2.

roslaunch liu_moveit_config
moveit_planning_execution.launch
sim:=false robot_ip:=192.168.0.103

Besides Listing 2, we run other nodes, i.e., for publishing
goal positions, or the coordinate points of the bounding boxes
for dynamic obstacles such as humans. Fig. 6 shows the
ROS graph of our application. The developed motion planning
node CMotionPlanner receives a target pose on topic
sp1_pose, whereas, it receives coordinates for the human
bounding box on topic chatter. The primary node provided
by MoveIt is the move_group node which serves as an in-
tegrator pulling individual components together. It loads three
kinds of information from ROS param server: URDF of
the work cell in robot_description parameter, SRDF
of the work cell in robot_description_semantic
parameter, and different configurations created by MSA for
kinematics, trajectory control. ur_driver node publishes
the real-time joint states on /joint_states and robot_-
state_publisher converts the /joint_states mes-
sages to corresponding /tf messages. It looks at the urdf
of the robot and listens on the joint_state messages.
It then calculates where each link of the robot is and then
broadcasts it to the rest of the system on tf, which is sub-
scribed by move_group too. Thus, it handles the common
task of computing forward kinematics. Finally, the move_-
group node talks to the controller on the robot using the

TABLE I. PERFORMANCE OF DIFFERENT ALGORITHMS.

pose goal joint-space goal
algorithm states time (s) states time (s)

no obstacle

PRM 1412 5.002649 1417 5.005281
PRMstar 868 5.001812 847 5.004916

RRT 12 0.039855 11 0.042702
RRTstar 2159 5.002191 2227 5.009980

RRTconnect 4 0.034107 7 0.035261

obstacle

PRM 1552 5.003105 1568 5.002542
PRMstar 992 5.009589 972 5.013361

RRT 10 0.042280 26 0.062595
RRTstar 1856 5.024425 1792 5.001743

RRTconnect 5 0.028506 6 0.034078

FollowJointTrajectoryAction interface by publish-
ing a goal point on follow_joint_trajectory/goal.

B. Planning with obstacle

In this experiment, we use the PRMstar algorithm. We
consider a pose goal given by the configuration vector
{−0.1304, 0.43455, 0.19730, 1.41,−2.46,−4.88} where the
first three elements indicate the position and the last three
indicate the orientation of the end-effector. We test the motion
of the UR5 arm to this goal configuration in the presence and
absence of an obstacle. The obstacle is a human bounding
box with the following vertices’ coordinates (0.046, 0.95, 0.6),
(0.046, 0.48, 0.6), (0.046, 0.95,−0.59), (0.046, 0.48,−0.59),
(−0.03, 0.95, 0.6), (−0.03, 0.48, 0.6), (−0.03, 0.95,−0.59),
(−0.03, 0.48,−0.59). Fig. 7 shows the results for this test.
Fig. 7 (a) depicts the case with no obstacle and start (yellow)
and goal positions of the robotic arm. In Fig. 7 (b), we see the
path trail that UR5 follows to reach the goal position in the
absence of an obstacle. Fig. 7 (c) and (d) show the collision
object in the workspace and the path trail. Notice that the arm
follows a different path to avoid the obstacle. For case (b), the
algorithm creates 808 roadmap states and the solution is found
in 4.998913s. For cases (c) and (d), the algorithm creates 835
roadmap states and the solution is found in 5.014565s.

C. Performance of planning algorithms

We measure the performance of some sample-based motion-
planning algorithms, namely PRM, PRMstar, RRT, RRTstar,
and RRTconnect. Similar to the last experiment, we consider
two cases, i.e., with and without an obstacle. Table I lists
the results. RTConnect performs the best with the minimum
number of states in all the experiments. RRTConnect uses two
RRTs, one rooted at the source and another rooted at the goal
point, and seeks to grow both trees until they get connected,
thus finding the path. This methodology leads to faster solution
time.

VI. CONCLUSIONS AND FUTURE WORK

Application development for robots is a challenging task
with several dimensions, i.e., motion planning, scene acqui-
sition, and control. A modular approach can cope with such
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Fig. 6. rqt_graph view of the nodes and topics involved in actuating the model.

complexity. We showed how we could combine independently
developed components namely perception and planning. In
particular, we showed how we modelled the proposed solution
architecture. ROS is a popular platform that offers open-source
packages for different aspects of robot software development.
We detailed the steps required to model a motion planning
application within ROS and its motion planning framework
MoveIt. Since the planner is not responsible for mapping
free and occupied spaces, there is an efficiency benefit,
especially for static scenarios. The paper focused on the
motion planning aspect. We presented the ROS communication
graph of the running system, validating the presence of all
system components as indicated by respective nodes and their
communication topics. For space limitation, we did not present
additional capabilities of our solution, e.g., safety tracking
and re-planning. Our results showed that the manipulator
successfully adapts the trajectory in the presence of obstacles.
Due to its unique strategy for exploring configuration space,
RRTConnect performed better as a path planner in different
test cases.

A complete work cell can be modelled in a urdf, containing
the static objects. Thus, all the modelled objects are checked
when generating a self-collision matrix. At run-time, the
configuration space to be checked when planning trajectories
is smaller, and hence the faster solution. This will be part of
future work. We also plan to prepare a case study based on a
collaborative assembly operation that involves all components
of our proposed approach and demonstrates its efficacy.
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Abstract—An agent working on tasks with tight deadlines must
be cognizant of the passage of time and perform effective actions
that would let it complete its tasks on time. Avoiding actions that
do not contribute towards task completion is desirable; executing
actions whose post-conditions are already met might not help in
completing the task at hand. Moreover, repeating an action after
post-conditions become true can be a wasted effort that affects
the ability of the agent to complete its tasks. In this paper, we
explore several sets of axioms that can be used by a time-situated
agent for avoiding repeated actions. We also examine how the
agent’s knowledge temporally evolves while using these axioms
for a time-constrained task and illustrate how these axioms affect
task performance on a target search task.

Index Terms—active logic, action-selection axioms, agent rea-
soning.

I. INTRODUCTION

Over the span of an agent’s lifetime, its knowledge changes
based on its actions and perceptions. These changes, in turn,
impact the decisions of the agent, influencing future actions
and outcomes. When agents have a repertoire of actions at
their disposal, there is a decision involved regarding which
of the possible actions should be done and which should be
avoided. Knowing whether an action has been previously tried
and whether the post-conditions of the action hold true can
help the agent decide whether to redo that action.

All actions whose preconditions are met are possible actions
that can be executed, but not all of those actions will lead the
agent toward a goal state. Particularly, performing the same
action that has already been tried may not lead to a different
outcome. A smart agent would take actions that steer it towards
its goals, which in many cases would be the actions whose
post-conditions are not met and are related to the goal. After
executing an action once, if the post-conditions are true, a
smart agent would avoid said action as constantly repeating
the same action that has the post-conditions already met may
not take the agent closer to its goal.

Besides, doing and redoing actions takes time; the clock
is still running when performing futile actions. When agents
work on tasks with tight deadlines, time is a limited resource
that the agent has to manage carefully using the knowledge
that it has at its disposal wisely. For an agent to be aware of
this passage of time, it should be situated in time [1]. While
being cognizant of the deadline for a task, the agent must

choose and perform actions in a way that will lead to task
completion. It would not make much sense for an agent to
needlessly perform actions that have been done already since
these repeated actions will generally waste precious time.

For instance, while searching for a car key when one is
rushing to leave for the airport, time is limited as there is a
deadline to meet (to reach the airport), and there are many
areas to cover during the search. The goal is then to perform
actions that will allow the agent to cover the areas where
the key will likely be present quickly. Searching in places
where the key doesn’t exist affects the time it takes to find the
key. Repeatedly searching a location where the agent already
searched and ascertained that the key does not exist, instead of
searching a new location, is futile and would consume valuable
time left to complete the task. So, it is important to avoid such
repeated actions that are not going to take the agent closer to
completing the task.

In the search example, there is a better chance of finding
a key in a spot that one hasn’t searched previously. Even
then, sometimes one has to retrace the areas that one has
already searched in order to search in locations beyond the
areas already searched or to get a better look at the areas
previously searched. Hence, an agent that strictly avoids any
repeated action is not desirable. If the entire area has already
been searched and the target is not found, a wise option is to
search the areas that have already been checked again. This
would address the issue of simply overlooking the item, as in
the keys being underneath something.

The conditions that lead to an action being selected or not
influence agent behavior and task performance. If a successful
post-condition prevents an action from being selected, an agent
may never revisit a location that it has already been before. On
the other hand, without a post-condition check, the agent may
mindlessly keep repeating actions. Not only that, the amount
of knowledge that is noted while the conditions are checked
affects the choice of actions selected and hence agent behavior
and task performance.

In this paper, we study the complex interactions in time
between action-selection decisions and knowledge-condition
checks using a time-situated agent based on active logic [2]
in the context of reducing unnecessary repeated actions. We
present six sets of axioms for action selection that an active-
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logic based agent utilizes to avoid repeated actions. Utilizing
these sets of axioms in a search task setting with a deadline,
we discuss the temporal interactions between action selection
and knowledge-condition checks.

The following sections are organized as follows: Section II
discusses the relevant literature in this area of research. Section
III discusses the characteristics and functioning of active logic.
Section IV explores six different action-selection axiom sets
used in this work and how they avoid repeated actions. Section
V details the experiment conducted, highlighting the different
variables considered. Section VI examines the results from
using the axiom sets during a search task.

II. RELATED WORK

The reduction of redundant actions has previously been
explored in the pursuit of creating intelligent agents. Chrpa,
McCluskey, and Osborne [3] discussed techniques for deter-
mining whether an action is or is not redundant based on action
dependencies. This work could not determine every possible
redundant action within a plan as they are not well defined in
the plan.

The work of Balyo [4] sought a similar goal but also
focused on attempting to eliminate redundant actions from
plans. The methods discussed covered solutions such as greedy
algorithms and action reduction. The resulting elimination
solutions were slow in some cases but were successful in
eliminating redundant actions.

Baram, Tennenholtz, and Mannor [5] explored redundancy
avoidance in reinforcement learning through transition entropy
and tried to eliminate the redundancies in both deterministic
and stochastic settings through MDPs, an actor-critic frame-
work, and Q-Learning. Actions are given an action redun-
dancy score (deterministic) and an action redundancy ratio
(stochastic). The actor-critic framework attempts to update the
action redundancy score and action redundancy ratio using
a transition buffer but uses an old policy. The proposed Q-
Learning algorithm was created to fix that issue.

The work of Zahavy [6] takes a different approach by using
deep neural networks to eliminate redundant actions. A binary
signal is created based on auxiliary rewards through a Markov
decision process that determines if an action should be chosen.

The gaming field is another area where redundant action
avoidance is being researched. The primary technique used
is Monte-Carlo Tree Search. Santos, Bernardino, and Hauck
[7] sought to improve the Rolling Horizon Algorithm with
a shift buffer to redistribute actions by shifting actions and
generating new actions. The redundancy avoidance is applied
to the Monte-Carlo Tree Search, which uses the actions from
the shift to find the best possible next actions by testing all
actions at the current state.

The work explored in [8] uses the Monte-Carlo Tree Search
to focus not only on redundant action avoidance but also on
loss avoidance. This process involves pruning the tree such
that a minimum amount of actions and the associated losses
are kept. The pruning also accounts for nodes generated by
Monte-Carlo Tree Search that are deemed redundant.

III. ACTIVE LOGIC

Active logic [9] differentiates itself by being an agent’s
internal reasoner [10] with the ability to keep track of the
passage of time and diffuse direct contradictions [11]. The
core of active logic is first-order logic with inference rules
to maintain the evolving Knowledge Base (KB) current. The
facts in active logic are not set in stone, and every fact that is
stored within the agent’s KB can be accessed and revised at
a later time.

Active logic maintains the passage of time using the clock
rule that keeps track of the current time. The clock rule,
now(t) → now(t + 1) uses the fact that now the time is t
at time t, to infer that now has become t+1 at time step (t+1).
At time t, the agent has a record of the current beliefs and
observations within the agent’s KB. Under normal circum-
stances, these get inherited to the next time step. Additionally,
using Modus Ponens on the existing knowledge at time t, new
facts are inferred and asserted into the KB at time t+1. Thus,
at each time step, an agent will have a record of when each
piece of knowledge was gained.

Active logic also has a distinct feature of contradiction
detection and handling. Agents cannot have two conflicting
beliefs at the same time. Active logic distrusts conflicting
beliefs and prevents new knowledge from being derived from
them until the conflict is resolved. Suppose an active logic
sentence P exists in the KB when a new inference (or
observation) P̃ occurs at time t. This causes conflict in the
agent’s beliefs, and the logic distrusts both P and P̃ and
asserts contra(P,̃ P ) in its KB at time step t+1. The predicate,
contra(P,̃ P ), serves as a way to note in the KB that a direct
contradiction between P and P̃ has occurred.

IV. ACTION-SELECTION AXIOM SETS

An active-logic based agent goes through a perceive −
think − act cycle to perform its tasks. The cycle repeats
itself, allowing the agent to keep executing actions. The subset
of axioms that the agent uses for action selection within the
think phase is the focus of this paper. This section discusses
six sets of action-selection axioms [12], along with how each
axiom set handles repeated action avoidance. The first is the
baseline action selection, which contains no knowledge for
avoiding repeated actions. This is followed by the remaining
five axiom sets that contain knowledge for avoiding repeated
actions. When improving the baseline action selection, the core
pattern was preserved and adjusted to increase the amount of
caution towards repeated actions within the agent. Each pattern
includes an additional piece of knowledge that affects the
agent’s behavior leading to potentially more stringent repeated
action avoidance. Repeated action avoidance is handled using
five different action-selection axiom sets with increasing levels
of caution. The different Repetition Avoidance (RA) axiom
sets are RA 2, RA 2-3, RA 2-4, RA 3-4, and RA 3-5.

Each axiom set has a corresponding sequential block dia-
gram that outlines the conditions needed to select an action.
The diagrams flow downward through vertical arrows from one
level to the next. Each level within the diagram represents a
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time step during reasoning and is separated by dotted lines.
On the left of each level is its corresponding time step,
T + 1, T + 2, etc. The diamonds in the figures represent
knowledge checks that occur at the time step, while the blue
rectangles symbolize knowledge being asserted at the time
step, and a green rectangle indicates beliefs inherited from
the previous steps. Multiple arrows from an entity indicate an
and condition.

Activities associated with every block that appears at the
same time step occur simultaneously. For example, both pre-
condition and post-condition checks happen independently but
simultaneously at T . At the first time step of reasoning, some
knowledge checks will automatically fail as that knowledge
has not been asserted yet. However, as time passes and new
observations come in, when the same rules fire at a later time
step, the knowledge conditions (the antecedents) may hold true
for the consequent to get asserted in the KB.

An action that can be executed by the agent is noted in the
KB as a can do action. Once an action has been selected
amongst the can do actions, the action-selection specific
inference knowledge is removed, and the entire process of
selecting an action automatically activates again with a new
set of can do actions. The action-selection specific inference
knowledge in the figures that are removed when an action
is selected include can do actions, feasible actions, original
actions, duplicate actions, and contingent actions.

A. Baseline - No Repetition Avoidance (Naive 2 Steps)

The baseline action-selection axiom set infers action whose
preconditions are met as possible can do actions. For the sake
of this paper, this axiom set will be called Naive. Naive takes a
total of two time steps for the reasoning to select an action. The
only requirement to start reasoning about an action is having
current beliefs. When the agent has a new belief, the agent
will check whether both post-conditions and preconditions are
satisfied separately. An example of a precondition for a move
action is the availability of an empty location to move to.
When the preconditions are met, a possible action is now
available to be performed. If the post-conditions of an action
for an object are met, then the action is marked as completed.
An example of the post-condition of a move action to a
location is for the agent’s current position to change to that
location.

Naive is the most extreme of the bold action-selection axiom
sets, focusing on selecting an action whose preconditions
are met. If there are multiple actions with preconditions met
available at any time step, one will be selected at random.
Due to the naive nature of the baseline action-selection axiom
set, the agent will act randomly within the environment. If
the neighboring location being considered is empty, there is
the possibility that the agent moves to that location with no
regard to whether or not the action is a repeated action. As
a result, the agent can repeatedly search areas where it has
been searching, causing the agent to potentially fail the task.
In extreme cases, it is possible for the agent to move in a

Fig. 1. Naive reasoning abstraction

circular motion and waste precious time because it has no
restrictions on where to move.

B. Only Non-duplicated Actions (2 Steps Deliberation)

The 2 Steps Deliberation for action selection, formally
named RA 2, completely eliminates any repeated actions by
building upon the structure of the baseline pattern and intro-
ducing an extra-knowledge check. While the baseline action-
selection axiom set selects any action whose preconditions are
met, RA 2 selects only those actions that are not repeated
as possible can do actions. At every time step, the agent
performs a check to determine if the post-conditions of an
initiated action are met, and when the check succeeds, it
stores that knowledge. This knowledge is inherited in future
time steps, and hence if an action was executed in a previous
perceive − think − act cycle, that knowledge is accessible
for later use. The agent uses this knowledge in the subsequent
perceive − think − act cycles to check if an action was
performed for an object; if the check is true, the agent will
not redo that action for the object. RA 2 does not increase the
number of time steps in the think phase for action selection
when compared to the naive method. However, the agent
becomes more cautious due to repetition avoidance.

In the search task example, this axiom set can cause the
agent to become boxed in. The agent can potentially visit
surrounding areas in one direction, which forces the agent to
move to one side of the environment. When all its immedi-
ate neighboring locations are visited, the agent has no new
locations to move into without stepping on an already visited
location. Hence, it becomes stuck at its position and is unable
to complete its task frequently.

C. Non-duplicated actions inferred one step before other
feasible (preconditions met) actions (2-3 Steps Deliberation)

While the 2-3 Steps Deliberation method (also called RA
2-3) uses the core structure from the previously introduced
action-selection axiom sets to select those actions that are
not repeated as possible can do actions in two steps, it
takes a different path by asserting additional knowledge for

Fig. 2. RA 2 reasoning abstraction
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each action whose preconditions are met as a feasible action.
This knowledge is used to select actions to repeat when no
action that has not been done previously is available. Thus,
a feasible action becomes a possible can do action in a
perceive − think − act cycle as long as no other action got
selected within the think phase in two steps. If the agent infers
can do actions in two steps, then the think phase ends, and
the agent transitions to the act state. With this adjustment,
the agent can perform feasible actions that the agent had
previously done for an object when no actions that were not
done previously exist for that object. This differentiates it from
RA 2, which becomes inoperable in the same situation. Since a
possible repeated action is derived one time step after an action
is marked as feasible, while actions that are not attempted
previously are immediately selected for execution, the original
actions will be preferred over repeated actions by agents using
this axiom set. The combination of these concepts requires at
least two or three time steps of action-selection reasoning in
the think state.

Using the search task example, RA 2-3 uses a relatively
balanced approach but leans towards being bold as it attempts
to prioritize speedy action. An empty location that has not
been visited before, if available, is immediately chosen as a
possible location to move to. RA 2-3 takes a different approach
to repeated action avoidance by utilizing the stored feasible
actions knowledge as a means of selecting previously tried
actions. For the target search task, the agent notes empty
neighbors as feasible locations to move to. This knowledge
is used to infer possible locations to move to if the think
phase doesn’t provide a possible action that has not been done
before, i.e., an empty neighboring unvisited location to visit.

D. Non-duplicated actions preferred over feasible duplicated
actions (2-4 Steps Deliberation)

The 2-4 Steps Deliberation method (RA 2-4) is very sim-
ilar to the 2-3 deliberation method because they both add
new means of performing an action when an action was
previously done for an object. The core structure from the
previously introduced action-selection axiom sets remains, but
duplicate actions are asserted instead of immediately selecting
a repeated action. In RA 2-4, duplicate action knowledge is
derived at the same time step that repeated actions are selected
in RA 2-3. The selection of repeated actions from duplicate
actions becomes possible one time step later. This leads to the

Fig. 3. RA 2-3 reasoning abstraction

think state reasoning for action selection taking at least two
or four time steps instead of two or three. A duplicate action
will only be executed if it is also a feasible action.

By asserting duplicate actions, the action selection process
gains a new level of caution towards repeated actions because
the agent will have more time to think about what is occurring.
RA 2-4 will still prioritize actions not previously done before,
similar to how RA 2-3 performs. RA 2-4 shares the same
problem of making decisions too quickly while considering
actions that have not been previously selected, as in RA 2-
3. The difference is the agent has more time to think about
selecting a repeated action due to noting that the action is
a duplicate action, but RA 2-4 still performs new actions
potentially too quickly. When an action was not previously
done, a possible action is asserted immediately, which is given
the highest priority. Duplicate actions will primarily play a
role when the agent becomes stuck or when a new action
is currently not available. While the RA 2-3 action-selection
axiom set prioritizes speed, the RA 2-4 action-selection axiom
set prioritizes slightly more knowledge representation and
reasoning for repeated actions. With this being a middle
ground for the action-selection axiom sets, it is the perfect
balance of boldness and caution for agents.

E. Feasible actions marked as original or duplicate; original
preferred over duplicate (3-4 Steps Deliberation)

The 3-4 deliberation method (RA 3-4) appears the most
different from the previous action-selection axiom sets, but
the concept from RA 2-4 remains in this axiom set. The
important addition is asserting additional information on the
outcomes of checking if an action was done for an object.
This is accomplished through duplicate actions similar to RA
2-4 but also asserting original actions when an action is not
previously done for an object. Thus, the possible action from
an action not previously done is also pushed down a time step
to accommodate for checking if the predicate original action
exists in the knowledge base at the time. An original action
will always take precedence over a duplicate action if both
are available. The original actions can also only be executed
if they are also feasible actions.

Due to the addition of asserting original actions, RA 3-4
becomes much more cautious as three time steps are needed to

Fig. 4. RA 2-4 reasoning abstraction
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select an action even in the best case. The main characteristic
of this axiom set is the alternative option for correcting the
boxed-in scenario present within RA 2 and addressing the
shortcomings of RA 2-3 and RA 2-4 by introducing original
actions and duplicate actions for the agent to consider. In every
situation, an original action is prioritized over a duplicate
action because the agent is less likely to complete the task
by revisiting locations. If there are only inspected locations
surrounding the agent, the agent must do the duplicate action
to find possible overlooked areas. One possible downside to
this action-selection deliberation is an original action arriving
late into the KB (perhaps preconditions became true a few
steps into the think phase), forcing the agent to select the
duplicate action, resulting in possibly a sub-optimal move.
While this is not an inherent flaw of the reasoner, it is worth
mentioning as the agent does not know that waiting longer
will result in an original action.

F. Feasible actions marked as original or duplicate; feasible
duplicates marked as contingent; original preferred over con-
tingent (3-5 Steps Deliberation)

The core of the 3-5 deliberation method (RA 3-5) is almost
exactly the same as RA 3-4. This action-selection axiom set
makes the agent represent and reason with extra knowledge
for selecting a repeated action. Instead of going immediately
to a possible can do action from a duplicate action, it asserts a
contingent action in the next time step. The contingent action
will only result in a possible action if no original actions
have appeared and the action is also a feasible action. Once
there is a duplicate action present, then the contingent action
knowledge is derived in the KB. Like the 3-4 deliberation
step-logic, an original action still takes precedence over other
actions. In the best case scenario, the think state can produce
a possible action in three time steps when actions that have
not been attempted are available to select from. When such
actions are not present, the agent will take at least five time
steps to select a repeated action.

The 3-5 Step reasoning uses all of the previous patterns and
addresses the issues with each action-selection axiom set. By
using both duplicate action and original action after an action
is done, the issue of being too bold in some cases is solved.
To address the issue of the agent needing more time to process

Fig. 5. RA 3-4 reasoning abstraction

duplicate actions, contingent actions were used to make the
agent wait one extra time step before asserting a possible
action through duplicate actions. The result of the combination
of knowledge is extreme caution, which is reflected in the
amount of time needed to perform any action.

With this being the most cautious of the action-selection
axiom sets, the agent takes extra time steps to select the action
to return to a previous location. In the search task, this allows
going to unexplored locations that lay beyond the visited ones
only when immediate neighbors need not be explored. The
extra steps for repeated actions in the think step allows more
time for inferring new actions that could be selected. There is a
chance that waiting more time steps could also lead to similar
results, but this can lead to a slippery slope. The addition of
more time steps could stall the agent enough that it rarely
completes its task.

V. EXPERIMENT

This experiment uses an active-logic based agent tasked
with finding a unique object within a virtual environment
(AI2-THOR) using one of the six action-selection axiom sets.
Agents have a deadline of 100 time steps to locate the target
during a trial. There are a total of 20 trials containing different
starting locations for either the agent or the target. These 20
trials are also repeated as a set, five times for each pace length
and axiom set. Pace length represents the units needed for an
agent to move to a new location in the environment. For this
experiment, the pace lengths used were .2 through .45, with an
interval of .5 pace length. Effectively, there were six different
pace lengths used. Each set was also repeated three times
during the experiment. Thus, every action-selection axiom set
was used to perform a total of 1,800 trials.

VI. RESULTS

The results from Fig. 7 contain the average success of
finding the target for each action-selection axiom set. The
higher numbers (brighter colors) represent better success in
finding the target. A successful trial requires an agent to find
the target and infer that the task has been completed. If the
target has been found within the deadline, but the completion

Fig. 6. RA 3-5 reasoning abstraction
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of the task has not been inferred during the deadline, the trial
will result in failure. The extremes of bold and cautious axiom
sets did not perform as well as the middle ground axiom
sets. The bold axiom sets struggled to find the target due to
acting without any knowledge or failing to find actions. More
specifically, RA 2 performed similarly to the balanced axiom
sets at lower pace lengths but started to perform much worse at
the higher pace lengths. At the lower pace lengths, it is much
harder to become boxed in because of the amount of movement
required to cover the environment. The opposite becomes true
at higher pace lengths as coverage of the environment will
take much less time, creating more opportunities to become
boxed in. Overall, increasing the pace length had a positive
impact on the performance of all axiom sets.

Fig. 8 shows how quickly an agent using one of the action-
selection axiom sets completed the task. Unlike Fig. 7, the
higher numbers, in this case, represent poor performance. This
set of results does not include any trial where the agent fails
to find the target. Thus, the times shown will not include any
time that an agent has failed to meet the deadline, resulting in
reduced times. This is important because RA 2 has the best
speed for finding the target but fails to find the target often.
With that in mind, RA 2 does complete the task very quickly
when it does find the target. When using both Fig. 7 and Fig. 8,
the balanced axiom sets produced the best results overall. The
completion times of the cautious axiom sets were hindered by
the extra reasoning time, which was the expected outcome.
The extra reasoning time likely also played a factor in failing
to complete the task.

The heatmap in Fig. 9 highlights the average percentage
of new actions performed within the environment during the
trials. By design, RA 2 eliminated all repeated actions as
possible actions as it was deemed futile. Thus, RA 2 selected
a new action whenever possible, resulting in a new action
percentage of 100%. Also, as expected, Naive performed new
actions close to 50% of the time. If all actions have equal
weight of selection, the deciding factor is only what is present
at a given time step. Therefore, there will be time steps where
an agent will only have new actions or only repeated actions.
The remaining axiom sets performed actions at a progressive
rate overall, selecting slightly more new actions than the

Fig. 7. Accuracy of finding the target

Fig. 8. Average time steps to find the target

Fig. 9. Percentage of original actions selected

next. Fig. 10 contains the average percentages of new action
performed during the experiment.

Overall, the balanced axiom sets performed the best at using
the knowledge to avoid repeated actions while completing the
task effectively. The best-performing axiom set was RA 2-4,
while Naive resulted in the worse performance in every cate-
gory. RA 2 actually hinders its performance by eliminating all
repeated actions. The elimination of repeated actions prevents
returning to locations to find undiscovered areas or causes
additional time to avoid the action. The additional time added
is only a problem if the agent is unable to find the target due to
the process. This is also true when referring to avoiding futile
actions. Increasing the time, whether it is selecting actions to
avoid the futile action or spending additional time to think
about the best option, will hurt the potential speed of finding
the target; but it will only potentially harm the success rate.
Therefore, when comparing the results for the cautious and
balanced axiom sets, the cautious axiom sets had a relatively
close performance. Fig. 10 shows the average success rate
for each axiom set. Based on the success rate, the additional
knowledge added in RA 3-5 starts to hurt the performance.
Thus, increasing the time to reason about repeated actions will
increasingly make the agent fail its task more.

VII. CONCLUSION

We discussed several axiom sets for action selection that
represent and reason with varying knowledge content for
avoiding futile repeated actions. We examined how an agent
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Fig. 10. Average new moves and success rate percentages

using these axiom sets will have its knowledge evolve as
time progresses and how the evolving knowledge affects task
performance using a simple target search task. This research
examined the strength and weaknesses of each axiom set and
discussed the performance of time-situated agents using these
axiom sets in a search task. Further work to analyze the
behavior of multiple active-logic based agents collaborating
in the environment on the same task is ongoing. In the future,
we will study the interactions of more complex knowledge
(axioms, inferences, and observations) with task performance
and success rates for active-logic based agents.
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