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INTERNET 2015

Forward

The Seventh International Conference on Evolving Internet (INTERNET 2015), held
between October 11 - 16, 2015 - St. Julians, Malta, continued a series of events dealing with
challenges raised by evolving Internet making use of the progress in different advanced
mechanisms and theoretical foundations. The gap analysis aimed at mechanisms and features
concerning the Internet itself, as well as special applications for software defined radio
networks, wireless networks, sensor networks, or Internet data streaming and mining.

Originally designed in the spirit of interchange between scientists, the Internet reached
a status where large-scale technical limitations impose rethinking its fundamentals. This refers
to design aspects (flexibility, scalability, etc.), technical aspects (networking, routing, traffic,
address limitation, etc.), as well as economics (new business models, cost sharing, ownership,
etc.). Evolving Internet poses architectural, design, and deployment challenges in terms of
performance prediction, monitoring and control, admission control, extendibility, stability,
resilience, delay-tolerance, and interworking with the existing infrastructures or with
specialized networks.

The conference had the following tracks:

 Internet performance, monitoring and control

 Advanced Internet mechanisms

Similar to the previous edition, this event attracted excellent contributions from all over the
world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the INTERNET 2015
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
INTERNET 2015. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the INTERNET 2015
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope INTERNET 2015 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of the
evolving Internet. We also hope that St. Julians, Malta provided a pleasant environment during
the conference and everyone saved some time to enjoy the beauty of the city.
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Impact of Router Security and Address Translation Mechanisms on the Transmission

Delay

Dominik Samociuk, Blazej Adamczyk, Andrzej Chydzinski

Silesian University of Technology
Institute of Informatics, Poland

email: {dominik.samociuk; blazej.adamczyk; andrzej.chydzinski}@polsl.pl

Abstract—We study transmission delays on an IP router caused
by security and address translation mechanisms. Using a high-
precision device for traffic generation and measurements and a
simulated topology of two hundred end systems, we test three
mechanisms of the following types: Access Control Lists, Intru-
sion Prevention Systems and Network Address Translation. As
we show, in some cases the delay changes only a little bit, when
the mechanism is turned on. In most cases however, the impact
of the mentioned mechanisms is non-negligible and may increase
the delay ten times in worst-case scenarios.

Keywords–Transmission delay; IP networks, Secure architec-
ture; Router security.

I. INTRODUCTION

One of the most important performance characteristics of
computer networks is delay – the time between sending and
receiving data. Transmission delays are an inherent problem of
communication quality, starting with intermittent conversations
via Internet telephony, through the delays in the transmission
of video, ending with targeting missiles on the battlefield.

In this paper, we investigate how popular security and
address translation mechanisms affect delays in IP networks.
In particular, we focus on mechanisms implemented with
layer 4 addressing. In the experiments, we verify the impact
of Access Control Lists (ACL), Intrusion Prevention Systems
(IPS) and Network Address Translation (NAT) technology on
the delay generated by the device on which these mechanisms
are implemented. Of course, it is to be expected that additional
packet processing introduces additional delay. However, it is
impossible to say in advance if this is 1%, 100% or 10000%
of extra delay. Therefore, the goal of this paper is to check
what is the order of magnitude of the delay induced by the
studied mechanisms.

ACL [1][2][3], introduced first in Unix systems for exten-
sive control access to files, were further extended to network
devices to use higher layers in order to verify the access
rights to network resources. Universal ACL consists of the
information about source and destination Internet Protocol (IP)
address, network mask, and port/protocol of higher layers [4].

IPS is a method for detecting and blocking attacks in real
time [5][6]. Two modes of operation of the IPS are available
(see, e.g., [7]):

• ”Promiscuous” (Intrusion Detection System mode) –
analyzes the traffic copy, which does not slow down
the traffic, but cannot block attacks in real time.

• ”In-line” (IPS mode) – analyzes the original traffic,
slowing it down. ”In-line” mode can, however, auto-
matically block attacks in the real time.

A router with the IPS mechanism turned on operates in
transparent mode [8]. This means that the system analyzes the
traffic passing through the router as a transparent bridge, by
analyzing the layers 2-7 and appropriately responding to the
defined threats.

The paper is organized as follows. Section 3 contains
an overview of the testbed prepared for the experiments. In
Section 4 we present the results of the ACLs experiments. In
Section 5 the influence of IPSs on delays is studied. Section 6
describes the impact of the NAT mechanisms on transmission
delays. The paper is concluded in Section 7.

II. RELATED WORK

For now, research activities are polarized in the following
directions. Firstly, studies on developing improved mecha-
nisms, such as detecting and reducing redundancy in ACLs,
[9], or classification, analysis and deleting conflicts in Intrusion
Prevention and Detection Systems, [10], are carried out. In
addition to the direction of improving actual features, there
are studies on other architecture schemes, such as network
virtualization and software-defined networks [11]. However,
there are no research paper, validating security mechanism with
high-precision hardware traffic generator.

III. TESTBED

The testing environment was built using a high-precision
hardware traffic generator, which allows to generate artificial
traffic with characteristics needed in the prepared test scenarios
with full line rates, as well as measure and analyze the arriving
packets with time precision of 20ns. Moreover, the generator
enables simulation of a virtual topology composed of many
interconnected devices.

Namely, the Ixia generator with XM2 casing was used [12].
XM2 dual-port casing provides a platform to build a topology-
based Ixia’s test solutions. Working with the family of test
applications, XM2 is the basis of a complete environment
for testing the performance and operation of the network.
The casing allows installation of different modules for traffic
generation: up to 32 Gigabit Ethernet ports, up to sixteen 10G
Ethernet ports, and a single Ethernet port 40G, 100G or a
single dual-port 40/100G Ethernet. These modules provide the
necessary processing to test the application layers 2-7, the
signaling, voice and video transmission, etc.

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-435-0

INTERNET 2015 : The Seventh International Conference on Evolving Internet

                            11 / 65



Figure 1. Virtual topology configuration.

The load module used in the tests, is an
LSM1000XMVDC8-01 Gigabit Ethernet Load Module
[13], offering full functionality for testing layers 2-7. Each
port supports the generation and analysis of layers 2-3 with
line rate, as well as high-performance emulation of routing
and switching protocols. In order to monitor the traffic
with high accuracy in real time, the device uses specialized
programmable circuits. The load module used in this study
was 8 ports (copper or fiber), operating in the range from
10Mbps to 1Gbps. Each port on the card has a separate RISC
processor running Linux and a fully optimized stack for
testing TCP/IP. This architecture provides the performance
and flexibility in testing of routers, switches, broadband and
wireless Internet access, access devices, web servers, video
servers, gateways, firewalls, etc.

The Ixia’s IxNetwork software is an application designed to
test the performance and functionality of routers and switches
[14]. IxNetwork works on separate modules and processors
for each port. From the software perspective, each of them
is a separate instance of Linux operating system. With this
solution, each interface is tested independently, and the state of
the corresponding instance is passed to the supervisor machine
based on Microsoft Windows operating system.

IxNetwork software provides an easy-to-use graphical in-
terface, which can be used to configure and run complex tests.
Using IxNetwork tester, we can easily set up protocol variables
and parameters specific to the needs of the device under test.

The specific testbed was chosen to emulate real traffic
instead of just simulating it, which is usually the contemporary
method nowadays. Ixia’s hardware allow generate traffic with
desired parameters, and then, with high-precision measured
transmission delay generated by described security mecha-
nisms. Devices chosen for tests have been selected to meet
the specifications for possibility to configure discussed security
mechanisms.

The configuration of the testing environment used in the
experiments is depicted in Figure 1. The first topology is
simulated on the input port, and the second topology on the
output port of the Ixia’s load module. Each topology consists of
100 devices. This is meant to simulate the connection between
different pairs of addresses (Media Access Control- MAC, IP,
etc.), transferred through the device under test. All the tests
were carried on a single Cisco 2811 router (as in the middle
of Figure 1), however due to similar architecture devices from
the same class (access class devices for our studies) should

generate comparable delays.
The traffic generated by the generator had the following

parameters:

• direction of the flow, D, which was H or F (H meaning
the alternating two-way traffic, i.e., half-duplex, F
meaning the simultaneous two-way traffic, i.e., full-
duplex),

• lack of optimization (Quality of Service (QoS) settings
and IP Type of Service (ToS) Precedence),

• package size, S, in bytes,
• duration of the test, T, in seconds,
• load of the line, C, in percentage (e.g., 10% means

that the percentage of transmission data including
individual headers is 10% of the total capacity of the
link).

The delay was measured from the time of completing the
generation of the entire package to the last received bit on the
receiver side (Last-In-Last-Out - LILO methodology). This is
the default schema of time-stamping on Ixia devices.

Each test was repeated 1000 times. In the following sec-
tions, the resulting delays are presented in terms of the mean
value and standard deviation based on the unloaded variance
estimator.

IV. THE IMPACT OF ACCESS CONTROL LISTS ON DELAY

The purpose of this set of tests was to verify the delay that
is induced by the use and actions of ACLs in three scenarios:

• 100% of the traffic is proven through the ACL that
allows traffic on the first rule,

• 100% of the traffic is proven through the ACL, in
which the variable parameter is the number of traffic
rules (all allowing traffic),

• 50% of the traffic is rejected by the ACL. The re-
maining traffic goes through a control list on the first
rule and is checked whether the rejection affected the
delay or not.

On the router, the standard and extended ACLs consisting
of 1, 100, and 1000 dynamically generated entries were
configured. The purpose of the test was to check what is
the increase of delay when dealing with 1 and 1000 ACLs.
An example of the extended ACL configuration with one
entry (permitting traffic from 10.0.0.0/24 subnet to 10.0.1.0/24
subnet) is presented on Figure 2.

2Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-435-0
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Figure 2. ACL configuration with one entry.

The tests of ACLs were carried out with disabled CEF
(Cisco Express Forwarding) mechanism, [15].

Measurements were performed with the following param-
eters set:

• Direction: Full-duplex,
• Size: 64 B,
• Time: 30 seconds,
• Load: 10%,
• Number and type of checklists: a variable parameter.

TABLE I. RESULTS OF ACL TESTS.

The number and type of ACL rules Delay [µs]
No ACL 147±1.23

1 – Standard list 150±1.89
100 – Standard list 270±2.5
100 – Extended list 310±3.3
1000 – Extended list 1500±32

2 streams – rejected + passed 150±1.93

The results of the experiments are presented in Table 1.
As we can see, the implementation of ACLs may degrade
significantly the observed delay. In particular, the usage of a
single entry ACL had no significant effect on the delay,
but a checklist of 100 entries increased the delay to 190%
(standard list) and to 210% (extended list) of the original
value. Exploiting ACL with 1000 entries increased the delay
to 1000% of the base value.

It can be seen that the delay generated by ACLs increased
approximately linearly with the number of rules.

V. DELAYS INDUCED BY THE INTRUSION PREVENTION
SYSTEM

These tests were performed to verify the IPS system
overhead while scanning and detecting attacks in the traffic.
The configuration of the router IPS is presented on Figure
3. The presented syntax, create ips rule, add signatures for
basic vulnerabilities and enable it on the device. Prepared
configuration allowed to check what is the transmission delay
when traffic is passed through IPS mechanism with basic
security rules.

The tests of IPS mechanisms were carried with enabled
CEF mechanism. In the tests, the IPS mode was set to ”In-
line”, which in addition to detection of attacks enables also
preventing them in real time. The default thread signature was
used [16], which provides a basic level of protection against a
wide range of typical dangers.

Measurements were performed with the following param-
eters set:

• Direction: Full-duplex,
• Size: 64 B,
• Time: 30 seconds,

Figure 3. Configuration of the router IPS.

Figure 4. Distribution of probes in IPS tests.

• Load: 10%.

Packet contain random data without any specific patterns to
just pass-through IPS without raising any alarms. This payload
type let measure actual IPS delay without false-positives with
shorter delay, due to IPSs detection time.

The measured delay without IPS averaged at 26±1.2µs.
Measured delay with IPS enabled averaged at 178±5µs. The
values of the delay collected during the tests without and with
the IPS mechanism are shown in Figure 4.

We can conclude that even a basic set of the IPS rules
significantly increases the delay (700% of the initial value). Of
course, the delay would be even greater for a larger number
of signatures.

In the additional tests that were performed, with IPS
enabled and operating in the ”Promiscuous mode”, the delay
averaged at 28±0.6 µs. This shows that in the ”Promiscuous”
mode, basically no additional delay is induced. (The addition
of 2µs resulting from the need to copy the traffic flow on a
different port is negligible). It must be remembered, however,
that this mode does not provide protection in real time.

VI. ADDRESS TRANSLATION IMPACT ON DELAY

Since the 90s, the IPv4 addressing space has been con-
sidered too small and the pool of addresses is still lowering.
Creating the IPv6 standard solved the problem, but there are
several issues that slow down migration to the new protocol
[17][18]. Therefore, IPv6 is still not the most common method
of preventing exhaustion of IPv4 addresses. Instead, local area
networks use private addresses, which are translated into public

3Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-435-0
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Figure 5. Static NAT configuration.

Figure 6. Dynamic NAT configuration.

addresses using NAT method [19][20], when routed to the
global network. RFC 1918 [21] describes the address class
division and their pools due to the allocation of public and
private parts. NAT concept was developed in three branches
and implemented in three different ways in the network
devices:

• Static Translation – one internal address is translated
into one external address – no advantages associated
with a reduction of usage of public IPv4 addresses.

• Dynamic Translation – some internal addresses are
translated into several external addresses. The alloca-
tion is dynamically translated by the device.

• Port Address Translation (PAT) – several internal
addresses are translated into one external address.
Distinguishing between internal addresses is made by
dynamic assignment of ports to them.

In this set of tests, the impact of NAT on network delays
was verified. The following configuration was used.

• Static NAT configuration is presented on Figure 5 -
where one internal IP address is translated to one
external IP address.

• Dynamic NAT configuration is presented on Figure 6
- where internal IP addresses are translated to external
IP addresses chosen from the specified pool.

• PAT configuration is presented on Figure 7 - where
multiple internal IP addresses are translated to one
external IP addresses.

The tests of NAT mechanisms were carried with disabled
CEF mechanism. The measurements were performed with the
following parameters set:

• Direction: Full-duplex,
• Size: 64 B,
• Time: 30 seconds,

Figure 7. PAT configuration.

TABLE II. RESULTS OF NAT TESTS.

Type of translation Delay [µs]
No translation 147±2.6

Static NAT 151±2.8
Dynamic NAT 155±3

PAT 257±3.7

Figure 8. Distribution of probes in NAT tests.

• Load: 10%.

The results are presented in Table 2. As we can see, NAT
in its static and dynamic versions does not introduce much
overhead on the transmission delay. This has to be due to the
simplicity of the operations that are executed and simple single
cycles of the processor required for its implementation.

On the other hand, NAT with port translation (PAT) induces
the delay of 175% of the original value. This is due to the
need to use the layer 4 addressing of ports and analysis of
data stored in the segment header.

Detailed test results are shown in Figure 8.

VII. CONCLUSION AND FUTURE WORK

The studies conducted in the paper demonstrated the order
of magnitude of additional delay induced by traffic filtering
and security mechanisms. In the ACL case, the extra delay
grows more or less linearly with the number of rules. For 100
rules the observed delay was twice as large as without ACL.
For 1000 rules the delay increased 10 times. In the case of
IPS set to in-line mode, the delay seven times larger than the
original was observed. On the other hand, IPS in promiscuous
mode had a negligible impact on the delay. Also the static
and dynamic NAT had a minor impact of the delay. The PAT
version, however, enlarged the delay by 75%.

As for the future work, the authors are working on a
study of combined effects/mutual influence generated by de-
scribed mechanisms. Also, an interesting continuation would
be a study on the methodology of finding a secure topology
design, while using as little overhead on the performance, as
possible. In other words, the trade-off between the security
and delay may be investigated. As long as we cannot allow
for the degradation of security at the expense of increased
performance, the solutions we are going to work on will focus
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on the migration to the new ways of creating network topology,
inter alia, programmable networks.
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Abstract—This paper presents a simple passive algorithm to
estimate the Round-Trip-Time (RTT) of a TCP connection in high
bandwidth-delay network scenarios. In these scenarios, a passive
RTT estimator that can be used on captured packet traces is a
useful tool for performance analysis. The algorithm is based on
observing periodic RTT patterns in a TCP connection that is not
filling its bandwidth×delay product. The results are compared to
other passive methods such as the RTT of initial TCP handshake
or TCP Timestamp option samples. The algorithm is shown to be
effective and may be used in more scenarios than other methods
thus, it provides a valuable tool to improve the amount of TCP
connection whose RTT can be measured in a captured packet
trace.

Keywords–RTT; passive; network; traffic.

I. INTRODUCTION

Round-Trip-Time (RTT) is a key network performance
metric. It is easy to measure using active probes (i.e., with
Internet Control Message Protocol, ICMP) but it is not so
simple to estimate by passive observation of traffic. There are
situations where a passive RTT estimation from a captured
packet trace is needed in the field of network and system
analysis and network health check.

The RTT indicates the time that is taken to obtain a
response from the other side of the communication, namely,
the network latency. The latency can be used to identify short-
life network problems. For instance, a RTT instantaneous
peak may indicate a short period of congestion or suggest
the existence of a network problem. Furthermore, the RTT
of different network segments can be used to analyze if a
performance issue is due to different parts of the network
or even suggest it may be an application or server issue.
RTT is a major factor in TCP, Transmission Control Protocol,
connection and data transfer performance.

RTT is calculated as the elapsed time between one packet
sent by one endpoint and the reception of a packet from the
other endpoint that acknowledges the first packet. Any packet
that can be guaranteed to have been sent by the other endpoint
only after reception of the first packet may be used. There
are several factors that can affect the measured time, like
retransmissions or packet losses. Also, the other side may delay
the response for protocol reasons (like TCP delayed ACK) or
just because the response is not mandatory and the data flow
in the other direction is being used as response. The later case
can be defined as limited by the application.

All these factors make the passive estimating of RTT a non
trivial task as it was exposed by Zhang [1]. It requires to take
into account several conditions: disorders, retransmissions, lost
packets, where the capture is located, etc.

Some RTT passive estimation methods have been proposed
in the literature. The work of Strowes [2] is based on the
observation of packets using TCP header timestamp option
which is used by TCP protocol to generate RTT measures.
For this samples to be present in a TCP connection the
option TCP Timestamp option has to be activated, [3]. A TCP
connection uses TCP options if both endpoints agree to use it
at connection establishment negotiation. Another work which
used Timestamp for RTT estimation is [4]. Both works show
that the estimation solved some passive approach problems
such as packet loss or capture point dependence. They also
showed that Timestamp estimation is as good as the use of
active ICMP probes. The main problem of TCP timestamp
method is that there is still a very large fraction of TCP
connections that do not use Timestamp option. As an example,
our measurements at an university access link show only 22%
of observed TCP connections successfully negotiated the use
of TCP timestamp option. The test was performed on a trace
of 1000 TCP connections captured during one work-day on
Nov 2014.

Other passive methods work regardless of TCP timestamp
option being used. For instance, the authors in [5] estimated the
RTT value through the three-way handshake and the slow-start
phase. The RTT provided by the three-way-handshake is not
always accurate because it may be changed by middleboxes
between client and server. These middleboxes may answer or
initiate the connection on their own, resulting in lower RTTs.
Besides, extracting parameters from time measures of TCP
slow start phase is not an easy task. Other techniques relay
on more complex mechanics. The authors in [6] associate a
data segment with the ACK segment that triggered it. Other
approaches try to measure RTT by mimicking changes in the
sender’s congestion window size [7]. It should be taken into
account that these estimations are affected by packet losses, the
TCP window scaling option and buggy TCP implementations.

The motivation for this work comes from the field of
performance analysis of networks by means of captured packet
traces. This is a valuable tool for troubleshooting and problem
detection of large enterprise networks where packet traffic is
captured at a vantage point to study network problems. This
analysis is usually done by capturing traffic in advance and
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analyzing it a-posteriori in case some problem was reported.
Thus, it is unfeasible to perform active measures of RTT.
The large amount of traffic usually captured would make
very difficult deciding, which endpoints to measure RTT in
between. That is the reason why a passive RTT estimation tool
is searched that can provide RTT values between the endpoints
of every observed TCP connection. The scenarios of interest
are high speed networks with middle to high traffic loads like
those of datacenter or large enterprises.

The paper is organized as follows. First of all, the algo-
rithm and configuration parameters are introduced. Section III
describes the network scenario used to check the proposed al-
gorithm. Section IV and V present the results and conclusions.

II. PROPOSED ALGORITHMS

The proposed algorithm provides an estimation of RTT by
observing the behavior of TCP connections that are not filling
its bandwidth× delay product. Note that a TCP connection
data flow is limited by the flow control window which is
advertised from each endpoint to the other.

Assuming an application, which always has data to send
over TCP, if the RTT is high enough, TCP will be able to
send the full permitted window of data and stop sending till
it receives the confirmation for the first packet in the window.
In that case data will be sent like and ON-OFF source with
RTT period. If RTT is not so high, acknowledged packets will
start arriving before the end of the window, resulting in more
or less continuous data flow. The proposed RTT measuring
method examines the TCP connection and infers the RTT from
the observed ON-OFF pattern.

The idea is to provide an RTT estimation method for TCP
connections requiring only passive capture of traffic. Even it
may work just on some TCP connections depending on their
advertised window and bandwidht × delay product, there are
common scenarios where TCP window is small enough.

The algorithm evaluates if a given candidate RTT value
could be the actual RTT seen by the TCP connection or it
is an impossible value. The candidate is tested by using it
as the time length interval to divide the connection time into
slots and perform a simple check. If in any of the time slots
more bytes have been sent by one endpoint than the advertised
window, then the candidate is discarded. In fact, if a candidate
is discarded it is clear that the actual RTT is lower than
the candidate. If the candidate value passes the check it is
an acceptable value for RTT. The algorithm searches for the
smallest possible candidate value that can not be discarded as
a valid RTT.

Defining the parameters,

• c: the total time that a connection lasts.

• t: the candidate time to be tested as possible value for
the RTT.

• n: the number of t duration intervals on the connection
n = ⌈ c

t
⌉

• i: an interval being evaluated, i ∈ 0..n.

• Bi: Total bytes sent by the server in an interval, i.

• wi: Maximum advertised window seen at interval i

• wmax
i : Maximum advertised windows seen up till in-

terval i, wmax
i = max{wk} ∀k ∈ 0..i

The proposed algorithm consists in searching the smallest
possible candidate t that does not fail the test. Several versions
of the algorithm have been studied with different degrees of
requirements. Depending on the test conditions different RTT
estimators are generated named as RTT1, RTT2, RTT3.

1) RTT1: Candidate t is valid if in every interval, i, the
total bytes sent is lower than the maximum window
seen for each interval, equation 1

2) RTT2: Candidate t is valid if in every interval, i, the
total bytes sent is lower than the maximum window
seen for the whole TCP connection (discarding ad-
vertised window from TCP 3 way handshake packets
SYN,SYN+ACK,ACK), equation 2

3) RTT3: Candidate t is valid if in every interval, i, the
total bytes sent is lower than the maximum window
seen up till that time in the TCP connection, equation
3

RTT 1 = t ∀i ∈ 0..n Bi < wi (1)

RTT 2 = t ∀i ∈ 0..n Bi < wmax
n (2)

RTT 3 = t ∀i ∈ 0..n Bi < wmax
i (3)

In this work, the search for the smallest valid t is performed
by initially choosing a candidate t that is clearly larger than
the RTT and reducing t in a fixed amount δt every time the
test is passed. When a value t − δt fails the test, the previous
t is declared the RTT estimation. The δt value used imposes
the resolution of the estimator.

The algorithm is considered to finish when the candidate
time fails the test. The value that will be shown as the final
result is the previous one. The result of the algorithm is an
upper limit from the theoretical RTT. In case that the first
candidate time will not fail the test in the first iteration, it will
not give any information since the real RTT could be higher
than the tested one. In these cases, another candidate time
could be chosen multiplying the first one by some value and
the test would be restarted.

III. VALIDATION SCENARIO

The algorithm has been validated in the scenario of Figure
1. An emulated network of virtual machines is built with
several client boxes in an emulated 10Mbps Ethernet. This
virtual LAN, Local Area Network, is connected to a second
virtual LAN through a routing virtual machine. In the second
LAN there is a machine running a web server.

In the routing machine, the delay of packet forwarding is
controlled using Netem tool [8]. The line speed of both virtual
networks is 10Mbps.

The scenario is built with VirtualBox running on an Ubuntu
14.04 Linux PC. Client and router boxes are virtual boxes
running Ubuntu 12.04. The host machine running the virtual-
ization software acts also as the web server machine, Figure
1.

The scenario is configured for different RTTs by selecting
the routing box forwarding delay, half RTT for each direction.
The scenarios are configured for using total forwarding of
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Figure 1. Emulated scenario of a network whose connections are limited by
w/RTT.

40, 80, 120, 200 and 400 ms in the experiments. In order to
emulate the behavior of middleboxes, which usually are used
in high-performance networks, TCP handshake packets (first
3 packets with SYN, SYN+ACK and ACK flags) will have
a lower forwarding delay, exactly a 10% less than the value
used for the rest of the connection.

In order to have a scenario of TCP not filling the path
bandwidth× delay, TCP window scale option is deactivated.

The experiments consist on clients making HTTP, Hy-
pertext Transfer Protocol, requests to the Web server. The
server will send a variable size page whose size follows a
uniform distribution between 1 and 3 MBytes. Clients will
make requests with inter arrival times following a uniform
distribution with mean 8 seconds. These characteristics will
provoke that the channel of the server will have an average
load about 6 Mbps.

IV. RESULTS

The RTT of a path used by a TCP connection can be
defined as the time it takes for a packet to travel from one
endpoint to the other plus the time it takes the confirmation
packet to return back to the original endpoint. That is a
property of the path which could be calculated by just adding
the link delays of the path. But an actual TCP connection is
affected by the actual RTT of every packet it sends which is
not always the pure RTT of the path because of variations due
to waiting at queues along the path or response waiting times
at the remote endpoint. Thus, the RTT can be seen as a random
process. The estimation algorithms are trying to measure this
random variable.

In the presented secenario, different RTT estimators have
been evaluated, namely the three proposed RTT1, RTT2, RTT3
estimators provide a value for the RTT seen by a given
TCP connection. They have been compared to two classical
estimators of RTT for TCP connections: initial RTT estimator
and TCP timestamp option estimator. Initial RTT estimator
measures the RTT for the connection as the time from first
SYN packet of the conception to the confirmation packet of
the SYN+ACK packet. This is the time duration of TCP 3way
handshake. The TCP timestamp estimator measures RTT of the
connection by observing TCP timestamp options that provide
accurate instant RTT samples. These samples are always
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Figure 2. RTT estimation using the “Timestamp” method

greater than the actual RTT. The TCP timestamp estimator
chooses the smallest sample value observed as the RTT for that
connection path. The TCP timestamp option estimator will be
a very good estimator by definition but its use depends on the
captured connections using it.

Apart from that, as every TCP connection in the validation
scenario has the same path, the full set of TCP timestamp
measure samples could be used as a ground truth of the
RTT random process. Figure 2 shows the probability density
function of RTT for the different configurations.

To compare the estimators, 2000 connections were captured
running the explained scenario. The five estimators RTT1,
RTT2, RTT3, initial and TCP timestamp, were computed for
every TCP connection seen.

The results, the mean, minimum, maximum and variance
values, for all the estimators analyzed are shown in Table I. The
probability density functions are shown in Figure 3. The results
show that all estimators slightly overestimate the actual RTT
and that the TCP timestamp is the most precise as expected.
The overestimation is larger when the actual RTT to estimate
has low values.

Analyzing the results obtained for the rest of the RTT
estimators versus the initial RTT, obtained from the handshake,
and the amount of time of the Timestamp, it is shown as the
majority of the connections had results around the expected
RTT, Figure 3. From the three algorithms, RTT1 is the one
which overestimate less since it is the less strict.

Since the scenario emulates a network using middleboxes,
the initial delay time which was obtained from the 3way
handshake should be slightly lower than the delay for the
rest of the connection, (10% lower). However, as the server
experienced a moderate load the actual initial RTT was usually
on the order of the RTT for the rest of the packets. This effect
can be observed at the minimum value obtained for the initial
RTT for each experiment, as shown in Table I.

Some connections had high values for all the methods
except for the Timestamp estimation. During the connection,
sometimes the actual packet RTT was the configured scenario
value. In a long connection, at least some window flights
experienced an RTT larger than the base one, due to the
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Figure 3. Comparing the RTT estimation using all methods

server being busy with traffic for others requests. The proposed
algorithms adapt to the maximum time for the connection and
so the values were higher than expected. Figure 4 shows an
example for a connection whose RTT values were higher than
expected. This connection should have a 400ms estimation for
the RTT, according to the theoretical value, however the result
of the algorithm for that connection was 700ms. The values
obtained were similar to the maximum value for the Timestamp
estimation observed for the same connection.

TABLE I. STATISTICS FOR THE CALCULATED RTT

Zero load RTT Method Min (s) Max (s) Mean (s) Variance (s2)

40ms

rtt1 0.054 0.396 0.087 0.003

rtt2 0.054 0.396 0.087 0.003

rtt3 0.054 0.396 0.087 0.003

Initial 0.038 0.417 0.085 0.005

Timestamp 0.036 0.041 0.040 0.000

80ms

rtt1 0.081 0.569 0.123 0.004

rtt2 0.081 0.569 0.124 0.004

rtt3 0.081 0.569 0.123 0.004

Initial 0.074 0.569 0.126 0.006

Timestamp 0.076 0.081 0.080 0.000

120ms

rtt1 0.121 0.660 0.151 0.003

rtt2 0.121 0.660 0.151 0.003

rtt3 0.121 0.660 0.151 0.003

Initial 0.113 0.700 0.153 0.005

Timestamp 0.115 0.122 0.120 0.000

200ms

rtt1 0.200 0.661 0.227 0.003

rtt2 0.200 0.661 0.228 0.003

rtt3 0.200 0.661 0.227 0.003

Initial 0.190 0.712 0.224 0.005

Timestamp 0.195 0.201 0.200 0.000

400ms

rtt1 0.398 0.945 0.422 0.002

rtt2 0.398 0.945 0.423 0.002

rtt3 0.398 0.945 0.422 0.002

Initial 0.380 0.926 0.404 0.004

Timestamp 0.396 0.402 0.400 0.000
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Figure 4. Observed timeseries of bytes for each RTT candidates.

Figure 5 shows the results from the estimators. The mean
is slightly lower for the initial RTT compared to the proposed
methods. The standard deviation is higher, which indicates a
higher variability on the measurement. Besides, it is worth
mentioning that for some cases the value obtained from the
initial RTT is a subestimation of the real RTT.

Finally, it should be noted that the proposed algorithms
check the validity of an RTT candidate by comparing the
observed bytes to the advertised window. Thus it needs that the
TCP connection is not filling the bandwidth× delay product
for the path. Otherwise the initial candidate RTT is an upper
RTT limit, giving no information. The limit is shown in
Figure 6 where the minimum RTT for a given bandwidth is
plotted. The points (bandwidth,RTT ) under the line represent
situations where the algorithm does not work. This limit
depends on the maximum advertised window allowed by TCP
which is 64Kbytes for classical TCP but can be extended if
it accepts the window scale option. Figure 6 shows this limit
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for several values of the window scale option, from 64KB to
8MB.

For low bandwidth scenarios, the algorithm can be used
to estimate the RTT, provided TCP connections do not use
window scaling, or use low values. For higher speed scenarios
TCP connections with larger window scale option values can
be estimated. For example in a 1Gbps, data center network
using window size of 2MB, it is possible to estimate an RTT
larger than 16ms. In a longer link with 100Mbps, it is possible
to estimate RTTs larger than 40ms provided the window size
is 512KB or less. The low bandwidth (10Mbps) scenario used
for validation without window scale option allows to estimate
RTTs higher than 51.2ms. This can be checked at Table I where
the result for RTT1, RTT2 and RTT3 in the 40ms scenario
never gives an output lower than 52ms.

Nevertheless even if TCP endpoints agree to use certain
window scale value, it does not imply they will advertise the
maximum allowed window. Observations at authors’ university
access link show that even TCP connections usually negotiate
window scales allowing up to 8MB advertised windows.
However these connections afterwards do not advertise so large
windows. Figure 7 shows the survival function of the maxi-
mum advertised window used by connections compared to the
survival function of the maximum allowed advertised window
for the negotiated window scale. Note that around 30% con-
nections negotiate window scales that allow 512KB windows
but approximately just 15% actually advertise 512KB. Thus
around 85% of the observed link TCP connections will meet
the requirements to estimate RTTs larger than 40ms.

V. CONCLUSIONS

The RTT value is a key metric for performance evaluation
of a TCP connection. It determines the QoS perceived by the
user especially in application level protocols with multiple
requests like HTTP. The measurement of RTT is also a
requisite for deeper analysis of TCP behavior from passive
traffic captures.

However, the calculation of this value is non-trivial in a
loaded network as it has to be inferred from packet observed
traveling in both directions, taking into account too many
parameters such as disorders, retransmission, losses during the
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Figure 6. Mean RTT and its deviation error obtained for all RTT tests.
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capture, etc. RTT can be measured by ICMP probing (Ping) or
similar active measurements, but sometimes active injection of
traffic is not an option and a passive methodology is preferred.

In this work, a passive methodology is presented to esti-
mate RTT from passive traffic capture. It has been compared
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to two other classic passive methods: the use of the initial
TCP three-way-handshake time, and the observation of the
TCP timestamp option defined.

The three estimators are fully passive and can be used on
traffic traces.

The proposed algorithm provides an overestimation of the
actual RTT value. This is often desired as the values of RTT
is used to decide on a timescale above the RTT. The TCP
option timestamp estimator has the same property. It never
provides a measure lower than the actual RTT but it may
give a larger value. On the other hand the initial three-way-
handshake RTT may sometimes give smaller RTT samples
caused by the presence of middleboxes that answer or establish
the connection on behalf of one of the endpoints that is farther
away.

It has been shown that in an emulated scenario, the
proposed algorithm performs not as accurately as TCP times-
tamp option method but provides reasonable accuracy. TCP
timestamp option method is difficult to improve because it is
the observation of an active measurement. The problem with
TCP timestamp option method is that the passive estimator
requires that the TCP connections are using timestamp option
which is not common nowadays.

The proposed algorithm requires that the TCP connection
is not filling its bandwidth× delay product thus, it dependes
on the values of RTT and path bandwidth and also on the
window scale TCP option but may be used in every connection
regardless of its use of timestamp TCP option. Hence it allows
the passive estimation of RTT in high bandwidth scenarios
(like datacenter networks). In a traffic trace, it provides a RTT
estimation for a different set of TCP connections that times-
tamp option method increasing the number of RTT samples
that can be obtained from a captured trace.
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Abstract—Video streaming has become the major source of
Internet traffic nowadays. Considering that content delivery
network providers have adopted Video over Hypertext Trans-
fer Protocol/Transmission Control Protocol (HTTP/TCP) as the
preferred protocol stack for video streaming, understanding
TCP performance in transporting video streams has become
paramount. In our previous work, we have shown how Slow
Start of TCP variants play a definite role in the quality of
video experience. In this paper, we research mechanisms within
congestion avoidance phase of TCP to enhance video streaming
experience. We utilize network performance measurers, as well
as video quality metrics, to characterize the performance and
interaction between network and application layers of video
streams for various network scenarios. We show that video
transport performance can be enhanced when playout buffer
space is used within TCP congestion avoidance phase.

Keywords—Video streaming; high speed networks; TCP conges-
tion control; Packet retransmissions; Packet loss.

I. I NTRODUCTION

Transmission control protocol (TCP) is the dominant trans-
port protocol of the Internet, providing reliable data transmis-
sion for the large majority of applications. For data applica-
tions, the perceived quality of experience is the total transport
time of a given file. For real time (streaming) applications,
the perceived quality of experience involves not only the total
transport time, but also the amount of data discarded at the
client due to excessive transport delays, as well as rendering
stalls due to the lack of timely data. Transport delays and data
starvation depend on how TCP handles flow control and packet
retransmissions. Therefore, video streaming user experience
depends heavily on TCP performance.

TCP protocol interacts with video application in non trivial
ways. Widely used video codecs, such as H-264, use compres-
sion algorithms that result in variable bit rates along the play-
out time. In addition, TCP has to cope with variable network
bandwidth along the transmission path. Network bandwidth
variability is particularly wide over paths with wireless access
links of today, where multiple transmission modes are used to
maintain steady packet error rate under varying interference
conditions. As the video playout rate and network bandwidth
are independent, it is the task of the transport protocol to
provide a timely delivery of video data so as to support a
smooth playout experience.

In the last decade, many TCP variants have been proposed,
mainly motivated by data transfer performance reasons. As
TCP performance depends on network characteristics, and the
Internet keeps evolving, TCP variants are likely to continue
to be proposed. Most of the proposals deal with congestion

window size adjustment mechanism, which is called con-
gestion avoidance phase of TCP, since congestion window
size controls the amount of data injected into the network
at a given time. In prior work, we have introduced a delay
based TCP window flow control mechanism that uses path
capacity and storage estimation [3] [4]. The idea is to estimate
bottleneck capacity and path storage space, and regulate the
congestion window size using a control theoretical approach.
Two versions of this mechanism were proposed: one using
a proportional controlling equation [3], and another usinga
proportional plus derivative controller [4]. More recently, we
have studied TCP performance of most popular TCP variants -
Reno [2], Cubic (Linux) [12], Compound (Windows) [13] - as
well as our proposed TCP variants: Capacity and Congestion
Probing (CCP) [3], and Capacity Congestion Plus Derivative
(CCPD) [4], in transmitting video streaming data over wireless
path conditions. Our proposed CCP and CCPD TCP variants
utilize delay based congestion control mechanism, and hence
are resistant to random packet losses experienced in wireless
links.

In a previous work, we have proposed enhancements on
Slow Start phase of TCP to improve video streaming per-
formance [7]. In this paper, we show that it is possible to
also alter Congestion Avoidance phase of TCP to improve
video streaming over Internet paths with wireless access links.
More specifically, we demonstrate that: i) Ensuring minimum
throughput above video rendering rate may hurt streaming
performance rather than help it; ii) Considering playout buffer
size in the congestion avoidance as extra space for TCP packet
storage results in consistent performance improvement across
various network path scenarios. The material is organized
as follows. Related work discussion is provided on Section
II. Section III describes video streaming over TCP system.
Section IV introduces the TCP variants addressed in this
paper, as well as additional congestion avoidance schemes
to enhance video streaming experience. Section VI addresses
video delivery performance evaluation for each TCP variant
and attempted enhancements. Section VII addresses directions
we are pursuing as follow up to this work.

II. RELATED WORK

Modifications of TCP protocol to enhance video streaming
have been recently proposed. Pu et al. [10] have proposed a
proxy TCP architecture for higher performance on paths with
last hop wireless links. The proxy TCP node implements a
variation of TCP congestion avoidance for which congestion
window cwnd adjustment is disabled, being replaced with
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a fair scheduler at the entrance of the wireless link. The
approach, however, does not touch TCP sender at the video
server side, which limits overall video streaming performance
as characterized in [6]. Lu et al. [11] have proposed a receiver
based scheme to avoid TCP congestion control in case of
lost packets on a wireless link. Our CCP and CCPD variants
already differentiate between packet losses due to congestion
from wireless link layer losses, their main motivation.

Park et. al. [9] seeks to improve video streaming perfor-
mance by streaming over multiple paths, as well as adapting
video transmission rates to the network bandwidth available.
Such approach, best suited to distributed content delivery
systems, requires coordination between multiple distribution
sites. In contrast, we seek to improve each network transport
session carrying a video session by adapting TCP source
behavior, independently of the video encoder.

An analytical framework to the dimensioning of playout
buffer has been developed by [14]. The goal is to mitigate
buffer underflow as well as packet retransmissions along the
path. Our work does not try to dimension the playout buffer,
but rather take advantage of its size to improve video streaming
performance.

In [8], a relationship between network, application (stream-
ing), and user key performance indicators is studied. They
conclude that “rebuffering frequency” impacts the most in user
perceived video quality, which is one of our video performance
measurers (underflow events).

A distinct aspect of our current work is that we propose
improvements on congestion avoidance phase of TCP, and
evaluate them on real client and server network stacks that
are widely deployed for video streaming, via VLC open source
video client, and standard HTTP server.

III. V IDEO STREAMING OVER TCP

Video streaming over HTTP/TCP involves an HTTP server
side, where video files are made available for streaming
upon HTTP requests, and a video client, which places HTTP
requests to the server over the Internet, for video streaming.
Figure 1 illustrates video streaming components.

cwndrwnd

playout buffer

video
rendering

Client Server

awnd TCP

Application

video file

Internet

packetization

Fig. 1: Video Streaming over TCP

An HTTP server stores encoded video files, available upon
HTTP requests. Once a request is placed, a TCP sender is
instantiated to transmit packetized data to the client machine.
At TCP transport layer, a congestion window is used for flow
controlling the amount of data injected into the network. The
size of the congestion window,cwnd, is adjusted dynamically,
according to the level of congestion in the network, as well

as the space available for data storage,awnd, at the TCP
client receiver buffer. Congestion window space is freed only
when data packets are acknowledged by the receiver, so that
lost packets are retransmitted by the TCP layer. At the client
side, in addition to acknowledging arriving packets, TCP
receiver sends back its current available spaceawnd, so that
at the sender side,cwnd ≤ awnd at all times. At the client
application layer, a video player extracts data from a playout
buffer, filled with packets delivered by TCP receiver from its
buffer. The playout buffer is used to smooth out variable data
arrival rate.

A. Interaction between Video streaming and TCP

At the server side, HTTP server retrieves data into the TCP
sender buffer according withcwnd size. Hence, the injection
rate of video data into the TCP buffer is different than the
video variable encoding rate. In addition, TCP throughput
performance is affected by the round trip time of the TCP
session. This is a direct consequence of the congestion window
mechanism of TCP, where only up to acwnd worth of bytes
can be delivered without acknowledgements. Hence, for a fixed
cwnd size, from the sending of the first packet until the first
acknowledgement arrives, a TCP session throughput is capped
at cwnd/rtt. For each TCP congestion avoidance scheme,
the size of the congestion window is computed by a specific
algorithm at time of packet acknowledgement reception by
the TCP source. However, for all schemes, the size of the
congestion window is capped by the available TCP receiver
spaceawnd sent back from the TCP client.

At the client side, the video data is retrieved by the video
player into a playout buffer, and delivered to the video ren-
derer. Playout buffer may underflow, if TCP receiver window
empties out. On the other hand, playout buffer overflow does
not occur, since the player will not pull more data into the
playout buffer than it can handle.

In summary, video data packets are injected into the network
only if space is available at the TCP congestion window.
Arriving packets at the client are stored at the TCP receiver
buffer, and extracted by the video playout client at the video
nominal playout rate.

IV. A NATOMY OF TRANSMISSION CONTROL PROTOCOL

TCP protocols fall into two categories, delay and loss based.
Advanced loss based TCP protocols use packet loss as primary
congestion indication signal, performing window regulation as
cwndk = f(cwndk−1), being ack reception paced. Mostf
functions follow an Additive Increase Multiplicative Decrease
strategy, with various increase and decrease parameters. TCP
NewReno [2] and Cubic [12] are examples of additive increase
multiplicative decrease (AIMD) strategies. Delay based TCP
protocols, on the other hand, use queue delay information
as the congestion indication signal, increasing/decreasing the
window if the delay is small/large, respectively. Compound
[13], CCP [3] and CCPD [4] are examples of delay based
protocols.
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Most TCP variants follow TCP Reno phase framework: slow
start, congestion avoidance, fast retransmit, and fast recovery.

• Slow Start(SS):This is the initial phase of a TCP session.
In this phase, for each acknowledgement received, two
more packets are allowed into the network. Hence, con-
gestion windowcwnd is roughly doubled at each round
trip time. Notice thatcwnd size can only increase in this
phase. So, there is no flow control of the traffic into the
network. This phase ends whencwnd size reaches a large
value, dictated byssthresh parameter, or when the first
packet loss is detected, whichever comes first. All widely
used TCP variants use slow start except Cubic [12].

• Congestion Avoidance(CA):This phase is entered when
the TCP sender detects a packet loss, or thecwnd
size reaches the target upper sizessthresh (slow start
threshold). The sender controls thecwnd size to avoid
path congestion. Each TCP variant has a different method
of cwnd size adjustment.

• Fast Retransmit and fast recovery(FR):The purpose
of this phase is to freeze allcwnd size adjustments in
order to take care of retransmissions of lost packets.

Figure 2 illustrates various phases of a TCP session. Our
interest is in the congestion avoidance phase of TCP, which
dictates how much traffic is allowed into the network during
periods of network congestion. A comprehensive tutorial of
TCP features can be found in [1].

pkt loss pkt loss pkt loss

SS FR CA CA

λhigh

λmed

λlow

time

cw
nd

/r
tt

Fig. 2: TCP Congestion Window Dynamics vs Video Playout

Let λ be the video average bit rate across its entire playout
time. That is,λ = V ideoSize/TotalP layoutT ime. Figure 2
illustrates three video playout rate cases:λhigh, λmed, λlow:

λhigh The average playout rate is higher than the transmission
rate. In this case, playout buffer is likely to empty out,
causing buffer underflow condition.

λmed The average playout rate is close to the average transmis-
sion rate. In this case, buffer underflow is not likely to
occur, affording a smooth video rendering at the client.

λlow The average playout rate is lower than the transmission
rate. In this case, playout buffer may overflow, causing
picture discards due to overflow condition. In practice,
this case does not happen if video client pulls data from
the TCP socket, as it is commonly the case. In addition,
TCP receiver buffer will not overflow either, because
cwnd at the sender side is capped by the available TCP
receiver buffer spaceawnd reported by the receiver.

For most TCP variants widely used today, congestion avoid-
ance phase is sharply different. As we present comparative

study of our proposal against Cubic and Compound TCP
variants, in what follows we briefly introduce these TCP
variants’ congestion avoidance phase.

A. Cubic TCP Congestion Avoidance

TCP Cubic is a loss based TCP that has achieved
widespread usage as the default TCP of the Linux operating
system. During congestion avoidance, its congestion window
adjustment scheme is:

AckRec : cwndk+1 = C(t−K)3 +Wmax

K = (Wmax
β

C
)1/3 (1)

PktLoss : cwndk+1 = βcwndk

Wmax = cwndk

where C is a scaling factor, Wmax is the cwnd value at time
of packet loss detection, and t is the elapsed time since the
last packet loss detection (cwnd reduction). The rational for
these equations is simple. Cubic remembers the cwnd value
at time of packet loss detection - Wmax, when a sharp cwnd
reduction is enacted, tuned by parameterβ. After that, cwnd
is increased according to a cubic function, whose speed of
increase is dictated by two factors: i) how long it has been
since the previous packet loss detection, the longer the faster
ramp up; ii) how large the cwnd size was at time of packet
loss detection, the smaller the faster ramp up. The shape of
Cubic cwnd dynamics is typically distinctive, clearly showing
its cubic nature. Notice that upon random loss, Cubic strives to
return cwnd to the value it had prior to loss detection quickly,
for small cwnd sizes.

Cubic fast release fast recovery of bandwidth makes it one
of the most aggressive TCP variants. Being very responsive,
it quickly adapts to variations in network available bandwidth.
However, because it relies on packet loss detection forcwnd
adjustments, random packet losses in wireless links may still
impair Cubic’s performance.
B. Compound TCP Congestion Avoidance

Compound TCP is the TCP of choice for most deployed
Wintel machines. It implements a hybrid loss/delay based
congestion avoidance scheme, by adding a delay congestion
window dwnd to the congestion window of NewReno [13].
Compound TCP cwnd adjustment is as per 2:

AckRec : cwndk+1 = cwndk +
1

cwndk + dwndk
(2)

PktLoss : cwndk+1 = cwndk +
1

cwndk
where the delay component is computed as:

AckRec : dwndk+1=dwndk+ αdwndKk − 1, if diff < γ

dwndk − ηdiff, if diff ≥ γ

PktLoss : dwndk+1 =dwndk(1 − β)−
cwndk

2
(3)

whereα, β, η and K parameters are chosen as a tradeoff
between responsiveness, smoothness, and scalability.

Compound TCP dynamics is often dominated by its loss
based component. Hence, it presents a slow responsiveness
to network available bandwidth variations, which may cause
playout buffer underflows.
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C. Capacity and Congestion Probing TCP

In this paper, we use CCP as a framework upon which
we design congestion avoidance variation schemes. TCP CCP
was our first proposal of a delay based congestion avoidance
scheme based on solid control theoretical approach. The
cwnd size is adjusted according to a proportional controller
control law. The cwnd adjustment scheme is called at every
acknowledgement reception, and may result in either window
increase or decrease. In addition, packet loss does not trigger
any special cwnd adjustment. CCP cwnd adjustment scheme
is as per 4:

cwndk =
[Kp(B − xk)− in flight segsk]

2
0 ≤ Kp (4)

whereKp is a proportional gain,B is an estimated storage
capacity of the TCP session path, or virtual buffer size,xk is
the level of occupancy of the virtual buffer, or estimated packet
backlog, andin flight segs is the number of segments
in flight (unacknowledged). Typically, CCP cwnd dynamics
exhibit a dampened oscillation towards a given cwnd size,
upon cross traffic activity. Notice thatcwndk does not depend
on previous cwnd sizes, as with the other TCP variants. This
fact guarantees a fast responsiveness to network bandwidth
variations.

V. TCP CONGESTIONAVOIDANCE IMPROVEMENTS FOR

V IDEO STREAMING

The original idea of congestion avoidance was to maintain
cwnd at large values without incurring in packet losses, so as
to incur in highest throughput possible. However, for video
applications, the ideal throughput should not deviate much
from the video rendering rate, or else playout buffer underflow
or frame discards may happen. For instance, there is no use in
aiming at too high throughput, as packets belonging to frames
whose playout time is in the future may clog the playout buffer.
We introduce a couple of changes in congestion avoidance of
our CCP TCP variant:

• LimitedCongestionAvoidance:In this scheme, our TCP
variant (CCPLCA) in congestion avoidance computes
its cwndccp as per Eq. 4. In addition, it computes the
minimum cwndvr value for which at current packet
rtt experienced results on a throughput matching the
video rendering rate (cwndvr = V R/rtt). The exer-
cised cwnd results to be the largest one, orcwnd =
MAX(cwndvr, cwndccp). The rational is to not allow
the regulated throughput to ever go below the video
rendering rate.

• LargeBuffer: In this scheme, TCP variant (CCPLB) uses
the playout buffer length as part of itscwnd computation,
as follows:

cwndk =
[Kp(B − xk)− in flight segsk]

2
+

POB

POBRate
0 ≤ Kp (5)

wherePOB is the playout buffer size, andPOBRate
represents a percentage of the playout buffer size used
in the TCP congestion avoidance phase. The rational is
to use the extra space of the playout buffer to increase
throughput, reducing buffer underflow events, as well as
decrease throughput when playout buffer is close to be
full, avoiding frame discards.

VI. V IDEO STREAMING PERFORMANCE OFCONGESTION

AVOIDANCE SCHEMES

Figure 3 describes the network testbed used for emulating
a network path with wireless access link. An HTTP video
server and a VLC client machine are connected to two access
switches, which are connected to a link emulator, used to
adjust path delay and inject controlled random packet loss.All
links are 1Gbps, ensuring plenty of network capacity for many
video streams between client and server. No cross traffic is
considered, as this would make it difficult to isolate the impact
of TCP congestion avoidance schemes on video streaming
performance.

Fig. 3: Video Streaming Emulation Network

TCP variants used are: Cubic, Compound, CCP, CCPLBA,
and CCPLB. Performance is evaluated for various round trip
time path scenarios, as per Table I.

TABLE I: EXPERIMENTAL NETWORK SETTINGS
Video Size 409Mbytes

Playout time 10.24 secs
Encoding MPEG-4

Video Codec H.264/AVC
Audio Codec MPEG-4 AAC4

Video Playout Buffer Size 448, 897, 1345 pkts
Network Delay (RTT) 3, 100, 200 msecs

TCP variants Cubic, Compound, CCP, CCPLCA, CCPLB

The VLC client is attached to the network via a WiFi link.
Iperf is used to measure the available wireless link bandwidth,
to make sure it is higher than the average video playout rate.
Packet loss is hence induced only by the wireless link, and is
reflected in the number of TCP packet retransmissions.

Performance measurers adopted, in order of priority, are:

• Picture discards: number of frames discarded by the
video decoder. This measurer defines the number of
frames skipped by the video rendered at the client side.

• Buffer underflow: number of buffer underflow events
at video client buffer. This measurer defines the number
of “catch up” events, where the video freezes and then
resumes at a faster rate until all late frames have been
played out.

• Packet retransmissions:number of packets retransmit-
ted by TCP. This is a measure of how efficient the TCP
variant is in transporting the video stream data. It is likely
to impact video quality in large round trip time path con-
ditions, where a single retransmission doubles network
latency of packet data from an application perspective.
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We organize our experimental results into the following:
i)TCP variants performance comparison; ii)CCPLB sensitivity
analysis. Each data point in charts represents five trials. Results
are reported as average and min/max deviation bars.

A. TCP Variants Performance Comparison

Figure 4 reports on video streaming and TCP performance
under short propagation delay of 3msec. In this case, legacy
TCP variants Cubic and Compound deliver best video stream-
ing performance with no discarded frames and very small
number of playout buffer underflow events. CCP(1), our pre-
vious TCP variant, presents significantly more frame discards,
as well as buffer underflow events. Even though CCP uses
path storage capacity to regulate its input traffic, CCP ignores
playout buffer depth. CCPLCA presents worst performance,
which shows that simply being liberal in sizingcwnd to
large values may end up hurting video streaming performance,
rather than helping. One needs to sizecwnd to large values
only when the playout buffer is able to accommodate the
traffic, and quickly use the extra packets to render frames on
a timely manner. Finally, our new CCPLB(1) TCP variant (1
means full size of the playout buffer is used) delivers as good
a performance as Cubic and Compound legacy TCPs, even
though it retransmits more packets than all other TCP variants.

a) VLC performance b) TCP packets retransmitted
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Fig. 4: Video Performance vs TCP performance; rtt=3msec

Figure 5 reports on video streaming and TCP performance
under a typical propagation delay of 100msec. In this case,
legacy TCP variants Cubic and Compound deliver worst
video streaming performance among all TCP variants studied.
CCP(1), our previous TCP variant, presents significantly less
frame discards than the legacy ones, as well as buffer un-
derflow events. Among all variants, CCPLB(1) performs best
by maintaining a very low number of playout buffer underflow
events, as well as no frame discards. CCPLB(1) is able to keep
low number of underflow events and frame discards by taking
into account the size of the playout buffer when regulating
cwnd window, even though it does not know the instantaneous
filling level (number of packets) of the playout buffer. Notice
also that the number of retransmitted packets of CCP and
CCPLB are roughly the same, even though CCPLB delivers
better video performance.

Figure 6 reports on video streaming and TCP performance
under a large propagation delay of 200msec. Delays such as
that may be experienced in paths with cellular network access
links, where additional delays result from wireless access
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Fig. 5: Video Performance vs TCP performance; rtt=100msec

link level retransmissions. In this case, legacy TCP variants
Cubic and Compound still deliver worst video streaming
performance among all TCP variants. CCP(1) continues to
present significantly less frame discards than the legacy ones,
as well as buffer underflow events. In addition, CCPLB(1)
performs best by maintaining a very low number of playout
buffer underflow events, as well as no frame discards, even in
the face of a very large round trip delay.

In conclusion, CCPLB is able to consistently deliver best
video streaming performance across a wide range of round
trip delay paths.
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Fig. 6: Video Performance vs TCP performance; rtt=200msec

B. Playout Buffer Size Sensitivity Analysis

So far we have presented CCPLB results using the whole
playout buffer size. Next we address performance sensitivity
to two issues: playout buffer size itself, and the percentage of
the playout buffer size used by CCPLB.

Figure 7 reports on video streaming and CCPLB perfor-
mance under a typical propagation delay of 100msec and
playout buffer size of 448 max size IP packets of 1600
bytes for various amounts of buffering. First notice the small
amounts of picture discards, as well as underflow buffer events
across all variants. CCPLB(2) uses half the buffer size of the
playout buffer in its congestion avoidancecwnd regulation,
whereas CCPLB(0.5) uses twice as much buffer as the size of
the playout buffer. The later case represents an overbooking
of playout buffering, as CCPLB uses more buffering than it is
really available at the client. We can see that overbooking hurts
performance, whereas underbooking, using less buffering than
the total playout buffer size, does not affect video streaming
performance significantly. All variants present a reasonable
amount of retransmitted packets at the TCP layer.
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Fig. 7: Video Performance vs TCP performance; POB=448pkts

Figure 8 reports on video streaming and CCPLB perfor-
mance under a typical propagation delay of 100msec and
playout buffer size of 897 max size IP packets of 1600 bytes
for various amounts of buffering. Comparing CCPLB VLC
performance with previous case, there is much less variation
in discarded frames as well as underflow events, with half
the playout buffer. There is also roughly the same level of
packet retransmissions at the TCP level performance from the
previous case.
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Fig. 8: Video Performance vs TCP performance; POB=897pkt

Finally, Figure 9 reports on video streaming and CCPLB
performance under a typical propagation delay of 100msec
and a large playout buffer size of 1345 max size IP packets
of 1600 bytes for various amounts of buffering. Comparing
CCPLB VLC performance with previous results, there is no
significant improvement in VLC performance. This shows that
beyond a certain size, there is no appreciable gain in increasing
playout buffer size.
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Fig. 9: Video Performance vs TCP performance; POB=1345pkt

In our performance evaluation, we have not attempted to
tune VLC client to minimize frame discards, even though VLC
settings may be used to lower the number of frame discards. In
addition, no tuning of TCP parameters was performed to better

video client performance. We have simply used parameter
values from our previous study of CCP performance of file
transfers [5]. Finally, changes to the congestion avoidance
phase of CCP can be equally applied to CCPD TCP variant.

VII. C ONCLUSION AND FUTURE WORK

In this paper, we have introduced and evaluated a couple
of variations of the congestion avoidance phase of our TCP
protocol variant CCP to improve TCP transport performance of
video streams. We have characterized CCP performance with
these schemes when transporting video streaming applications
over wireless network paths via open source experiments. Our
experimental results show that taking into account playout
buffer size in the regulation of congestion windowcwnd
results in better video streaming experience, with fewer frame
discards as well as less video rendering stalls, across a wide
range of path round trip times. As future work, we are cur-
rently exploring how playout buffer size may be estimated by
the video server. We are also researching how video streaming
over multiple paths may affect video rendering experience.
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Abstract—The constant evolution of all Web related 

technologies, and the considerable adoption of these 

technologies in our society’s everyday life, has brought to the 

discussion table the ability of these Web technologies and Web 

contents to become accessible to all, including those with some 

sort of disability. During the past years, a research project has 

been executed in order to, not only give the Web accessibility 

topic more visibility within our society, but also to achieve 

indicators on the levels of accessibility presented by privately 

held company websites. Considering the growing need to 

rapidly achieve Web accessibility indicators, whose complexity 

has significantly increased, the research team inherent to the 

referred project developed a software platform, entitled 

“AccessWeb Barometer”, that has the ability to perform Web 

accessibility evaluations to multiple websites in simultaneous. It 

also has the ability to analyze and publish the results inherent to 

those evaluations, and to allow its users to create their own 

analysis and dashboards. In this paper, we present the 

AccessWeb Barometer software platform architecture, its 

overall characterization and validation, and also the possibilities 

of what a platform like this can bring to Web content developers 

and to organizations worldwide. 

Keywords- Web Accessibility; AccessWeb Barometer; 

Evaluation Platform; Analysis Service; Diagnostic Service. 

 

I.  INTRODUCTION 

The topic of Web accessibility has been of major relevance 
for the global community, and particularly for those who have 
some sort of impairment or disability. When analyzing the 
majority of existent websites one can recognize that their 
compliance levels with current Web accessibility standards is 
incredibly low [1-3]. The referred topic can be simultaneously 
seen as an ethical and social problem, but also as an 
economically relevant issue. By merging these facts with 
current economic and financial difficulties assumed by almost 
all organizations, one can pinpoint the importance of a project 
that focus on, not only identifying websites accessibility 
issues, but also on providing information on how to solve 
those same issues. 

We present a three layer architecture proposal for a 
software platform whose goal is to be able to simultaneously 
evaluate several websites against international Web 
accessibility, usability and compliance standards, and 
simultaneously create analytic dashboards that will be made 

available to all Internet users through a set of collaborative 
Web platforms. 

The present paper is divided into five sections, starting 
with an introduction section where a very brief approach to 
the paper’s main topic is made. A second section presents the 
readers with a detailed perspective on the theoretical 
background inherent to both the relevance of Web 
accessibility topic and Web accessibility evaluation tools and 
systems already present in the literature. In third section, a 
comprehensive description and characterization of the 
proposed software platform design is made. A fourth section 
was developed in order to address the validation tests 
performed in order to ensure reliability to the proposed 
software solution. The paper finalizes with a fifth section 
containing some conclusions on the performed work, and on 
the expected future work. 

 

II. WEB ACCESSIBILITY BACKGROUND 

CHARACTERIZATION 

A. Conceptual Framework 

The internet offers a variety of information that, by nature, 
is constantly changing and evolving, both in size and in 
complexity, thus becoming an indispensable tool for 
individuals and organizations in everyday life [4]. 

Though the Internet is to be used by all, there is a niche of 
individuals whose physical and/or mental characteristics 
increases the level of difficulty associated with the referred 
interaction. Despite their limitations, these individuals should 
be allowed access to the Web and all its resources in the same 
manner as a normal user [2]. With this concern in mind, Babu 
and Sekharaiah [1] argue all Web resources need to 
incorporate accessibility characteristics that allow disabled 
users to use them by themselves or by using assistive 
technologies to do so.  

Gonçalves, et al. [5] presented the term “accessibility” as 
the ability that allows people with some sort of disability or 
incapability to interact with any product, resource, service or 
activity in the same manner as an individual without any 
impairment would. Complementarily, Henry [6] argues that 
“Web accessibility” is the term used to characterize the ability 
possessed by Web interfaces that allows them to be perceived, 
understood, navigable and easy to interact with. Recently, 
several authors [3, 7, 8] also complemented this initial 
definition by assuming that it represents Internet usage by 
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everyone, regardless of their physical, perceptive, cultural or 
social capacities or skills. 

According to Gilbertson and Machin [9], there are two 
parallel approaches one can make to study and work the Web 
accessibility topic: 1) a more functional approach that focuses 
on the user’s limitations and on the possible solutions (within 
the available technology) for those limitations; and 2) a more 
technical approach that focuses on Web technologies and how 
they can be used, modified or created to diminish or eliminate 
the obstacles opposing the users to fully benefit from the 
potential associated with the Web. 

 

B. Legal and Regulatory Concerns 

In the last two decades, the Web accessibility topic has 
been on the agenda of several national and international 
regulatory entities, which allows to highlight the importance 
of the topic [2].  

In recent years, several organizations have been working 
on the Web accessibility topic. The most prominent one is the 
World Wide Web Consortium (W3C), mainly due to its Web 
Accessibility Initiative (WAI) and its Web Content 
Accessibility Guidelines (now in a second and more updated 
version) [10]. These guidelines are a set of detailed 
descriptions to accessibility issues associated with the 
development of Web applications and content that everyone 
can use [11]. The current version of the referred guidelines 
were defined according to several layers of conceptualization, 
including: principles, general strategies, testable success 
criteria, a collection of techniques to promote the Web 
accessibility topic, and a set of complex documentation on all 
the possible accessibility faults and errors [12]. 

In parallel with W3C, the International Organization for 
Standardization (ISO) has been aiming their activities on 
improving the knowledge inherent to the Web accessibility 
topic, and to establish a set of standards that should bring the 
much needed normalization to the area. The most public 
results of ISOs work have been the ISO TS-16071, ISO 9241-
111 and ISO 9241-171 standards that aimed on, not only 
implementing a set of rules that should be fulfilled, but also 
helping both the public and organizations to create accessible 
Web platforms, websites and Web content [13-16]. 

Despite the existence of several international standards 
and regulations focused on the Web accessibility topic that 
were adopted by the majority of the countries, some of them 
decided to create their own regulations and enforce them at 
their own will. An example of this creation is the Web 
accessibility regulation by the United States of America, 
entitled “Section 508”, which highlights the existing right for 
all data or information be made available by any ICT related 
systems or any Web platform, to be accessible to all citizens, 
including those with some sort of disability or incapability 
[17, 18]. 

Even though there are several legal and/or regulatory 
requirements, W3Cs WCAG 2.0 is the most relevant Web 
accessibility standard. This is the one that most countries and 
organizations have adopted as the basis for developing 
accessible Web content. 

C. Recent Perspectives 

According to Burger [19], global tendencies towards 
increasing Web accessibility levels have significantly 
improved. Several major software houses and Web consulting 
agencies are now incorporating accessibility concerns in all 
their products and contents. The referred author also 
highlighted that several researchers are also focusing their 
research activities into, not only developing the technologies 
in order for them to become more accessible, but also into 
creating and improving the existing Web development 
platforms and technologies. This helps developers create 
accessible Web content and also to promote the Web 
accessibility topic in both the scientific community and to the 
general population. 

In 2012, Rocha, et al. [20] performed a research project 
that was aimed at understanding the social and economic 
reality of individuals that presented some sort of disability or 
incapability. With this study, these authors were able to 
conclude that the great majority of the analyzed individuals 
are unemployed or don’t have a factual economic activity, but 
receive monetary governmental complements and 
subventions in order to survive. By acknowledging this fact, 
one can perceive that organizations who do not implement 
accessible websites are directly neglecting a market share that, 
due to their impairments, are prone to adopt and use such 
websites. 

Braga, et al. [21] performed a research project in which the 
authors intended to evaluate the accessibility levels of Bank 
of Brazil’s online banking system. The research was done by 
using a manual evaluation process that allowed them to better 
identify the barriers and struggles posed to the referred system 
users. Assuming that the proposed evaluation methodology 
was correctly defined, after performing the evaluation 
activities, the authors were able to acknowledge that some 
changes were needed and had to be implemented in order for 
their methodology to be totally usable and reliable. 
Nevertheless, through the execution of this project, a set of 
important accessibility faults and issues was identified and 
transmitted to the bank’s IT department in order for them to 
incorporate the necessary changes. 

As stated by Oh and Chen [22], Web accessibility 
represents an increasingly important variable within the 
organization’s corporate and social responsibility scope. An 
organization collaborator can perform a decisive part in 
enforcing both the need to create accessible Web content and 
presenting an accessible website. With this concern in mind, 
Santarosa, et al. [23] proposed an accessible e-learning 
platform that complied with W3C WCAG 2.0, aiming on 
allowing for universities to offer their students a change, in 
concerns to the access of information on their courses or 
classes. In their work, the authors also present strategies to 
train teachers and educators in order for them to be able to 
create accessible learning content. 

Evaluating websites against Web accessibility standards is 
not an easy task; the present time surrounds itself with a 
significant margin for individual or manufacturer 
interpretation [24]. As reasoned by W3C, when assessing 
websites accessibility levels one should use a mixed approach 
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and combine both automatic and manual testing in order to 
guarantee a significant level of reliability [25]. 

There are several tools to perform Web accessibility 
assessments in an automated or semi-automated manner, but 
these tools lack the necessary combination of both a machine 
perspective and a human comprehension, thus tending to not 
responding to both the users and the Web content 
development firms needs [7, 26-28].   

 

III. ACCESSWEB BAROMETER – A WEB ACCESSIBILITY 

EVALUATION AND ANALYSIS SOFTWARE PLATFORM 

With the AccessWeb Barometer software platform, the 
research team envisioned to simultaneously create a 
diagnostic tool that delivered accurate and easy to analyze 
results, and to raise awareness on the accessibility and 
usability practices inherent to the design of corporate 
websites. Execution of website accessibility diagnostics on a 
large-scale represents a very considerable challenge since the 
known test instruments are manual or semi-automated, and 
require the allocation of an unsustainable amount of human 
resources in order to ensure an acceptable execution time [29]. 

From the experience collected from previous research and 
development projects, the research team was able to perceive 
that each website evaluation takes an average of 6 hours to be 
evaluated by the software tools. After that, another 40 minutes 
of specialized work, performed by an expert, in order for the 
evaluation results to be analyzed. With this in mind, the 
proposed system allows the execution of a great number of 
simultaneous evaluations in a smaller period of time. Above 
all, it increases the degree of confidence in the results, by 
eliminating the error inherent to human intervention in the 
analysis of the evaluation data. 

Besides the diagnostic and analytics layers of the proposed 
software platform, another very important part is the Website 
component because it represents the platform’s public 
interface where users can become more aware of the Web 
accessibility topic, and interact with the various outputs and 
results from all the performed Web accessibility evaluations. 
With this component users can, in a collaborative manner, 
acquire several new information and resources on the Web 
accessibility topic. Users can also perform synchronous and 
asynchronous discussions with other users and with the 
platform administrators or moderators. 

 

A. Proposed System 

The proposed architecture for the evaluation and analysis 
platform is composed of three different layers (Figure 1), with 
two of them representing the back end (responsible for the 
diagnosis and analysis - Diagnostic Layer; Analytics Layer) 
and the other one representing the Website Layer and serving 
as an accessible front end. 

 A three tier system was defined and implemented in order 
to address a fault very much present in the everyday life of 
those who are responsible for developing Web content and 
platforms, and to those who are facing the need to have 
accessible websites in order to benefit from its content. By 
allowing for a full automatic mechanism that only needs a list 

of websites to start evaluating them and to publish their results 
in a modern and dynamic manner that simply allows users to 
create their own results analysis and achieve more personal 
acknowledgements.  

AccessWeb Barometer

Diagnostic Layer

Automatic
Communication Service

Analytics Layer

Database

Data Visualization Service

Website Layer

Barometer

ETL

Collaboration

Best Practices InteractionDashboards

Manual

Scripting

Web Site Testing

Output Preparation

Requirements Analysis

Interaction Analysis

Processing Results

 
Figure 1. AccessWeb Barometer Software Platform Architecture. 

At each layer, there are a set of well-defined tasks that 
need to be performed and that are responsible for delivering 
input to the components of the upper layer. 

In the following sections, we describe in detail the intrinsic 
function of each component that integrates the AccessWeb 
Barometer platform architecture. 

 

B. Diagnostic Layer 

In the proposed architecture, the diagnostic layer 
represents all the components responsible for the accessibility 
evaluations that is to be performed during the execution of the 
project inherent to the AccessWeb platform. All Web 
accessibility evaluations will be supported by W3C WCAG 
2.0 and will follow the indications from W3C and use both 
automatic and manual evaluation mechanisms and techniques 
[12]. The automated tools are usually fast, but are not able to 
identify all existent accessibility, usability and compliance 
issues. Thus, there is a need to complement these automatic 
assessments with manual reviews. This helps to ensure issues 
such as language clarity and navigation ease. 

The proposed platform incorporates both the use of 
automated evaluation tools and manual reviews with real 
users in real environments. This aims on achieving a unified 
model for analyzing and reaching conclusions on the real 
limitations that a given website might pose to its users. 

1) Manual Evaluation 

In the first architectural layer, the Diagnostic Layer, we 
will focus on the assessment of websites by inspecting their 
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compliance with international guidelines, which are presented 
to a specialist, and an evaluator. They verify if the system 
complies with each guideline and registers all failures 
observed. During the manual evaluation stages the research 
team will include in the evaluation activities real users and 
evaluators. The main objective of presenting new and more 
hands-on results can complement the ones achieved during the 
parallel automatic evaluation procedure. Therefore, the 
evaluators will use a manual direct review approach to 
proceed with the inspection of compliance with Web 
accessibility and usability guidelines. On the other hand, real 
users will also be included in the evaluation procedures and 
through direct interaction, will explore and assess the tested 
websites interfaces [30-32]. 

In this context, we will use the barrier’s walkthrough 
method and set-up the following stages of assessment [33]: 1) 
Identification of scenarios involving two types of users (with 
visual and motor disability); 2) Definition of accessibility 
evaluation objectives; 3) Execution of scenarios identified; 4) 
Analysis of the results; and 5) Presentation of a list of 
problems with severity level for each of the problems 
identified by the evaluator. 

The assessment of accessibility is not complete without an 
additional usability evaluation; therefore, we will follow the 
criteria for measuring usability established by the ISO 9241 
standard: 1) Analysis of the characteristics required of the 
product in a specific context of use; 2) Analysis of the 
interaction process between the user and the product / system 
/ design; and 3) Analysis of efficiency (agility in enabling 
work), effectiveness (guarantee that the planned results are 
obtained) and satisfaction, resulting from the use of the 
product [34]. 

Within this scope, in order to achieve the above criteria, 
we will apply the following usability evaluation techniques: 
usability testing, cognitive walkthrough, questionnaires and 
interviews. 

2) Automatic Evaluation 

There is a wide variety of software and online services that 
help determine if a given website complies with the existent 
Web accessibility and guidelines, and also with other 
technology standards. The AccessWeb Barometer platform 
was not envisioned to be just another assessment platform, but 
instead, it aims on providing a public barometer that reveals 
an extensive set of indicators, in a graphical manner, that 
encourage discussion on the degree of preparation presented 
by websites, and on the possible interest to society of having 
accessible and usable websites and Web content.  

Despite the existence of several Web accessibility and 
usability evaluation software tools, to our knowledge there are 
no solutions for performing multiple and simultaneous 
websites evaluations. In the proposed platform, the automatic 
diagnostic component consists of multiple virtual machines, 
mounted according to the size of the pool of websites that are 
going to be evaluated, giving the platform a very interesting 
scalability level. The limits inherent to this approach lie on the 
physical resources presented by the virtualization servers and 
on the available Internet access bandwidth. 

The Communication Service subcomponent running on 
each virtual machine has the role of orchestrating and 
commanding all of the evaluation process of a given website. 
Its first task is to validate the existence of records on the queue 
containing the websites to be evaluated. This action is done 
through proper database queries, which return specific 
websites attributes (such as name and url), that are needed to 
perform the referred evaluation and make sure that only those 
who haven’t been evaluated yet are queued. Each website 
evaluation is launched at the same pace that the virtual 
machine becomes available. This ensures that a given website 
is only evaluated once and by a single machine. At the same 
time the process starts, an update to the website database 
record is made, in order to “mark it” as already in evaluation. 
By being aligned with these procedures, the Communication 
Service subcomponent passes the website url parameter to the 
scripting application, named “AutoIt 2015”, which is 
responsible for coordinating the execution of the software that 
will be used to conduct the evaluations. 

AutoIt scripting tool runs on each virtual machine, serving 
to automate the graphical interface of Windows operating 
system, (i.e., assumes the user's role and performs all the steps 
that need to be performed for the site to be properly analyzed 
and evaluated). The proposed website evaluation software 
platform also incorporates Power Mapper’s “SortSite V5.0” 
whose aim is to perform website evaluations against 
international Web related standards, such as Section 508, 
WCAG 2.0 and usability.gov guidelines. 

After SortSite finishes the evaluation of a given website, 
the scripting tool stores the generated reports, passing the 
workflow again for the Communication Service 
subcomponent, which will move the evaluation reports to a 
shared folder (“dump” folder) on the platform server machine 
(virtual machine responsible for Extract, Transform and Load 
(ETL) and Data Analysis/Visualization). This process ends 
with an update to the database, thus ensuring that the website 
record will be marked as already evaluated and starting a new 
website evaluation cycle. 

The data treatment inherent to the generated reports is 
performed by the Analytics Layer components described in 
the following section. 

 

C. Analytics Layer 

The intermediate layer, entitled Analytics Layer, of the 
proposed software platform architecture, runs on the server 
side. It is responsible for the analysis and process of data 
collected by the lower layer, and aims to prepare it to be 
presented in the next layer. In practical terms, the components 
inherent to this intermediate layer is responsible for the 
Information and Knowledge needed to feed the dashboards 
that are going to be displayed to the public through the 
Website Layer. 

The first task of this layer workflow is performed by the 
ETL component, which is of vital importance since it involves 
moving data from their original sources into the BI system. 
The ETL component is used to construct and populate the 
central data repository of the BI architecture, but it is also for 
identifying relevant data sources in order to build a stable data 
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model (which uniforms, through metadata, all kinds of data), 
and organize data according to business policies and data 
storage [35]. In the proposed architecture, the ETL extracts the 
evaluation report files, stored in the dump folder, and treats 
and stores the inherent data into new database records. When 
this process is finished, the component will move the reports 
files to a “log folder”, ensuring a copy of the evaluation results 
and a possible future data recovery. 

Given the need to store and access data by almost all of the 
proposed architecture components, a database component was 
incorporated in order to serve as a central data repository 
structure, according to a traditional transactional approach. 

For the set of data analysis related tasks, some Self-Service 
Business Intelligence (SSBI) techniques and technologies 
were used. The main goal of the SSBI is to assist managers in 
making decisions based on highly complex data analysis and 
involving less IT know-how’s. This allows for the common 
user to add new perspectives to the predefined analysis and 
produce their own queries and reports. This increase of 
autonomy allows productivity gains for both regular users and 
IT departments that don’t need to allocate their elements to 
provide analytical technical support [36]. 

Having detected the need for a solution that allowed for 
the representation of complex data in a graphic form, the 
research team decided to incorporate a Data Visualization 
(DV) approach, which by definition allows for the visual 
representation of data and enhances the value of the available 
information, allowing for an easy identification of trends, 
exceptions and deviations that are normally hidden in massive 
amounts of data stored in data sources [37, 38]. This feature 
of the proposed platform is highly critical because it uses 
creativity, design concepts, colors, shapes and sizes, to create 
visual contents that represent the knowledge inherent to a 
large amount of data [39]. To support this activity, several DV 
techniques and technologies were used, such as analytical 
models and statistical functions, whose results are presented 
visually through interactive dashboards composed of tables, 
charts, graphs, diagrams, histograms and maps [40]. 

In the analytics layer, in order to perform the data analysis 
and visualization, a decision was made to use the Microsoft’s  
BI stack (“Microsoft Power BI”), which responds to all 
requirements specified for this software platform and for the 
graphical representation of data. 

 

D. Website Layer 

Website Layer corresponds to the front end of the 
platform, (i.e., serves to interact with all the users). Although 
the architecture in this layer is composed by two components, 
the “Barometer” and the “Collaboration” component, a 
special attention is given to the Barometer component as it is 
the one that is directly related to the evaluation system results. 
As a consequence, the Collaboration component enjoys a 
certain degree of independence by enabling users’ access to 
additional resources, such as, documentation on best practices 
in the areas of accessibility, discussion forums and blogs, 
which have no direct relation with the evaluation system. 

Barometer component serves to share all the knowledge 
extracted from the multiple evaluations carried out to different 

organization websites through visually rich dashboards; for 
example, providing a varied combination of graphics, 
manipulated by a wide range of filters, according to the users' 
preferences. These indicators range from the analysis of 
various sectors of activity, analysis of the most common 
mistakes, and the geographical distribution faulty websites. 

 

As shown in Figure 2, AccessWeb Barometer software 
platform acknowledges and also incorporates the prominent 
role of studying and analyzing the accessibility, usability and 
compatibility of websites when accessed through the various 
types of existing devices. All the front-office related 
components are defined to not only have an attractive and 
updated design, but also to be responsive (adaptable to both 
desktop and mobile environments), be compliant with WCAG 
2.0 guidelines and compliant with international usability 
guidelines. 

 

IV. PROPOSED PLATFORM VALIDATION 

Given the complexity associated with the proposed 
solution, the research team decided that an initial validation 
stage was needed in order to ensure that, not only all the 
platform outputs were adequate and correct, but also to 
acknowledge that an increase of efficiency and performance 
of the Web accessibility evaluation process was verified. 

In order to perform the referred initial validation, and 
following previous works [5], 1000 Portuguese privately held 
companies with the biggest business volume were chosen to 
be used as the evaluation target group. In Figure 3, it is 
possible to perceive that from the 1000 initial companies, only 
862 were evaluated, mainly because the remaining were 
without a website or had one that was in maintenance or was 
incompatible with PowerMapper Sortsite tool. 

After performing the analysis of the target group and 
achieving the list of the 862 companies whose websites were 
to be evaluated, the research team registered that same set of 
websites in the Analytics Layer “Database” component and 
started the websites evaluation procedure against WCAG 2.0. 

 

Figure 2. AccessWeb Barometer software platform workflow. 
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Figure 3. AccessWeb platform initial validation target group analysis. 

When all evaluation results were registered in the 
Analytics Layer by the Diagnostic Layer we were able to 
achieve all the visual dashboards needed to acknowledge the 
accessibility levels and compliance presented by the evaluated 
websites. 

 

 
Figure 4. Statistical analysis of the Web accessibility evaluation results. 

From the analysis of Figure 4, one can perceive that, 
despite the average number of evaluated elements from each 

website is significant (≈ 2900), the average number of 

detected accessibility errors is still very considerable of what 
might represent, in line with previous studies [2, 5, 41]. Those 
levels of compliance with WCAG 2.0 are still very low and 
those with some sort of disability cannot access the majority 
of the target group websites without encountering several 
difficulties or impossible to transpose barriers. 

By examining the achieved results, one can acknowledge 
that the proposed platform is capable of delivering valid and 
accurate results that allow for a simple and direct 
understanding on the Web accessibility status of a given 
website or sets of websites. 

 

 
Figure 5. Comparison between the duration of previous Web accessibility 

evaluations and the one perfomed with AccessWeb platform. 

 
Another critical issue for the research team was the 

performance presented by the proposed platform. In Figure 5, 
one can observe a direct comparison between the performance 
from previous evaluations that the research team performed to 
the same target group, and the performance presented by this 
new Web accessibility evaluation performance. From this 
observation, one can easily highlight the significant 
improvement of the time necessary for undergoing an 
evaluation to a set of 1000 companies. 

 

 
Figure 6. Comparison between the average number of hours necessary for 

evaluating a website against WCAG 2.0 when using a semi-automatic 

approach and when using the AccesWeb platform. 

By analyzing Figure 6, it is possible to recognize that the 
use of the AccessWeb platform brings a very interesting 
improvement to the overall Web accessibility evaluation. 
Given that, it can reduce in a considerable manner the number 
of hours necessary to fully evaluate a website, to validate and 
store the achieved results, and to reach visual dashboards that 
allow for a direct visualization of the referred website 
accessibility status. 

V. CONCLUSION 

An accessible website should allow all users, regardless of 
their physical or mental situation or impairments, to 
understand, navigate and interact with the published content. 
When analyzing the current perception on the Web 
accessibility concept, one can easily perceives that it is no 
longer just a technical issue, but also an ethical and social 
issue, a market (economic) issue, and a SEO issue. 

According to W3C one of the most common reasons to the 
lower levels of accessibility presented by websites is the lack 
of knowledge which organization managers, Web software 
developers and Web content creators have; on topics such as 
Web accessibility standards, assistive technologies and 
development tools. Drawing on this assumption, the research 
team inherent to the present project projected a software 
platform, entitled “AccessWeb Barometer”, for performing 
multiple accessibility evaluations to sets of websites (mainly 
belonging to private organizations), giving public access to 
the results of those evaluations and with this, increasing the 
global awareness on the Web accessibility topic, and on the 
importance that it has on the lives of those with some sort of 
disability or incapability. 

With this paper we propose an architecture proposal for 
the referred software platform that is composed by three main 
layers, a diagnostic layer (constituted by several components 
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directly responsible for the accessibility evaluations to the 
chosen websites), an analytics layer whose components have 
a direct intervention in the extraction of the data inherent to 
the evaluation processes, in the storing of that same data and 
in the creation of sets of analyzed and treated information that 
will be serving as the basis for the public dashboards that are 
to be available to users through the website layer. This third 
layer will not only be constituted by the graphic elements that 
will show the evaluations results to the users, but also by a set 
of collaborative tools and technologies that should be used to 
increase the public awareness on the Web accessibility topic. 

Currently, all architecture components have been 
developed and an initial Web accessibility evaluation to a set 
of 1000 Portuguese company websites was performed, 
allowing not only to validate that the proposed platform is 
accurately evaluating the chosen websites, but also to verify 
that output results are valid and in line with other similar Web 
accessibility scientific works.  

From the referred platform validation, the research team 
could also identify that the proposed platform ensures a very 
significant improvement in the overall Web accessibility 
evaluations field, not only by decreasing the amount of time 
necessary to perform bulk Web accessibility evaluations, but 
also by reducing the average time necessary to evaluate a 
single website. 

By incorporating all the considerations achieved from the 
actions mentioned above, the research team is already 
planning a future Web accessibility evaluation that focus its 
attention on websites belonging to both large European 
companies and SMEs. 
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Abstract—In this paper, we propose and evaluate two algorithms 

for session management of a variable bit rate video session over a 

multi-channel network. The session manager decides how many 

channels should be active in the next time interval on the basis of 

required video bit rate, session measurement reports and other 

considerations. The algorithms performance is evaluated against 

a fixed selection of the number of active channels.  Simulation 

results reveal that it is possible to control the session costs in 

terms of the number of active channels while keeping the quality 

of the received video stream on the top Mean Opinion Score 

(MOS) level. System performance significantly improved in the 

feedback-based managed session, as compared to the simple-

managed session and to the fixed selection of the number of active 

channels sessions. 

Keywords- multi-channel video transmission; session 

management; multimedia networks;  video QoS. 

I.  INTRODUCTION  

A video streaming application encodes, packetizes and 
transmits video frames in real-time. In other words, every 
streaming video frame needs to meet a play-out deadline. 
Currently, most networks support real-time services only in a 
best-effort manner. Therefore, video streaming services have to 
include special measures to be resilient to packet loss and late 
arrival. Over the last decade, streaming over multiple channels 
(also called multi-path, or networks) has been suggested to 
improve the video quality over the Internet [5][6][9]-[14], in 
peer-to-peer networks [15][19]-[21] and wireless ad-hoc 
networks [7][8].  Multi-channel video transmission is often 
coupled with adaptive/scalable layered-video encoding, e.g., 
H.264, Scalable Video Coding (SVC), to overcome channel 
rate variation and heterogeneous video client capabilities.  
Using multiple channels in layered-video transmission has also 
led to new challenges, such as video packet scheduling and 
new multi-channel encoding schemes [4][8][16]-[18]. 

In this study, we explore the contribution of the session 
management module in a multi-channel variable bit rate video 
session. Assuming that M channels can be activated in a 
particular video session, the session manager decides on the 
number of active channels A ≤ M.  The decision is based on the 
required video bit rate, and on the session measurement 
feedback reports regarding the channel conditions from the 
beginning of the session up to the last time interval. Additional 

considerations affecting this decision include the required 
video Quality of Service (QoS) parameters, information 
regarding the Quality of Experience (QoE) parameters, etc. The 
number of active channels corresponds to target performance 
indicators, such as target error rate in the next time interval. We 
focused on the minimal number of active channels that satisfy 
the performance requirements in order to reduce the overall 
system overhead. The session management algorithms 
described in this study have the following properties: (i)  
Simple decision function; (ii) Low computation afford; (iii) 
Small state and storage requirements; and (iv) Little channel 
feedback information (used only by the second algorithm).   

Recently, an algorithm for session management of multi-
channel constant rate video streaming session over wireless 
networks was suggested in [3]. We propose and evaluate two 
enhanced algorithms that support a variable bit rate video 
session. The evaluation of the management algorithms is based 
on simulation environment. The simulation results show that it 
is possible to control the session costs in terms of the number 
of active channels, while keeping the quality of the received 
video stream in the top mean Opinion Score (MOS) level. For 
example, comparing with static selection of three channels, the 
simple management algorithm achieved a 13.67% percent cost 
reduction with 2.59 active channels on average, and average 
Peak Signal-to-Noise Ratio (PSNR) of 37.32 comparing to 
average PSNR of 38.14 (reduction of only 2.15%). The 
feedback-based management algorithm achieved an 8.67% 
percent cost reduction with 2.74 active channels on average. 
Furthermore, the feedback-managed algorithm delivered 
89.28% bytes on-time compared to only 84.66% bytes that 
were delivered on-time using a static selection of three 
channels. This leads to an average PSNR of 38.51, that is, a 
0.97% percent improvement in the average PSNR compared to 
the static selection of three channels. Using a more 
sophisticated decoder could further improve the PSNR.  

 This paper is organized as follows: In the next section, the 
problem statement and rationale for session management are 
discussed. The simple management and feedback-based 
management algorithms for a variable bit rate multi-channel 
video streaming session are described in Section III. In Section 
IV, we present our simulation environment. In Section V, the 
simulation results are reported. Conclusions and further 
research directions are discussed in the last section. 
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Figure 1.  Architecture of the multi-channel video streaming system [3]  

II. MULTI-CHANNEL VIDEO SYSTEM  

In this section, we provide an overview of the multi-channel 
video transmission system under consideration [3]. As shown 
in Figure 1, the system consists of three parts: the video server, 
the multiple channels and the video client. The server and 
clients can communicate over up to M multiple channels 
(paths, networks). The video server consists of a video source, 
a video encoder, a module for stream splitting and channel 
protection, a session monitoring module, channel scheduler and 
a session manager module. The video client consists of a 
module for joining and decoding the channel protection, a 
session monitoring manager module, a session manager 
module, a video decoder and a viewer.  These components are 
described briefly in the following paragraphs. 

We assume that a space-time discrete video signal is used 
as input to the layered video encoder, which is characterized by 
its operational distortion-rate function. After source coding, the 
compressed layered video stream is prepared for transmission 
by the channel codec. This involves packetization and Forward 
Error Correction (FEC) combined with interleaving to reduce 
the effect of burst errors. After channel encoding, the video 
layers are scheduled to active channels and then the video 
packets are transmitted over the channels according to their 
layer to channel mapping.  

In a general multi-channel network, different channels may 
have different parameter values. Furthermore, channel 
parameters may change due to the activation of other channels 
that share some resources, such as bottlenecked links [22].  We 
used the enhancement of the Gilbert-Elliott model [1][2] into a 
packet erasure multi-channel model [22] to characterize the  

 

multi-channel behavior in terms of video rate and error rate. 
According to this model, the multi-channel video rate for 
homogeneous channels is generated using the following 
formula: 

One channel: R1 =   R ∙ (1-α1) 

Two channels  R2 = 2R ∙ (1-α2) 

∙ ∙ ∙  

M channels RM = MR ∙ (1-αM) 

Where α1 < α2 < ∙ ∙ ∙ < αM. That is, the error rate increases 
with the number of active channels [22].  

III. ALGORITHMS FOR SESSION MANAGEMENT OF MULTI-

CHANNEL VARIABLE BIT RATE VIDEO STREAMING SESSION 

The session manager's tasks are:  

1) Calculate: target video rate and additional parameters. 

2) Decide:  the number of active channels A (1 ≤ A ≤ M) 

In this paper we focus on the question of deciding the 
number of active channels. 

In this section, we propose two session management 
algorithms in a multi-channel video system for transmitting 
video with variable video rate. The first algorithm is a simple 
algorithm and the second one is a feedback-based algorithm.  
These algorithms are compared with each other and with static 
sessions (unmanaged), in which the number of active channels 
is constant. 
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The simple session management procedure is as follows. 

Void SimpleSessionMNG_Procedure() 

Begin 

1:  In the first time interval Do: 

1.1:  Initiate session; 

1.2:  Activate all M channels; 

2:  In the second time interval Do: 

2.1:  Get report from session monitor; 

3:  For each time interval i>1 Do: 

3.1:  Calculate target video rate RV; 

3.2:  Activate A+1 channels such that 

3.3:  Update the other modules; 

End 

The simple-managed module initiates the session. In the 
first time interval, the algorithm activates all M channels. The 
algorithm gets a measurement  report only once (after the first 
time interval), and learns the effective bandwidth of each 
channel from this report. In the following time intervals, the 
algorithm decides the number of active channels according to 
the target video rate of each time interval and the effective 
bandwidth of the channels that was reported at the beginning of 
the session. The channels are chosen sequentially. Either by 
index number (arbitrarily defined), or by descending order of 
bandwidth, that was estimated based on the report of the first 
interval. 

The feedback-based session management procedure is as 
follows. 

Void FeedbackSessionMNG_Procedure() 

Begin 

1:  In the first time interval Do: 

1.1:  Initiate session; 

1.2:  Activate all M channels 

2:  For each time interval i>1 Do: 

2.1:  Get report from session monitor; 

2.2:  Calculate target video rate RV; 

2.3:   Decide the number of active channels A; 

2.4:  Update the other modules; 

End 

The feedback-managed module also initiates the session 
and activates all M channels in the first time interval. 
Afterwards, in each time interval, the algorithm calculates the 
target video rate, decides the number of active channels and 
chooses the particular set of channels. Finally, it updates the 
other modules. 

The next procedure describes the algorithm for deciding the 
required number of active channels according to session history 
and the target video rate in the next time interval (step 2.3 of 
the feedback-managed procedure). 

Int FeedbackManagedActiveChannels (RV, M, 

            timeInterval, channelSize[]) 

Begin 

1:  Calculate last interval arrival percent 

based on monitor report; 

2:  For each channel i in M channels Do: 

2.1:  set availableChannelSize[i] = 

   channelSize[i]*lastIntervalPercent[i]; 

3:  If 

3.1: Return M; 

4:  Find min A such that 

 

 

5:  Return A+1; 

End 

In each time interval, the algorithm gets a measurement 
report of the active channels from the session monitoring 
manager and calculates the percent of the data that arrived on 
time out of the sent data. Then the current available bandwidth 
for real-time transmission of each channel is determined. 
Finally, the algorithm finds the minimum number of channels 
whose available bandwidth sum is sufficient for the target 
video rate in the next time interval. 

The task of trying to find the minimum number of channels 
that satisfies the video rate (step 4 of the 
FeedbackManagedActiveChannels procedure) can be 
performed in several ways that differ by complexity and 
accuracy. Different methods can provide different results. We 
suggest two possible methods: a simple sequential method and 
a more complex optimal method. The first method is described 
in the next procedure. 

Int FindSequentA_Procedure(Rv) 

Begin 

1:  For k=1 to M  

1.1: If     

1.1.1: return k; 

End 

 

The FindSequentA procedure chooses the channels 
sequentially.  In each iteration, the procedure tests the channels 
indexed 1 to k. If the sum of their available size is enough, the 
first k channels are chosen. The sequential method is very 
simple to compute, but does not always provide the best 
minimal set of channels. The second suggested method is 
described below: 

Int FindOptimalA_Procedure() 

Begin  

1: For n=1 to M 

1.1:   Find subset N of n channels such that: 

                                 Is maximal; 

 
1.2:   If  

1.2.1:  return n;   

End 

 

The FindOptimalA procedure uses exhaustive search to 
choose the set of A channels as finding such subset is NP-
complete [29]. In each iteration, the procedure tests all  

subsets of n out of the M possible channels, 1≤n≤M, and finds 
the set with maximal bandwidth. If that set (with maximum 
available channels size) has enough bandwidth, that set is 
chosen. The method gives optimal results by examining sets of 
channels of varying sizes. It starts with sets of one channel, 
then tests sets of two channels until the set of M channels. 
When the procedure finds a sufficient set – that set is chosen. 
This order of testing the sets ensures the optimal choice with 
minimum number of channels and maximum bandwidth. 
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Figure 2.  The Simulation Environment 

IV. IMPLEMENTATION WITH NETWORK SIMULATOR 

In this section, we describe the simulation environment 
used for evaluating the suggested session management 
algorithms performance.  The environment is Network 
Simulation – 2 (NS-2) based. NS-2 is an open-source network 
simulator widely used in academic research [23]. The simulator 
is fed with scripts and traces to be sent over the simulated 
network. It simulates the network behavior and generates traces 
for the receiving end. We implemented the session-manager 
algorithm in TCL and ran it on NS-2. In addition, we used the 
following open-source tools:  

 The JSVM  Reference Software [24] - the reference 
software for the Scalable Video Coding (SVC) project 
of the Joint Video Team (JVT). 

 The SVEF Framework [25] – a Scalable Video coding 

streaming Evaluation Framework, devised to evaluate 

the performance of H.264 SVC video streaming. 

 The MyEvalSVC [26] - an integrated simulation 
framework for evaluation of SVC transmission based 
on the SVEF and extended to connect to the NS2 
simulator. 

 The EvalVid [27] - a tool-set developed for evaluation 
of the quality of a video transmitted over a real or 
simulated network. 

In Figure 2, the simulation environment is presented. As 
can be seen from this figure, a raw YUV video is encoded 
using the JSVM-Encoder and a video trace file is created by 
JSVM's Bit Stream Extractor. The trace file is processed in the 
SVEF's f-nstamp tool and a send-trace file is generated. The 
send-trace is converted to the format of a NS2-send-trace file 
using MyEvalSVC tools.  The full NS2-send-trace is delivered  
 

 
to the session manager module. In each time interval (one 
second of video), the manager splits the interval's part of the 
NS2-send-trace into A different NS2-send-traces, according to 
the algorithm decision of A active channels. Then, NS-2 
simulates sending the video interval over A channels out of the 
M channels we defined in the network topology. When the 
interval is completely received on the receiver end, the session 
manager module gets the received-trace, and based on the 
performance that is derived from the send-trace and received-
trace, it decides the number of active channels for the next 
interval. The manager repeats this routine until the entire video 
is transmitted. 

When the simulation is completed, the full NS2-received-
trace of the video is converted into a video trace using 
MyEvalSVC tools. The JSVM-Decoder decodes the received 
video trace back to a raw YUV video file. Since some frames 
might be lost during the transmission, the video is 
reconstructed using the SVEF frame-filler tool, which fills 
missing frames by duplicating other frames, so that the 
received video has the same length as the sent video. Finally, 
the quality of the received video is evaluated according to its 
frames PSNR value, which is calculated by comparing it to the 
original video with EvalVid's PSNR tool. 

V. SIMULATION RESULTS 

In this section, we describe the benchmark, the simulated 
network topology, and the performance of the session 
management algorithms.  

To validate the session manager’s performance, we decided 
to use the PSNR matric that measures video quality. The PSNR 
value is calculated by comparing two raw YUV formatted 
video sequences. Therefore, we searched for long original 
YUV sequences. Most of the video traces include short video 
only, and were not suitable to study the management 
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algorithms benefit and limitations. The most suitable sequence 
we found was the open source animation video Big Buck 
Bunny [28], a long high-quality YUV sequence. We simulated 
transmitting 5 minutes of the video. The frame rate of the video 
was 24 fps and we defined time interval length to be one 
second of video. The total number of transmitted intervals was 
300 and the number of frames was 7200. 

The transmission of the video was tested over two different 
topologies. The first topology was very simple. The source and 
the destination were connected with five independent channels. 
In this case, there was no significant difference between the 
different management algorithms. In reality, in a multi-channel 
network, independent channels are very uncommon. Hence, we 
tested the second network topology as presented in Figure 3 
that better reflects realistic multi-channel conditions. In this 
network topology, the source is connected to the destination 
with five channels as well. But, the first two channels are 
occasionally disturbed by other entities that use their resources 
(source 2 transmits to destination 2 and source 3 transmits to 
destination 3) and channels three and four correspond to two 
edge dependent paths. The fifth channel is independent. The 
propagation delay of each link is 1ms, and the bandwidth is 
4Mbps. 

We simulated both simple and feedback managed 
algorithms, each one with the two methods of channels 
selection we described. The results of both versions of the 
simple manager were very similar, hence we will present only 
the results of one method for the simple manager. We assume 
that sorting the channels (the second method) does not improve 
the results compared to sequentially choosing the channels (the 
first method), because the simple manager gets report only after 
the first interval, and that report does not sufficiently reflect the 
channels' capacity that changes over time.   

 Figure 4, 5, and 6 present the simulation results of the   
feedback-managed and simple-managed algorithms. 
Throughout this section, we refer to information loss in case of 
either actual information loss or in case of late arrival 
(according to the video play-time).  Figure 4 presents the 
results of the byte-loss percent (a), and the video frame-loss 
percent (b) for each time interval for the optimal and sequential 
feedback-managed algorithms (green and red lines) and simple-
managed algorithm (blue line).  We can see in both graphs that 
the optimal feedback-managed algorithm lost the least amount 
of data, the sequential feedback-managed algorithm lost more 
data than the optimal and the simple-managed algorithm lost 
the most amount of data. 

We refer to the loss of data in two aspects: byte-loss and 
video frame-loss. The difference between the two aspects is 
due to the simple open source decoder that decodes the 
received video. The decoder is not sophisticated enough to 
handle decoding of partial frames, therefore even if only a few 
bytes are missing, a whole frame is deleted and possibly other 
frames depending on this frame. For example, in time interval 
number 229 (marked with a dashed line number 1 in Figure 4), 
the difference is noticeable. The red graph that represents the 
loss of the sequential feedback-managed algorithm in very low 
(0.9%) in graph (a) (byte-loss), but is significantly higher (9 out 
of 24 video frames) in graph (b) (frame-loss). An additional 
example that emphasizes the difference is provided in time 
interval 35 (marked with dashed line number 2). In graph (b), 

 
 

Figure 3.  Simulated network topology 

the red and blue graphs (sequential feedback-managed and 
simple-managed respectively) are very close, meaning they lost 
almost the same number of video frames (11 lost video frames 
using the feedback-managed algorithm vs. 12 lost video frames 
using the simple-managed algorithm). However in graph (a) at 
the same point, the difference between the two graphs is 
distinguishable (17% byte loss vs. 33% byte loss). 

Figure 5 provides an example of the performance results 
with respect to the PSNR. The results of frame-loss (a) and 
PSNR value (b) for the two feedback-managed and simple-
managed algorithms in time intervals 75-95 are plotted in this  
figure. The frame loss was calculated per interval, while the 
PSNR was calculated per frame, so that each point in graph (a) 
that represents one interval is equivalent to a sequence of 24 
frames in graph (b). Clearly, high video frame loss will cause 
low PSNR. The PSNR value is calculated by comparing the 
original YUV sequence to the YUV sequence that was decoded 
from the received SVC video. The PSNR value is affected by 
two factors. First, the encoding and compressing of the original 
video by the video encoder before it was sent over the 
simulated network (from YUV to SVC). The second factor is 
the data loss caused by the video transmission over unreliable 
channels. All algorithms were affected identically by the first 
factor. The difference in the PSNR between them was caused 
only by the second factor, hence, the difference between the 
graphs points out the advantage of both of the feedback-
managed algorithms over the simple-managed algorithm, and 
the advantage of the optimal method over the sequential 
method. In time intervals 75-76, 92-95, there was no loss of 
data in all algorithms, as can be seen in graph (a), and the 
PSNR value (shown in graph (b)) is high because it was 
affected only by the encoding process. In time intervals 77-80, 
the same number of frames were lost in the sequential feedback 
and the simple algorithms and the PSNR value is also identical, 
but the optimal feedback managed lost a lot less frames in 
intervals 79-80 and its PSNR value is much higher. In the rest 
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(a) Frame Loss per Time Interval for intervals 75-95 

 
(b) PSNR per frame for intervals 75-95 

Figure 4.  (a) Byte-Loss; (b) Video Frame-Loss for simple-managed (blue line), optimal (green line) and sequential (red line) feedback-managed algorithms 

Figure 5.  (a) Video Frame Loss; (b) PSNR for intervals 75-95 for simple-managed (blue), optimal (green) and sequential (red) feedback-managed algorithms

 

 
(a)  Byte-Loss trecrep per interval 

 
(b)  Frame-Loss percent per interval 
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Figure 6.   Number of active channels per time interval for simple-managed (blue), optimal (green) and sequential (red) feedback-managed algorithms 

of the time intervals the optimal feedback-managed (green line) 
did not lose any frames and its PSNR value is the highest. In 
time intervals 81-84, graph (a) shows that the sequential 
feedback manager (red line) lost less video frames than the 
simple-manager (blue line), and graph (b) also shows that the 
PSNR of the sequential feedback managed is slightly higher 
than the simple-managed. In time intervals 85-91, the recovery 
of the sequential feedback-managed is clearly seen, in graph (a) 
its frame loss is very low and in (b), its PSNR is high, in 
contrast to the simple-managed algorithm whose frame loss 
remains high, and PSNR remains low. 

Figure 6 plots the number of active channels during the 
simulation period. Due to the changes in the channels 
conditions that are reported only to the feedback-managed 
algorithms, there are intervals where the feedback-managed 
algorithms activates more channels than the simple-managed 
algorithm, as seen in the graph. The graph also shows that 
frequently the optimal feedback manager (green line) activates  

less channels than the sequential feedback manager (red line), 
because it chooses the channels with the biggest capacity, and 
therefore is satisfied with fewer channels. 

Table I summarizes the performance evaluation of the two 
suggested session management algorithms and static sessions 
with 2,3,4,5 channels. A Static i-channels method (lines 3-6 in 
Table I) is a simple un-managed method in which the first i'th 
channels are selected to transmit the video regardless of the 
target video rate and the channels temporal conditions. For 
each method, we present in the table the results of: (i) Byte loss 
percent – the percent of the data that was lost in the 
transmission or arrived too late (considering a 1000ms play-out 
buffer). (ii) Active channels average – the average number of 
channels that were activated per time interval. (iii)  PSNR – the 
average value of PSNR per frame and the standard deviation of 
PSNR per frame. The PSNR average alone does not fully 
reflect the quality of the received video, because if the average 
is high but the standard deviation is also high, the viewing 
experience is impaired due to the significant changes in the 
PSNR value between frames.  (iv) PSNR violation – the 
percent of frames whose PSNR value is lower than 37, which 
represents a minimum threshold for high video quality 
according to MOS mapping. 

As expected, the static 5-channels method outperforms the 
other method with high average PSNR and low PSNR std. 
However, since it activates five channels, it has the highest cost 
(assuming that every channel has its own operation costs). The 
static 2-channels method has the lowest performance and the 
lowest cost. Almost half of the information did not reach the 
destination on time, and it violates the top MOS PSNR level on 
48.5% percent of the video frames. Between these performance 
edges, we have the static 3-channels, 4-channels and the two 
managed methods.  It can be seen that the feedback-manage 
method successfully balances between cost, on-time 
information delivery and PSNR results. Note that although the 
static 4-channels method outperforms the feedback-managed 
method with slightly higher PSNR and slightly lower PSNR 
violation, the feedback-managed, in fact, delivered more 
information to the destination on-time and the gap is a result of 
the simple decoder in use in the simulation only.  

PSNR 

violation 

PSNR Active 

Channels 

Avg. 

Byte Loss Method 
Std. Mean 

12.15% 4.77 40.01 2.6 5.13% 
Feedback-
Managed-

OptimalA 

20.86% 6.74 38.51 2.74 10.72% 
Feedback-
Managed-

Sequential 

27.34% 7.82 37.35 2.59 18.09% 

Simple-

Managed-
Bandwidth-

order 

27.52% 7.83 37.32 2.59 17.68% 
Simple-
Managed-

Sequential 

48.5% 11.82 31.84 2 46.72% 
Static 2-

channels 

22.95% 7.06 38.14 3 15.44% 
Static 3-

channels 

18.37% 6.36 38.9 4 11.89% 
Static 4-

channels 

11.22% 4.74 40.04 5 4.92% 
Static 5-

channels 

 

TABLE I. PERFORMANCE EVALUATION  
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VI.  CONCLUSION  

In this study we suggested two simple algorithms for 
session management in multi-channel variable bit rate video 
transmission. The algorithms have the following properties: 
they are very simple to compute, they require low computation 
afford, low storage requirements, and small feedback messages 
that provide the statistics for each active channel in the 
previous time interval (used only by the second algorithm).  

The evaluation of the management algorithms is based on 
simulation environment. The simulation results show that it is 
possible to control the session costs in terms of the number of 
active channels while keeping the quality of the received video 
stream in the top MOS level. For example, compared to the 
static selection of three channels, the simple management 
algorithm achieved a 13.67% percent cost reduction with 2.59 
active channels on average, and average PSNR of 37.32 
compared to the average PSNR of 38.14 (reduction of only 
2.15%). The feedback-based management algorithm achieved 
an 8.67% percent cost reduction with 2.74 active channels on 
average. Furthermore, the feedback-managed algorithm 
delivered 89.28% bytes on-time compared to only 84.66% 
bytes that were delivered on-time using a static selection of 
three channels. This leads to an average PSNR of 38.51, that is, 
a 0.97% percent improvement in the average PSNR compared 
with a static selection of three channels. Using a more 
sophisticated decoder could improve the PSNR even more.   
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Abstract — There are compelling reasons for building 
networks which are future-proof, scalable, and which will be 
able to accommodate power users with special needs in the 
future. However, while the backbone networks are typically 
ready for new trends such as coherent systems, the situation 
with access networks is different, often for economic reasons. 
In this article, we present a cost-effective solution based on 
open equipment which can be advantageous even outside the 
academia, research and education ecosystems. As an 
example, we describe our use of the Czech Light® family of 
devices within the central region of the CESNET's 
production network. 

Keywords – optical fiber network; metropolitan area 
network. 

I.  INTRODUCTION  
National research and education networks (NREN) 

provide connectivity for universities, research centres and 
other advanced users. Their backbone networks use dense 
wavelength division multiplexing (DWDM) coherent 
transmission systems rather routinely, and the data rates of 
100 Gb/s are quite common. Successful 1 Tb/s trials have 
been performed in networks where dark fibers are 
abundant and available for experiments [1] [2]. 

This transmission capacity situation is rather different 
in access parts of the networks. The DWDM systems are 
not deployed commonly and transmission speeds are 
usually limited to 10 Gb/s. Sometimes the legacy time 
division multiplexing (TDM) technology is still used. This 
stark contrast with the backbone networks is often caused 
by economic reasons as upgrades are not conducted that 
often.  

Moreover, there are certain new scientific applications 
with rather special requirements. Examples of these are an 
accurate time transfer, or a very stable frequency transfer. 
For these applications, increasing the transmission speeds 
to 100 Gb/s or even 1 Tb/s are not important and will not 
help when such applications are deployed [3]. The reason 
for this constraint is that the time and/or frequency transfer 
is not about ‘big data’ transfers, but rather about stable and 
very low jitter. An accurate time transfer uses speeds well 
below 1 Gb/s. A transmission of stable frequency consists 
of a so called continuous wave (CW) signal, i.e., a signal 
without any modulation because the frequency of photons 
is the useful property of the transmitted information.  

Very accurate time and ultra-stable frequency are 
crucial for many fields, for example sensing, metrology, 
navigation, geodesy, radio-astronomy, Earth surveying, 
seismology, fundamental physics, etc. The increased 
interest in the all-optical time and frequency transfers are 
manifested by the EU joint research project NEAT-FT [4]. 

Unfortunately, technical issues may arise when high 
speed coherent systems and time/frequency applications 
are operated together over a shared fiber infrastructure 
with regular data over DWDM [5]. 

In this contribution, we will describe some practical 
examples that show how CESNET has been able to 
overcome these economical and technical issues. 

II. OPTICAL LAST MILES ISSUES 
The issues related to last miles are well-known and all 

operators have learned to deal with them. Sometimes Last 
Miles have been dubbed as First Miles to emphasize their 
importance for high speed optical networking. In an 
NREN ecosystem, the last miles' problems cannot be 
solved by means of wireless networking because capacity 
(or bit rate) is not large enough for big demanding 
applications. With the higher bit rates, one has to utilize 
higher carrier frequencies, but their reach decreases 
significantly.  

One example of such demanding application can be the 
ultra-high definition video transmission required for 
medical applications [6]. Moreover, new applications such 
as hard real-time controls require very low and constant 
jitter which can be satisfied successfully with an optical 
fiber [7]. Real-time network services are needed for an 
interaction with external processes, in other words for any 
processes running outside the network. Examples of these 
use cases include collecting data from remote sensors or 
telescopes, or remote machine control. The importance of 
these topics can be found, for example, in the Strategy 
document for the pan-European network GÉANT for the 
2020 time frame [8].   

 To provide new opportunities for the research, 
education and scientific community, CESNET has 
developed new equipment – the Czech Light® family of 
advanced photonic devices. All of the Czech Light® 
devices are open. The word ‘open’ means that third parties 
are allowed to modify the Czech Light® devices, so it is 
easy to deploy them in new networking scenarios. The 
Czech Light® devices can be also customized by power 
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end users, e.g., by augmenting them with a custom, 
specific control software. This is usually not possible with 
equipment from traditional big vendors.  

III. CESNET SOLUTIONS FOR THE LAST MILES 
Dark fibers have been used in the CESNET network 

for many years. The first dark fiber was lit back in 1999, 
with Packet over SONET (PoS) technology with 2.5 Gb/s 
speed. At that time electro-optical regenerators for 
SONET/SDH were the primary option for extending the 
reach. Later on, optical amplifiers started to emerge, 
especially when optical gigabit Ethernet was deployed in 
metropolitan (MAN) and even wide area networks 
(WAN). 

The Czech Light® optical amplifiers (CLA) have been 
developed by CESNET to overcome limitations of the 
then-available optical equipment. The most significant 
drawback of contemporary commercial offerings was the 
lack of standardized monitoring capabilities. Support for 
the de-facto standard Simple Network Monitoring Protocol 
(SNMP) was one of the key requirements for practical 
deployment for any NREN or Internet Service Provider 
(ISP).  

The Czech Light® amplifiers are based on 
commercially available modules of Erbium doped fiber 
amplifier (EDFA). The Czech Light® family of devices 
also include reconfigurable add-drop multiplexers 
(ROADM), wavelength selective switches (WSS) or 
tuneable dispersion compensators (TDC). All of these 
devices consist of the optical module, an embedded Linux 
system, and essential control electronics. The Czech 
Light® devices are housed in a standard rack chassis of 
size 1U or 2U, and can be customized on demand. 

Various Czech Light® products are protected by 
several patents in the EU [9] and within the US [10] [11] 
[12].As of 2015, the Czech Light® equipment is used on 
4890 km of the CESNET networks, including 2012 km of 
bidirectional single-fiber transmission. 

Figures 1 to 4 show the up-to-date situation with Czech 
Light® equipment deployed in some of the important 
optical last miles in the central area around Prague (Praha).  

Fig. 1 shows a bidirectional single fiber line between 
Praha and Dolní Břežany, where the Extreme Light 
Infrastructure (ELI) is located. This design features so 
called one-side amplification, where an active device is 
located at one end of a fiber line only. In this case it is one 
optical amplifier Czech Light® with two independent 
modules, one serving as a power amplifier (booster) and 
another one serving as a preamplifier. 

 

 
Figure 1.  Bidirectional single fiber line Praha-Dolní Břežany. 

Fig. 2 shows a standard fiber line between Praha and 
Řež, a site of numerous research centres and institutions. 

 

 
Figure 2.  Standard fiber line Praha-Řež. 

Fig. 3 shows the ring Praha-Řež-Jenštejn-Praha which 
is used to increase reliability of a critical part of the 
network. Both remote locations are hereby reachable from 
two geographically different directions. Within this path, 
only the Řež-Jenštejn segment is built on a bidirectional 
single-fiber line. Both end of the fiber in Praha terminate 
at the same physical location. 

 

 
Figure 3.  The ring Praha-Řež-Jenštejn-Praha. 

Fig. 4 shows the ring Praha-Krč-Vestec-Dolní 
Břežany-Praha for ELI and BIOCEV. Vestec hosts the 
Biotechnology and Biomedicine Centre (BIOCEV) of the 
Academy of Sciences and Charles University. The entire 
ring is built upon bidirectional single-fiber segments. Both 
ends of the fiber ring in Praha terminate at the same 
physical location. 
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Figure 4.  The ring Praha-Krč-Vestec-Dolní Břežany-Praha. 

Figures 3 and 4 also demonstrate the deployment of 
multiple Czech Light® ROADMs. These optical last miles 
based on the Czech Light® equipment therefore support 
dynamic, on-demand reconfiguration in response to a 
remote command. This feature allows CESNET to better 
optimize usage of its fiber pool as future requests for 
circuits arrive. As an additional reference, Fig. 5 shows the 
schematic topological runs of the two described dark fiber 
rings, with a major part of their length being deployed over 
bidirectional single fiber lines. 

 

 
Figure 5.  Schematic topology of dark fiber rings. 

IV. CONCLUSION 
In this paper, we presented the feasible technical 

solutions of the optical last miles used in the Czech NREN 
CESNET. The added value of the CESNET solutions is 
twofold: economic feasibility allowing for higher 
transmission capacity and openness allowing for 
deployment of new applications without any restrictions. 
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Abstract—In recent years, unknown attacks, such as zero-day
attacks and targeted attacks, have been increasing. These attacks
are difficult to detect because the information gathered from al-
ready known attacks is not useful for their detection. An anomaly-
based Network Intrusion Detection System(IDS) has the potential
to find these attacks. However, almost all anomaly-based Network
IDSs are implemented as software, so they cannot catch up with
the growing network traffic. To alleviate this problem, there
is Hardware/Software(HW/SW) cooperated Network IDS which
migrates Transmission Control Protocol(TCP) feature extraction
process to Field Programmable Gate Array(FPGA). However, the
prior implementation is completed in FPGA, so that it cannot
treat long TCP sessions because of shortage of memory blocks
in FPGA-chip. In this paper, we propose TCP session feature
extraction and cumulation by FPGA combining off-chip Ternary
Content Addressable Memory(TCAM) and Dynamic Random
Access Memory(DRAM) for HW/SW cooperated Network IDS.
This approach uses these off-chip memories for buffering features
while a TCP session continues. We present here the architecture
design and implementation. We estimate that our system can
manage 1,024K sessions simultaneously.

Keywords–Anomaly Based Network IDS; FPGA; TCP Session
Feature Extraction

I. INTRODUCTION

In recent years, cyber attacks have increased and more
sophisticated, so that it is important to detect their inva-
sion by monitoring network traffic. However, the amount
of network traffic is growing rapidly and it requires more
throughput to Network IDS. Furthermore, to alleviate these
attacks, inspection of the internal network is also effective but
it requires ten times larger throughput compared to Wide Area
Network(WAN) gateway based inspection.

To resolve this problem, there are several studies using
FPGA which is a re-programmable hardware for Network IDS.
But past FPGA based Network IDS is only done in signature-
based Network IDS. On the other hand, we have performed a
study about HW(FPGA)/SW cooperated Network IDS [1] [2],
which is implemented based on anomaly-based scheme and
suited to detect increasing unknown attacks. We use FPGA
for extracting TCP session features as a part of the system. It

reduces the burden on the Network IDS software by migrating
the feature extraction process to FPGA which occupies around
90% of CPU time [2]. However, in a previous implementation,
the FPGA could not handle long and a large number of
sessions because the implementation utilizes Random Access
Memory(RAM) in the FPGA-chip whose capacity is quite
small, i.e., 5.675Mbytes.

This paper describes a TCP session feature extraction
system, which utilizes both off-chip TCAM and DRAM. The
proposed system assists the Network IDS which uses PAYL
[3] algorithm by implementing heavy feature extraction tasks
into FPGA. When the system starts TCP session feature
cumulation by a SYN packet, the proposed system prepares
entry for buffering feature into both memories. Until TCP
session finishes, the proposed system extracts features from
TCP packets of the same session one by one and cumulates
TCP session features using prepared entries. When the TCP
session finishes, the proposed system outputs the TCP session
feature to software side which is executed in general-purpose
server machine.

The rest of this paper is organized as follows. Section II
describes two tyeps of Network IDSs and a research about
using FPGA for Network IDS. Section III addresses details
of our proposal. Section IV explains the implementation. In
section V, we estimate throughput for traffic feature extraction.
Section VI concludes this research and suggest approaches for
our future study.

II. RELATED WORK

There are two types of Network IDSs: signature-based
Network IDS and anomaly-based Network IDS. The former
detects attacks by comparing traffic data with signatures made
from patterns of known attacks. This kind of method works
well against known attacks but not against unknown attacks
increasing today. Currently, these kinds of methods are widely
used in the world and Snort [4] is one of the most famous
software implementations.

The latter identifies attacks by statistically analyzing traffic
features like clustering method such as K-means [5] and
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One-Class Support Vector Machine(SVM) [6]. Those types of
Network IDSs have the potential to detect unknown attacks,
so that it is supposed to catch up to latest cyber attacks.

However, the current network traffic is already significant
and continuously increasing. Network IDS is required to catch
up with traffic in this environments. There are researches
about implementing Network IDS using FPGA or Application
Specific Integrated Circuit(ASIC) to alleviate this problem.
Katashita et al. [7] proposed a 10Gbps throughput signature-
based Network IDS using FPGA. This system inspects traffic
data by traffic data signature matching method which is
categorized into signature-based method. They also developed
a tool which generates a circuit from Snort rules. On the other
hand, hardware implementation of anomaly-based Network
IDS is not generic because their detection algorithms are often
difficult to implement in hardware.

III. DETAILS OF OUR PROPOSED SYSTEM

A. Concepts of the System
Future network traffic is expected to be subjected to many

unknown attacks under a huge amount of traffic. To confront
this situation, our proposing system aims to achieve high
throughput and anomaly intrusion detection. As shown in
Figure 1, in the existing anomaly intrusion detection method,
traffic data are mirrored on switch and their copy are tem-
porarily stored into storage. Then, intrusion detection process
analyzes the stored data later. On the other hand, our proposed
system aims at real time processing by reducing the burden of
the server performing the analysis by extracting network traffic
features on FPGA. This is a kind of HW/SW supported IDS.
The FPGA also includes L2 switch functions, so that network
traffic features extraction is done with port based distributed
processing.

B. Baseline and Functions
We use Altera Stratix V GX (model: 5SGXEA7H2F35)

FPGA. This board also has 20 Small Form factor Plug-
gable+(SFP+) ports and we already implemented L2 switch
function to 8 ports of them with 1000BASE speed. The other
SFP+ ports are unused to save hardware resources. The board
also has TCAM/DRAM daughter board. The TCAM daughter
board has 8 TCAM (model: IDT75K72100) chips and is
configured as 144bit x 1,024K entries. The DRAM daughter
board has 2 channeled DDR3-1600 SDRAM whose capacity
is 16GB.

Internet Internet

Analysis Server

Analysis Server

Switch

Analyzes after 
storing traffic data

Analyzes in
semi-realtime

Existing Method Our Proposed System

Session
Features

Mirror  

Feature 
Extraction

Detection

Feature 
Extraction

L2 Switch 
Module

Detection

Traffic Data
Storage 

Figure 1. The difference between existing method and our method
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Figure 2. 1-gram Feature

We implemented feature extraction functionality [1]. When
it receives a TCP packet, the Packet Feature Extraction Module
extracts the header information and the 1-gram feature of the
payload from the packet as shown in Figure 3. The header
information contains the payload size and the src Internet
Protocol(IP) address / src port number / dst IP address / dst
port number, respectively. The 1-gram feature is the byte based
value frequency of the payload as shown in Figure 2. Firstly,
the payload is divided into 1-byte length and the counter for
1-gram feature counts appearance of 1 to 255 value in the
playload. This feature used for PAYL detection algorithm, but
it requires too many arithmetic resources.

Based on above packet based information extraction, our
system cumulates them to create session features as the session
continues. The features required to identify the session are
shown as below.

• IP Address : Client / Server
• Port Number : Client / Server
• Total Packet Count : Each Communication Direction
• Total Payload Size : Each Communication Direction
• 1-gram Feature : Each Communication Direction
• Finish State : The State of Cumulation Termination

When cumulation of session features is finished, our system
outputs them. There are several patterns to terminate the
cumulation, so that we prepare the Finish State. It indicates
three patterns of termination that are termination by FIN Flags,
termination by RST Flags, and termination by lack of buffer
capacity.

C. Data Structure for Session Feature Extraction
We utilize off-chip memory to record session features. One

TCAM and DRAM entry of fixed size storage area are assigned
for each session. When the session starts, these entries are
assigned for cumulation. Until the session finishes, features are
cumulated using the entries as a buffer of partial cumulation.
After the session finishes, assigned entries are deleted by
sending their content to the analysis server. The contents of
TCAM and DRAM entries are as follows.

TCAM Entry
IPaddrLow(4bytes) , IPaddrLowPort(2bytes) ,
IPaddrHigh(4bytes) , IPaddrHighPort(2bytes) ,
IsIPaddrHighServer(1byte) ,
DRAMaddr(4bytes)

DRAM Entry
1-gramPayloadFeature (1,024bytes × 2)
PacketCnt (4bytes × 2)
PayloadSize (4bytes × 2)
SessionState (1byte)

TCAM entry works as an index of DRAM entry. A search
key of TCAM entry consists of IPaddrLow, IPaddrLowPort,
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Figure 3. The behavior of Session Features Cumulation

IPaddrHigh, and IPaddrHighPort. IPaddrLow is the smaller
one of either client IP address or server IP address in 32-bit
numeric order. To save number of entries between bidirectional
communication, we sorted IP addresses with 32-bit numeric or-
der for index. By sorting this way, packets of both directions of
a same session are assigned to the same entries. IPaddrLowPort
is the port number of the IPaddrLow host and IPaddrHighPort
is the port number of IPaddrHigh host. IsIPaddrHighServer
is the identifier of the server which is required to identify
the server after IP address sorting. With these 5 fields, we
can identify the session. The DRAMaddr is the address of
the DRAM entry which keeps detailed cumulating session
features like 1-gram features of the session. In this way, we
combine TCAM and DRAM for the session identification and
the session features cumulation buffer. This organization can
reduce consumption of TCAM and DRAM entries.

DRAM entry stores cumulating features while the session
is in progress. The PacketCnt is the cumulation of packet count
and the PayloadSize is the cumulation of payload size. The 1-
gramPayloadFeature is the cumulation of 1-gram feature of all
packets. These three fields are separated by communication
direction.

D. The Operation of the System

Figure 4 shows a flowchart of the session feature cumu-
lation process when a TCP packet arrives. Figure 3 shows
a block diagram of the implementation which executes the
session feature cumulation process. In our previous study, we
implemented Packet Features Extraction Module as shown in
Figure 3. In this study, we modified Session Feature Extraction

Module and developed TCAM Entry Control Module, and
DRAM Entry Control Module.

The operation of the system is as follows.

(1) When an Ethernet Port receives a TCP packet, the
packet data comes into the system. Then, the Packet
Features Extraction Module extracts header informa-
tion, TCP flags, payload length, and 1-gram feature of
the payload from the packet.

(2) It requires some latency to access the TCAM and
the DRAM because of their access latency. Therefore,
the packet features are buffered in Session Feature
Extraction Module.

(3) The header information and TCP flags are sent to the
TCAM Entry Control Module. Then, the module cal-
culates the search key by comparing two IP addresses
of the header information as unsigned 32-bit integer
order and defines IsIPaddrHighServer by recording the
information whether IP addresses are sorted or not.
If the TCAM port is available, the module sends the
search request to the TCAM.

(4) (4a) If the matched entry does not exist in the
TCAM and the packet is a SYN packet, we
treat it as a start of the session and the mod-
ule generates new entry for the new session.
The module calculates the address of the new
DRAM entry and initializes the contents of
the TCAM entry. Also, it generates the packet
direction information. Both the DRAM address
and the packet direction information are sent
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to Session Features Extraction Module and
recorded in the Packet Features Buffer.

(4b) If the matched entry exists, there is a session
which is already started. The packet direction
is determined by sorting and the IsIPaddrHigh-
Server of the matched entry. Both the DRAM
address and the packet direction are recorded
in Packet Features Buffer.

(5) (5a) (comes from (4a)) If the session is the new
session, the new session feature is written into
the DRAM as a new entry through the DRAM
Entry Control Module.

(5b) (comes from (4b)) Session Features Extraction
Module sends a read request to the DRAM
through the DRAM Entry Control Module, to
read partially cumulated session features.

(6) After reading out the DRAM entry, the module
cumulates the 1-gram payload feature to the 1-
gramPayloadFeature, cumulates the payload length to
the PayloadSize, and increments the PacketCnt. If the
packet is a FIN or a RST packet, the following opera-
tion becomes (7). Otherwise, the following operation
becomes (8).

(7) If the packet is a FIN or a RST packet, the session
is finished with this packet. The cumulated session
features are sent to the analysis server. Also the TCAM
entry delete request is sent to the TCAM through
TCAM Entry Control Module. This operation is also
activated when the system consumes the entire TCAM
and the DRAM entries, and it has to terminate the
oldest cumulating session.

(8) The module updates the fields of the DRAM entry

with newly cumulated values.

IV. IMPLEMENTATION RESULTS

In this study, we implemented the following three modules,
Session Features Extraction Module, TCAM Entry Control
Module, and DRAM Entry Control Module by the Verilog
Hardware description language(HDL). However, we have not
finished the implementation of the function of entry deletion
nor termination of oldest cumulating session when the system
consumes all TCAM and DRAM entries.

We synthesized those modules with Altera Quartus II 13.1.
Table I and II show the result of the current FPGA resource
utilization. According to Table 1, the modules in this imple-
mentation occupy 42% of whole logic elements because we
implemented 256 adders for cumulating 256 1-gram payload
feature simultaneously. Therefore, logic elements of whole
system are 96% of all logic elements, so that there is no space
to optimize for operating clock frequency and no room for
additional functions. Hence, we do not include operating clock

TABLE I. LOGIC ELEMENTS UTILIZATION OF COMPONENTS

Components used total usage
Whole System 225,474 234,720 96%

The Three Modules 97,902 234,720 42%

TABLE II. REGISTERS UTILIZATION OF COMPONENTS

Components used total usage
Whole System 438,482 938,880 47%

The Three Modules 204,909 938,880 22%

frequency results. Also, there is still unimplemented function-
ality, so that we have to improve our current implementation
to reduce the usage of logic elements. According to Table
II, the three modules occupy 22% of all registers because
we implemented Packet Feature Buffer as a register array. If
we increase the number of buffers to catch up with higher
throughput (e.g., 10GBASE × 8), we have to re-implement
it with block RAM. Furthermore, the current implementation
accesses the DRAM when it receives a TCP packet. This
becomes a possible bottleneck of the system, so that we are
just considering some type of cache.

There are still many difficulties, but our system can cur-
rently handle a total of 1,024K entries of buffers. Therefore,
it can handle 1,024K sessions simultaneously.

V. THROUGHPUT ESTIMATION

We estimated the throughput of current implementation.
In the worst case, the proposed system accesses the TCAM
twice for searching and making a new entry. After that, it
accesses the DRAM twice for reading and writing entries.
In the proposed system, we made pipeline stages to enable
accessing the TCAM and the DRAM in parallel, so that we
only have to consider whether either of them is a bottleneck or
not. Firstly, we estimate throughput from DRAM side because
DRAM becomes bottleneck in many systems. DRAM access
time for transmitting given data size (byte) is shown as

tRAS + tRCD + tCAS + tCLK × data size

8
(1)
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Where tRAS is row access strobe time, tRCD is row to column
delay time, tCAS is column access strobe time, and tCLK is
clock cycle time of data transfer. By substituting typical values
of DDR3-1600 SDRAM and the data size for one session, the
above formula is translated as follows.

45ns+ 12.5ns+ 12.5ns+ 1.25ns× 2065

8
= 393ns (2)

Note that the above value is DRAM access time for one
access. The proposed system requires two DRAM accesses in
one packet processing, so that the substantial DRAM access
time becomes twice that value. But our system has two
DRAM channels, so that if we adequately interleave DRAM
access, the DRAM throughput becomes twice that much value.
Thus, DRAM access time per one packet processing becomes
393ns in our system. The DRAM access time is 393ns and
packet throughput is 2.54Mpps (packet per second). The data
throughput is related to the size of a packet and number of
DRAM accesses per packet as follows.

packet throughput× average packet size

access count for one procedure
(3)

So, if we assume 1500 bytes packets, the throughput becomes
38.1Gbps. If we assume 64 bytes short packets, the throughput
becomes 1.62Gbps. Thus, we have to consider some filtering
scheme for huge amount of short packets. On the other hand,
the TCAM which we utilized can treat 250M search per second
and it is much larger than that of the DRAM. So, the TCAM
does not affect throughput in the proposed system.

VI. CONCLUSIONS AND FUTURE WORK

We proposed the method of TCP session features extrac-
tion for anomaly-based Network IDS by FPGA using off-
chip memories. We implemented the proposal to FPGA and
confirmed that we can implement 1,024K session treatable
system. But we also confirmed that the current implementation
consumes almost all FPGA resources, so it requires further up-
dating to implement additional functions and raise throughput.

In the future, we will reduce hardware resource consump-
tion of implementation by modifying feature cumulation circuit
to calculate in multi cycles. This alteration will enable us
to implement additional functionality. Moreover, we will also
improve the algorithm of the feature extraction processes to
raise throughput of the system. Finally, we will evaluate the
real throughput of the system by operating it in real traffic
environment.
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Abstract—The assurances provided by an assurance protocol for
any information system (IS), extend only as much as the integrity
of the assurance protocol itself. The integrity of the assurance
protocol is negatively influenced by a) the complexity of the
assurance protocol, and b) the complexity of the platform on
which the assurance protocol is executed. This paper outlines a
holistic Mirror Network (MN) framework for assuring informa-
tion systems that seeks to minimize both complexities. The MN
framework is illustrated using a generic cloud file storage system
as an example IS.

Keywords: Clark-Wilson Model, System Integrity, Ordered
Merkle Tree, Cloud Storage

I. INTRODUCTION

Information systems (IS) are composed of a variety of
hardware and software components that create, exchange,
process, and dispose data. From a broad perspective, assuring
the operation of an IS is a process involving verification of
self-consistency of all critical internal states of the IS. From
this perspective, the assurance mechanism (or the assurance
protocol) itself can be seen as software that

1) verifies self-consistency of IS data, and
2) reports consistency/inconsistency to entities that in-

teract with the IS.

For example, some of the simple self-consistency checks
that will need to be performed by an assurance software
for an accounting system include a) that available balance
in an account is incremented by the amount deposited, or
decremented by the amount withdrawn; b) that transfer of an
amount a from an account A to account B results in increase
in account B balance by a, and reduction in account A balance
by a+ x (where x is a service charge), etc.

The assurances offered by the assurance software are, at
best, only as good as the integrity of the assurance soft-
ware itself. In general, the higher the complexity of any
hardware/software component, the higher the possibility of
presence of undesired (malicious or accidental) functionality
[1]. Consequently, it is important to minimize both a) the
complexity of the assurance software, and b) the complexity
of the platform in which the assurance software is executed.

The motivation for the proposed approach to assure ISes
stems from the fact that the assurance software for an IS can
be substantially simpler than the IS software; consequently, the
assurance software can be easily executed on a dedicated high-
integrity-low-complexity platform (Figure 1), that is completely

Complex IS+Assurance Software

Complex Platform

Simple IS Assurance Software
Low Complexity Mirror Network

Figure 1. MN Model (top) vs Conventional Model (bottom)

isolated from the actual IS. In the proposed approach, the
platform for execution of the assurance software is constrained
to be a homogeneous network, composed of a single type
of low complexity building block. The mirror network (MN)
model outlined in this paper involves assembling any number
of such building blocks — hereinafter referred to as MN mod-
ules T, into a network that a) mirrors critical IS states; and b)
executes IS-specific assurance protocols for checking/reporting
self-consistency of IS states.

The main contributions of this paper are a) an overview of
simple generic functional components of MN building blocks,
that permit them to

1) assemble themselves into an MN, and
2) jointly execute the assurance protocol

for any IS, and b) illustration of the process of assurance
software design, using a generic cloud file storage service as
an example.

The rest of this paper is organized as follows. Section II
provides a broad overview of the MN model and its rela-
tionship to the Clark-Wilson (CW) system integrity model.
Specifically, while the CW model is applied directly to the
IS to be secured, the MN model can be seen as a variant
of the CW model, applied to the assurance protocol for the
IS. This feature has has two important advantages. Firstly, the
IS assurance software for an IS can be substantially simpler
than the IS. Secondly, the assurance software for different
ISes tend to be more similar than the ISes themselves —
making it possible to reuse a small number of simple functional
components to realize assurance software for different ISes.

Application of the MN model to an IS results in a sim-
ple MN specification, which is the assurance software for
the IS, intended to be executed on a special platform —
a mirror network. Section II-B outlines the mechanism for
MN deployment. Section II-C reviews some simple built-in
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functional components in MN modules which can be lever-
aged to deploy MNs, and permit them to jointly execute the
assurance software. Section III describes various steps involved
in designing the MN specification (the assurance software) for
an example IS — a cloud file storage system. Conclusions and
a brief comparison between the MN approach and an alternate
approach in the literature [2] (also based on a specification of
low complexity modules) are offered in Section IV.

II. MN MODEL FOR INFORMATION SYSTEMS

The Clark-Wilson (CW) [3] model for system integrity is
characterized by constrained data items (CDI), unconstrained
data items (UDI), transformation procedures (TP), integrity
verification procedures (IVP), and CW-tuples, where

1) CDIs are unambiguously labeled system states whose
integrity needs to be assured;

2) IVPs determine if the current state of all CDIs
represent a valid IS state;

3) Only “well-formed” TPs can modify or create CDIs;
4) UDIs can not be constrained as they are external

inputs to the system; they are the primary triggers
for creation / modification of CDIs.

5) CW tuples of the form (user, TP, CDIs/UDIs) specify
which user process is allowed to execute which TP,
and which CDIs are affected by the TP.

A TP is well-formed if it is guaranteed to always take the
system from one correct state to another correct state. If at
any time, the correctness of the IS state is demonstrated by
an IVP, and thereafter, if only well-formed TPs are used to
modify/create CDIs, it follows from induction, that the system
is guaranteed to always remain in a correct state. In the
CW model, the correctness of IVPs, TPs and CW-tuples are
assumed to be certified by a “security officer.”

A. MN Model

In the (ρ, µ, ν) MN model for an IS S with ρ CDI database
types, µ message types and ν event types

1) One-way functions of crucial IS S states are grouped
together into CDI databases of ρ different types.

2) Events (of ν types) trigger a) modifications to the
CDI databases, and/or b) creation of MN messages
(any of µ types).

3) Events can be external or internal. External events are
UDIs. Internal events are triggered by MN messages,
created by an external or internal event.

4) Each event type is associated with a TP, specifying
a list of pre-conditions (for execution of the TP) and
post-conditions (following execution of the TP).

To summarize, the MN model for an IS S is simply a
specification of ρ types of CDI databases, ν event-types/TPs
and µ types of MN messages. The designer of the MN
has complete freedom in choosing convenient ρ, µ and ν,
depending on the nature of the IS (in the example MN for
a cloud file storage system described in a later section we
choose ρ = 3, µ = 4 and ν = 17). The MN specification
for an IS S is represented as a static MN-rules database,
which is the static assurance “software” for IS S. More
specifically, “execution of the assurance software” is simply

execution of the ν TPs specified in the MN-rules database. A
static cryptographic commitment to the MN-rules database, say
S′, doubles as the identity of the MN (the platform) deployed
to execute the assurance software for the IS S.

B. Execution of Assurance Software

The MN S′ (deployed for assuring IS S) is a dynamic
network, composed of any number of MN modules (which
become members of the MN). For an MN with ρ different
CDI database types, members with ρ different roles will exist.
The total number of members (MN modules) d(t) =

∑ρ
i=1 ni

(or ni members with role i) is dynamic (need not be specified
apriori in the MN rules database). All MN modules possess
identical functionality; the differences between modules are
merely their unique identities and secrets. Within the context of
MN S′, each module is assigned a unique role based member
identity, depending on the CDI database type maintained by
the member.

Apart from the d =
∑ρ
i=1 ni members (that track CDI

databases), every MN includes a special module regarded as
the creator of the MN. The MN creator is responsible for
inducting other modules into the MN as members. Unlike the
d =

∑ρ
i=1 ni modules that track dynamic CDI databases,

the MN creator module tracks a dynamic MN member-
ship database. For example, if MN modules with identities
Π1 · · ·Πd have been inducted into the MN S′, and assigned
role based identities (X1 · · ·Xd) respectively, the membership
database maintained by the MN creator module will have d
records of the form (Xi,Πi). The role-based member identities
like Xi explicitly indicate (using reserved bits) the role of the
member.

From the perspective of a MN member X with role i,
“tracking” a CDI database of type i involves a) unambiguously
identifying the TP to be executed in response to an event, b)
verifying pre-conditions, and c) imposing post-conditions. Pre-
conditions can be i) existence/nonexistence of specific records
in X’s CDI database; and/or ii) receipt of a MN message.
Post-conditions can be i) updates to specific records in its CDI
database; and/or ii) creation of an MN message.

During regular operation of the IS S, external events
(UDIs) are conveyed to the MN. This is the only link between
the IS S and the MN S′. A member X in the MN, triggered
by an event, executes a TP, which can result in modification to
one or more CDI database records of X , and/or creation of a
MN message from member X to another member Y . The MN
message so created, triggers execution of a TP by Y , which
can trigger modification to CDI records of Y and/or creation
of a message addressed to a MN member Z, and so on.

C. Generic MN Module Functions

To reduce the complexity of the platform (the MN), MN
modules are deliberately constrained to be able to perform
only simple sequences of logical and hash operations that
demand only modest and constant memory size for execution.
Fortunately, the versatility of cryptographic hash functions
renders them more than adequate for

1) realizing simple security protocols for tracking the
integrity of dynamic databases, and
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2) facilitating authentication and privacy of a) MN mes-
sages between MN modules, b) UDIs from external
entities to MN modules; and c) state reports from MN
modules to external entities.

In other words, simple generic (IS-independent) protocols
built-in into MN modules provide the foundation for richer
protocols necessary for deployment of MNs, and execution of
IS-specific TPs.

1) Index Ordered Merkle Tree: From the perspective of
MN modules, any database is seen as a collection of (in-
dex,value) tuples (or records). Protocols for maintaining an
index ordered Merkle tree (IOMT) [4], [5]-[7] permit resource
limited modules that store only a single hash — the root of the
IOMT — to perform reliable database operations for reading/
updating/ inserting/ deleting uniquely indexed records/tuples in
a virtually stored database. In other words, the actual database
of records can be stored in any convenient (and possibly
untrusted) location – for example, by the untrusted IS. For a
virtually stored database with N records, each basic database
operation will only require O(log2N) hash evaluations by the
module (for example, 40 hashes for a database with a trillion
records). IOMTs can also be used to represent nested tuples
— where the value v in tuple (a, v) can itself be the root of
an IOMT.

In databases represented using an IOMT, a record of the
form (idx, val = 0) is a place-holder, indicating “absence
of information” regarding index idx. The main difference be-
tween an IOMT and the better known “plain” Merkle hash tree
[8] is that the IOMT includes protocols for insertion/deletion
of place holders to guarantee uniqueness of indexes. Protocols
for updating/reading records using an IOMT are, however,
identical to that of a “plain” erkle tree.

Simple built-in capability to execute IOMT protocols con-
fer MN modules (which store only a single hash) with the
ability to a) verify pre-conditions like existence of a record
(f, v), non-existence of a record for index f (or equivalently,
existence of place-holder (f, 0)), in the virtually stored CDI
database and b) modify the IOMT root stored inside in
accordance with modifications made to one or more virtually
stored CDI tuples, as demanded by post-conditions of a TP.

Specifically, MN modules use their ability to execute IOMT
protocols to reliably perform

1) read/write/insert/delete operations in dynamic CDI
databases for purposes of verifying pre-conditions
and imposing post-conditions; each MN member
(module) tracks one CDI database;

2) read/write/insert/delete operations in the dynamic
MN-membership databases for inducting/ejecting
modules into/from the MN; there is only one such
database for each MN, maintained by the MN creator
module;

3) read operations on the static MN-rules databases; the
same database is referred to by every member of the
MN. As all members of the MN S′ are initialized
with the same value S′, they will only honor TPs in
this common database.

2) Authentication and Privacy: Several key distribution
schemes [4], [9] – [11] for establishment of pairwise secrets

have been explicitly designed for scenarios involving severely
resource limited participants. For example, the MLS protocol
[11] will require every module to store only a single secret,
and evaluate a single hash to compute a pairwise secret with
any other entity. Two modules X and Y with secrets KX and
KY respectively can compute a common secret h(KX , Y ) or
h(KY , X) depending on which entity has access to a pair-wise
public value

PXY = h(KX , Y )⊕ h(KY , X) (1)

If X has access to the public value the pair-wise secret is
computed by X as h(KX , Y ) ⊕ PXY = h(KY , X), which
can be computed by Y by hashing its secret. The number of
pair-wise public values required is not a serious concern as
they can be stored virtually (outside the module).

Pair-wise secrets facilitated by schemes like MLS can
be used for computing hashed message authentication codes
(HMAC) for a) mutual authentication, and b) protecting pri-
vacy of secret components in messages. In the MN model, the
built-in ability of MN modules to compute pairwise secrets are
leveraged for the following specific purposes:

1) mutual authentication of message exchanges between
MN modules (potential members and the MN creator)
to join an MN;

2) mutual authentication of MN messages between MN-
members,

3) mutual authentication and privacy of communications
between MN members and external entities (who
convey UDIs, and may query a MN member for the
state of the MN)

A MN message can also be a self-message — from a member
to itself. Self messages from a member X are authenticated
using a self-secret SX known only to X (randomly generated
by X). Self secrets can also be used by a MN module
to encrypt other secrets entrusted to the module (and store
encrypted secrets virtually).

For example, external entities can employ the MN for
distributing secrets. Specifically, let an external entity u share
a secret Kxu with a MN member X . Entity u can utilize the
following simple protocol to share a secret K with any number
of entities, specified indirectly through a context f . The entity
u sends values c, su, f related as

c = h(K, f) and su = h(Kxu, c)⊕K (2)

The value c is a commitment to both the secret K and the
context f , and serves as a public identifier for the secret K;
su is the link-encrypted version of the secret K. The module
(which can readily compute Kxu) computes K = h(Kxu, c)⊕
su, verifies that c = h(K, f), and uses its self-secret Kx, to
re-encrypt the secret K for storage as s = h(Kx, c)⊕K (more
specifically, a tuple (c, s) is added to the CDI database tracked
by the module).

An entity w with whom the module shares a secret Kxw

may receive the secret K under some conditions. Firstly, the
module X should be a) convinced of the existence of the record
(c, s), and b) provided a value f satisfying

c = h(h(Kx, c)⊕ s, f). (3)
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In addition, if a MN-specific rule relates w and the context f
(for example, a rule can be “existence of a record for index w
in an IOMT with root f .”) the module may output values c and
sw = h(Kxw, c) ⊕K to entity w. Entity w (who has access
to secret Kxw) can decrypt the secret and check its integrity
by verifying that c = h(K, f).

Given that simple protocols to support such generic func-
tions can be easily implemented even in severely resource
limited modules, in the rest of this paper, we focus on the
process for designing the MN rules database (the “assurance
software” for the IS) with an illustrative example.

III. MIRROR NETWORK DESIGN EXAMPLE

The creation of the MN rules database for an IS S can
be seen as a process consisting of the several steps like 1)
identification of desired assurances; 2) identification of the
subset of data items (or one-way functions of data items)
that need to be constrained in order to realize the desired
assurances; 3) choice of ρ types of CDI databases, each
possibly with a different interpretation of the index and value
fields. 4) enumeration of ν event types and µ message types;
and 5) specification of TP for each event in the form of
pre/post-conditions. All components of the MN specification
become leaves of a static IOMT with root S′.

A. Desired Assurances for a Cloud Storage Service

Cloud storage services offer a convenient way for users to
share files between multiple platforms – even platforms owned
by different users. From a security perspective, users of such a
service desire assurances regarding the integrity, privacy, and
availability of files.

In such a system, software running on end-user platform
may periodically upload new files, or newer versions of
existing files to the service. Users may also be able to specify
access control lists (ACL) for every file they own, indicating
read/write access restrictions for other users. For ensuring
privacy of files, the files may be encrypted by users. As
users who share an encrypted file will need to share the file-
encryption secret, and as users may not have an out-of-network
strategy for exchanging such secrets, the file storage service
itself should cater for secure mechanisms for conveying file
encryption secrets to authorized users.

The desired assurances for a remote file storage service [6]
can be summarized as follows:

A1 The service will not alter files; only users explicitly
granted the permission (by the owner) to modify the
file can do so.

A2 File encryption secrets will not be abused by the
service.

A3 The service will not modify ACLs, and strictly abide
by ACL permissions.

A4 Only the latest version of the file will be provided by
the service to authorized users (except when explicitly
queried for an earlier version).

A5 After an ACL has been modified by an authorized
user, the older ACL should not be used to determine
the access privileges.

A6 A user with legitimate access rights will not be
improperly denied access to the file.

(f, v) (f, α) (c, s)

(1, λ1)· · ·(n, λn) (u1, a1)· · ·(ur, ar)

Figure 2. Structure of records in CDI databases. File database (left), ACL
database (middle) and encryption-secret database (right).

B. Constrained Data Items and MN Roles

The problem of assuring the integrity of a file can be
reduced to that of assuring the integrity of the cryptographic
hash of the file. Likewise, assuring the privacy of contents of a
file can be reduced to assuring the privacy of a file-encryption
secret, and that it is made available only to authorized users
included in the ACL for the file. Thus, from the perspective
of realizing the desired assurances, the CDIs for the MN are
1) file hashes corresponding to every version of every file; 3)
the ACL for every file; and 3) all file encryption secrets. The
CDIs can be seen as three types of databases, with possibly
different interpretations of the index field and value field in
the database records.

1) File databases, indexed by unique file indexes;
2) ACL databases, also indexed by file indexes;
3) File-encryption-secret database where the index is a

“key” identifier c.

In a record (f, v) in the file database (Figure 2, left), f
is a unique file index, and v is the root of a nested IOMT.
A record (n, λn) in the nested IOMT provides information
λn regarding the nthversion of the file index f . The ACL
database (Figure 2, middle) has records of the form (f, α)
where α is the root of an IOMT capturing the ACL for file
f . A record (ui, ai) in the nested IOMT with root α indicates
that user u has access permission a (for file index f ). For
example, ai = 1 for read access, ai = 2 for read-write
access and ai = 3 for write-access to the ACL (users with
access level 3 can even change the ACL α for f ). In a record
(c, s) (Figure 2, right) in the file-encryption-secret database
the value s is an encrypted version of a file encryption secret
Kf . Specifically, the secret is encrypted using the self secret
of the module tracking the CDI database. The index computed
as c = h(Kf , f) is simultaneously a commitment to both the
secret Kf and the context f . The implication of the context
f is that secret Kf should be made privy only to users with
access level 1 or higher in the ACL for file f .

Corresponding to the three different CDI database types,
the MN employs members with ρ = 3 different member roles,
say role F (for file version databases), role S (file encryption
secrets) and role A (ACL). Any number of members may exist
for each role, each maintaining data pertaining to different non
overlapping ranges of file indexes.

C. UDIs

Modifications to the CDI databases are triggered by UDIs
emanating from users of the service. Specifically, correspond-
ing to creation of new files, new file indexes are added to the
CDI databases. Corresponding to updates to a file with index
f a new version record is added. File owners may also submit
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ACLs for files (CDI α, the ACL root), delete files (remove
record for file f ), submit file encryption secrets, etc.

External entities (software running on end-user platforms)
interact with S-role MN members to i) convey hashes and/or
secrets corresponding to new file versions, changes to ACLs,
and ii) query the MN for file hashes and secrets. The results
of the query can then be compared with files provided by the
service.

As in the CW model, requests from users, which are UDIs
(as any user can send any request — even unauthorized ones),
should be logged. As users have to share a secret with mem-
bers with role S (as such members convey/accept encrypted
file-encryption secrets to/from users), it is convenient to let
members with role S to also maintain a log database. In this
paper, in the interest of keeping the discussions simple, we
shall ignore the log database.

D. MN Messages

Four types of MN messages can be defined: types ACL (to
report ACL privilege), AU (to update ACL), VU (to add a new
version), and FP (to report file parameters).

A message ACLX,Y (f, a, u) (from X to Y ) of type ACL,
can be created by a member X (with role A) and delivered
to a member Y (with role F or S), indicating that user u has
access permission a for file f . To generate such a message, X
merely needs to confirm the existence of a record (f, α) in its
CDI database, and the existence of record (u, a) in an IOMT
with root α. An ACL message for a file f with u = a = 0
can be created only if the ACL IOMT root α for f is 0 (as
we shall see later, such a message is used to trigger removal
of (all versions of) file f ).

A message AUX,Y (f, u, α), can be created by S members
and sent to A members, indicating a request from a user u to
update the ACL for file f . While any user u can request an
S member to create such a message, the AU message will be
honored by the A-role member only if user u has access right
a = 3 for file f . Such a user can also set the value α to zero
(to request deletion of the file f ).

A message V UX,Y (f, u, λ), represents a request to create
a new version of file f . This can be created by S members
and sent to A members to check if user u has the necessary
access permission. After ensuring sufficient access rights, A
members can then create another V U() message addressed
to an F member. Once again, while any user can trigger the
S member to create a V U message the V U message will be
honored by the A-member only if u has access right 2 or higher
for file f . V U messages created by A members (in response
to a VU message from a S member) trigger F members to
appropriately modify their CDI database record for file f .

Message of type FPX,Y (· · · ) conveying parameters for
version q of file f are created by F members and conveyed to
S members who may then relay the contents of the message
to users of the service.

E. Events and TPs

The MN rules database specifying pre-conditions and post-
conditions for all TPs (corresponding to each of the 17 event

types 01 to 17) is depicted in Table I. Each event type is
associated with role type(s) of member(s) who may respond
to the event (role type indicated in parentheses alongside the
event number in column 1). Column 2 lists UDIs (as {· · · }),
and other inputs (OI) necessary to execute the TP. Only TPs
corresponding external events accept UDIs. TPs for internal
events are triggered by MN messages.

Columns 3 and 4 depict the pre-conditions and post-
conditions, respectively. A MN message in pre-conditions
(column 3) indicates receipt of the message. A message in
post-conditions (column 4) implies the need to create such a
message. As the events are listed from the perspective of a
member X , all messages in pre-conditions indicate only the
sender of the message (the receiver is always X); all messages
in post-conditions indicate only the receiver (the sender is
always X). As can be seen from the table, events 01, 02,
06, 11, and 12 are external events as they are not triggered by
MN messages.

A tuple (x, y) in pre-conditions indicates the presence of
record (x, y). (x, 0) represents absence of record for x (or
presence of place-holder for x). (x, y) → (x, y′) in post-
conditions implies the need to update the IOMT root to account
for the update to the value of record index x (from y to y′).
(x, (y, a)) in pre-conditions indicates the presence of a nested
record (y, a) for a record with index x. (x, (y, a)→ (y, a′)) in
post-conditions indicates the need to update the nested record
(and accordingly, update the IOMT root). s s′ indicates that
s′ and s are related through symmetric encryption.

A user reserves a file index f by creating event 01, which
generates a AU message, which becomes input to event 08,
which outputs a AU message, that becomes input to event 04,
which results in a confirmation message to the user. A user
u can also trigger event 01 to modify the ACL for file f . In
this case, the AU message from event 01 triggers event 09.
Only if the user has access level 3, the ACL is updated, and
a AU response is created, which triggers event 04, to send a
message to the user, confirming successful ACL modification.
If user u does not have sufficient access right, event 11 is
triggered to create a ACL message, which triggers event 03,
which creates a message informing the user of his/her access
right. If the file does not exist, event 12 is invoked instead to
create the ACL message. If the user does not have access, or if
the file does not exist, the user receives a message conveying
values {f, u, 0}. Thus, if the user does not have access to a
file f , the user does not even get to know if file f exists. A
user can request deletion of a file by updating the ACL to 0.
Following this, event 12 can be invoked with u = 0 to create
a ACL message, that triggers event 13, to delete all versions
of file f .

A user u can convey a new file version, by invoking event
02. The V U message invokes event 10. Only if the user has
write access, is the output V U message created. If the update
is the first version of the file, the V U message triggers event
14. Else, it triggers event 15. Both output a FP message
which triggers event 05, resulting in a acknowledgement to
the user, that the update was successful. If the user did not
have access, or has read-only access, as earlier, event 11 or 12
can be triggered to convey this fact to the user.

Any user can provide a secret to the MN by triggering
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TABLE I. MN Rules for Cloud Storage Service MN with ρ = 3 types of member roles, ν = 17 types of events (and TPs), and µ = 4 types of MN messages.
Pre/post-conditions for 17 events are listed for a member with identity X .

Events UDI / OI Preconditions Post-conditions
01(S) {f, α}, Y, u AUY (f, u, α)
02(S) {f, λ}, Y, u Y type Λ V UY (f, u, λ)
03(S) ACLY (f, u, a) {f, u, a}X
04(S) AUY (f, u, α) {f, u, α}X
05(S) FPY (f, q, λ, q′) {f, q, λ, q′}X
06(S) {f, c, s′} s′  K, c = h(K, f) 6= 0 K  s, (c, 0)→ (c, s)
07(S) ACLY (f, u, a > 0), (c, s), s K, c = h(K, f) K  s′, {f, c, s′}
08(A) AUY (f, u, α), (f, 0) (f, 0)→ (f, α), AUY (f, u, α)
09(A) α′ AUX(f, u, α), (f, (u, a)), a > 2 (f, α′)→ (f, α), AUX,Y (f, u, α)
10(A) Z V UX(f, u, λ), (f, (u, a)), a > 1 V UZ(f, u, λ)
11(A) {f, u}, Z, a (f, (u, a)) ACLZ(f, u, a)
12(A) {f, u} (f, 0) ACLZ(f, u, 0)
13(A) θ ACLZ(f, 0, 0), (f, θ) (f, θ)→ (f, 0)
14(F ) Z V UY (f, u, λ), (f, 0) (f, 0)→ (f, (1, λ)), FPZ(f, 1, u, λ, 1)
15(F ) Z, q, λ′ V UX(f, u, λ), (f, (q − 1, λ′)), (f, (q, 0)) (f, (q, 0))→ (f, (q, λ)), FPZ(f, q, u, λ, q)
16(F ) Z, q, λ ACLY (f, u, a > 0), (f, (q, λ)), (f, (q + 1, 0)) FPZ(f, q, u, λ, q)
17(F ) Z, q, λ ACLX(f, u, a > 0), (f, (q, λ)) FPZ(f, q, u, λ, 0)

event 06. To send a secret to a user, event 11 can be invoked
to create a ACL message confirming that the user has the
requisite access right, to trigger event 07. If the user does not
have any access to f , event 11 or 12 can be triggered to convey
this fact to the user.

A user u merely requesting file parameters for the latest
version of a file can be satisfied by invoking event 11 to
create a ACL message that triggers event 16. The preconditions
for event 16 ensure that q is the latest version through non-
existence of version q+1 (pre-condition (f, (q+1, 0))). If the
user requests a specific (older) version, event 17 is triggered
instead. Note that the FP message created this time sets the
field corresponding to the highest version number to 0 to
indicate that it did not “bother to check” the highest version
number. The FP message created by event 16 or 17 triggers
event 05. Once again, if the user does not have any access
privilege, or the file does not exist, event 11 or 12 can be
triggered to convey this fact to the user.

At first sight, it may appear that replay attacks (for ex-
ample, an old request for ACL update may be replayed), are
ignored. This omission is deliberate, as strategies to prevent
replays can be addressed by generic protocols for creation and
verification of MN messages.

IV. DISCUSSIONS AND CONCLUSIONS

A novel mirror network model for securing ISes was
outlined, driven by the need to reduce complexity of both the
assurance software for any IS, and the platform on which the
assurance software is executed. The complexity of the platform
was kept low by deliberately constraining MN modules to
perform only logical and hash operations. The complexity of
the assurance software was minimized by constraining it to be
a list of simple pre-conditions and post-conditions.

The only assumptions behind the MN approach are i) the
correctness of the MN specification for the IS to be secured,
and ii) the integrity of MN modules. No hardware/software of
the IS itself need to be trusted to realize the desired assurances.
As the MN specification is open, anyone with IS domain
knowledge can verify its correctness. As the MN modules

are deliberately constrained to possess simple and identical
functionality, an infrastructure for mass production (possibly
as chips), verification, and certification of MN modules can be
realized at a reasonably low cost.

A. Comparison With Trinc

Another approach in the literature which leverages a simple
trustworthy module specification to bootstrap system assur-
ances is Trinc [2]. Specifically, a trinket is a module following
the Trinc specification, whose sole purpose is the attestation
of monotonic counters stored inside the trinket.

Similar to MN modules, every trinket has a unique identity.
Every trinket also has an asymmetric key pair certified against
its identity. A primary counter in the trinket is leveraged to
create a plurality of secondary counters as follows. Whenever
a new secondary counter is created, it is identified by the
current value of the primary counter — which is incremented
on creation of the new counter. Built-in functions of a trinket
can be used to a) request a trinket to create a new counter with
identity n, or b) bind (by computing a digital signature) some
arbitrary value x and an incremented counter value c′n ≥ cn
(where cn is the current value of counter with identity n).

As an example, consider a scenario where a dynamic
constrained data item (for example, a file hash) F , is bound
to a counter with identity n, and value cn, in a trinket with
identity G. More specifically, let a value x bound to the counter
(n, cn, G) (through a signature of trinket G) represent a one
way function of the signature of the provider/owner of file
F . Whenever F is updated, the owner ensures that a fresh
signature x′ is bound to (F, n, c′n > cn, G) — by requesting
the trinket G to update the counter n to c′n, and issue a
certificate binding x′ to the updated counter. Anyone receiving
the file F (even from an untrusted repository) can verify its
freshness by obtaining the attestation by G (binding x′ to its
current counter (n, c′n, G)). Specifically, as the counter n is no
longer cn, the old value of F (along with signature x) can not
be replayed by the repository.

To reduce the overhead associated with digital signatures,
the Trinc specification also includes an alternate mechanism to
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attest/verify certificates, using shared symmetric secrets. In this
case, however, a system-specific trusted third party is required
to set-up secrets bound to specific counters of different trinkets
— which are then shared between all entities that are required
to verify the attestation.

Compared to MN modules, the main disadvantages of Trinc
are as follows. Firstly, the Trinc specification limits the number
of counters that can be “remembered” (and hence, the number
of CDIs that can be reliably tracked by a trinket) to a small
queue length (10 to 15). One way to overcome this limitation
is by addition of built-in Merkle-tree functionality in Trinc
for tracking any number of counters using a single monotonic
counter [13].

Even with this addition, strategies to secure any practical
system using Trinc will, unfortunately, require components
other than the Trinc modules to be trusted. The reason for this
is that Trinc by itself does not offer an explicit mechanism for
binding a Trinc identity G to a specific subsystem/database
that includes data F , or binding a specific piece of data F
associated with the subsystem to a specific counter n in a
specific trinket G. In the specific example above, the owner
of F is trusted to do so. Unlike the MN model, where such
system-specific bindings (to enforce system-specific rules) can
be taken into account by the rich MN specification, the Trinc
model does not have the ability to enforce IS specific rules.
The shortcomings of Trinc are addressed by addition of simple
(in terms of resource requirements), yet rich functionality to
MNs modules — IOMT and mutual authentication capabilities
— which require demand simple sequences of hash operations.

B. Conclusions

Current approaches to secure ISes predominantly rely on

1) ever changing reactionary measures (software up-
dates, IDSes, firewalls) to improve the integrity of
different subsystems and

2) cryptographic strategies for securing interactions be-
tween subsystems.

The former strategies are plagued by the possibility of new
bugs in updates, and/or bugs in the very design of complex
IDSes. Breaches in the latter (cryptographic) strategies [12]
often result from the lack of integrity in the environment
in which cryptographic protocols are executed (after all, a
cryptographic algorithm is at most only as reliable as the
platform in which cryptographic keys are stored and the
cryptographic algorithm is executed). The novel and holistic
MN approach to assure information systems is motivated by
the often repeated (and unfortunately just as often ignored)
maxim that “complexity is the enemy of security” [1]. The
main novelty of the proposed approach stems from applying
system integrity models to the assurance protocol of an IS
(instead of the IS itself, as in the Clark-Wilson model).

Not withstanding complexity of ISes, rules that govern how
data should be manipulated by ISes tend to be simple. Security
breaches in systems rarely result from incorrect rules. Rather,
they result from issues in the process of implementing the
rules into a working system. This process includes numerous
tasks performed during design, deployment and maintenance
of the system, possibly by numerous personnel. It is far from

practical to be able to assure the integrity of every component
and personnel of such a complex process. The crux of the
MN model is that it permits us to short-circuit this process to
observe “if an IS is indeed abiding by design rules.”

It is important to note that the MN approach does not
obviate the need for measures necessary to root out malicious
functionality in IS components, for if such functionality results
in illegal modifications to the IS databases, the IS can no longer
demonstrate its integrity to its users. In other words, all that
the MN approach guarantees is that ISes will not be able to
hide security violations from users (and other stake-holders)
of the IS.

Our ongoing work involves developing MN rules for a
wide range of information systems, with the longer term
goal of developing a succinct language for expressing pre-
conditions and post-conditions as instructions that can be easily
interpreted by resource limited MN modules.
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Abstract—In this study, we compare Japanese and English tweets
submitted to Twitter and discuss how we use unsounded code
strings at the end of online messages. We first define unsounded
codes and unsounded code strings used in Japanese and English
text. Next, we compare and discuss the usage of unsounded code
strings at the end of Japanese and English tweets, especially,
to general public and particular persons. Finally, we show the
receiver of a tweet, whether general public or a particular person,
is a factor that affects the usage of unsounded code strings at
the end of Japanese and English tweets. Specifically, Japanese
speakers use unsounded code strings at the end of tweets more
frequently to particular persons than to general public while
English speakers do not.

Keywords–unsounded code string; Twitter; general public; par-
ticular persons; non verbal communication.

I. INTRODUCTION

Many of us think that it is easy to understand the meanings
of non verbal expressions in online messages even if different
language speakers generate them. However, the usage differs
between different language speakers and the difference is at
risk of bringing unnecessary frictions between them. As a
result, it is important to consider the difference, especially, in
multilingual computer-mediated communication (CMC) sys-
tems. In this study, we show the usage of unsounded code
strings, one kind of non verbal expression, differs between
Japanese and English speakers and discuss a factor that affects
the usage of them.

We often find consecutive unsounded marks and characters
are used at the end of online messages, such as mails, chattings,
and tweets in Twitter.

(exp 1) I’m freezing!!!!
(exp 2) @ryuuuuuuuu 2012 soushita hou ga iiyo.......

(@ryuuuuuuuu 2012 you had better do it.......)

(exp 1) and (exp 2) are tweets submitted to Twitter. (exp
1) was submitted by an user who chose English as his/her
language for tweets. On the other hand, (exp 2) was submitted
by an user who chose Japanese as his/her language for tweets.
Both (exp 1) and (exp 2) have consecutive unsounded marks
at the end of them. These unsounded marks are used for
smooth communication. The submitter of (exp 1) is thought
to use the three consecutive exclamation marks for expressing
his/her impression strongly. On the other hand, the submitter
of (exp 2) is thought to use the seven consecutive periods
for expressing his/her opinion softly. In this study, we define
unsounded marks and characters as unsounded codes. Further-
more, we define three or more consecutive unsounded codes
as a unsounded code string. For example, in Twitter, 14 % of

Japanese tweets and 10 % of English tweets have unsounded
code strings at the end of them. Although unsounded code
strings are popular, there are few studies on them. As a result,
in this study, we investigate how we use unsounded code
strings at the end of tweets in Twitter. Especially, we compare
Japanese and English tweets in Twitter and discuss a factor
that affects the usage of unsounded code strings at the end
of tweets. The results of this study will give us a chance to
understand the usage of unsounded code strings and improve
multilingual CMC systems.

The rest of this paper is organized as follows: In Section
II, we survey the related works. In Section III, we define
unsounded code strings and describes how they are used at
the end of tweets in Twitter. Finally, in Section IV, we present
our conclusions.

II. RELATED WORKS

There are a considerable number of studies comparing
speakers of various languages from various viewpoints, such
as, pragmatics, cognitive science, and so on. These studies can
be classified into two types:

• studies comparing native speakers of one language to
non-native speakers of the same language

• studies comparing native speakers of one language to
native speakers of other language directly

This study is classified into the latter. It is because we compare
unsounded code strings in Japanese tweets to those in English
tweets directly.

In pragmatics, a considerable number of studies have
been made on interlanguage speech acts, such as, expressing
compliments [1], apologies [2], gratitude [3], politeness [4],
and refusals [5]. In these studies, native speakers of one
language were compared to non-native speakers of the same
language. Also, there are a considerable number of studies
comparing pauses and backchannels of native speakers to those
of non-native speakers. Backchannels are listener’s responses,
such as “uh-huh” and “yeah”, given while someone else
is talking, to show an interest, attention, or willingness to
keep listening. Deschamps investigated how French learners of
English made pauses in their English speeches [6]. Bilá and
Dz̆ambová investigated the function of silent pauses in native
and non-native speakers of English and German [7]. Ishizaki
investigated how English, French, Chinese and Korean learners
of Japanese and native Japanese speakers made pauses in their
Japanese speeches [8]. Tavakoli reported that the location of
pauses is important in comparisons of native speakers and
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TABLE I. The numbers of Japanese and English normal tweets, replies, and retweets (from November/2012 to December/2012).

language tweet type normal tweet (%) reply (%) retweet (%) total (%)
Japanese all 3,813,164 (53.82%) 2,528,642 (35.69%) 743,461 (10.49%) 7,085,267 (100.00%)

with UCS 356,727 (36.92%) 430,294 (44.54%) 179,166 (18.54%) 966,187 (100.00%)
English all 16,023,795 (51.27%) 8,267,646 (26.45%) 6,961,800 (22.28%) 31,253,241 (100.00%)

with UCS 1,121,952 (34.30%) 632,298 (19.33%) 1,516,571 (46.37%) 3,270,821 (100.00%)
”with UCS” means tweets that have unsounded code strings at the end of them

foreign learners [9]. Okazawa reported that native Japanese
speakers paused roughly twice as often in their English utter-
ances than in their Japanese utterances [10]. LoCastro reported
that Japanese speakers often feel uncomfortable when speak-
ing English because they are unable to use the appropriate
backchannels [11]. From the viewpoint of cognitive science,
Tera et al. compared and analyzed reading processes of native
Japanese speakers and foreign learners of Japanese [12].

On the other hand, there are also a considerable number of
studies comparing native speakers of one language to native
speakers of other language directly. Especially, many studies
have been made on backchannels. It is because backchan-
nels are found in various languages. Maynard showed that
backchannel phenomena for Japanese and English differ in
terms of type, frequency, and context [13]. Miller reported
that Japanese speakers use backchannels more frequently
than English speakers [14]. However, in most of previous
studies, the frequency of backchannels were observed in
various situations while little is known about factors that
affect the frequency of backchannels. Chen pointed out that
it is important to investigate factors that affect the frequency
of backchannels and took White’s work [15] for example
[16]. White reported that Americans used backchannels more
frequently in conversations with Japanese than in conversations
with other Americans [15]. In other words, the conversation
partner, whether American or Japanese, is a factor that affects
the frequency of Americans’ backchannels. As a result, when
we compare different language speakers, it is important to
investigate factors providing different responses between them.
In this study, we investigate a factor that affects the usage of
unsounded code strings at the end of tweets.

III. UNSOUNDED CODE STRINGS AT THE END OF
JAPANESE AND ENGLISH TWEETS IN TWITTER

In this section, we compare and discuss the usage of
unsounded code strings at the end of Japanese and English
tweets. In Section III-A, we define unsounded code strings
and show how they are used at the end of tweets. In Section
III-B, we show the investigation object of this study. Finally,
in Section III-C, we compare Japanese and English tweets
and discuss a factor that affects the usage of unsounded code
strings at the end of tweets.

A. The definition of an unsounded code string
First, we define unsounded codes and unsounded code

strings. In this study, we define that an unsounded code string
is three or more consecutive unsounded codes. In this study,
unsounded codes in English text are limited to

• punctuation marks (e.g. !#$%&.,:;<=>?@ (){}).

On the other hand, unsounded codes in Japanese text are
limited to the following marks and characters:

• punctuation marks,
• Greek characters,
• Cyrillic characters, and
• ruled lines.

It is because these marks and characters are generally un-
sounded when they are used at the end of Japanese sentences.

Next, we show how unsounded code strings are used at the
end of tweets. Twitter users often use unsounded code strings
in order to enable anyone to understand their tweets clearly
and avoid unnecessary frictions with others.

(exp 3) kadai owattaaaaaaaaaaaa!!!!!!!!!! (I got my
homework doooooooooooone!!!!!!!!!!)

(exp 4) @jayne hurley looks amazing !!!
(exp 5) WEIRDEST dream last night omg...

For example, the submitters used exclamation marks consec-
utively at the end of (exp 3) and (exp 4) for expressing their
feelings strongly. On the other hand, the submitter used periods
consecutively at the end of (exp 5) for expressing his/her
impression softly.

We may note that there are some submission constraints
in Twitter. For example, Twitter users are prohibited to post
the same tweets repeatedly. To avoid this constraint, some
users use unsounded code strings. For example, (exp 6), (exp
7), and (exp 8) were posted consecutively in a few seconds
to a particular user, ssuzuki16, beyond the limit of repeated
submission.

(exp 6) @ssuzuki16 yo...
(exp 7) @ssuzuki16 yo....
(exp 8) @ssuzuki16 yo.....

B. The investigation object
We obtained tweets by using the streaming API. However,

the streaming API allows us to obtain only 1% of all public
streamed tweets because of API restriction. We used the
streaming API and obtained the following tweets in three
weeks in November and December 2012.

• 7,085,267 tweets submitted by users who chose
Japanese as their language for tweets. In this study,
we call these tweets Japanese tweets.

• 31,253,241 tweets submitted by users who chose En-
glish as their language for tweets. In this study, we
call these tweets English tweets.

Table I shows the number of the obtained Japanese and English
tweets. These tweets can be classified into three types:
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Figure 1. A reply is submitted to a particular user.

Figure 2. A normal tweet is submitted to general public.

• reply
A reply is submitted to a particular user (Figure 1). It
contains “@username” in the body of the tweet. For
example, (exp 2) and (exp 4) are replies.

• retweet
A retweet is a reply to a tweet that includes the original
tweet.

• normal tweet
A normal tweet is neither reply nor retweet. For
example, (exp 1), (exp 3), and (exp 5) are normal
tweets. Twitter users generally submit their tweets to
general public. As a result, most of normal tweets are
submitted to general public (Figure 2).

From the obtained Japanese tweets, we extracted 966,187
Japanese tweets that have unsounded code strings at the end
of them. These 966,187 Japanese tweets are 13.64% of all
the Japanese tweets. On the other hand, from the obtained
English tweets, we extracted 3,270,821 English tweets that
have unsounded code strings at the end of them. These
3,270,821 English tweets are 10.47% of all the English tweets.
Table I shows the number of Japanese and English normal

tweets, replies, and retweets that have unsounded code strings
at the end of them.

In this study, we do not discuss unsounded code strings
at the end of retweets. It is because, messages in retweets
are created not by submitters, but by other users. As a result,
retweets are inadequate to investigate how we use unsounded
code strings at the end of online messages.

In this study, we compare unsounded code strings at the
end of (1) normal tweets and (2) replies. It is because we intend
to compare and discuss the usage of unsounded code strings
at the end of tweets to (1) general public and (2) particular
persons. As mentioned, normal tweets are generally submitted
to general public. On the other hand, each reply is submitted
to a particular person.

Figure 3 and Figure 4 show the cumulative relative fre-
quency distribution of

• the length of all the Japanese and English tweets
(excluding retweets),

• the length of Japanese and English tweets (excluding
retweets) that have unsounded code strings at the end
of them, and

• the length of unsounded code strings at the end of
Japanese and English tweets (excluding retweets).

As shown in Figure 3 and Figure 4, the distribution of the
length of Japanese tweets shifts to shorter ranges than the
length of English tweets. On the other hand, the distribution
of the length of unsounded code strings at the end of Japanese
tweets shifts to longer ranges than the length of those at the
end of English tweets.

C. The comparison of the usage of unsounded code strings at
the end of Japanese and English tweets

Next, we compare the length of unsounded code strings
at the end of normal tweets and replies. Figure 5 and Figure
6 show the cumulative relative frequency distribution of the
length of unsounded code strings at the end of

• Japanese normal tweets and replies, and
• English normal tweets and replies.

As shown in Figure 5 and Figure 6, the length of unsounded
code strings at the end of Japanese and English normal tweets
have a similar distribution pattern to those of Japanese and
English replies, respectively. As a result, it may be said that the
length of unsounded code strings at the end of tweets are less
affected by whether the tweets are normal tweets or replies.

Next, we compare the length of normal tweets and replies
that have unsounded code strings at the end of them. Figure 7
and Figure 8 show the cumulative relative frequency distribu-
tion of

• the length of all the Japanese and English normal
tweets, and

• the length of Japanese and English normal tweets that
have unsounded code strings at the end of them.

On the other hand, Figure 9 and Figure 10 show the cumulative
relative frequency distribution of

• the length of all the Japanese and English replies, and
• the length of Japanese and English replies that have

unsounded code strings at the end of them.
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Figure 3. The cumulative relative frequency distribution of the length of (1)
all the Japanese tweets, (2) Japanese tweets that have unsounded code strings

at the end of them, and (3) unsounded code strings at the end of them.
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Figure 4. The cumulative relative frequency distribution of the length of (1)
all the English tweets, (2) English tweets that have unsounded code strings

at the end of them, and (3) unsounded code strings at the end of them.

As shown in Figure 7–10, only the distribution of the length
of Japanese replies that have unsounded code strings at the
end of them shifts to longer ranges than the length of all the
Japanese replies. On the other hand, the distribution of the
length of the other tweets (Japanese normal tweets, English
normal tweets and replies) that have unsounded code strings
at the end of them do not shift to longer ranges when they are
longer than 30 characters. It may be said that the length of
Japanese tweets that have unsounded code strings at the end
of them are affected by whether the tweets are normal tweets
or replies. On the other hand, the length of English tweets
that have unsounded code strings at the end of them are not
affected.

Next, we investigate that the percentages of tweets that
have unsounded code strings at the end of them are affected
by whether the tweets are normal tweets or replies. Figure 11
shows the percentages of Japanese normal tweets and replies
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Figure 5. The cumulative relative frequency distribution of the length of
unsounded code strings at the end of Japanese normal tweets and replies.
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Figure 6. The cumulative relative frequency distribution of the length of
unsounded code strings at the end of English normal tweets and replies.

that have unsounded code strings at the end of them. As
shown in Figure 11, 9.4 % of Japanese normal tweets have
unsounded code strings at the end of them while 17.0 % of
Japanese replies have unsounded code strings at the end of
them. As a result, the percentages of Japanese normal tweets
and replies that have unsounded code strings at the end of them
differ considerably from each other. In other words, Japanese
replies have unsounded code strings at the end of them more
frequently than Japanese normal tweets. On the other hand,
Figure 12 shows the percentages of English normal tweets
and replies that have unsounded code strings at the end of
them. As shown in Figure 12, 7.0 % of English normal tweets
have unsounded code strings at the end of them while 7.6 %
of English replies have unsounded code strings at the end of
them. As a result, the percentages of English normal tweets
and replies that have unsounded code strings at the end of
them differ little from each other. In addition, the percentages
of English normal tweets and Japanese normal tweets that have
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Figure 7. The cumulative relative frequency distribution of the length of all
the Japanese normal tweets and Japanese normal tweets that have unsounded

code strings at the end of them.
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Figure 8. The cumulative relative frequency distribution of the length of all
the English normal tweets and English normal tweets that have unsounded

code strings at the end of them.

unsounded code strings at the end of them differ little from
each other. From these points, it may be said that Japanese
speakers use unsounded code strings at the end of tweets more
frequently to particular persons than to general public while
English speakers do not. In other words, the receiver of a
tweet, whether general public or a particular person, is a factor
that affects the usage of unsounded code strings for Japanese
speakers, however, not for English speakers. It is not clear
whether this phenomenon is specific for Japanese speakers.

IV. CONCLUSION

Unsounded code strings, in other words, consecutive un-
sounded marks and characters are frequently used at the end
of online messages. However, there were few studies on them.
In this study, we investigated unsounded code strings at the
end of Japanese and English tweets in Twitter. Then, we
showed that Japanese speakers use unsounded code strings
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Figure 9. The cumulative relative frequency distribution of the length of all
the Japanese replies and Japanese replies that have unsounded code strings

at the end of them.
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Figure 10. The cumulative relative frequency distribution of the length of all
the English replies and English replies that have unsounded code strings at

the end of them.

at the end of tweets more frequently to particular persons
than to general public while English speakers do not. It may
be said that the receiver of a tweet, whether general public
or a particular person, is a factor that affects the usage of
unsounded code strings for Japanese speakers, however, not for
English speakers. In order to discuss whether this phenomenon
is specific for Japanese speakers, we intend to analyze tweets
in various languages. The results of this study will give us a
chance to understand the usage of unsounded code strings and
improve multilingual CMC systems.
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