
PATTERNS 2017

The Ninth International Conferences on Pervasive Patterns and Applications

ISBN: 978-1-61208-534-0

February 19 - 23, 2017

Athens, Greece

PATTERNS 2017 Editors

Herwig Manaert, University of Antwerp, Belgium

Yuji Iwahori, Chubu University, Japan

Alexander Mirnig, University of Salzburg, Austria

Alessandro Ortis, University of Catania, Italy

Charles Perez, Paris School of Business, France

Jacqueline Daykin, Aberystwyth University (Mauritius Branch Camp), Mauritius

                            1 / 148



PATTERNS 2017

Forward

The Ninth International Conferences on Pervasive Patterns and Applications (PATTERNS 2017),
held between February 19-23, 2017 in Athens, Greece, targeted the application of advanced
patterns, at-large. In addition to support for patterns and pattern processing, special categories
of patterns covering ubiquity, software, security, communications, discovery and decision were
considered. As a special target, the domain-oriented patterns cover a variety of areas, from
investing, dietary, forecast, to forensic and emotions. It is believed that patterns play an
important role on cognition, automation, and service computation and orchestration areas.
Antipatterns come as a normal output as needed lessons learned.

The conference had the following tracks:

 Patterns and Beyond

 Security Patterns

 Evolvable Modularity Patterns

 Patterns for Crowdsourced Media Analysis

 Patterns in Social Network Analysis and Mining

 Basics on Patterns

 Patterns in Combinatorial Structures and Algorithmic

 Computational Vision Systems and Applications of Pattern Recognition

We take here the opportunity to warmly thank all the members of the PATTERNS 2017
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to PATTERNS
2017. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the PATTERNS 2017
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope that PATTERNS 2017 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the area
of pervasive patterns and applications. We also hope that Athens, Greece provided a pleasant
environment during the conference and everyone saved some time to enjoy the charm of the
city.
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Abstract—This paper presents a technique for pattern 
embedding inside a real object fabricated with a 3D printer 
and a technique of detecting the pattern from inside the real 
object. The purpose of this technique is to hide information 
inside a real object by embedding patterns. The patterns are 
formed inside the object when the object is fabricated. The 
thermal conductivity of the pattern region differs from that of 
the other regions. Therefore, the pattern inside the object can 
be detected using thermography. In this study, we use plaster 
powder as the starting material, and the object is produced by 
sintering. However, the pattern region is formed by not 
sintering it, that is, the pattern region remains as powder. 
From the experiment, we find that we can detect patterns using 
thermography when the pattern size is 2 mm x 2 mm or larger, 
and we confirm the feasibility of this technique. 

Keywords-3D printer, information embedding, thermography, 
pattern detection. 

I.  INTRODUCTION 
The 3D printer has become compact and inexpensive, 

and its use is expected to become widespread in the future.  
We proposed a technique that embeds patterns inside real 

objects fabricated by 3D printers that cannot be observed 
from the outside [1][2]. The embedded patterns express 
certain information, that is, this technique can embed 
information inside a real object. We also proposed a 
technique that can non-destructively analyze the pattern 
inside real objects and read embedded information [1] [2]. 
We expect that this technique will be useful for applications 
such as embedding descriptions of objects inside the objects 
themselves. Moreover, it is possible to embed  copyright 
information for the design data for a 3D object as a 
watermark. Related work was reported by K. D. D. Willis 
and A. D. Wilson [3]. They first made some product parts, 
one of which had visible pattern, and assembled these parts 
into one product such that patterned part was inside. 
However, with our technique, the product that includes 
patterns inside is formed as one unit, rather than several parts 
to be assembled later. 

In our previous studies [1] [2], we used plastic resin as 
the material of the object, and patterns were formed by 
making cavities inside the object fabricated with a 3D printer. 
We could detect the embedded pattern from the image 
captured by thermography by utilizing the difference in the 

thermal conductivity between the cavity and the plastic resin.  
This paper proposes a new technique to form patterns 

inside an object when using plaster as the material for 3D 
printing. This paper also presents an experiment we 
conducted to confirm the feasibility of the proposed 
technique.  

II. EMBEDDING AND DETECTING PATTERN IN AN OBJECT  
Figure 1 shows the basic concept of the technique we 

proposed. Since the pattern region is formed inside the object, 
it is invisible from the outside. The heat conductivity of the 
pattern region is lower than that of the other regions of the 
object. Therefore, if the pattern region is formed near the 
surface of the object, the pattern appears in the thermal 
image of the surface when the surface is heated because the 
heat  conduction from the surface to the inside is reduced by 
the pattern region. 

Figure 2 indicates the method we propose to form a 
pattern region whose heat conductivity is lower than the 
other regions. This technique required the use of an inkjet 3D 
printer. First, a layer of plaster powder was paved, and it was 
solidified by jetting binder onto this layer in accordance with 
3D data. However, the binder was not jetted on the powder 
in the pattern region. Therefore, the powder remained in the 
pattern region. This process was repeated. Finally, the 

(a) Forming powder layer and solidification following 3D data 

(b) Repeating forming powder 
layer and its solidification 

(c) Forming layers above pattern region 

Powder layer 
Solidified layer 

Nozzle 
Binder 

Pattern region 

Figure 1. Basic concept of technique we proposed. 

Pattern region 

Object fabricated 
with 3D printer 

Figure 2. Forming pattern inside object fabricated with 3D printer. 
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pattern region was covered with a solidified layer. 
The arrangement of the patterns express information 

although they are invisible from the outside of the object. 
Thermography is used to see the pattern inside. First, the 
temperature of the surface of the object rises by heating the 
object. This results in heat conduction from the surface to the 
inside of the object. Heat conduction is reduced by the 
pattern region because its heat conductivity is lower than that 
of the solidified region. This causes the temperature of the 
surface area above the pattern to increase, and the 
temperatures of such areas become slightly higher than those 
of the other areas. Therefore, if we obtain the temperature 
profile of the surface of the object using thermography, we 
can determine the arrangement of the patterns, i.e., we can 
read out the information embedded in the object. 

III. EXPERIMENT 
We evaluated the feasibility of the proposed technique. 

Figure 3 shows the sample used in the experiment, which 
was produced with an inkjet 3D printer. In this experiment, 
we embedded binary data using small rectangular patterns. 
That is, the existence or absence of a small rectangular 
pattern at 25 designated positions expresses “1” or “0”. The 
size of the pattern was changed as one of the experimental 
parameters. 

We investigated to determine if the embedded pattern 

could be detected in the sample image captured using 
thermography. If we could detect the pattern, we evaluated 
how small a pattern could be detected and how accurately 
the embedded patterns could be detected, that is, how 
accurately the embedded binary data could be read out.     

Figure 4 illustrates the experimental system. We used 
two 500-W halogen lamps to heat the object surface. The 
lamps were placed at a distance of 10 cm from the sample. 
Thermography with a resolution of 160 x 120 pixels was 
used to capture a thermal image of the surface of the object. 
The temperature resolution of the thermography was 0.1 

degrees. 

IV. RESULTS AND DISCUSSION 
Figure 5 shows part of the image captured by 

thermography. The embedded patterns can be seen in the 
image. The pattern in the dotted-line circle is that of Group A. 

Table 1 indicates the accuracy for reading out 25 binary 
data for each group. For Groups A and B, we achieved an 
accuracy of 100%, that is, embedded information could be 
read out with an accuracy of 100% when we used a pattern 
with a size of 2 x 2 mm or more.  

V.  CONCLUSION 
  This paper proposes a new technique to form powder 

shape patterns inside an object fabricated with a 3D printer 
using plaster as the material. The purpose of this technique is 
to embed information using powder shape patterns and 
detecting them in the object. From the experiment using 
thermography, we confirmed that the embedded patterns can 
be detected from the outside and the embedded information 
could be read out correctly when patterns with a size of 2 x 2 
mm or more are used. 
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Figure 3. Sample used in experiment  

Figure 4. Experimental system 

Sample 
Thermographic camera 

Halogen lamp 

40 mm 

40
 m

m
 

10
 m

m
 

1 mm 
Positions where no pattern exists 
Positions where pattern exists 

Pattern size (mm) 
Group A: 2.5 x 2.5 x 2.0 
Group B: 2.0 x 2.0 x 2.0 
Group C: 1.5 x 1.5 x 2.0 
Group D: 1.0 x 1.0 x 2.0 

2 mm 

(a) Top view (b) Cross-section 

Group D 

Group A Group B 

Group C 

TABLE I.  ACCURACY IN READING OUT INOFRMATION  
Group (size) Accuracy (%) 

A (2.5 mm x 2.5 mm)  100 
B (2.0 mm x 2.0 mm) 100 
C (1.5 mm x 1.5 mm) 72 
D (1.0 mm x 1.0 mm) 76 

 

Figure 5. Image captured by thermography 
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Detection of Hidden Encrypted URL in Image Steganography

Moudhi Aljamea, Tanver Athar, Costas S. Iliopoulos, M Samiruzzaman
Department of Informatics,

Kings College London,
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Abstract—Steganography is the science of hiding data within the
data, either for the good purpose of secret communication or for
the bad intention of leaking confidential data, embedding
malicious code or Uniform Resource Locator (URL). Various
carrier file formats can be used to hide this data (network, audio,
image etc.). The most common steganography carrier is
embedding secret data within images. We can hide different
formats (another image, text, video, virus, URL etc.) inside an
image. To the human eye, the changes in the image appearance
with the hidden data can be imperceptible. This paper proposes
an implementation of a novel detection approach that will
concentrate on detecting any kind of hidden URL in most types
of images and extract the hidden URL from the carrier image
using the Least Significant Bit (LSB) hiding technique. We have
recently introduced an algorithm for Detection of URL in Image
steganography. In addition, we have extended the algorithm to
detect and extract encrypted URLs. In this paper, implement the
proposed algorithm, successfully test it and compare it with
various results, using different images.

Keywords–Steganography; Image Steganography; Security;
String Matching; Steganalysis; URL Detection.

I. INTRODUCTION

Steganography is the science of hiding data within data. The
word steganography is derived from the Greek words stegos,
meaning cover, and grafia, meaning writing [1]. There are
some differences between steganography and cryptography.
Cryptography is the art of scrambling messages to make them
difficult to understand, whereas steganography is the art of
hiding messages to make them difficult to find. Therefore,
steganography is an extra layer that will support transferring
secret information securely whereas, cryptography, in this
case, is data protection. Besides, when steganography fails and
the message can be detected, it is still of no use as it is
encrypted using cryptography techniques [2].

Steganographic techniques started in ancient Greece. One
early example consisted in writing text on wax-covered
tablets. Another example involved shaving the head of a
messenger and tattooing a message or an image on the
messenger’s head and let the hair grow back. The message
would remain undetected until the head was shaved again [3].

The science of steganography has developed significantly to
more sophisticated techniques, allowing a user to hide large
amounts of information within images, audio files, and even
networks. In fact, the main difference between the modern
steganographic techniques and the previous ones is only the

form of carrier for the secret information. Researchers are
devising new steganographic applications and techniques and
old methods are given new twists [3].

Our Contribution: We have recently introduced an algorithm
for Detection of URL in Image Steganography [4]. In this
paper, we extend the algorithm to detect and extract encrypted
URLs. We implement the proposed algorithm and successfully
test it and compare it to various results using different images.

Structure of the paper: In Section II, we present some
background related to image steganography. In Section III, we
discuss stegonalysis, which is the main component of
detecting hidden messages inside the image. In Section IV, we
discuss the problem of hiding URLs inside an image. In
Section V, we discuss and present the algorithm, algorithm
complexity analysis, implementation and results of the
experiments. In Section VI, we present the conclusion and
future work.

A. The Concept of Steganography

The concept of steganography is to embed data, which is to
be hidden. However, this process will require three files:

Figure 1. Stego application scenario

First, we have the secret message, which is the information
to be hidden and, as mentioned before with the new
steganography techniques, almost any kind of data can be
hidden. Second, we have the cover file that will hold the
hidden information and, similarly, almost any kind of file can
be used as a carrier. Finally, we have the key file to find the
hidden message and extract it from the cover file. The result of
these three files is a file called stego file, as shown in Fig. 1.

The most common steganography technique is embedding
messages within images, as it is considered the best carrier to
hide all types of files within it. For example, it is possible to
hide another image, virus, URL, text, exe file, audio etc.
without changing its visible properties [5].

3Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-534-0
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B. Steganography Applications

Steganography can be used in many useful ways. For
example, to help in transferring secret data, copyrights control
of materials and smart identity cards (IDs), where individuals’
details are embedded in their photographs [6]. It can be used in
printed images, where the data can be embedded after printing
the image. The user can scan the printed image with a smart
device and the embedded information will appear on his/her
device. This technique is useful in exhibitions and displaying
the product’s information.

Cybercrime is believed to benefit from steganography in
transferring illegal data or embedding viruses and malicious
URLs. To counter this threat, new techniques and methods are
being developed and this area is getting more attention among
researchers.

There are many sophisticated steganography pieces of
software available online, which can be used for cybercrime.
Xiao steganography [7] is one such tool. Any user can use this
tool to leak his/her company’s confidential information.

For this reason, many companies are finding it difficult to
detect the stego files even after scanning all their employees
outgoing emails.

II. IMAGE STEGANOGRAPHY

Images can be more than what we see with our eyes. To use
an image as a cover file is considered to be one of the most
useful and cost effective techniques [8]. All image
steganographic techniques to hide data are based on the
structure of the most commonly used image format on the
Internet: graphics interchange format (GIF), portable network
groups (PNG) and Bit Map Picture (BMP).

• Cover Image: In steganography, the original image that
was chosen as a carrier for the secret data is called a
cover image.

• Stego Image: This is the result image of choosing the
right cover image and embedding the secret data inside
it.

• Stego Key: The sender should have an algorithm for
create the stego image to embed the data, and the
receiver should have the matching algorithm to extract
the hidden data from that particular stego image.
Sometimes, the process will require a key, which is
similar to a key used in cryptography, to extract the
hidden message, and that key is called stego key.

Image Embedding Process: Let C be the chosen cover
image, and C’ be the stego image, K be the stego key, and M be
the hidden message then:

C⊕M⊕K→C’

as shown in Fig. 2.

Figure 2. Image Steganography Embedding process

The main challenge in image steganography is that many
image manipulation techniques might destroy the hidden
message on any image, since it will change the feature of the
stego image. Cropping might destroy or corrupt part of the
hidden message if the hidden image is located where the image
is cropped. Rotation might give the receiver difficulty in
finding the hidden message. Filtering might destroy the hidden
message completely.

A. Current Image Steganography Techniques

There are some naive implementations of image
steganography, such as by feeding windows operating system
(OS) command some code to embed the text file which
contains the secret message into a specific image and produce
the stego image (Fig. 3).

Figure 3. Stegocode

Steganography embedding techniques can be divided into
two groups. The first is the Spatial Domain, also known as
Image Domain, which embeds the secret data directly in the
intensity of the image pixels, usually the Least Significant Bit
(LSB) in the image. The other is the Transform Domain,
which is also known as Frequency Domain, where images are
first transformed and then the secret data is embedded in the
image [9].

The focus of this paper will be on the spatial domain. In the
spatial domain, the steganographer modifies the secret data
and the cover image, which involves re-encoding the LSBs in
the carrier image. To the human eye, these changes in the
image value of the LSB are imperceptible [10]. This technique
can be applied for most image formats.

Least Significant Bits: This technique embeds bits of the
secret data directly into the LSB plane of the cover image [6].
LSB is considered to be one of the simplest approaches of
embedding data in a cover image. Yet, it is one of the most
difficult approaches to detect.

On average, the changes will be only made on three bits
with a byte. Only half of the bits within an image are modified
to hide the secret data using the maximal cover size. The result
of these changes is too small to be recognized by the human
visual system (HVS) [1].
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III. STEGAANALYSIS

Steganalysis is the main step in the steganography technique
to discover the hidden messages. It is the way of identifying
the suspected medium, determine whether or not they have an
embedded data into it, and, if possible, recover that data.
Steganalysis is the science of attacking steganography in a
battle that never ends [6].

Steganlysis can sometimes be more challenging than
cryptanalysis. The steganalyst first has to identify the
suspected cover file, then locate the hidden message. The
hidden message might be scattered in different locations inside
the cover file. In some cases, the hidden message might be
encrypted to make it more difficult to detect. The main
mission of the cryptanalyst is to decrypt the encrypted
message.

There are 4 types of Steganalysis listed below:

1) If the steganography attack is known to the
stegnalysis: since the cover file, the hidden message
and the steganography tool (algorithm) are all known to
the steganlysis, the hidden message can be identified
quite easily.

2) Only the original file (before embedding the
message) and the cover file are known to
stegnalysis: the objective will be to compare the two
files, and using pattern difference between the two
files, to identify the hidden message.

3) If only the secret message is known to the
stegnalysis: the objective is to identify a known pattern
in all the files. This is a difficult approach.

4) Only the cover file is known to the stegnalysis:
similarly to the previous attack, it can be very
challenging to identify the hidden message location,
since it may be scattered to more than one place.

Image analysis forms the backbone of the image
steganalysis programs. Image manipulations techniques, such
as translating, filtering, cropping and rotation are used in
steganalysis. Discrete cosine transform (DCT)-based image
steganography hints can be identified using JPEG double
compression and the DCT transform [6].

The focus of this paper will be a new kind of attack where
the type of the hidden message is URL and the hiding
technique LSB are both known.

A. URL in Image Steganography
Embedding data in images is not a new technique. This

method is getting better and more sophisticated. One of the
recent improvements is embedding a URL in the image LSBs
(see Fig. 4). The objective of the URL is to direct the receiver
to a web page. The web page might contain a virus that will
harm the image receiver, either by destroying or stealing data.

The main reason behind embedding an URL in an image
instead of the whole secret data is that the URL requires very
little space in the carrier [11]. This ensures that the URL can

be difficult to detect and there is less chance of losing the URL
by image manipulations.

Figure 4. URL Stego Embedding Scenario

In [12], the authors discusses about stegoloader malware. It
was noted that the malware authors are evolving their
techniques to evade network and host-based detection
mechanisms. Stegoloader could represent an emerging trend in
malware, hiding malicious code inside a digital image.
Stegoloader has a modular design and it uses digital
steganography to hide its main module’s code inside a
legitimate PNG image.

One malware, Lurk Downloader [12] specifically embeds
URLs into an image file by inconspicuously manipulating
individual pixels. The resulting image contains additional data
that are virtually invisible to an observer. Lurk’s primary
purpose is to download and execute secondary malware
payloads [13].

IV. THE PROBLEM

There are various types of information that can be hidden in
the LSB of an image. In this paper, we are dealing with an
URL hidden inside an image. Any malicious code can be
embedded by using LSB. To modify the LSB means to modify
the colour, by using LSBs of an image.

There are different colour ranges which require different
amounts of memory, such as 2 bits, 8 bits, 24 bits etc. They
have both colour and grey scale. 8 bits colour means each
pixel can have any of 256 (28) colours. The same calculation is
applicable 8 bits grey scale or 24 bit colours. Since there are
many colour combinations, modifying the LSB does not make
much difference to the human eye. URL attack uses this
weakness in colour LSB.

For example, an URL ”http://exampleattack.com” has 24
characters. Each character of this URL takes 8 bits in ASCII
format. The URL will require 192 significant bits from an
image.

For simplicity, let us see how the first character ’h’ of our
example URL ”http://exampleattack.com” can be added by
using LSBs of an image. The ASCII value for ’h’ is decimal
104 and binary 01101000

Before LSB insertion let us assume that 8 consecutive bytes
of an image are:
10000010 10100110 11110101 10110101 10110011 10010111
10000100 10110001

After inserting ’h’ (01101000) in LSBs, the result is below.
10000010 10100111 11110101 10110100 10110011 10010110
10000100 10110000

In this way, by using more significant bits of images, we can
embed the rest of the characters of the intended URL.
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V. URL DETECTION ALGORITHM

We are going to present an algorithm overview to detect a
hidden URL from the LSBs of an image.

TABLE I. LIST OF TOP-LEVEL DOMAINS (TLD) BY THE ICANN FOR FULL

LIST PLEASE REFER TO [14]
AAA AARP ABB ABBOTT ABOGADO

AC ACADEMY ACCENTURE ACCOUNTANT ACCOUNTANTS

ACO ACTIVE ACTOR AD ADS

ADULT AE AEG AERO AF

AFL AG AGENCY AI AIG

AIRFORCE AIRTEL AL ALLFINANZ ALSACE

AM AMICA AMSTERDAM ANALYTICS ANDROID

AO APARTMENTS APP APPLE AQ

AQUARELLE AR ARAMCO ARCHI ARMY

ARPA ARTE AS ASIA ASSOCIATES

AT ATTORNEY AU AUCTION AUDI

AUDIO AUTHOR AUTO AUTOS AW

AX AXA AZ AZURE ..etc

A. Algorithm Overview

Step 1: Create a sorted list, DOMAIN[], from the static
official top level domain list.

Step 2: Create an array called BITMAP[], from an image
taking each bit in the array.

Step 3: Make a character array called, LSBCHARARRAY[]
from an intermediate array of LSBARRAY[] by converting
each 8 bits to an ASCII character.

Step 4: Loop through the LSBCHARARRAY[], find out
possible hidden URL is formed by http or https, www, domain
name and TLD.

B. Complexity Analyses

1) Step 1 (Create a sorted list from the static official top
level domain):: Space complexity: We have a known TLD list
[14]. So, in the pre-processing stage, we have created an
indexed array, DOMAIN[] considering each TLD as a string.
It is linear to the size of all characters plus the index of each
string position in a sorted order. We have created a separate
index list with just starting position of TLDs with a specific
character.

For example, if .co and .com both starts with c, so if we
know where the c starts on the whole sorted list, we just can
look at the block starts with ’c’. The overall space complexity
of the sorted list is O(M) +O(t) + O(i), where M is the total
number of characters, it is the index on each TLD string which
is limited to the official static list.

Time complexity: This step of computation can be a pre-
processing step, so complexity is not a major issue. However,
it is possible to build up a sorted list by radix sort [15] where
an LSD radix sort operates in O(nk) in all cases, where n is the
number of keys, and k is the average key length.

2) Step 2 (Create a sorted list from the static official top
level domain list):: Space complexity: O(M) where M is the
number of bits.

Time complexity: O(n) where n is the number of bits. This
means in just a single iteration the array is built.

3) Step 3 (Make a character array by converting each 8
bits to an ASCII character):: Space complexity: The
complexity is O(n) here where n=M/8 where M is the number
of bits in BitMap and only one in each 8 bits are placed in a
character array by converting 8 such Least Significant bits into
character. So, the complexity here is sub linear. Although an
intermediate LSBARRAY has been introduced in Step 3 for
clarity purpose of the flow, it is possible to calculate the
LSBCHARARRAY directly from BITMAP[] array. So
LSBARRAY[] is not required in the implementation.

Time complexity. This is looping through the BitMap array
just once and producing a character array by taking each 8
significant bits together and converting to ASCII. So, the time
complexity is linear here with O(n) where looping n bits just
once produces the result. Converting to ASCII and character
has happened just 1 in 1/64 where 1 byte (8 consecutive LSB)
comes from 64 bits. This operation produces a time
complexity of O(n+n/64) which is linear.

4) Step 4 (Loop through the array, find out possible

hidden URL is formed by http or https, www, domain name
and TLD): Space complexity: The space complexity is linear
with O(n), where n is the number of characters in the array.

Time complexity: This is a loop through the character
array. Finding the first 3 parts of an URL (http/https and/or
www, domain name) are done in one go in the single loop.
They are part of the inside loop, used to find the position and
calculation purpose for the string ’http’, ’https’ and ’www’.
The actual counter of the characters array is incremented in
each go whether it is inner loop or outer loop. The complexity
holds linear for the operations because the whole character
array are traversed just once.

Looking at the 4th part, TLD requires a short lookup in a
sorted array described in Step 1. For the whole character array,
this lookup is just done to complete the search in a sorted and
indexed Top Level Domain array which we called in step 1 as
DOMAIN[]. In a sorted list, the binary search works as log(n)
complexity in the worst case where n is the number of items in
an array. But, in our case, n is narrowed down by the index of
each character. So, each block of searched area is n/m, where
m is the number characters in the alphabet. So, the search
takes log(n/m)time because we know the starting character
what to lookup DOMAIN[] array. The overall complexity
stays linear for step 4.

C. Next Level Detection (Detecting and Extracting Encrypted
URL)

The previous tool can be considered as one of the first tools
to detect the hidden text in images and extract these hidden
messages. We have taken the algorithm to the next level, to
detect and extract encrypted URLs.

In this new algorithm, the sender will encrypt and store the
URL using the NOT encryption technique in the LSB of the
image.
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The following proposed algorithm is a linear time algorithm
so, it terms of time and space, it does not add any more
complexity compared to the previous algorithm.

D. The NOT Encryption Technique

This level of text encryption will not be detectable using the
previous algorithm, since it will evade the URL detection
through using the binary operation NOT to encrypt the plain
text.

We continue with the example that was mentioned in the
Problem Definition section:

The ASCII value for ’h’ is decimal 104 and binary
01101000
Before the LSB insertion, let us assume that 8 consecutive
bytes of an image are below.
10000010 10100110 11110101 10110101
10110011 10010111 10000100 10110001

To add the extra encryption level to the plain text before
embedding it in the image, the ’h’ binary NOT will transform
from 01101000 to 10010111

Therefore, after inserting the encrypted ’h’ (10010111) in
the LSBs the result is below.

10000011 10100110 11110100 10110101
10110010 10010111 10000101 10110001

The strength of this technique is that it will encrypt the
URL, which is a very short text embedded in a very large
number of pixels. It gives the sender the advantage of hiding
the text without any key for the receiver to use to extract the
text. The receiver will only need to know the hiding technique
and the text location to extract the hidden text. There are many
encryption mechanisms. The complement is one of the easiest
mechanism to encrypt data.

E. Experiments

The solution was implemented using Visual Studio 2015
Studio, ASP.Net 4.5 and javascript. The solution is available
her [18]. It was tested using BMP, PNG and GIF images of
different sizes, colour depth, colour palettes and compression
types. The solution has been tested using different browsers
such as IE11, Firefox 4 and Chrome Ver 50.0. We have used 2
dozen different images with image size ranging from 300
bytes to 10 KB, colour depth ranging 2 bits to 24 bits, colour
palettes ranging from 2 to 65K.

It uses javascript as a client side scripting language and it
will work only on the browser where javascript is enabled. It
also needs to access files from client machines or folders, so if
there are restrictions on accessing image files, the browser will
not be able to read the image files.

It cannot accept compressed and lossy images as there is a
possibility that the URL data will be lost or corrupted when
the images are compressed and the solution will not be able to
extract the URL from the stego image [9].

Furthermore, for monochrome images, changing the LSB
technique might alter the image in such a way that the changes
are visible to the viewers and raise suspicion that the image
have been altered, therefore, it will be eliminated.

F. Checking Experiment Results

1) Image Difference: We tested the generated images
with the original images using a free image comparison
website [16]. The website found no difference between the
original and the image containing the hidden URL. In
comparing the pixel value and colour between the images,
there is a threshold (3 points) which the pixel must exceed in
order to register as a difference. It confirms that the statistics
steganalysis techniques will not be effective in detecting and
extracting the hidden encrypted URLs since they are very
short and the changes that they do to the images are
imperceptible.

2) Histograms Analysis: We have analysed the
histograms of the original image and the generated stego
image using the website [17]. There was no difference
between the histograms of both the original image and the
stego image. It also confirmed that the steganalysis depending
on the histograms of images will not detect the hidden URL
even if the original image is known and the stego image is
known as well.

VI. DISCUSSION AND FUTURE WORK

This paper describes in detail the existing research on how
data can be hidden in an image. It also explains how to extract
the hidden URL detection in images and the new algorithm to
detect encrypted URL.

The URL detection problem in images was simplified with
respect to string matching approach, which can be used in
other kind of string matching problems in an image. For
example, users may be interested to search for malicious
commands or other kind of strings hidden in the image using
the LSB of the image. The proposed solution has taken the
previous URL detection algorithm to the next level, detecting
and extracting encrypted hidden URLs. We have implemented
and successfully tested this new algorithm using different
images.

The experiments showed that the solution is very effective
in detecting and extracting the URLs.

Detecting and extracting URL as it is, specifically in
images, is a novel approach in image steganography analysis.
The reason of concentrating on this problem is a response to
the introduction of the new technique of embedding malicious
URLs in images recently, and that is relatively a new
technique for hiding/spreading viruses. The approach time and
space complexity are promising. Therefore, as a future work
the detection tool can be improved to cover more encrypting
techniques.
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Abstract— We propose a new optically written watermarking 
technique that produces a watermark pattern by modulating 
color difference. The illumination that contains such a 
watermark is projected onto an object. An image of the object 
taken by the camera contains the same watermark, which can 
be extracted by image processing. Therefore, this technique 
can protect portrait rights of real objects. We conducted a 
simulation where one-bit binary data were embedded in blocks 
that consisted of 8 x 8 pixels using the phase of the highest-
frequency component. The simulation results revealed that a 
watermark pattern produced by modulating color difference 
could be accurately read out. 

Keywords-Watermark pattern, information embedding,  portrait 
right. 

I.  INTRODUCTION 
Digital watermarking has been widely used to protect the 

copyright of digital content, which includes images printed 
from digital data. This is to prevent the illegal use of images 
copied by digital cameras or scanners. However, printed 
images or other real objects that have a high value, such as 
paintings in museums, do not contain watermarks in 
themselves, and images taken of these with cameras can 
easily be utilized without copyright.  

We developed a technique that can prevent the illegal use 
of images of real objects that do not have watermarks [1] [2] 
by using illumination that contains an embedded watermark 
pattern invisible to the naked eye. An image taken of an 
object illuminated with the watermark pattern by a camera 
would also contain the pattern.  

We embedded the watermark pattern in the illumination 
by modulating its brightness, as documented in our previous 
study. In this current study, we produced a watermark pattern 
by modulating color differences and evaluated its readability 
from the captured image by comparing it with the previous 
method that modulates brightness.   

II. EMBEDDING WATERMARK PATTERN IN THE 
ILLUMINATION 

Figure 1 outlines the basic concept underlying our 
watermarking technique using light to embed a watermark. 
An object is illuminated by a projected light that contains an 
invisible watermark. A photograph taken of the object 
illuminated this way would also contain the watermark. The 
watermark can be extracted in the same way as that in 
conventional watermarking techniques for digital content. 

Figure 2 illustrates the procedure for applying a 

watermark and reading it from a captured image. 
The color difference signal Cb of Luminance, Chroma-

blue and Chroma-red (YCbCr) signal was used to produce 
the watermark. Figure 2 (a) shows the original data of Cb as 
a frequency domain. The original data is divided into 
numerous  blocks, each of which consists of 8 x 8 pixels. 
Each block has only the highest frequency component (HC) 

Highest frequency 
component (HC) 
Positive value for "1" 
Negative value for "0" 

Block 

i-DCT 

Information to be embedded  

Read out 

Captured image 
  

Camera  

Light source 

Light 

10010110 
Binary data 

Optically projected 
watermark pattern  

Real object 

©2017UEHIRA 

©2017UEHIRA 

Figure 2. Procedure for watermarking 

Figure 1. Basic concept underlying proposed 
h l  

(b) Cb in space domain  
Luminance of the projected 
light L(x,y) 

(c) R(x,y) 

DCT 

(d) Captured image I(x,y) 

(e) Cb in frequency domain 

Sign of the highest frequency component 
(HC) is checked to read the information 

(a) Original data in frequency domain 
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in both the x and y directions to express one-bit binary data. 
If the sign of the HC in a block is positive, it is expressed as 
“1”, and if it is negative, it is expressed as “0”. This original 
data in the frequency domain is converted into a signal in the 
space domain by making an inverse discreet cosine 
transform (i-DCT) (Fig. 2 (b)). Y and Cr signals are constant. 
After converting the YCbCr into an Red, Green and Blue 
(RGB) signal, the RGB signal is input to a projector, and the 
watermark pattern is projected onto the object.  

The captured image of the object I(x,y) is given as a 
product of the reflectance of the object surface R(x,y) and 
luminance of the projected light L(x,y), as shown in (1). 

{ }0),(),(),( LyxLyxRyxI +=      (1) 

where L0 is a bias luminance, such as one produced by room 
light. 

A captured image is first converted into a YCbCr signal, 
and then Cb is converted into a signal in the frequency 
domain by DCT. Finally, the embedded data is read out by 
checking the sign of the HC of the Cb for each block.  

 The watermark pattern in the light and in the captured 
image cannot be seen by the human visual system because it 
is modulated at the highest frequency and the amplitude of 
the modulation is small.  

III. SIMULATION 
We simulated the captured images of objects using (1). 

We used RGB signal as L(x,y), assuming that the brightness 
of the RGB component of the projected light was 
proportional to the component of the RGB signal. As for the 
objects R(x,y), we used three standard images shown in 
Figure 3. 

HC in the original data was changed from 1 to 20 as an 
experimental parameter, while Y, Cr, and L0 were set to 
constant values of 200, 0, and 40, respectively. For reference, 
we embedded a watermark pattern by modulating Y. In this 
case, Cb and Cr were set to zero, and L0 was set to 40. 

IV. RESULTS AND DISCUSSION 
Figure 4 shows the accuracy with which the binary data 

was read out. The accuracy is indicated by the percentage of 
the data read out correctly from the entire data. The results 
show that the accuracy when modulating Cb is higher than 
that when modulating Y with values over 99% for HC values 
set over 2  

Figure 5 shows the captured images simulated using (1) 

when HC was set to 5. We could not see any watermark 
pattern in the images. These results indicate that we can 
satisfy both invisibility and readability of embedded data by 
using certain HC ranges. 

V.  CONCLUSION AND FUTURE WORK 
  We developed a technique that can embed an invisible 

watermark pattern into captured images of real objects using 
illumination that contains the pattern. We embedded the 
pattern into the illumination by modulating color difference. 

We demonstrated from the simulation that an accurate 
reading of the watermark information is possible by 
modulating color difference, and embedded watermarks 
could be invisible.  

In the future, we will examine the detailed conditions for 
invisibility of watermarks.   
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Figure 3. Images used as objects in the simulation.  

Figure 4. Accuracy in reading out binary data 
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Abstract—This paper proposes the use of the contextual user
experience (cUX) pattern approach for refining a study concept
involving biometric image data. While the concept of a study may
be clear from the beginning, external influences can not always
be predicted beforehand. While designing a study concept for a
thesis about the acquisition, inspection, and evaluation of Near
Infrared (NIR) iris biometry images, certain problems arose, e.g.,
how to deal with the environmental light, which material to use
for 3D printing or the problem of picking the right questionnaire.
We used the cUX pattern approach to provide solutions in the
form of patterns for the occurred problems during the refinement
process of the study setup.

Keywords–design patterns; pattern reuse.

I. INTRODUCTION & RELATED WORK

In this paper, we will present three patterns, created to
provide solutions for problems encountered during the im-
provement of a study setup. Patterns, in general, are a well
acknowledged method in Human-Computer Interaction (HCI),
providing reliable solutions for specific problems. They can
be advantageously used to ease the communication between
experts with different levels of expertise or even alternate
disciplines. This is particularly useful in interdisciplinary areas,
such as HCI research and design. Patterns were first introduced
by Christopher Alexander [1][2] as a means to capture working
solutions for reoccurring problems in the field of architecture.
His methodology was adopted by Gamma et al. [3] for
Software Engineering and related disciplines, and has been
used as a tool in these domains since. Patterns were adopted
to supplement guidelines and other general means of guidance,
because such approaches are often either too simplistic or
high level [5][4]. Pattern solutions are firmly embedded in the
context their problems occur in. This makes a specific pattern
less reapplicable, i.e., only when the problem contexts match
to a sufficient degree. But it also makes the solutions they
describe more specific, as well as practice relevant, and lends
them to be used by novices and experts [6]. Patterns have
been adopted by other domains as well, such as Web Design
and HCI [7][8][9] and also suggested as a general, discipline-
independent knowledge transfer tool [10].

In section 2, we will shortly describe the study setup we
wanted to improve, followed by an overview of the approach
we used for pattern creation. We will show how we discovered
and summarized the problem statements for each pattern and
give an insight to the pattern creation process.

Section 3 will illustrate three solution patterns with the
following Titles:

1) Choosing the Right Light Sources to Examine NIR-
Images Differences

2) Lens Holder Construction for a Mobile Phone
3) Finding and Adjusting the Right Usability Question-

naire

Apart from the Title, each pattern is divided into six sections.
The Intent provides a short description and is followed by the
Problem statement, which is, in our case, a question. After
stating the problem, a Scenario is presented that is used as
an example, for which a Solution is provided. The solution is
backed up by Examples, usually illustrated with images. The
pattern ends by providing Keywords, matching the subject of
the pattern. Last, we will discuss our findings in Section 4 and
conclude this work in Section 5.

II. APPROACH

We wanted to improve and optimize an existing study
setup, dealing with biometric images. These biometric images
had to be analyzed afterwards, with respect to image quality.
The setup was divided into several steps. During the first step,
test subjects have to capture videos with a customized Nexus
5 mobile phone. The IR-blocking filter was removed from the
rear camera image sensor, to enable NIR image capturing. The
built-in rear camera image sensor is a Sony Exmor R IMX 179.
The sensor offers an Red-Green-Blue (RGB) sub pixel layout
with 3264x2448 (8 MegaPixel) pixels and a sensor size of
5.68mm (1/3.2”), leading to an effective pixel size of 1.4µm.
The pixel size is decent for a mobile phone released in 2013.
Therefore, taking images or videos in twilight conditions is
possible. However, a brighter environment is preferred due to
less image noise. Each test subject had to record at least three
frontal face videos using two different filters / lenses, mounted
on the mobile phone, which takes a lot of time. Afterwards,
the test subjects had to fill in a questionnaire. Due to the
time consuming video capturing process, the questionnaire
needed to be short, while still maintaining a decent reliability.
We proposed patterns to refine the study concept using an
approach similar to the pattern generation process for car user
experience patterns described in detail by Mirnig et al. [11],
with some minor changes. The first mandatory step in our
approach was to analyze the study concept and the associated
setup to extract the problem statements. This was done by
organizing a workshop with the person responsible for the
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study concept and a group of HCI researchers accustomed
with the pattern generation process. During the workshop, the
study setup was explained as follows: Study participants have
to capture three frontal face videos: one without any lens, for
NIR and visible light images, one with the IR-blocking filter
/ lens and one with the NIR-only lens. As it is possible to
extract high quality images from high resolution videos, it
was decided, to capture only videos instead of pure frontal
face images. The two different lenses forced the researcher
responsible for the study, to change them after every recording,
due to the current lens mounting method. To ensure a variety
of captured videos, the test subjects had to record the videos in
different light environments, which where not yet defined. The
final step was the acquisition of data, relating to the usability of
the video recording process. As the video capturing procedure
was time consuming, the data acquisition had to be fast, whilst
still reliable. This workshop brought up the following three
main problems:

1) Which light sources and ambient environments need
to be considered, to ensure a diversity of captured
image or video data usually acquired during real life
usage?

2) How can the lens / filter changing process be im-
proved?

3) What questionnaire should be used to provide reliable
results while not using much time to fill out?

For each of the three problems, a draft pattern was created.
The draft pattern initially did not provide any final solutions.
Thus, the draft pattern was iterated for the first time, in a
second workshop. The original draft pattern was reworked,
with respect to the feedback from the first iteration. This
iteration resulted in a refined version of the pattern. Each
iteration improved the pattern to a certain degree. After the
second iteration and rework phase, the pattern was finalized.
It is noted that, depending on the experience of the involved
experts, more iterations are necessary to create a good pattern.
The final pattern should provide an adequate solution for the
predefined problem statement. In our case, two iterations were
sufficient.

In the next section, we will present the three solution
patterns we generated. Each pattern provides a solution for
a certain problem statement, previously mentioned in this
section.

III. SOLUTION PATTERNS

A. Choosing the Right Light Sources to Examine NIR-Images
Differences

Intent: There are several variables one needs to take into
account when taking pictures or videos with a mobile phone.
Due to the usually small built-in image sensor in mobile
phones, sufficient environmental light is a crucial point. In-
sufficient light leads to higher image noise, which is generally
not preferred. However, to analyze a wide area of possible
real life conditions, selecting different environments for image
capturing is important. This pattern presents three possible
scenarios covering the most important lighting conditions.
The scenarios were selected to provide images with a quality
sufficient for subsequent analysis in mind.

Problem: Which scenarios are needed in order to acquire
analyzable data, covering indoor, as well as outdoor, lighting
conditions that enable NIR image acquisition?

Scenario: The study needed special image acquisition
scenarios to reflect actual real life scenarios as closely as
possible. Additionally, the ambient light in at least one of
the scenarios had to cover the NIR wavelength (>= 700nm)
spectrum to enable NIR imaging.

Solution: To cover most real life scenarios of possible
image capturing conditions, we proposed three scenarios: one
outdoor scenario using passive sunlight to enable NIR imaging
and two indoor scenarios, using different light environments
to challenge the imaging sensor of the mobile phone.

• Outdoor (variable ambient light conditions) - The
outdoor scenario is and should be variable. In this
condition, the sun is providing the ambient light.
Therefore, the image quality is depending on time,
weather, and location. To ensure the best possible
conditions for NIR image acquisition, daylight is nec-
essary. Therefore, image acquisition in this scenario
should be done during daytime. An example of the
outside condition is shown in Figure 2.

• Indoor (dim light) - The indoor scenario using a
dim light source is intended to challenge the image
sensor. The passive artificial light provides sufficient
luminosity for images to be taken, as pictured in
Figure 3. Nevertheless, the provided light is dark
enough to force the image sensor to use a higher
sensitivity setting (this is also referred to as ISO,
which is derived from the International Organization
for Standardization standard describing camera sensi-
tivity settings), thus, resulting in more image noise.
Note, that image noise is not desirable in general, but,
if the main concept of the study is to analyze the whole
range of possible image qualities, it is mandatory to
include this unfavorable condition.

• Indoor (bright light) - In contrast to the dim light
indoor scenario, the bright light indoor scenario uses
a very bright artificial white light source to illuminate
the frontal face area. This scenario complements the
previously mentioned scenarios. The bright artificial
light, covers the spectrum visible to the human eye
(from about 390 to 700nm), and provides a decent
environment needed to capture regular frontal face
images and can be observed in Figure 4. However,
conventional light sources are usually not suitable for
NIR imaging, as they do not cover the spectrum above
700nm (see Figure 1).

Figure 1. Philips TL5 HO 49W 865 Lamp [12] - Photometric Data.

Examples: This section shows nine sample images. They
are grouped by the three proposed scenarios. Each group
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consists of three images: NIR only, NIR & visible light, and
visible light only.

Figure 2. Outdoor - NIR only, NIR & visible light, visible light only (from
left to right).

As mentioned in the solution section, the outdoor scenario
provides sufficient light. This scenario provides the best NIR
image quality, as the sunlight covers a wider spectrum com-
pared to conventional light sources.

Figure 3. Indoor (dim light) - NIR only, NIR & visible light, visible light
only (from left to right).

The indoor scenario with a dim passive light source tends
to induce image noise and is not optimal for NIR imaging.

Figure 4. Indoor (bright light) - NIR only, NIR & visible light, visible light
only (from left to right).

The last scenario provides a direct illumination of the facial
area. It is very favorable for images captured in the visible
spectrum, e.g., due to reduced image noise.

Keywords: NIR, visible light, wavelength, spectrum, image
acquisition, illumination

B. Lens Holder Construction for a Mobile Phone
Intent: This pattern describes steps-by-step the construc-

tion of a lens holder for the Nexus 5 mobile phone.
Problem: Is it possible to create a method or item to

reduced the lens change time and make the whole process
more comfortable?

Scenario: Two different filters / lenses are each to be
mounted on the mobile phone using a clip. This is very time
consuming and elaborate. To ease the transition from one lens
to another, they had to be mounted on a movable holder, with
the possibility to be mounted on the mobile phone.

Solution: A custom made movable lens holder, mounted
on a hard shell mobile phone case. The following points are
describing a step-by-step guide to construct a lens holder for
a mobile phone case:

• First, get a hard shell mobile phone case to work
with. The case should be made of a robust material,
e.g., polycarbonate. The easiest way to obtain a good
mobile phone case is either by buying it or by printing
one using a 3D printer. Note, that the camera lens of
the mobile phone should not stick out of the case,
when it is mounted on the phone, as it will be tough
or impossible to rotate the custom made lens changer
afterwards.

• Measure the phone case and the lens width, length, and
depth. Measurements should be taken as precisely as
possible.

• Sketch the available items (i.e., lenses and phone
case), with the measurements from the previous step.

• The sketch is then used to figure out, how to arrange
the lenses in a way, that allows them to cover the
camera lens of the phone when the lens changer is
being rotated.

• With the lenses arranged, pick a focus point between
them. This is the pivot point of the lens changer. In
our case, its the small circle in between the two bigger
ones, as illustrated in Figure 6.

• Craft a paper prototype of the lens holder. Sketch the
lens changer with the exact measurements and cut
it out. This prototype can be used to simulate the
finished product. Try it out, and see if it fits your
expectations, as depicted in Figure 5.

• Digitize the sketch and construct a 3D model. Note
that it may be beneficial to add some room to move,
especially if using a 3D printer that is not 100% ac-
curate. An example of the digitized model is pictured
in Figures 6 and 7 (left).

• Print the 3D model with a material that allows editing
with tools (i.e., a file or a multifunction rotary tool)
later on. In this case, PVC was used.

• Deburr the edges whilst occasionally trying to fit in the
lenses. When everything fits accordingly, proceed with
the next step. If anything is odd or needs refinement,
redo the 3D modeling and print the item again.

• Drill the pivot point holes into the 3D printed item, as
well as in the phone case, to combine them later on.

• Temporarily mount the printed lens holder to the
phone with a screw, as shown in Figure 7 (right).

13Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-534-0

PATTERNS 2017 : The Ninth International Conferences on Pervasive Patterns and Applications

                           22 / 148



• Double check if everything is according to your needs.

• Finally, install the lenses into the lens holder and
mount it to the phone case. See Figure 8 for the final
result.

Figure 5. Sketch of the lens holder with exact measurements and radius.

Figure 6. Digitized 2D model of the sketched lens holder.

Figure 7. 3D model of the lens holder (left), already printed lens holder with
installed lenses/filters (right).

Figure 8. Final lens holder mounted on the phone case.

Examples: Figure 9 holds a QR Code that is linked to a
video showing the lens holder in action, whereas Figure 10 is
picturing the effect of the different lenses on image acquisition.

Figure 9. YouTube Video - Nexus 5 Lens Holder Case [13].

Figure 10. NIR, NIR and visible light, visible light only by using
IR-blocking lens (from left to right).

Keywords: NIR, lens holder, phone case, PVC, polycarbon-
ate, 3D modeling, 3D printing

C. Finding and Adjusting the Right Usability Questionnaire
Intent: This pattern tries to guide you how to find the right

usability questionnaire for your needs and how to adjust it to
your certain needs.

Problem: There are a couple of usability and user expe-
rience questionnaires available. Which one should be picked
and how is it possible to adjust them to your needs?

Scenario: Due to our study setup, we want a short ques-
tionnaire that can be filled out quickly on paper. Thus, it needs
to have fewer items, while maintaining statistical reliability
(reliability values of 0.70 or more).

Solution:

• Define
The first step, before even choosing a questionnaire,
is to define what you want to evaluate. Try to think,
which aspects a questionnaire needs to fulfill in or-
der to benefit your research. These aspects should
come directly from the research questions which are
investigated in the study. For example, if there is
a research question regarding intention to buy after
using a system, then a questionnaire on intention to
buy or one with intention to buy as a subscale is
needed. Define your research questions first, then look
for the appropriate questionnaires. Include only those
aspects or constructs which pertain to your research
questions.

• Consider
It takes longer to fill in a questionnaire with complex
items, especially if there are a lot of items. It is
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usually difficult to hold a participant’s attention for
more than 15 minutes in most questionnaire situations
(most important for online questionnaires). Thus, it
is recommended to keep the complexity and number
of items such that a comfortable amount of 10-15
minutes total for filling in the questionnaire is reached.
Use open questions only when they can not be re-
placed by any other item, as they require more thought
by the participant and take longer to fill in as a result.

• Choose
After it is clear what to evaluate and how big the
scope should be, before creating a questionnaire, try to
search for common and reliable questionnaires fitting
your needs.
Here is a small example of reliable questionnaires used
to evaluate, e.g., usability and technology acceptance:

◦ Questionnaire for User Interface Satisfaction
[14]

◦ Perceived Usefulness and Ease of Use [15]
◦ Nielsen’s Attributes of Usability [17]
◦ Computer System Usability Questionnaire [18]
◦ Practical Heuristics for Usability Evaluation

[19]
◦ Pardue Usability Testing Questionnaire [20]
◦ System Usability Scale (SUS) [21]
◦ Technology Acceptance Model [16]

If none of the common questionnaires fit your needs
perfectly, either pick one that satisfies most of them
or create your own. If you need to create your own
questionnaire skip the next step and proceed to ”Cre-
ate”.

• Customize
After choosing a common questionnaire that fits your
need, it may be necessary to customize it slightly.
Customizing existing questionnaires, however, should
be done with caution. If such a customization changes
the meaning of a validated questionnaire’s items, then
the questionnaire requires revalidation. Customization
most often happens to make a questionnaire easier to
understand by the intended target audience or when
they are translated to other languages. Here is an
example extracted from the SUS questionnaire: ”I
found the system unnecessarily complex”. Sometimes,
e.g., when working with children, they might not
know the word ”complex” however they usually know
the term ”hard to understand”. Thus, changing the
question to ”I found the system unnecessarily hard to
understand” would be legitimate. However, changing
the question or the meaning completely is not and
would reduce the tests reliability. The same is true
for translations, which should ideally be done or
at least double-checked by a native speaker of the
target language. Sometimes, which happens especially
with larger multi-purpose questionnaires, such as the
Unified Theory of Acceptance and Use of Technology
(UTAUT) [23] or others, individual items might not
make much sense for the study at hand. For ex-
ample, the aforementioned intention to buy from an
acceptance questionnaire would not make sense when
applied to the evaluation of third party web interface,
which can not be bought and is not intended to. Items,

or even whole constructs, can and should be omitted
in such cases. This also means, however, that not all
calculations between constructs can be done like in
the full questionnaire. Any omissions made should
be kept to the necessary minimum and need to be
explicitly stated when disseminating the results, in
order to ensure comparability with other studies using
the same questionnaire or subscale.

In general, the optimal questionnaire has to provide enough
statements or items covering the most common shades of
opinions about the to be evaluated subject.

Examples: An example of the translated SUS questionnaire
(translated by David Wilfinger et al. [22]) that was used in the
study setup, is presented in Figure 11.

Figure 11. SUS questionnaire (German)

Keywords: questionnaire design, SUS, TAM, test theory,
usability

IV. DISCUSSION

Using the cUX pattern approach to create easy-to-use
solutions, allowed us to adjust and improve the overall study
concept and setup in several ways. Apart from that, we also
acquired a deeper insight into the pattern creation process
overall. This gave us a chance to notice certain weak points
in the creation process, which, when improved, would help to
generate better patterns. As mentioned at the end of Section
2, each iteration and the following rework phase, refines
the pattern. The pattern is increasing in quality, with every
feedback received during the iteration process. Bottom line,
the more iterations processes a pattern runs through, the better
it gets. In our case, we had a constant collaboration during
the creation process of the patterns, which enabled us to get
on demand feedback, if necessary. Due to active collaboration,
we had the possibility of continuous iterations, allowing us to
interplay between problem statements and solutions.
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Usually, problem statements are defined in the beginning
and changes can only be made during workshops. Solutions,
however, are provided during the fist iteration, at the very
earliest. Therefore, modifications can be made only after
receiving feedback. Until then, the work on the pattern is on
hold. The interplay showed us a huge advantage, due to the
possibility to refine the problem statement, while at the same
time, adjusting the solution. This induced the improvement of
both the problem statement and the related solution leading
to a higher quality pattern. The problem, however, was the
recurring chance to rephrase the problem statement at any time.
Thus, it was tempting to rephrase the problem statement to
fit a certain solution, even when it was only covering a part
of the statement. This behavior is not desired at all. Pattern
are supposed to provide proven solutions. In the beginning,
after describing the problem statements, we did not know
if we could cover that criteria with our suggested solutions.
However, we evaluated our patterns regarding that point, by
trial and error. Each and every solution we provide in our
patterns was tested before it was adopted into the patterns.
This was, as well, only possible due to the interplay and
instant feedback and, therefore, can not be applied in general.
However, we found that this way of verification improved the
provided solutions to a high degree.

The next point we want to discuss, is the use of a Topics
section proposed by the cUX pattern approach. Topics, in this
case, are predefined keywords, used to show scope of the
problem and additionally, address one or more user experience
factors. We willingly omitted that section, as we saw no need
for them in our created patterns. Topics may be beneficial
to organize a collection of patterns, providing a variety of
solutions for a large main field. Each pattern can be assigned
to at least one of the topics. However, in our case, we only
had three problem statements that we wanted to address. Thus,
creating a system in which we want to organize our patterns
seemed unnecessary. Therefore, it was sufficient enough to
provide keywords only at the end of the patterns. The keywords
provide research topics and fields that may be related to the
pattern and may be used to get more insight into certain areas
covered or not sufficiently covered in the patterns.

V. CONCLUSION

This paper presents how patterns created by utilizing a
slightly modified cUX patterns approach can be used to opti-
mize a study setup for biometric image analysis. The pattern
solutions were successfully used to optimize the study setup in
question and document these for future applications. However,
future work will have to focus on reapplying these patterns
and refine them further, in order to provide more thorough
solutions and to provide solutions, which have worked in
more instances (i.e., as well-proven solutions, as should be
the case for genuine patterns). The three patterns can be used
to inform future study setups with solutions regarding (a)
choice of the right lighting conditions, (b) construction of a
custom lens holder, and (c) choice (and adaptation) of the right
questionnaire for the study’s purpose and research questions.
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Abstract—During the last years, in particular due to the Digital 
Humanities, empirical processes, data capturing or data 
analysis got more and more popular as part of humanities 
research. In this paper, we want to show that even the complete 
scientific method of natural science can be applied in the 
humanities. By applying the scientific method to the humanities, 
certain kinds of problems can be solved in a confirmable and 
replicable manner. In particular, we will argue that patterns 
may be perceived as the analogon to formulas in natural science. 
This may provide a new way of representing solution-oriented 
knowledge in the humanities.  

Keywords-pattern; pattern languages; digital humanities; 
formalisation. 

I.  INTRODUCTION 
A fundamental aspect of the scientific method (i.e., the 

method of the natural sciences) is repeatability. Repeatability 
allows to gain two key goals of research: objectivity and 
solvability.  

Repeatability is the basis for verifiability of research 
results. Verifiability allows to establish objectivity in the 
sense of not having to rely on trusted authorities (i.e., well-
accepted domain experts) expressing their subjective insights 
as research results. As a consequence, everybody can re-enact 
and track the way a research result has been achieved.  

Often, a research result itself that has been obtained by 
applying the scientific method has an aspect of repeatability 
too. A corresponding result is represented as a procedure to 
solve recurring problems of a certain kind. Such a result is 
often expressed as a formula, and the solvability of the 
problem is achieved by applying this formula.  

Also, the humanities, in particular the Digital Humanities 
[1], have domains in which objectivity and solvability (in the 
sense stated above) are important goals. As shown in the 
following, the scientific method may be applied in such 
domains to achieve both, verifiability of results as well as 
results that have a “solution character”.  

First, in Section II, we give evidence that the concept of 
patterns is a proper vehicle to establish the solvability facet of 
research results in the humanities. Second, in Section III, we 
show that applying the scientific method in data intensive 
domains of the humanities establishes the objectivity facet of 
research results. Section IV concludes the paper. 

II. PATTERN AS FORMULAS 
Solving problems in natural sciences by means of 

formulas is in close analogy to using patterns in other domains 
like architecture [2] or software engineering [3][4], for 
example. Applying a formula means to follow a certain 
proceeding: identifying the intent to solve a specific problem, 
determining the solution sketch and apply it to the actual 
context of the problem to be solved to result in the concrete 
solution of the problem. 

A. Example: How to Solve Quadratic Equations 
Assume that one has the intent to solve the problem of 

determining the roots of the following quadratic equation (1): 
 

x2 + 5x + 4 = 0 (1) 
 

What is done first is to consult a formulary to find the 
sketch of how to solve arbitrary quadratic equations ax2 + bx 
+ c = 0 and the quadratic formula (2) 

  

x1,2 =
−b± b2 − 4ac

2a
 (2) 

 
for solving (1) is found, i.e., for determining the roots x1 and 
x2. 

Next, the context of the problem to solve the specific 
equation x2+5x+4=0 needs to be determined, i.e., the actual 
coefficients (3) of the concrete equation have to be 
determined: 

 
a=1, b=5, c=4 (3) 

 
After understanding the sketch and the context, the 

corresponding quadratic formula (2) and the actual 
coefficients (3) have to be combined, i.e., the coefficients a, 
b, c in the quadratic formula (1) have to be substituted by the 
actual values a=1, b=5, and c=4. Together, the solution 
description (4) of the problem has been determined: 

 

x1,2 =
−5± 52 − 4 ⋅1⋅4

2 ⋅1
 (4) 

 
 

17Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-534-0

PATTERNS 2017 : The Ninth International Conferences on Pervasive Patterns and Applications

                           26 / 148



 
This results in the concrete solution of the original 

problem, i.e., the roots of the quadratic equation (1), see (5): 
 

x1=-1, x2=-4 (5) 
 

B. Using a Formula Means Applying a Pattern  
This proceeding of determining the roots of a quadratic 

equation can be described by a document that follows the 
template of a pattern (as introduced in [2][3][4]): First, a 
pattern has a name that uniquely identifies the problem to be 
solved. Second, it specifies the intent of solving the particular 
problem (e.g. finding the roots of a quadratic equation). Then, 
it describes in a sketch how to solve the problem (i.e., the 
quadratic formula). Next, it lays out how to determine the 
context in which the solution can be applied. Finally, the 
solution works out how the before-mentioned information is 
put together to solve the problem. Figure 1 depicts these 
elements of the corresponding pattern document (where the 
context-section and the solution-section are combined). Note, 
that these ingredients of the pattern document make use of 
only the essentials of a pattern template: pattern languages 
typically capture more information [2][3][4].  

C. Example: Solving a Costume Design Problem 
Patterns are used in different domains in the humanities. 

But the term “pattern” is often rather problematic because of 
the different meanings it refers to [5]. But used in the sense 
introduced by C. Alexander [2], patterns are a convincing tool 
to capture knowledge and make this knowledge easily 
accessible. In the MUSE (MUSE - MUster Suchen und 
Erkennen, engl.: pattern search and identification) project [6], 
patterns are used to document solutions of costume design 
problems in films.  

 
 

 

This project is about solving a problem from the 
humanities (more specifically from the media studies), 
namely proving the existence of a costume language and 
providing such a costume language for several genres. The 
individual costumes found are documented as patterns (see 
Figure 2); note, that the pattern content shown is just an 
example and not yet a verified pattern. 

As before, the pattern document begins with the name of 
the problem. It describes the intent of solving the problem. 
The sketch presents the essentials of the solution, and the 
context describes the circumstances of applying the solution. 
Finally, the solution discusses in details how the costume is 
built – in this case, a figure depicts all the primitives of the 
costume and the order in which they are worn.  

By following the pattern, a solution to a certain costume 
design problem is constructed: just like following the pattern 
for solving quadratic equations. Thus, using patterns in the 
humanities to express research results brings the power of 
applying formulas to the humanities, i.e., it establishes the 
solvability facet of research result in the humanities.  

III. THE SCIENTIFIC METHOD  
In a nutshell (and admitting, this is a very simplified view), 

the scientific method consists of the following steps [7][8]: 
observation, data capture, data analysis, and formalization (or 
abstraction).  

An observation can be based on planned experiments, 
systematically watching phenomena in nature etc. Often, 
observations are caused by a hypothesis resulting from 
theoretical reasoning. Data capturing refers to the stringent 
logging of information resulting from observations. Data 
analysis takes a close look to the captured data in order to find 
regularities. By means of abstraction or formalization found 
regularities are finally expressed as laws or formulas. 

 
 

 
 Figure 1. Using a Formula as Applying a Pattern 
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A. Example: Determining Planetary Motion 
Historically, Tycho Brahe observed celestial positions of 

planets (especially Mars) and captured the corresponding data 
in logs [9]. Johannes Kepler analyzed this data [9] and inferred 
Kepler’s Laws of planetary motions [10]. For example, the 
first Kepler Law is: “The orbit of each planet is an ellipse with 
the sun in one of its foci.” Kepler also formalized his laws, 
i.e., he abstracted his laws as mathematical formulas. The first 
Kepler Law, for example, is formalized as (6) 

 

r = p
1+ε cosθ

 (6) 

 
Thus, as Figure 3 depicts, the discovery of Kepler’s Laws 

of planetary motions follows the proceeding of the scientific 
method sketched above: observation, data capture, data 
analysis, and formalization (or abstraction).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 

 

B. Example: Determining Costume Languages 
The problem of determining costume languages has been 

described in [11]. In [12], a method (called the MUSE 
Method) has been described for deriving costume languages. 
This method is a refinement of the (simplified) scientific 
method sketched in Figure 3: The left-hand side of Figure 4 
shows the MUSE method as described in [12] (ignoring 
aspects not relevant in the context of this paper), the right-
hand side shows the scientific method, and the 
correspondence between steps in the MUSE method and steps 
in the scientific method are indicated as arrows.  

In the MUSE method, characters of a film corpus are 
identified. This is done by watching the corresponding films 
– which means that observation is taking place. While 
watching the films, the cloths of the identified characters are 
described – which is data capturing. Based on the captured 
data about clothes, costumes are identified – which is data 
analysis. Identified costumes are then abstracted into patterns 
– which can be considered as formalization as argued above. 

 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2. A Costume Described by a Pattern 
 2 

High School Queen 

The High School Queen costume is used to represent the 
clothing of a beau*ful girl who “rules” the high school.  

The costume consists of the following costume primi*ves: 
Necklace, Bracelet, Earrings, Underpants, Strapless Bra, Mini 
Skirt, a Tight Top, and Pumps. 
 

Problem 

Intent 

Sketch 

Solu4on 

The High School Queen occurs in high school comedies. 
 

Context 

Figure 3.  Principle Proceeding in Deriving Kepler's Laws 
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An overall software system that supports the MUSE 

method has been build, and that system is applied in the 
domain of film studies in the humanities [13]. In particular, 
the discovery of costume languages is supported. This system 
allows to describe films, their characters and the cloths of the 
characters via a graphical user interface and stores this data in 
a database. The structure of this database as well as the 
domains of its central attributes are modeled by taxonomies 
and ontologies [12][14]. The analysis of the data is supported 
by means of data warehouse and OLAP (Online Analytical 
Processing) technologies [15], as well as by means data 
mining technologies [16]. The representation of the abstracted 
patterns and their relations (i.e., the resulting pattern 
language) is stored in a pattern repository [13].  

The software system can be used to verify research results, 
thus, contributing to objectivity: Everybody can browse the 
captured data to assess its quality; the captured data can be 
analyzed over and over again to confirm the discovered 
regularities within the cloths of the films; the patterns 
reference the costumes they have been abstracted from, which 
support to track the abstraction of similar cloths to costume 
patterns. The latter, by the way, does also contribute to 
solvability: a pattern does not only describe abstractly the 
structure of a certain costume but also provides a set of 
concrete cloths to realize this costume.  

Formalization in MUSE goes even beyond describing 
research results as patterns. Cloths themselves as well as their 
constituents are considered as words of formal languages [12]. 
This allows, for example, to check whether newly discovered 
cloths are in an already established tradition. 

 
 
 

 

 
 

 

IV. CONCLUSION AND OUTLOOK 
This brief contribution argued in favor of applying the 

scientific method in the humanities. In doing so, repeatability 
of research results – especially the facets of objectivity and 
solvability – will be emphasized. Patterns have been presented 
as an analogon to formulas as an integral part of the scientific 
method.  

It has been shown how the scientific method has been 
applied in the film studies. The scientific method in general, 
and the MUSE method in particular is currently being applied 
in musicology [17] - in an effort called MUSE4Music. 

There are important implications of applying the scientific 
method to domains or in ways it has not been established for, 
and these implications are independent from the fact whether 
the scientific method is applied in the humanities or in natural 
sciences. In order to ensure repeatability, the data as well as 
the algorithms used to analyze this data to achieve the results 
must be published [18]. This is by far not yet widely accepted 
because the data and algorithms are often considered 
proprietary or a “production secrete” for achieving research 
results. This is an obstruction that has to be overcome. 

NOTE 
This paper has been pre-published as a technical report of 

University Stuttgart no. 2016/01. 
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Abstract—In the field of cloud computing, the automated de-
ployment of applications is of vital importance and supported
by diverse management technologies. However, currently there is
no systematic knowledge collection that points out commonalities,
capabilities, and differences of these approaches. This paper aims
at identifying common modeling principles employed by tech-
nologies to create automatically executable models that describe
the deployment of applications. We discuss two fundamental
approaches for modeling the automated deployment of applica-
tions: imperative procedural models and declarative models. For
these two approaches, we identified (i) basic pattern primitives
and (ii) documented these approaches as patterns that point
out frequently occurring problems in certain contexts including
proven modeling solutions. The introduced patterns foster the
understanding of common application deployment concepts, are
validated regarding their occurrence in established state-of-the-
art technologies, and enable the transfer of that knowledge.

Keywords–Modeling Patterns; Application Deployment and
Management; Automation; Cloud Computing.

I. INTRODUCTION

Many cloud service offerings, for example, Infrastructure
as a Service (IaaS) and Platform as a Service (PaaS) of-
ferings, and established management technologies, such as
IBM Bluemix [1], Chef [2], and Juju [3], support the automated
deployment of applications. There are also standards, for
example, the Topology and Orchestration Specification for
Cloud Applications (TOSCA) [4]. All promise high automa-
tion, reusability, and easy usage in order to operate business
functionality. Contrary, using the aforementioned technologies
requires that the customer describes the deployment of the
application according to the languages, capabilities, and re-
quirements of the used technology. But, all have in common
that they support the same deployment automation principles
that can be divided into two major modeling approaches: the
declarative and the imperative deployment modeling approach.

The declarative approach uses structural models that de-
scribe the desired application structure and state, which are
interpreted by a deployment engine to enforce this state. The
imperative approach uses procedural models that explicitly
specify a process to be executed [5][6]. These imperative
process models define explicitly all activities that have to be
executed, their execution order, and the data flow between
these activities. Such imperative process models are executed
in an automated manner by a process engine. Using the im-
perative approach, the customer can customize arbitrarily the
deployment but typically requires considerably more expertise,
for example, if multiple different cloud provider application
programming interfaces (APIs) have to be invoked [5][7].

However, technologies following these approaches sig-
nificantly differ in the employed domain-specific modeling
languages and concepts. Whilst all technologies advertise the
revolution of deploying and managing business functionality
in the Cloud, up to now, there is no systematic knowledge
collection that guides in choosing the right technology. As a
result, for evaluating which technology fits best the customer’s
needs, at the moment, one has to be an expert of each
considered technology for choosing the most appropriate one.

In this paper, we tackle these issues by investigating the
capabilities of established deployment technologies in order
to document their commonalities in the form of patterns.
In particular, we investigate (i) the Cloud standard TOSCA,
(ii) the technologies IBM Bluemix, (iii) Chef, (iv) Juju, and
(v) OpenTOSCA [8], (vi) the implementations of the most
downloaded artifacts in the official repositories of Chef [9] and
Juju [10], and (vii) scientific publications. The chosen tech-
nologies are among the most utilized and established ones that
enable application deployment in modern cloud environments
that inherently require a high degree of automation. However,
we do not claim that this list of analyzed technologies is
complete, but nevertheless, it provides an appropriate starting
point for finding new patterns that possibly occur within other
approaches, standards, and technologies as well.

To overcome the problem of modeling application deploy-
ment and evaluating the best fitting technology at the same
time, we first introduce pattern primitives to establish a com-
mon wording. Then, we describe the underlying deployment
modeling concepts supported by the analyzed artifacts, man-
agement technologies, and scientific publications in form of
the Imperative Deployment Model pattern and the Declarative
Deployment Model pattern. To validate our findings, we apply
Coplien’s Rule of Three that dictates a pattern to exist in at
least “three insightfully different implementations” [11]. Thus,
we state how and where to find the pattern’s implementation to
prove the “Rule of Three”. Using these patterns, the knowledge
about application deployment principles can be transferred,
e.g., , for choosing the most appropriate technology.

The remainder of this paper is structured as follows: In
Section II, we define pattern primitives with which we establish
a common wording for describing application deployment
technologies. In Section III, we introduce the Imperative
Deployment Model pattern and the Declarative Deployment
Model pattern and point to their occurrences. In Section IV,
we discuss the background of the paper and the related work
of the pattern community and cloud computing community. In
Section V, we validate our patterns. Finally, in Section VI, we
conclude the results of this paper and outline future work.
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II. PATTERN PRIMITIVES

In this section, we define pattern primitives that are identi-
fied as atomic parts in the domain of application deployment.
Similar to Zdun et al. [12] and Fehling et al. [13], we use
the concept of pattern primitives to describe certain elements
inside patterns that have specific names and characteristics.
These elements are known to domain experts and may exist in
other domains under different names. Thus, this section aims
to establish a common wording for a precise communication
and to describe the patterns we introduce in the next section.

Application: An application comprises software that im-
plements a certain business functionality. Applications typi-
cally consist of multiple software components that are working
together to realize the desired functionality. The interplay of
the components may be locally or realized via network, i.e.,
the collaboration of components can be arbitrarily complex.

Software component: A software component is a part of
an application that may be reused within the same application,
other applications, or other companies. Components can be
divided into either application-specific software components
and general-purpose software components, see next.

Application-specific software component: An
application-specific software component is a piece of software
that implements a certain piece of the business functionality
of an application. Such a component is highly adapted for
and integrated into a certain application and implements
specific functionality. Thus, application-specific components
often cannot be reused within other applications due to
their specialization. One example for such components are
customized enterprise resource planning software components.

General-purpose software component: A general-
purpose software component is a piece of software that im-
plements a functionality that can be reused by many different
applications for general purposes. Thus, they are explicitly
made for reuse and provide common functionality that is
independent of a certain business logic. Examples for such
components are web servers or database management systems.

Application environment: The term application environ-
ment comprises all running software and hardware components
of one concrete deployment of the application on all layers, i.e.,
physical servers, virtual machines running on these servers,
operating systems, installed web servers, etc. Thus, if a certain
application is deployed multiple times in different clouds, each
of these deployments forms one application environment.

Management environment: In contrast to the application
environment, in which an application is running in, the term
management environment comprises all physical components,
such as servers and software components, that are employed
for running deployment & management systems, see next.

Deployment & management system: A deployment &
management system provides the functionality for deploying,
operating, and managing applications in an automated fashion,
e.g., to install, configure, or terminate applications or an appli-
cation’s components. Deployment & management systems are
running in management environments and, therefore, are typ-
ically running and operated independently from applications.
There are many different flavors of deployment & management

systems: Some interpret declarative models that define the
structure of the desired application deployment, others are
based on imperative process models that define each step that
has to be executed to realize a certain deployment task, e.g.,
to install the entire application. We detail these two flavors in
the following sections in the form of the patterns we present.

Deployment logic: The deployment logic describes all
steps that have to be executed to deploy all components of
an application. To implement the deployment logic, different
levels of abstractions can be differentiated depending on the
chosen form of implementation. For example, a workflow may
be created that specifies a set of deployment tasks and their
execution order while deployment operations implement these
deployment tasks. We detail this in the following primitives.

Deployment task: A deployment task denotes the task
of deploying a certain software component, for example,
installing and configuring an Apache web server on a running
Ubuntu virtual machine. To implement a deployment task in
a way that enables its automated execution, typically multiple
deployment operations have to be executed, see next.

Deployment operation: A deployment operation is an
automatically executable piece of software that implements
a certain deployment functionality, for example, to install a
software package on an operating system or to configure the
HTTP-port. Thus, typically multiple deployment operations are
required to execute a deployment task. Deployment operations
can be implemented using various kinds of technologies, for
example, in the form of scripts that are executed in the
application environment to install a web server on a running
virtual machine or as Java programs that are executed in the
management environment to orchestrate a set of API calls.

III. PATTERNS FOR MODELING THE AUTOMATED
DEPLOYMENT OF APPLICATIONS

In this section, we introduce the Imperative Deployment
Model pattern and the Declarative Deployment Model pattern
that describe two different flavors for modeling the deployment
of applications. The main purpose of applying these modeling
patterns is to create models that can be executed automatically
to deploy a certain application. Thus, the introduced patterns
help to avoid manual steps executed by humans, which is
mandatorily required in the domain of cloud computing, where
rapid application deployment is of vital importance.

The patterns are structured to comprise information that
are derived from best practices in the pattern commu-
nity [11][14]-[19]: Each pattern has a name and a catchy
icon to foster memorability. The problem statement defines the
obstacle to overcome. The context describes the circumstances
under which the problem occurs. Subsequent, the forces de-
scribe why the problem is not trivial to solve and why basic
approaches might fail. The solution describes the approach of
how to solve the problem. The solution is accompanied by a
solution sketch that depicts the solution. The results outline
the outcomes of applying an implementation of the pattern.
Proven occurrences of the pattern are referenced in the know
uses. Therefore, we show that the patterns presented in this
section satisfy the Rule of Three [11] that instructs that at least
three independent implementations of the concepts described
by the pattern have to be found, cf. Section VI.
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FIGURE 1. SOLUTION SKETCH FOR THE DECLARATIVE DEPLOYMENT MODEL PATTERN: A DECLARATIVE MODEL IS INTERPRETED FOR DEPLOYING A
SOFTWARE IN THE AMAZON CLOUD, I.E., PROVISIONING A VM, INSTALLING SOFTWARE, AND WIRING THAT SOFTWARE WITH A RUNNING DATABASE.

A. Declarative Deployment Model Pattern

Problem: How to model the deployment
of a simple application that requires only
few or no individual customization in a way
that enables its automated execution?

Context: Automate the deployment of an application.

Forces: Typically, applications comprise well-known,
general-purpose software components, e.g., virtual machines
running a Ubuntu, a Tomcat application server, or a MySQL
server, for realizing common functionality. Such components
are heavily used in industry, so they are often integrated and,
as a result, it is well-known how to use them. However,
a manual installation and configuration of such components
is error-prone, time-consuming, and costly [7]. Thus, this is
not appropriate in scenarios requiring the rapid deployment
of applications and their components—especially if multiple
instances of the application need to be deployed, which is a
common requirement in the domain of cloud computing.

To automate this, imperative process execution technolo-
gies, such as scripts or the workflow technology [20], can be
used. However, manually creating executable process models
that automatically deploy the entire application is also complex
and time-consuming [5]. Thus, for simple scenarios that em-
ploy common, reusable components, such as a Linux; Apache
web server; MySQL database management server; or PHP, and
that follow well-known application structures, spending this
effort is very hard to argue and should be avoided.

Solution: Create a declarative deployment model that
describes the structure of the application that shall be de-
ployed, i.e., all the components as well as their dependencies
and interplay. Subsequent, use a deployment & management
system that understands this model and that automatically
executes all required steps to deploy the application as de-
scribed by the model. Declarative deployment models also
specify necessary software implementations, e.g., the user
interface implementation of a web application to be deployed.
By modeling the deployment this way, the desired state of
the application is defined, which provides the basis for the
deployment & management system to automatically derive the
necessary deployment tasks and operations to be executed.
Thus, the system derives and executes the deployment logic
automatically from the declarative model without involving the
user. Systems that support this pattern are, e.g., Chef and Juju.

Figure 1 depicts the pattern’s solution sketch. The declar-
ative deployment model specifies the application structure, its
components, and their interplay. The model (1) is passed to the
deployment & management system that derives the required
deployment logic from this model and executes all required
tasks and operations. In this example, it (2) invokes the API
of Amazon to create a virtual machine (VM), (3) accesses the
VM to install required software packages, and (4) configures
the software to connect to the installed database. Thus, the
system creates the prescriptively modeled application in reality.

Results: Applying the pattern eases application deploy-
ment as no manual deployment steps are required and only
a model has to be created. Moreover, the required technical
skills are limited to the modeling of the declarative model.
Since the pattern is primarily applicable to deployments that
mainly comprise general-purpose components, which are well-
known to deployment & management systems, the usage of
these components is efficient and not costly as they only must
be specified in the model. Moreover, by providing implementa-
tions for interfaces defined by the deployment & management
system, also application-specific software components can be
deployed automatically, for example, by referencing an script
that installs a custom application-specific software component.

Known Uses: In Bluemix, an App can be described declar-
atively in the manifest.yml file containing information about
the used build pack, amount of the App instances, and with
which other services the App shall be bound [21]. Bluemix
boilerplates are predefined application containers that consist
of runtime environments and predefined services for a distinct
purpose that can be adapted with various options, e.g., the
database size [22]. Chef enables to model declaratively cook-
books, defining the structure by importing other cookbooks,
adapting by specifying attributes, letting chef-client compile
the run-list—the sequences of operations to execute—, and
gather further requirements, e.g., other cookbooks, files, or
attributes. Subsequent, the chef-client configures the virtual
machine according the run-list [23]. Juju supports bundles
describing services, their interplay, and configuration that can
be provisioned without defining the distinct provisioning [24].
TOSCA enables modeling declaratively the application’s struc-
ture with Topology Templates [4], [6]. Out of these declarative
models, the imperative provisioning logic is generated [5].
The scientific deployment prototype Engage also enables to
describe application structures for automated deployment [25].
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FIGURE 2. SOLUTION SKETCH FOR THE IMPERATIVE DEPLOYMENT MODEL PATTERN: A PROCESS MODEL IS EXECUTED FOR DEPLOYING A SOFTWARE IN
THE AMAZON CLOUD, I.E., PROVISIONING A VM, INSTALLING SOFTWARE, AND WIRING THAT SOFTWARE WITH A RUNNING DATABASE.

B. Imperative Deployment Model Pattern

Problem: How to model the deploy-
ment of a complex application that re-
quires application-specific customization
in a way that enables its automated execution?

Context: Automate the deployment of an application.

Forces: The deployment of complex business applications
that consist of various application-specific software compo-
nents with complex dependencies and configurations is a
serious challenge: Multiple experts have to cooperate as a sig-
nificant amount of technical expertise is required and typically
multiple different deployment & management systems need to
be combined [7]. Thus, if an application needs to be deployed
multiple times, a manual process is not possible.

Using the Declarative Deployment Model pattern is ap-
propriate for modeling the deployment of simple applications
that mainly employ general-purpose components. However, for
such complex applications as described above, this pattern
cannot be applied as the interpretation of declarative models in
deployment & management systems cannot be influenced and
customized arbitrarily [5]. Especially, when multiple deploy-
ment & management systems need to be combined, a single
declarative deployment model is not possible.

Solution: Create an imperative deployment model that
describes (i) all activities to be executed, (ii) the control flow,
i.e., their execution order, and (iii) the data flow between
them. Each activity implements a certain deployment task or
invokes a deployment operation, e.g., an activity invokes the
API of a cloud provider to provision a new virtual machine
and subsequent activities copy and execute installation scripts
onto this VM. Afterwards, use a process engine to execute the
model automatically without involving the user. One robust
technology for creating and executing processes is, e.g., the
workflow technology [20] and standards, such as BPEL [26].

Figure 2 depicts the pattern’s solution sketch. The process
model is deployed on an appropriate process engine and
(1) invokes the API of Amazon to create a virtual machine,
(2) accesses it, e.g., via SSH, to install software packages, and
(3) configures the installed software to connect to a running
database that is also hosted on Amazon. Thus, if customization
is required, any activity can be arbitrarily customized to invoke
suitable deployment operations or other implementations.

Results: By using imperative deployment models, i.e., pro-
cess models, the deployment can be modeled arbitrarily as each
step to execute is specified explicitly. Thus, the model is not
interpreted as in the Declarative Deployment Model pattern but
executed following the model. This enables deploying general-
purpose components as well as arbitrary application-specific
components that require complex configurations and wirings
with other components. Thus, this approach is capable of
handling the complexity of arbitrary application deployments.
Contrary, the deployment of such complex applications often
cannot be modeled declaratively at all due to application-
specific details that cannot be reflected in declarative models.

Especially the workflow technology is suited for creating
complex process models as also the modeling of compensation
logic is possible [27], [20]. For example, if a deployment
process provisions multiple virtual machines and a failure
occurs, simply stopping the process requires a manual dele-
tion of the created VMs. By using compensation and failure
handling, such cases can be explicitly considered in the process
model. However, the modeling of imperative deployment logic
is typically more complex for the user: With the Imperative
Deployment Model pattern, a process model has to be cre-
ated that explicitly defines each deployment operation to be
invoked and, thus, required deep technical knowledge about the
invocation and orchestration of management technologies [7].
However, this is addressed by approaches for generating such
process models [5][7][28]-[31]. Moreover, there are workflow
languages, such as BPMN4TOSCA [32][33], that were de-
veloped explicitly for modeling such processes.

Known Uses: For provisioning a service with Bluemix,
imperative scripts can invoke depoyment tasks using the com-
mand line interface cf [34]. Chef-client executes the imperative
run-list that, usually, is generated [35]. But if necessary, the
run-list can be customized, e.g., by adding additional recipes
whose actions implement deployment tasks [36]. Juju imple-
ments hooks that represent executable deployment tasks and
are invoked in case of events [37]. For more direct interaction,
Actions can be invoked with parameters to execute deploy-
ment operations [38]. TOSCA enables explicitly imperative
provisioning: workflow models can be attached to services that
implement the provisioning imperatively [4], [6]. The TOSCA
runtime environment OpenTOSCA contains a generator for
BPEL workflows that allows to generate provisioning plans
that can be customized individually for certain needs [5][39].
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IV. RELATED WORK AND MANAGEMENT TECHNOLOGIES

In 1979, Alexander et al. started to publish their idea to
describe solutions for reoccurring problems in the domain
of building architecture as patterns [15][40]. Since then, this
approach has been heavily used, refined, and also been applied
to the domain of IT. For example, for software developers, the
principles of good object-oriented software design is captured
as the patterns of the Gang of Four [16]. To foster the pattern
paradigm for computer science, Buschmann et al. advanced
patterns by finding patterns in the domain of IT as well as
publishing their lessons learned about patterns and pattern
languages [14][17]. Coplien contributed by delimiting patterns
from mere copies. His Rule of Three states that a solution has
to be implemented independently at least three times for being
able to provide a base for a pattern [11].

To establish a better association between the abstract
patterns and concrete pattern implementations, Falkenthal et
al. introduces Solution Implementations that help to aggregate
pattern appliances for problems that need applying multiple
patterns [41][42]. Thus, these works can be used to efficiently
reuse proven (declarative or imperative) deployment models as
Solution Implementations of the introduced patterns.

Fehling et al. introduced patterns about how to automate
certain deployment tasks in cloud computing, e.g., how to
realize an elastic application [43]. Also, Fehling et al. cap-
tured reoccurring problems of migrating services to the cloud
as patterns the same way [44]. The patterns’ solutions are
documented in the form of abstract process models that can be
refined for concrete use cases. Using this approach, also proven
deployment processes could be documented in an abstract
manner as patterns, which are then instances of the Imperative
Deployment Model pattern presented in this paper.

The methods used for findings the patterns introduced in
this paper are based on the iterative approaches of how to find
and author concrete patterns, introduced by Fehling et al. [13]
and Reiners [18]. Wellhausen et al. introduced a concrete
pattern structure, described in detail the interrelation of the
pattern structure’s distinct sections, and provided a step-by-step
guide for improving the formulation of patterns and helping
first-time authors to concisely express their patterns [19].

In 2013, the Topology and Orchestration Specification
for Cloud Applications (TOSCA) was published in version
1.0 [4]. TOSCA explicitly supports both deployment flavors
by allowing modeling application topologies and specifying
workflow models for deployment. Thus, the academic open-
source prototype OpenTOSCA implements the TOSCA stan-
dard and, therefore, supports both patterns [39][8]. Since years,
there are established technologies as well as recently emerging
ones that help putting business functionality into the cloud. For
example, there are IBM Bluemix [1], Chef [2], and Juju [3]
that all support declarative as well as imperative mechanisms
at different points in application deployment.

V. VALIDATION

In this paper, we discussed pattern primitives in the domain
of cloud application deployment and introduced two patterns
describing fundamental principles of modeling the automated
deployment of applications. In this section, we discuss the
process of how we found the patterns and their validity.

TABLE I. OCCURRENCE OF THE PATTERNS IN THE TECHNOLOGIES [45]

Occurrence Imperative Deployment Model Declarative Deployment Model
Bluemix 3 3
Chef 3 3
Juju 3 3
OpenTOSCA 3 3
Others 3 3

Usually in the pattern community, experts of a domain
search for pattern candidates, discuss, and dismiss and refine
them until only patterns are left. This process is very costly
in time and effort. Therefore, an alternative approach distills
pattern candidates and patterns from artifacts, e.g., documenta-
tion [13]. These resources can be treated as the documentation
of expertise of developers and scientists. Thus, we selected a
variety of application deployment approaches and technologies
that are omnipresent in industry and science, their documen-
tations, implementations of the most downloaded artifacts in
their official repositories, and scientific publications as a basis
for our knowledge collection. Based on the found commonal-
ities, we elaborated the patterns iteratively according to [13].
The proposed patterns are validated regarding their occurrence.
In Table I, we marked found evidences for each pattern with
a 3symbol. The row Others encompasses scientific publica-
tions and their prototypes. The enumeration of evidences bases
partly on [45]. The concrete references to the evidences can be
found in the known uses paragraph of the respective pattern.
The Rule of Three states the condition of three independent
occurrences of the pattern in the real world [11]. Both the
Declarative Deployment Model pattern and the Imperative
Deployment Model pattern fulfill this condition.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented two modeling patterns that
describe principles of modeling the deployment of applications
and provide a deeper understanding of the declarative and
imperative approaches. By stating details of the analyzed
technologies, the patterns also foster the understanding of
the analyzed standard and technologies. We proved that the
documented patterns occur in many state-of-the-art deploy-
ment technologies, especially, the TOSCA standard explicitly
supports both patterns. We validated the patterns by stating
(i) in which artifact, documentation, standard, and technology
an individual implementation of the pattern can be found and
(ii) that the common pattern metric Rule of Three [11] is met.
Thus, the defined pattern primitives and found patterns provide
a means for communicating the principles in general.

The proposed Declarative Deployment Model pattern and
Imperative Deployment Model pattern are the beginning of
a catalog of patterns. Thus, more patterns in the domain
of application deployment can be found, for example, to
document proven solutions for creating imperative deployment
process models. Further, the catalog can be elaborated to a
full pattern language that will be addressed in our upcoming
research steps. We also plan to author another kind of related
patterns for the domain of application management.
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Abstract—The lack and need of prescriptive design knowledge
in enterprise architectures is well documented. While knowledge
of various disciplines that are part of enterprise architectures
is captured in principles or patterns, no integration of this
knowledge is available. In order to work towards such knowl-
edge documentation, we propose an inductive documentation
of domain-specific patterns. These patterns can be observed
by analyzing different design alternatives, and evaluating them
against qualitative criteria, such as evolvability. In this paper, we
present a method to systematically analyze and document design
alternatives in a domain, building on scenario-based architecture
evaluation methods. A case study is presented in which the
proposed method is applied. Based on the findings of this method,
domain-specific enterprise architecture patterns can be proposed
in future research.

Keywords–Modularity; Patterns; Design Structure Matrices.

I. INTRODUCTION

It has been argued that the wealth of nations relates with
their ability to deal with economic complexity [1]. In this
perspective, the best performing countries are not the countries
with the highest qualities of inputs, but those which use the
recombinational potential of already available inputs to create
more diverse and complex products. Growth predictions are
based on the ability to create different outputs by adding a
few inputs to the current production capabilities, rather than
the more classical focus of measuring how much value is added
to raw materials or intermediate products. As an example,
agricultural efforts in a developed versus a developing country
can be differentiated based on the ability to integrate with a
logistics network, a supply network, a knowledge network, a
financial network, etc.

This promise of exponential growth by leveraging the
recombination potential is well described by combinatorics
theory. In practice however, the drawbacks of combinatorics
are more easily observable than its advantages. Changes to
any artefact result in ripple effects, causing more changes
than anticipated. As a result, change becomes complex and
expensive. In dynamic markets, change requirements occur at
a frequency which prevents organizations to consider change as
an adaption of a steady state, but necessitates the application of
changes at a constant pace. As a result, products and services,
and their combinations, increase in complexity, which again
limits the possibility to reap the benefits of the recombination
potential because of the ripple effects.

Prescriptive solutions which prevent these ripple effects are
available in various disciplines. The idea of applying patterns
to codify design knowledge is widespread in software architec-
ture. In business process modeling, modularization patterns are

described by e.g., [2]. On the management level, modularity
and coupling are studied as well [3], and certain patterns are
described there as well [4]. In practice however, organizations
have to design artifacts in each of these disciplines (i.e., an
organizational structure performing certain processes which
are supported by software systems). Put differently, the design
knowledge of these different disciplines needs to be combined
and integrated. The field of enterprise architecture has these
disciplines in scope. However, the lack of deterministic design
in each of these separate disciplines demonstrates the difficulty
and complexity of performing such a design in an integrated
way. Unsurprisingly, few patterns are known in the field of
enterprise architecture.

Rather than attempting to solve the integration of design
knowledge of different disciplines in general, we believe a
more feasible approach is to start with the documentation of
domain-specific patterns. A domain has its key challenges,
similar artifacts, and similar integration issues. This limitation
of scope can make the documentation of design knowledge
more focused, and hence, more feasible in the short term.

In this paper, we therefore present a method which was
used to systematically research couplings between artifacts
on the organizational, process and Information Technology
(IT) level of different organizations in a certain domain.
This method is based on scenario-based analysis methods.
These methods propose to compare different architectures by
evaluating how well they support certain scenarios. By docu-
menting relevant domain-specific changes as scenarios, we can
systematically research which designs are susceptible to ripple
effects in various change scenarios. We use design structure
matrices to document the modular couplings (which cause
ripple effects) between artifacts. Different design alternatives
can then be documented and, if sufficient scenarios are tested,
be proposed as design patterns for that specific domain.

In Section II, we introduce the building blocks of the
method. In Section III, we present the designed method.
Section IV demonstrates the method by applying it to three
different organizations in the hospital sector. Finally, we dis-
cuss our findings in Section V.

II. METHOD BUILDING BLOCKS

A. Scenario-based methods
In order to compare and gain insight in different ar-

chitectural solutions, a scenario-based approach for decision
making can be adopted [5]. The Software Architecture Anal-
ysis Method (SAAM) enables the usage of scenarios on a
software level [6]. Various approaches have already elaborated
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on SAAM, such as the Architecture Tradeoff Analysis Method
(ATAM) [7] and the Architecture-Level Modifiability Analysis
(ALMA) [8]. SAAM is the simplest of the software evaluation
methods. While various methods extended SAAM with other
elements, these additions clearly focused on the evaluation of
software architectures. The basic structure of SAAM is suf-
ficient for our approach. SAAM itself enables the expression
of different quality claims of software architectures such as,
amongst others, modifiability, exibility, and maintainability.
The realization of these quality claims in a certain software
architecture is then evaluated using scenarios. SAAM consists
of six main steps, which are generally preceded by an overview
of the business context and the functional requirements of the
system.

We are not the first to adopt SAAM in a context that is
different from software. For example, in the paper “Character-
ization of Enterprise Architecture Quality Attributes” [9], the
authors clearly state the use of the work of Bass et al [10]
regarding software architectures, software quality attributes
and scenarios as a basis. Moreover, it has been argued that
scenario-based methods can be applied in any field where
modifiability is a concern [11][12].

B. Enterprise Architecture
Enterprise architectures present an overview of strategic

goals and organizational and technical artifacts of an organiza-
tion, in order to manage the challenges of change and complex-
ity. Enterprise architects mainly aim to reduce the complexity
by creating abstractions from real-world artifacts by creating
models [13]. These models are grouped in architectural levels
or layers. Different enterprise architecture frameworks propose
different layers, or require that organizations define their own
sets of layers [14][15][16]. It has been argued that most
publications on enterprise architectures report on contributions
which can be located on a single layer, while few authors
address integrating multiple layers [17]. A modeling approach
for documenting coupling across different layers is usually not
proposed in the various frameworks. As such, a complementary
documentation model for these cross-layer couplings needs to
be adopted.

C. Design Structure Matrices
The modularity paradigm provides tools and models which

allow an explicit focus on modular dependencies. Recently,
organizational modularity has gained much attention in re-
search and practice [3]. In this paradigm, it is argued that
product, processes and organizational structures can be re-
garded as modular structures. Moreover, certain authors claim
that modularization on, for example, the product level drives
modularization on other levels as well. This is referred to as
the mirroring hypothesis [18]. While we do not explicitly use
this hypothesis, it indicates how modularity can be used as a
way to analyze the integration of different architectural layers.
By adhering to the modularity paradigm, we can use theories
and tools which apply modularity in our proposed method.

More specifically, we will adopt Design Structure Matrices
(DSM), which were heavily used by Baldwin and Clark. DSMs
provide an accepted and well-defined notation to represent ar-
chitectural components and interfaces [19][20]. They are used
in traditional modularity approaches (e.g., product modularity)
to visualize dependencies between and within modules. A

modular dependency occurs when a change to an aspect of
a module could require changes to other aspects, within that
module or in other modules.

III. RESULTING METHOD

The six steps of SAAM will be used as the general
outline of our method. The first step (i.e., develop scenarios)
is identical to the original method, with the exception of
the different nature of the selected scenarios (i.e., on the
enterprise architecture level instead of on the software level). A
scenario can be viewed as a brief description of a stakeholder’s
interaction with the system [6].

For the second step (i.e., describe the architecture), we
propose the use of a design structure matrix (DSM). The
different architectural layers (e.g., organizational, process and
IT layers) can be conceptualized as different modular struc-
tures, and coupling between modules of different layers can
be documented as modular dependencies.

In the third step, SAAM advises to classify and prioritize
the scenarios. For each scenario, it needs to be determined
on which layer of the DSM (as constructed in step 2) it
requires a direct functional change. The scenario will then be
positioned as a design element in one of the modules. For
example, a scenario indicating a technological change should
be placed in the IT module. In contrast, a scenario indicating
a reorganization should be placed on the organization module.

In the fourth step, SAAM advises to individually evaluate
the indirect scenarios. However, ripple effects can be present
in direct scenarios as well. The presence of a ripple effect
in a direct scenario would mean that while the architecture
supports the scenario in its current form, it could require
increasing adaptations once the organization needs to scale.
Therefore, an architecture which does not contain ripple effects
for direct scenarios will be preferable to an architecture which
does contain ripple effects for direct scenarios. Consequently,
we advise to include an evaluation of the direct scenarios as
well. For each of the scenarios, any design parameter which
will be affected by the implementation of the scenario needs
to be considered. These design parameters are then added to
the DSM. It should be noted that these design parameters
can be positioned on other layers than the original scenario.
This step already creates awareness for the analyst to take all
organizational aspects into account when evaluating scenarios.
An “x” should be added in the intersection of the column of
the scenario and the row of the design parameters that this
scenario affects.

In the fifth step, SAAM advises to assess the scenario
interaction. In our approach, this requires the completion of
the DSM. For every intersection, a possible dependency needs
to be evaluated. Newly found dependencies should be indicated
with an “x”. This allows for a detailed and systematic evalu-
ation of interactions between previously unknown scenarios
or design parameters. However, the DSM can become too
complex to be used as a basis to communicate. Especially
the identification of chained dependencies can become com-
plicated.

In the sixth step, SAAM advises to perform an overall
evaluation. Using the dependency chains identified in step five,
insight in architectural issues can be communicated easily to
involved stakeholders. The developed artifact can contribute
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to a systematic approach to identify, communicate, and create
awareness concerning design choices. A comparison of dif-
ferent design alternatives can create pattern candidates, which
can be further evaluated qualitatively.

IV. CASE STUDY: APPLICATION TO THE HOSPITAL
DOMAIN

For this demonstration, the hospital sector was selected.
The selection was motivated by the dynamic nature of the sec-
tor, and the similarity of organizational size of the prominent
players. Large variations in size could have an impact on pref-
erence for certain architectural characteristics. Overall, three
cases were conducted, which consisted of at least two in-depth
interviews and additional review questions through email. The
case participants were selected based on business experience
and knowledge regarding the high-level IT architecture.

1) Step 1: Identify scenarios: The first step was performed
by organizing brainstorm sessions. After an initial draft of the
scenarios, their relevance was checked by discussing them with
stakeholders from the other cases. The respondents agreed that
the resulting set of scenarios either (1) were likely to occur
in the near future, or (2) had an important impact on their
organization in the past.

• Scenario 1: Changing risiv code: the risiv code is
an identification number for a governmental entity
related to sick leave and invalidity insurance. Each
investigation or procedure performed in a hospital
needs to append such an identification number to
determine the reimbursement level of medical costs to
the patient. Changes in legislation can change which
code needs to be attributed to a certain procedure, or
can change the coding scheme as a whole.

• Scenario 2: New medical cabinet supplier: In most
hospitals, a decentralized supply of medicines is used.
The medical cabinets are managed using an IT system
which is integrated with the purchasing system. More-
over, the medicine usage of every patient is registered
and charged individually. Consequently, no medicine
may be retrieved without patient identification.

• Scenario 3: Introduction of a new medical spe-
cialization: Especially in academic hospitals, new
research can result in improved methods or even new
specializations. In order to support these activities,
integration with existing systems and procedures need
to be constructed, as well as new artifacts specific to
the new medical activities.

• Scenario 4: Changes in the patient registration
process: During emergencies, regular registration or
consultation, patients need to register before being
treated. A file is kept for each patient to be able
to consult previous procedures or treatments. During
registration, data from identification cards (regular id
or medical id) needs to be extracted.

• Scenario 5: Changes in the patient classification
system: Patients are classified for various purposes.
In many hospitals, the type of registration impacts the
invoicing and reimbursement procedures.

• Scenario 6: Changes in the procedure classifica-
tion system: In most hospitals, a wide variety of
clinical procedures (1000+) can be performed. The

classification code for a procedure is used during
communication with, for example, the sterilization
department, which prepares the correct set of tools
and delivers them to the operation room. However,
this classification is also used in other contexts, such
as communication in professional journals, which uses
a possibly different and international classification
scheme. Especially in academic hospitals, much dis-
cussion regarding the selection of a certain classifica-
tion system are reported.

• Scenario 7: Opening a new site: The final scenario
attempts to reflect on the scalability of the current
architectures. While no functional changes to existing
systems are required, duplication of existing systems,
information and positions greatly increase the com-
plexity of the organization as a whole. Nevertheless,
the current mergers and push towards centralization in
the sector resulted in an agreement on the importance
of this scenario by all participants.

2) Step 2: Describe the architecture: Currently, none of
the organizations has a documentation of their architecture.
One organization has started an enterprise architecture program
based on the lack of flexibility and presence of integration is-
sues. After educating several employees, it was concluded that
the required documentation and formalization, combined with
the changes which require an effort to keep the models up-to-
date, resulted in too much effort. Moreover, management was
not convinced of the relevance of the resulting documentation.

All three organizations have two main organizational en-
tities: an administrative and a medical entity. Both entities
have separate staff and separate IT systems. A distinction
between the organizations can be made based on the academic
or general nature of the organization. Moreover, a distinctive
characteristic is the mode of employment: medical staff can be
directly employed by the hospital, or operate independently.
Beyond administrative differences, this distinction impacts the
sharing of information and the preference for the selection of
software packages.

3) Step 3: Classify and prioritize scenarios: In this step,
the scenarios need to be classified in the different architectural
layers. Scenarios 2 (new medical cabinet supplier - stakeholder
management), 3 (introduction of a new medical specialization
- business model), and 7 (opening a new site - value clusters)
are strategic in nature and can therefore be positioned in
the organizational layer. Scenarios 1 (changing risiv code), 5
(changes in the patient classification system), and 6 (changes
in the procedure classification system) reflected mainly or-
ganizational changes as well, and are therefore classified as
such. Scenario 4 (changes in the patient registration process)
is considered as mainly a process change.

When asked to position the scenarios as direct or indirect,
our respondents indicated that only the scenario 1 (changing
the risiv code) could be considered a direct scenario. For the
other changes, changes to the current architecture would be
required. The prioritization of scenarios was not elaborated
upon, since this would only impact the selection of a pattern.
Currently, this research focuses on the identification of modular
couplings to motivate the selection of certain design alterna-
tives. The formulation of actual patterns is too ambitious for
the current cases.
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4) Step 4: Evaluate the scenarios: In this step, the scenar-
ios are evaluated. During this step, the DSM should be filled.
An example DSM for this case in presented in Figure 1.

a) Scenario 1: Changing risiv code: Only a single
hospital claimed that this scenario could be supported directly,
because the risiv codes are linked to the procedures by
a centralized invoicing department. The doctors of various
departments do not need to be involved with changes or new
legal requirements. The other hospitals employed both directly
employed and independent doctors. As a result, multiple
applications were needed to register billable activities. For
certain departments, activities are registered and managed by
an invoicing department, while other departments interface
directly with the invoicing application. A change in risiv code
can therefore affect one, two, or many applications, based on
the design alternative employed.

b) Scenario 2: New medical cabinet supplier: The sys-
tems supporting medical cabinets from different suppliers use
various patient identification codes. In the first case hospital,
a different (internal) patient identification code syntax was
used, and personnel had to convert the code formats manually.
In order to remedy this situation in the future, the hospital
will include its own patient identification code syntax as a
requirement during cabinet acquisition. A new medical cabinet
supplier would then result in the integration of a new external
application in the application landscape, but have no impact on
the manual (and time-consuming) processes. As such, a design
rule for this dependency will be created.

In the second case hospital, a supplier switch was made
recently. The design rule for the patient identification code syn-
tax was imposed here as well. Moreover, the external software
provided an application programming interface, which allowed
integration with the pharmacy order administration and patient
administration. A specialized message bus (HL7) was used to
make this integration.

In the third case hospital, no experience with this change
was present, and no design rules have been formulated to guide
a future acquisition process.

c) Scenario 3: Introduction of a new medical special-
ization: Our respondents indicated that the most impactful
change for incorporating a new medical specialization is the
development and integration of new software applications. The
organizational impacts of adding new processes and assigning
locations are well-known. In contrast, previous integration
experiences have caused several maintenance issues. In the first
and second case hospitals, this has led to the use of a middle-
ware bus (HL7). In the second case hospital, no architectural
solution for integrating new applications is present.

d) Scenario 4: Changes in the patient registration pro-
cess: The increased adoption of electronic IDs has resulted
in registration process improvements. However, the effort
required to implement these improvements varied across the
hospitals.

In the first case hospital, the registration procedure is
mainly centralized. Three different registration desks are avail-
able, which each handle the same registrations and use the
same processes. They are responsible for all registrations.

In contrast, the second case hospital has a combination
of centralized and decentralized registration desks. Changes
to the procedures followed by registration desks need to be

implemented in many different places. An example is the in-
troduction of regional hubs: each hospital will need to integrate
with such a hub, so doctors with a therapeutic relationship with
the patients have a central repository. Since information from
all registration desks will need to be included, every desk is
impacted.

In the third case hospital, a combination of centralized and
decentralized registration desks is used as well. The resulting
complexity has led to a specific organizational role which
is created to manage the process of distributing work across
registration desks.

e) Scenario 5: Changes in the patient classification
system: In the second case hospital, patients are categorized in
a classification system during registration. This classification
is the input for the invoicing process. Because of evolving
structure of the classification structure, a re-ordering effort
took place to simplify the structure. However, this initiative
was halted since the changes to the invoicing applications
proved to be too complex. The third case hospital reported
similar issues, and noted that the impacts of changing their
classification system would impact additional processes and
applications.

In contrast, the first case hospital did not use a patient
classification scheme, because the invoicing department bases
its processing on the raw data of the procedures performed
and medicines used. As such, the invoicing process has less
dependencies on derived data.

f) Scenario 6: Changes in the procedure classification
system: The third case hospital reports a vast impact of
changes in procedure classifications. Soon, a new version of
the official classification scheme is expected. This scheme
describes the treatments, diagnoses and procedures performed
which need to be reported to the government. Currently, a team
of 10 employees has the full-time job of determining correct
classification codes based on the data of the medical file and
the lab results. Changes to the reporting scheme are expected
to result in retraining and data changes.

As an example of the impact, we mention the interface
between the surgical and sterilization departments. The surgi-
cal department needs to communicate its need for sterilization
of tools. In the fist case hospital, a classification for the
tools is known in the surgical department, and is linked
to the procedure classification scheme. In the second case
hospital, instead of using tools classification to communicate,
the procedure classification scheme is used.

This distinction shows the difference in impact of scenario
6: based on the way of communicating, different departments
will be impacted. In general, three possibilities are observed for
mapping data between the classification schemes: performed
by the surgical department (case 1), in the sterilization depart-
ment (case 3), or shared on the HL7 bus (case 2). It should
be noted that the mapping of data on the HL7 bus introduces
business knowledge on the integration bus.

g) scenario 7: Opening a new site: The scenario of
opening an extra site allows to reflect of the scalability of
the organization as a whole. It does not require new module
types, only additional instances of existing ones. Nevertheless,
much of the infrastructure is currently not designed to handle
such scaling: for example, the data structure of the reference
lists of patients of a certain hospital service would have to be
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redesigned, since only patients from that service on the current
site should be included. Moreover, handling of permissions
to applications and data would need to include awareness of
the different sites. In the third case hospital, this scenario was
compared to the future merger with another hospital. Currently,
efforts to standardize patient administration processes and
employee relations are in progress, in order to bring the merger
closer to the scenario of opening a new site. However, the
impact on governance structures and organizational culture
demonstrate that the impact of these changes is outside the
scope of the current approach.

5) Step 5: Assess scenario interaction: In discussion with
the respondents, additional dependencies not directly related
to scenario interactions were analyzed next, and added to the
DSM in Figure 1. This information is crucial to estimate the
size of ripple effects, since this documents knowledge which is
distributed in the organization. For example, the applications
dependent of the syntax of patient identification needed to
be gathered from the different application owners, since no
centralized knowledge regarding this impact was present. The
interviews show that the scheduling application was impacted
in case 1, the invoicing application was impacted in all cases,
the operation management application was impacted in case
2, and the integration on the HL7 bus was impacted in cases
2 and 3. Moreover, dependencies between scenarios, such
as changing the patient classification system and changing
the enrollment process can be identified. These dependencies
are crucial for detecting chained dependencies. The resulting
complexity of the model can be addressed by generating de-
pendency chains that only focus on design parameters relevant
during a certain analysis.

6) Step 6: Perform overall evaluation: In order to propose
domain-specific patterns based on the (absence of) identified
couplings, a comparison of the change impacts in the different
designs needs to be made.

As a first observation, the centralization of registration
desks increases the flexibility of the first case hospital. Changes
in patient registration procedures can be implemented in one
or a few desks, without integration issues with other desks.

A second example where centralization benefits the flexi-
bility is scenario 1. In both the first and third case hospital,
the procedures of all doctors are administered in the invoicing
system directly. In the second case hospitals, doctors use
multiple systems. As a result, changes in for example the risiv
codes need to be applied in 1 (case 1 and 3) or n (case 2)
applications.

Another observation is the application of design rules. In
cases one and two, a design rule for the patient identification
code syntax is created, which enables better functional inte-
grations.

In contrast, certain design choices only shift the respon-
sibility for handling a certain change. In scenario 6, it was
discussed how the interface between surgical and sterilization
departments requires either one or the other department to
implement a change in the procedure classification system.

Finally, a remarkable difference was observed in relation
to scenario 5 (changes in the patient classification system). In
the second and third case hospital, the invoicing process is
based on the patient classification, which can be considered
as derived data: the classification combines different patient

characteristics which result in a similar invoicing category at
a certain point in time. However, changes in how certain pro-
cedures need to be invoiced will not always be distinguishable
in the category classification. This issue has already resulted
in manual data tracking. In contrast, the first case hospital
bases its invoicing process on raw data. As a result, a direct
traceability exists between the invoiced amount and the billable
items.

V. CONCLUSION

The discussion above demonstrates that general engineer-
ing insights can be applied directly to a set of relevant domain
changes. As such, the generalization of design solutions for
domain-specific artefacts which adhere to certain quality char-
acteristic, such as flexibility, should be pursued. While we do
not argue that the number of modular dependencies should
be considered as a hard quantitative metric, the absence of
dependencies, combined with the prioritization of scenarios,
enables a rational argument for a certain design to be proposed
as a pattern.

While the current research does not yet propose concrete
patterns, several contributions to the applied methods can be
claimed. A set of open issues in the SAAM method has been
identified by [21]. Amongst others, it is argued that SAAM
lacks a clear quality metric for architectural attributes, that
architecture descriptions are fuzzy notions without a standard-
ized notation, and that SAAM limits itself to the listing of
the different steps, omitting to provide techniques to actually
perform the steps. Some of these remarks are addressed in
this project. For the enterprise architecture field, a clear lack
of prescriptive solution has been reported [22]. The elimination
of modular couplings in the DSM could lead to such a set of
domain-specific principles.

The current state of this research contains various limita-
tions, which align well with the limitations of other scenario-
based methods discussed by [8]. First, they argued that the
information needed to make fundamental modifiability-related
decisions is not necessarily available in documentation. We ac-
knowledge that the determination of, for example, the attributes
in the DSM remains largely dependent on the knowledge
and experience of the stakeholders. Second, Lassing et al.
argue that the actual evolution of a system remains to a large
extent unpredictable. As a result, one cannot expect that the
list of scenarios is complete, or that every scenario will be
implemented. This remains true in our approach. However, the
scenarios are first and foremost the means to an end: namely
to provide a starting point to discover modular dependencies
Third, architectural changes often concern complex compo-
nents, and this complexity might not be known at the archi-
tecture level. In our approach, the granularity of the modules is
very coarse. Capturing all complexities and interactions would
require a very large DSM. Different techniques might need to
be explored to fulfill this role.
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Abstract—Despite technological and operational business ad-
vances over the past decades, organizations are still required to
draft and manage documents. Although a lot of these documents
have taken an electronic form, their structure is in essence still
the same as their analogue and physical predecessors. In this
paper, we present a different view of documents as we imagine
them as modular structures. Based on the patterns of the artifacts
they describe, documents can be modularized and decomposed
into fine-grained text modules. This leads to easier maintenance
of the text modules as they offer a clear aggregate structure and
any information is stored in only one text module. This enables
re-usability and allows for a greater versatility of the information
stored in the text modules. One can generate several new types
of documents with different purposes as to the ones imaginable
at this moment. All of this enables the creation of truly evolvable
documents according to the Normalized Systems theory.

Keywords–Normalized Systems theory; Modularity; Document
Management; Prototype; Evolvable Documents; Modular Docu-
ments; Text Modules.

I. INTRODUCTION

Despite technological and operational business advances
over the past decades, organizations are still required to draft
and manage documents. These documents can take a plethora
of forms, such as books, spreadsheets, slide decks, manuals,
legal contracts, emails, reports, etcetera. Although a lot of
these documents have taken an electronic form, their structure
is in essence still the same as their analogue and physical
predecessors. Invoices are often just printed and sent by mail,
after which they are opened and scanned by the receiving
organization. Or instead of printing and handing out new
operational procedures, they are often just exported as a pdf-
file and saved on a server.

Despite the endless opportunities the revolution in Informa-
tion Technologies (IT) brought along, most efforts in document
management were limited to just digitizing documents, i.e.,
transforming them from analogue to digital form as mono-
lithic blocks. In this paper, we show how this view of static
documents that are a mere representation of their analogue
predecessors is out-of-date. Instead, we will present a view of
multidimensional and ever-changing documents, based on the
insights from modularity and Normalized Systems reasoning.
The practical implications of this view will be discussed based
on a case study of a document management system for study
program documentation.

In Section II, we will first demonstrate the need for variabil-
ity and evolvability in documents. Next, we will show how to
achieve these document characteristics using the principles of
modularity and evolvability based on Normalized Systems the-
ory in Section III. To illustrate this approach we first introduce
the case of study programs in Section IV before discussing a
prototype of such a document system in Section V.

II. THE NEED FOR EVOLVABILITY AND VARIABILITY OF
DOCUMENTS

Documents are rarely invariant artifacts. In todays com-
petitive business environment, companies need to be able to
adapt to changing requirements of customers, government,
competitors, suppliers, substitute products or services, and
newcomers to the market [1]. These changes also require
adaptations to the documents used in the organization. As these
documents are managed in a digital way and can be easily
edited by multiple people throughout time, they are changed
more frequently and have several concurrent variants. In terms
of change over time, consider for instance the following change
events:

• a new legislation may require companies to add addi-
tional safety measures to their operational guidelines
in order to avoid oil leaks on drill platforms;

• a software or product manual may need to be updated
because a new version with added functionality or
fixed bugs was designed and is put into production;

• an audit report may need to be updated with new
information about the audited objects or new auditing
criteria;

These are just a few examples of business changes that
require adaptations of documentation. Enumerating a full list
of change events that require documentation changes in con-
temporary businesses is impossible, as they are countless. For
this reason, documents need to be designed to be changed with
ease -to be evolvable- from the start. This will be discussed in
the next sections of this paper.

The continuous change of documents also contributes to
the creation of variability in documents. Adaptations in docu-
ments do not necessarily lead to the deletion of the previous
document, as both versions might need to exist. Consider for
instance the following possible variants [2]:
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• a similar slide deck on a subject may be created for
a one day seminar to a management audience, a one
week course for developers, a full-fledged course for
undergraduate students;

• a product manual may be drafted in different lan-
guages, several product variants (standard – profes-
sional – deluxe) may contain a partly overlapping
set of production parts requiring similar yet different
manuals, etcetera;

• similar, but slightly different, legal documents (con-
tracts) may be drafted for different clients purchasing
the same service (based on the same contract tem-
plate), etcetera;

These are of course just a few examples of how different
versions of a document can arise. To manage the concurrent
and consequential document variants, most companies use so-
called Document Management Systems (DMS). To the best
of our knowledge, these systems store the documents at the
“document” level. As we will discuss in this paper, we propose
a solution to store and manage documents at more fine-grained
modular levels, enabling the creation of evolvable and reusable
documents.

III. MODULAR AND EVOLVABLE DOCUMENTS

The concept of modularity has proven to be a very suc-
cessful as a design principle in various settings. It has been
cited to be very useful in product, system and organizational
design [3][4].

Based on these insights, it was demonstrated how systems
such as accountancy, business processes and enterprises can
be regarded as modular systems in previous work [5][6][7].
This research shows that applying the modularity principle to
systems entails benefits in the design, maintenance and support
to the system.

We are convinced that documents can be considered to be
clear examples of modular structures. Take for instance these
examples [2] :

• A book or a report typically consists of a set of
chapters. Each of these chapters will contain a set of
sections, subsections, subsubsections, and so on. Each
of these (sub)sections can then contain paragraphs
with the actual text, tables and/or figures;

• A product manual will contain guidance sections re-
garding the different product parts and/or functionali-
ties;

• A legal document may contain different parts, within
each part different clauses, and each clause may
contain different paragraphs.

All of these document parts can be considered to be
modules. In our approach, we define a module as a part of
the system that is used or activated separately. Once a part of
the system cannot be used or activated as such, it is considered
to be on a sub-modular level.

Modularity is however but a prerequisite in obtaining adap-
tive documents. For documents to easily assimilate changes
over time, they need to exhibit evolvability. Based on the mod-
ularity concept, Normalized Systems (NS) theory was proposed
to achieve such modular evolvability. Although originally

defined for software architectures, its applicability and value in
other domains (e.g., organizational design, business processes,
accountancy) quickly became clear [5][6][7].

To obtain flexible systems that can easily evolvable over
time, NS theory states that so-called combinatorial effects
should be eliminated. These effects occur when changes to
a modular structure are dependent on the size of the system
they are applied to [8]. This means the impact of the change
does not solely depend on the nature of change itself. Assum-
ing systems become more complex over time, combinatorial
effects would therefore become ever bigger barriers to change.
As such, it is clear how combinatorial effects should be avoided
if systems need to be changed easily (i.e., be evolvable).

To obtain evolvability, NS theory proposes four theorems,
two of which are of importance in this paper [8]:

• Separation of Concerns, stating that each change
driver (concern) should be separated from other con-
cerns. This closely relates to the concept of cohesion;

• Version Transparency, stating that modules should be
updatable without impacting any linked modules;

In practice, the consistent application of these theorems results
in a very fine-grained modular structure.

The theory also defines cross-cutting concerns. This con-
cept is often used in information technology and refers to
functionality or concerns that cut right across the functional
structure of a system. These cross-cutting concerns should
also be encapsulated to exhibit any form of evolvability. As
we will illustrate in this paper, this is not self-evident as
the functionality of these concerns are embedded deep down
within systems.

An important cross-cutting concern in documents is a
mechanism for “relative” embedding of text parts in the
hierarchical structure of overarching documents. This means
one should be able to include a text module on several
hierarchical levels in a document without this inclusion causing
any changes in the text module. As such, a text module can
be variably used as a chapter, section, subsection, etc. without
any changes to the module. Preliminary research shows there
are several other cross-cutting concerns for documents, such
as for example typesetting (layout), language, target audience,
etc.

Besides the cross-cutting concerns resulting form the nature
of documents, there are also concerns specific to the underlying
artifact(s) described in the document. These are mostly cross-
cutting concerns that stem from content or descriptions of the
artifact(s). Take for example technical documents describing
the machines used in the production process of a manufacturer.
These documents will contain machine specifications, operat-
ing instructions, power requirements, maintenance instructions,
etc. This are necessary subjects needed in the description of
every machine and can as such be defined as cross-cutting
concerns according to the previous stated definition.

Based on these concepts of modularity and evolvability
based on Normalized Systems Theory, a prototype was built
to manage the documents of the study programs at the faculty
of Applied Economics at the University of Antwerp.
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IV. STUDY PROGRAM DESIGN AT THE FACULTY OF
APPLIED ECONOMICS

Before we can study program documentation, we first need
to take a look at the underlying artifacts. The study programs at
the Faculty of Applied Economics at the University of Antwerp
were recently redesigned to be modular and evolvable. Natu-
rally, an evolvable study program design enables all related
documents to be adaptable as well. Furthermore, the well-
defined modular structure of the study programs allows for
new possibilities in generating related supporting documents.

The new study program design was formulated to include
learning-teaching tracks and sub-tracks. As such, additional
levels of modularity were added to the existing 258 courses
offered in five distinct bachelor study programs and seven
study programs at a master level. As proposed in previous work
[9], this leads to the study program design shown in Table I.
Each of the 258 courses belongs to one main (sub)track, but
can be connected to other (sub)tracks as it may contain subject
matters belonging to several (sub)tracks.

Besides the addition of two new modular levels in the
study program design, considerable efforts were put into
defining cross-cutting concerns that manifest themselves in
the courses taught in the faculty. In total, 10 cross-cutting
concerns were identified specific to the studied artifacts (i.e.,
study programs). These concerns are a short content descrip-
tion, regular content description, internationalization, blended
learning, assignments, ethical awareness, sustainability, social
impact, learning outcomes and teaching method(s). These
cross-cutting concerns represent important aspects of a study
programs, and therefore its underlying learning-teaching tracks
and courses. In Figure 1, some of these cross-cutting concerns
are presented on the vertical axis. On the horizontal axis, the
learning-teaching tracks and sub-tracks are listed, each with
the included courses. Besides allowing to check the presence
of certain concerns in courses and learning-teaching tracks,
this matrix shows the extensive modular design of documents
describing the courses and learning-teaching tracks. How we
design and generate documents to support this modular and
evolvable study program design will be discussed in the next
section.

V. A PROTOTYPE FOR GENERATING STUDY PROGRAM
DOCUMENTS

A. Decomposing Documents into Text Modules
The new modular and evolvable design of the study

programs allowed for a similar redesign of documents de-
scribing the study programs. Therefore the existing content
describing the courses was looked at and modularized to allow
the generation of different kind of documents. Previously,
most content on study programs was contained in course
descriptions that were published on the faculty’s website.
From this descriptions, text modules with similar content were
identified. In total, 10 types of text modules were recognized.
These are the content cross-cutting concerns mentioned in
the previous section and include for example a short content
description, internationalization, etcetera. Combined, these 10
types of text modules allow for a complete representation
of the courses. And as learning-teaching tracks and study
programs are considered to be mere compositions of courses
according to modularity reasoning, the text modules can be
used to represent these parent artifacts as well. Taking into

TABLE I. OVERVIEW OF THE LEARNING-TEACHING TRACKS AND
SUB-TRACKS

Learning-teaching track Sub-track

General economics Fundamentals
Policy

Business economics

Accountancy
European and international business
Finance
Marketing
Strategy and organization
Transport and logistics

Engineering
Fundamentals
Sustainable technology
Supply chains and operations

Information systems
Fundamentals
Engineering and architecture
Governance and audit

Quantitative methods Mathematics
Statistics

Practice Apprenticeship and internship
Summer school

Broadening areas of study Social sciences
Jurisprudence

Business communication

English
French
German
Spanish

Projects and dissertations
Bachelor project
Master dissertation
Master integration project

account the total number of 258 courses and 10 content cross-
cutting concerns, the modularization of the course descriptions
resulted in a total of 258 ∗ 10 = 2580 text modules. These
represent all aspects of the courses, learning-teaching tacks
and study programs of the faculty.

Although this amount of text modules seems cumbersome
to achieve and maintain, this fine-grained decomposition actu-
ally simplifies several aspects of document management. First,
this imposed separation of concerns creates structure across all
course descriptions. This gives professors (who are responsible
for the content of the text modules) something to hold on to
in describing their courses. Furthermore it is easier to retrieve
certain information, as the text modules are in separate files.
This also allows for easier maintenance of the information.
But by far the biggest advantage of the decomposition is the
endless possible document types that can be generated with the
decomposed course descriptions. The information included in
the decomposed text modules allows for the generation of a
vast variety of documents with different purposes. This system
for example allows one to generate documents containing
a short description of all courses in a study program. But
the system can also generate a document listing all courses
or learning-teaching tracks using a specific teaching method.
Furthermore, if students were to be added, the system would
allow to generate a document detailing all sustainability or
social impact aspects a student has encountered in his study
program. Or how much hands-on experience he has gained
due to assignments or case studies. As such, it allows to draw
up student-specific diploma’s with one click of a button. In
general, the decomposition thus allows for a versatile use of
document modules and allows the definition of new types of
documents with new purposes.

B. Relative Sectioning
As mentioned before, an important aspect of allowing text

modules to be re-usable is to implement relative sectioning.
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Marketing

Course 1 Course 2 …

Fundamentals

Course 2 …

Accountancy

Course 1 Course 2
…

…

…

Course 2

Business economics Engineering

Sustainable technology

…

…

Content

Teaching method

Learning outcomes

Assignments

Internationalization

Social impact

Sustainability

Ethical awareness

Course 1 Course 1 Course 1 Course 2

Figure 1. The cross-cutting concern presence in learning-teaching tracks and courses

To implement this prototype, the LATEX document preparation
system was used. This was done because it allows the hierar-
chical inclusion of sub-files (i.e., text modules) and allows the
layout cross-cutting concern to be handled in a separate layout
file. LATEX however does not provide a system for relative
sectioning out of the box. The hierarchical structure of sections
(i.e., whether something is a chapter, section, subsection,
subsubsection, etcetera) should be hard coded within .tex files
and therefore limits the potential for text modules to be freely
combined into final documents which might use the same
text excerpts at different levels within their own document
hierarchy. To overcome this problem, a LATEX style file needed
to be used that provided the functionality of relative sectioning
[10]. This allows the prototype to generate a LATEX structure
file, of which the first part is shown in Figure 2. In this file,
text modules are imported via the \input{} command. The
names included in this command are the files that should
be part of the generated document. More importantly, the
\leveldown and \levelup commands are automatically
added by the prototype whenever the next text module of the
document should be added on a lower or higher level. As such,
the basic text modules exist of solely a title (included within
the \dynsection{} that is provided by the custom style
file) and the content of the module.

C. Practical implementation
The practical implementation of the prototype was done

in Java. A graphical user interface (GUI) was developed that
allows documents to be developed as easily and efficiently as
possible. The result of this effort is shown in Figure 3. In this
screen, the user can enter the document title (which will also
be the file name) and create up to three document levels. This
is done by first selecting the content of a level, which can be
cross-cutting concerns, learning-teaching tracks, sub-tracks or
courses. When this selection is made, the user must specify

Figure 2. The LATEX Structure File generated by the prototype

whether he wants one single instance of content on that level,
multiple instances or all of them (by using the “Select all”
button). In this way, one or multiple levels can be defined.

Once the user made his selection, he can press the “Gener-
ate” button to start the process of generating the document he
specified. At this point, the system will generate two LATEX
files. First, a “Structure” file is created, which is partially
shown in Figure 2. This file is procedurally generated based on
the selections the user made. It takes into account the amount
of document levels and amount of instance selections on each
level.

Next, a “Generator” file is created by the system, of which
an example is shown in Figure 4. This file contains code
needed for LATEX to generate a PDF version of the designed
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Figure 3. The Graphical Interface of the Prototype

Figure 4. The LATEX Generator File generated by the prototype

document. Apart from the LATEX -specific code, this file simply
contains the \include{} command to refer to the structure
file and as such the structure and text modules defined in
that file. This shows how the structure of the document is
also clearly separated from the generation implementation,
according to the separation of concerns principle.

Once these two files have been created, the system simply
uses the LATEX document generation functionality to generate
a PDF file of the document.

D. Document Versatility, Variability, and Evolvability
Having described the prototype, we can now illustrate the

possibilities of document versatility this system provides. Let’s
explain this in numbers. As mentioned previously, the faculty
offers 12 study programs (5 Bachelor and 7 Master programs).
For each study program, one can generate a document con-
taining three document levels. Abstracting from the courses
to make things easier, there are 3 possible selections for
the first document level (i.e., cross-cutting concerns, learning-
teaching tracks and sub-tracks). This means there are only two
possible selections for the second level (the two remaining
ones), and two possible selection for the final level (i.e.,
either choosing the remaining selection or not including a
third level). This totals up to 12 possible selections for the
document levels. Considering either including or not including
the 10 cross-cutting concerns, the amount of combinations
adds up to 210 = 1024 possibilities. Multiplying the 12 study
programs, 12 possible document level selections and 1024
possible combinations of 10 cross-cutting concerns inclusions
gives us a total of 147,456 possible document combinations
that can be generated based on the 2,580 defined text modules.

If the approximate 3,000 students of the faculty were to be
included in the system, the document versatility would increase
exponentially. Let’s assume of all students, there are 1,000
unique versions of study programs, which is a cautious esti-
mate considering the amount of courses students can choose in
some study programs. Substituting the 12 study programs by
1,000 study program versions in the previous multiplication
results in 12,288,000 possible document combinations. This
example clearly shows the combination potential of decom-
posing course descriptions into fine-grained text modules.

The decomposition in text modules also allows more fine-
grained version control to manage the variability in all types
of documents that can be generated. If version control is
managed on a text module level, changes can be tracked more
specifically. Each version of a text module can be archived
based on their moment of change, allowing the generation
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of documents according to specific time specifications. One
important application of this version control system is for
example the re-generation of a student diploma after it has
been lost. It may have been a few years since the student
graduated, so courses and study programs will have changed.
Yet it is important for a university to be able to generate the
diploma with the correct descriptions of the version of the
courses the student took. This example shows the importance
of tracking changes on a fine-grained modular level.

The implementation of modular text modules also shows
the importance of eliminating combinatorial effects to achieve
evolvability. A change in the description of a course needs to
be made in only one of the 2580 files/text modules. By creating
a script that regenerates all documents in which this module
is included, this change is easily applied to all documents it
is included in. As such, combinatorial effects are avoided and
the system generates evolvable documents.

VI. CONCLUSION

In this paper, we presented an alternative to the view of
static and monolithic documents. By applying the concept of
modularity and decomposing documents into text modules,
several advantages can be achieved. First, modularity leads
to easier to maintain text modules. This because the modules
show a clear structure and specific information is stored in
only one module that is easily recognized. Second, the text
modules enable a greater versatility: new types of documents
can be composed by combining text modules in new ways. As
such new types of documents can be created with new goals
and purposes. This is shown in the paper by calculating the
number of possible document combinations. And finally, the
systematic decomposition of modules allows for the elimina-
tion of combinatorial effects to create evolvable documents.
These advantages of modular document design are clarified in
the paper by the description of system to generate documents
containing study program information.

In future research, other cases will be studied to corroborate
the findings of the case discussed in this paper. Furthermore,
the theoretical basis of modularity and evolvability of docu-
ments will be solidified.
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Abstract—Modularity is considered a powerful concept within
many domains. While modular artifacts are believed to have
the potential to exhibit several beneficial characteristics such as
evolvability, the actual realization of this evolvability or flexibility
remains challenging. This paper considers houses as modular
structures and employs the combinatorics underlying Normalized
Systems Theory, as well as the integration patterns it proposes,
to analyze design alternatives for the incorporation of electricity
and heating utilities within houses. The paper demonstrates
that the integration patterns can be applied at several modular
granularity levels. An analysis is presented regarding which
integration patterns are currently most frequently used at which
levels, and which patterns should deserve additional exploration.
The adopted approach to analyze the modular design alternatives
for housing utilities is believed to be applicable within other
domains as well.

Keywords–Modularity; Housing; Evolvability; Normalized Sys-
tems; Architectural Patterns.

I. INTRODUCTION

Modularity has proven to be a powerful concept in many
domains such as computer science, product engineering, orga-
nizational sciences, and so on. The concept generally refers to
the fact that a system is subdivided into a set of interacting
subsystems. Modular artifacts are deemed interesting due to
several potential benefits which are attributed to it. For in-
stance, designing a product in a modular way is expected to
lower the complexity as the design can be decomposed into
a set of smaller (less complex) problems [1]. Another major
benefit expected from modularity is increased flexibility or
evolvability. In a modular artifact, one particular part (module)
of the system can be substituted for another version of it,
without having to build up the artifact again from scratch. This
kind of plug-and-play behavior allows for variation (using the
same set of available module versions, different aggregations
or variants can be made available) and evolvability (over time,
an artifact can evolve from one variant to another).

Nevertheless, achieving these modular benefits is very dif-
ficult. It is generally accepted that the coupling (dependencies
and interactions) between the modules in a system should be
studied and minimized [1][2][3]. How this should be realized
in specific situations is often unclear. In particular, several
features in modular structures are cross-cutting (e.g., security
in a software application) in the sense that they are required
across the whole modular structure (e.g., every data entity
should be securely stored) and adaptations in such cross-

cutting concerns can create large ripple-effects in the system
(i.e., a change in one module implies a change in another
module and so on), hampering the evolvability aimed for.

This paper focuses on the design of modular structures
of houses and their evolvability. It is clear that houses are
modular structures at several abstraction levels (e.g., houses
consisting of rooms and built by bricks) and could benefit from
evolvability (e.g., connecting an additional room to an existing
house). Moreover, houses often lack this evolvability (e.g., the
need to drill into existing walls or even tear down walls to
be able to provide an additional room with water because the
connecting old walls did not provide any connection). More
specifically, we study the implications of different design al-
ternatives for utilities (and in particular electricity and heating)
within a housing context. We argue that such utilities can be
considered as cross-cutting concerns. Our design alternatives
will be based on the modular integration patterns for cross-
cutting concerns as suggested by the combinatorics underlying
Normalized Systems Theory (NST) [4]. The theory is suitable
for this purpose as it aims to provide prescriptive guidance on
how to design evolvable modular systems.

It is important to mention upfront that none of the authors
of this paper are experts within the domain of housing architec-
ture. Therefore, the intention of the paper is not the prescribe
in detail how housing architectures should be improved in
the future. Rather, we intend to show that it makes sense to
apply the modularity reasoning presented within NST (which
originated at the software level) to other domains in which
modularity plays a prominent role. In Section II, we provide a
brief overview of the integration patterns for modular structu-
res as presented within NST. We then apply these patterns for
the concerns electricity (Section III) and heating (Section IV).
Finally, we offer our reflections and conclusions in Sections V
and VI, respectively.

II. NST INTEGRATION PATTERNS

A. NST and combinatorics
The origins of NST are situated in the formulation of a

set of design theorems for the creation of evolvable software
systems. Here, evolvability is operationalized by demanding
Bounded Input Bound Output (BIBO) stability on ever growing
systems. The theory proves that the isolation of all change
drivers in separate constructs (Separation of Concerns), the
stateful calling of processing functions (Separation of States)
and the ability to update data structures or processing functions
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without impacting other data structures or processing functions
(Version Transparency) are necessary conditions in order to
obtain stability [5]. It has been shown that these theorems
can actually be formulated in more general terms for modular
systems [6] and seem to appeal to the basic combinatorics
regarding modularity [4]. More specifically, the promise of
modularity is that maintaining a particular amount of versions
of modular building blocks will result in an exponential
amount of available system variants. However, in case a
modular system is not well designed (e.g., by not adhering
to the theorems), a change in one particular version of one
particular module may have an impact (ripple effects) on other
(versions of) modules. This number of impacts will typically
grow (in an exponential way) with the size of the system and
its dependencies.

B. Patterns for cross-cutting concern integration
Adhering to the NST design theorems is difficult as they

demand a very strict and fine-grained design of a system, and
every violation will result in a limitation of the evolvability of
the system. Research on the realization of such systems has
shown that their design becomes much more realistic in case
a set of design patterns (so-called “elements”) are employed
[4]. Each individual element is a generic modular structure
for a basic functionality for the type of system at hand and
can be parametrized (and if necessary, customized) over and
over again when an actual system is built. For instance, in the
case of software systems, a general structure for data, task,
flow, connector and trigger elements was provided [4]. Stated
otherwise, the set of modules constituting an element becomes
a reusable module at a higher abstraction (or granularity) level.
In essence, each element provides a core functionality (e.g.,
representing data) as well as an incorporated integration with
the relevant cross-cutting concerns in the domain (e.g., security
and persistency for data). In order to maximize the envisioned
evolvability, it is important that these cross-cutting concerns
are integrated at the most fine-grained level possible (such as
these elements) and that the parts in the elements connecting or
dealing with the cross-cutting concerns are properly separated
in distinct modules which are version transparent.

More generally, we differentiate between the following
integration patterns of cross-cutting concerns. As a first cate-
gory of integration patterns, we consider cross-cutting concern
modules added to the main modules wherein each cross-cutting
concern modules handles the full functionality of that cross-
cutting concern itself. We call this the embedded integration
pattern and refer to it as configuration 1. This embedded
module can be dedicated (in case the module was specifically
designed for the system at hand) or standardized (in case a
standardized module is employed to handle the concern). We
refer to the first variant as configuration 1A and the second
as configuration 1B. For modules in the context of a software
system, think of a separate module added to a data entity taking
care of the persistency of that data entity in a custom designed
way (1A) or by using a standard module (1B) for this purpose.

As a second category of integration patterns, we consider
cross-cutting concern modules added to the main modules
wherein the cross-cutting concern modules are merely con-
nections (“relay modules”) to a more elaborate (external)
implementation framework of the cross-cutting concern and
which actually perform the needed functionality. We call this

the relay integration pattern and refer to it as configuration 2.
Such relay modules can connect to a dedicated framework (in
case the framework was specifically designed for the system
at hand) or standardized framework (in case the framework is
standardized and, for instance, publicly available). We refer to
the first variant as configuration 2A and the second as configu-
ration 2B. For modules in the context of software system, think
of a separate module added to a data entity serving as a proxy
to a persistency framework which was specifically designed
for its own system (2A) or to an available standard solution
such as JPA (2B). Finally, we mention the option to let the
relay modules connect to another module (i.e., a framework
gateway) and in which only this framework gateway directly
connects to the external implementation framework. We refer
to this third variant as configuration 2C. For modules in the
context of a software system, think of a dedicated gateway
module which connects to the JPA framework but allows
all relay modules to be technologically independent of this
framework by calling the gateway in a JPA agnostic way.

III. ELECTRICITY PATTERNS

In this section, we consider the electricity utility within
houses as a cross-cutting concern. We consider the integration
architectures as proposed in Section II at the modular granu-
larity level of a city or community, house, room and device.
Afterwards, we consider some advanced issues and reflections.

A. City or community level
Most cities and communities of developed countries need

electricity, so it can be considered as a cross-cutting concern.
Here, we consider how a city or community can power its
electrical grid as a whole (the distribution of electricity to
individual buildings is discussed later on).

A first option could be to have all cities/communities have
there own electricity generation (configuration 1). In primitive
communities, custom built solutions might be considered (1A),
but typically the use of standard solutions (1B) would be
more realistic (e.g., the reproduction of a typical power plant
by means of nuclear reactions, coal, etc.). However, this
often lacks economies of scale (it is more efficient to have
large power plants producing energy for more than 1 city or
community) so typically a city’s electricity grid is connected
to a national electricity grid with one or more electricity
plants dividing the electricity over a large set of cities and
communities (configuration 2). Each country might create its
own specifically designed grid connecting with the multiple
cities and communities (2A) or make use of a standardized
electrical power distribution network between cities (2B).

While this latter solution is most frequently opted for,
it also has some drawbacks in terms of dependencies. For
instance, if the central grid goes down, all connected cities and
communities are lacking electricity. Therefore, in reality, most
electrical grids are divided into several isolated areas avoiding
a problem in a particular part of the grid to get escalated into
the complete (national) electricity grid. Moreover, changes in
the standardized network still have their impact on the relay
modules (which should nevertheless be encapsulated within
the cross-cutting concern handling relay module and not in the
core module itself). For instance, a change in the voltage of
the network or from alternating current (AC) to direct current
(DC). In fact, the limitations (at that time) for distributing DC
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over long distances (in order to be able to adopt integration
pattern 2B), was one of the main reasons for the general
prevalence of AC in the so-called “War of the Currents”. One
could even imagine the situation in which all cities plug their
individual grids into a centralized relay module (power supply)
which is tapping into the global electricity grid (2C), shielding
the individual cities and communities from changes in the
standardized framework used.

B. House level
Within every city, community or electricity grid area,

electricity typically has to be available within every house.
Therefore, it constitutes a cross-cutting concern at this level
as well. Sometimes, individual houses have the possibility to
generate their own electricity by using, for instance, a fuel
based electricity generator, based on solar panels, heat pumps,
etc. Furthermore, new technological developments have allo-
wed the creation of home based batteries with large storage
capacities, even allowing to store electrical power for a whole
house for a considerable amount of time. As this provides
a significant amount of independence and sometimes budget
friendly solutions, this integration pattern can be interesting in
certain situations. Moreover, a certain amount of flexibility is
enabled as each individual house can choose for that particular
type of energy which is most suitable in their case (e.g., those
areas with a high exposure to sun light might opt for solar
panels instead of a wind mill). In that case (except when
they want to transmit the overcapacity to the central electricity
distribution network), no distribution framework (see previous
subsection) is required and the generators and batteries support
the modules for the adoption of integration pattern 1 (typically
1B).

Most people, however, do not opt for the duplication of po-
wer generators and batteries in each and every individual house
and choose for the option of a connection module plugging
into the publicly available electrical power distribution network
(typically standardized, so 2B). Similar as stated above, depen-
dencies regarding the availability of the distribution network as
well as changes in the power distribution network affecting all
connection modules of houses, remain possible disadvantages
of this integration pattern.

C. Room level
Within every house or building, most if not all rooms

require electricity in terms of a set of available sockets where
individual devices (cfr. infra) can plug into. Therefore, it
constitutes a cross-cutting concern at this level as well. Based
on the integration patterns we summarized in Section II-B
and similar to our reasoning expressed above, it would be
theoretically possible for each room in a house to generate the
electricity required (configuration 1A if custom designed, 1B
if a standard solution is opted for). Nevertheless, individual
heat pumps, electricity generators, etc. for individual rooms
are —to the best of our knowledge— typically not applied.
Therefore, configuration 2 (typically 2B) is applied by having
sockets plugging, into the grid network of the house. In certain
situations, configuration 2C might be relevant as well. For
instance, houses which employ a combination of electrical
sources (tapping from the publicly available grid, as well as
producing a portion of energy themselves by solar panels)
could benefit from having the possibility of shifting between

them (e.g., using the solar energy when electricity is being
generated or available on the local battery and the public grid
in all other cases). By having the relay modules (sockets)
connecting to a gateway switching module (connecting to the
solar panels and public grid), only one electricity grid for such
house should be created.

D. Device level

Ultimately, electrical power should be made available to
individual devices for which it is required in order to work
properly. One possibility to obtain this power is by having a
built-in generator or battery in a device. While the generator
variant hardly exists in practice, batteries within devices are
common practice. Such batteries exist in both custom built
variants (integration pattern 1A) or by the use of general
purpose variants (integration pattern 1B). A configuration like
this obviously provides the device a certain degree of auto-
nomy (i.e., the device can operate on its own) and absence of
specific dependencies in this respect. However, incorporating
batteries in every device might be a significant engineering
challenge (sometimes even simply impossible) and requires
the duplication of a battery in each device. Therefore, in many
cases a centralized configuration will be adopted in which the
device is connected to a custom developed (configuration 2A)
or, typically, a standardized electrical grid (configuration 2B).

Recall that we noted in Section III-A that historically, AC
was chosen above DC at the level of cities and communi-
ties due to (among other things) its possibility to transport
electrical current along larger distances. The consequences of
this choice ripple down to the lower modularity granularity
levels, such as the level of the devices, which then have to
deal with electricity delivered at AC. However, most electrical
devices need DC to function properly. As stated above, it
is the relay module which should encapsulate these kind of
dependencies regarding the external framework and ensure
conversions for mutual compatibility if required. Therefore, an
adapter (typically with a device specific connection) is often
included at the level of the cross-cutting connecting module
(i.e., between the device and the electrical grid) in order to
convert AC (coming in from the plug) to DC at the right
voltage (depending on the efficiency of the adapter typically
also resulting in a certain degree of loss of electrical power
converted into heat). This clearly shows the duplication of the
AC to DC conversion functionality present within all relay
modules (here: adapters). Moreover, in terms of flexibility and
adaptability, the situation nicely illustrates that changes in the
external framework (e.g., a conversion of AC to DC within
the public electrical grid) would impact all relay modules.
In case the AC/DC conversion would not be separated in a
distinct module (e.g., the conversion would be performed in the
devices themselves instead of via a separately in/unpluggable
adapter), the impact would even be more profound as the
devices themselves should be adapted. Based on our analysis
of the different modular granularity levels, one could argue
for the investigation of the option to have the conversion
of AC to DC to happen at the house level instead of the
device level. This way, the duplication of adapters for each
separate device could be eliminated and the dependence on
DC would be avoided. More specifically, such situation would
correspond to the cross-cutting concern integration pattern
2C where the main modules are the devices, the sockets
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are the relay modules (no need for adapters anymore) and
the centralized AC to DC converter would fulfill the role of
the gateway module. In fact, recent initiatives regarding new
possible electricity (micro)grid configurations seem to suggest
these type of integration patterns [7].

E. Overview and advanced issues
Table I provides an overview of the granularity-integration

pattern combinations for the electricity provisioning of houses.
We can observe that, at most modularity levels, a standardized
integration pattern (i.e., 1B and 2B) is opted for. This tends to
indicate a certain maturity within the respective domain, which
is in accordance with our expectations. While dependence on
the external framework is an important limitation regarding
integration pattern 2B, we identify that an interesting research
avenue regarding integration pattern 2C at the device level.
Further, the table illustrates that, when aiming for maximum
flexibility, the integration of concerns tends to be solved at
more fine-grained levels (going downwards in Table I) and in
a more standardized externally enabled way (going to the right
in Table I) in the long run.

TABLE I. OVERVIEW OF THE DIFFERENT
GRANULARITY-INTEGRATION PATTERN COMBINATIONS

REGARDING ELECTRICITY.

1A 1B 2A 2B 2C
city/community •
house • •
room • •
device • • • ◦
•: currently employed, ◦: to be explored

Further, the electricity cross-cutting concern might be
enriched with additional features for which our proposed
granularity levels and integration patterns might prove useful
during the analysis of their realization options. Consider for
instance on/off switching. Many devices (such as light bulbs)
using electricity to function need to be able to switched on
(i.e., emit light) and off (i.e., dim the light). Typical approaches
consist out of a switch attached to the lamp itself (required in
case of configuration 1) or a separate switch integrated into
the electrical grid of the house itself (the integration structure
of the external framework in case of configuration 2). While
this approach has worked well for many years it still requires
manual intervention at the location of the switch and, in the
latter case, requires the reconfiguration and integration of the
switches when a lamp would be relocated within the house.
During the last decade, attention has grown for more advan-
ced home domotics in which switches can be managed by
software (e.g., allowing to automatically switch devices on at
a predefined time slot) and in a remote way. Again, this could
be done by placing individual sensors/programmable control-
lers with individual remote controllers (configuration 1B, if
standardized equipment is used). Alternatively, a network of
sensors/programmable controllers could be used having one
central management and remote control (configuration 2B, if
standardized equipment is used), which manages all connected
switches. This would also allow the use of aggregated actions,
such as switching on or off all light bulbs at once at a
predefined time slot, and enable parameter reconfiguration in
a centralized way. Integration configuration 2C could even be
opted for when, for instance, all sensors/programmable con-
trollers connect to one central connection module which allows

to be manipulated by means of multiple remote controllers and
protocols (e.g., a traditional remote, smartphone, etc.).

IV. HEATING PATTERNS

In this section, we consider the heating utility within houses
as a cross-cutting concern. We consider the integration archi-
tectures as proposed in Section II at the modular granularity
level of a house, room and brick. Afterwards, we consider
some advanced issues and reflections.

A. House level
As all households need heating, a source of heat should be

transported to or being generated within every house. There-
fore, it represents a genuine cross-cutting concern. Today, most
houses provide for their own heat generation: a house typically
has a central heating system meaning that a central heating
boiler uses electricity (cfr. supra) or petroleum to generate heat
and convert cold into warm water. Another option could be to
use heat pumps. This water will then be distributed along the
different rooms in the house later on (cfr. infra). Considering
the granularity level of a house, this therefore means that typi-
cally integration pattern 1 is opted for (and more specifically
1B, as most households use a standardized heat generator for
this purpose). This way of working clearly implies certain
benefits such as independence from external heat generation
providers. However, one might might wonder whether this
is always the most efficient or environment friendly way of
working. It is interesting to see that certain initiatives are being
taken into the exploration of other integration patterns, such
as the so-called heat distribution networks. Here, heated water
is produced in a central location for multiple houses and then
distributed among them. This allows for optimizations in terms
of efficiency or simply the recovery of “lost heat” produced
by for instance nearby factories or (nuclear) plants. While this
warmed water is generally too cold to be useful for industrial
purposes, it might still suffice to provide the heating for (a large
amount of) houses. Therefore, integration architecture 2A (as
the solution is typically not yet highly standardized) is opted
for in this case.

B. Room level
While a garage or cellar might not be in need of explicit

heating, most other rooms within a house (such as the living
room or bathroom) are. As a consequence, it can be considered
as a relevant cross-cutting concern at this level as well. As
mentioned before, most houses today employ a central heating
system in which heated water is produced at one centralized
place in the house and then transported via water pipes to the
required rooms in which a heating element/radiator is present.
The warm water causes the element to warm up and release
its heat into the room, after which the water (which partly
cooled down) returns to the central heating system. As these
systems and their pipe networks are highly standardized and
commonplace, integration architecture 2B is typically applied.
This allows an efficient generation of heat but also clearly
entails a dependency of all rooms on this central heating
system: in case it would fail or be replaced in such way that
the old pipe network no long suffices, all rooms would be
heavily affected. Using a framework gateway which decouples
the pipe network from the boiler might prevent this and would
even allow to switch between different sources of heat (elec-
trically generated, via a heat pump or via the heat distribution
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network), which would correspond to integration architecture
2C. In case of absence of a central heating system, integration
architecture 1 might still be used. For instance, some houses
(although a minority) still use systems in which radiators are
placed within rooms which use the plug to tap electricity and
generate heat at their own spot (representing configuration 1B).
The use of a fireplace corresponds to the same architecture as
well (or configuration 1A in case it concerns a custom designed
fireplace). And theoretically speaking, one might also think of
situations in which each room is equipped with things such as
its own heat pump, although such solutions —at this point in
time— are very expensive and inefficient.

C. Brick level
Finally, in order to have more homogeneous heat dis-

persion in rooms, heating elements incorporated in the floor
are sometimes adopted. In such design, the heating pipes
are traditionally also connected with a central heating boi-
ler, representing integration architecture 2. Nevertheless, such
design is typically not really scalable or flexible as changes
(for example, extensions of the heating system to other or
larger rooms) might require to break up the floor as a whole.
In addition, designing standardized solutions might be more
difficult as many rooms take on different shapes and sizes.
As a purely speculative and thought provoking alternative, we
therefore envision the integration of the heating cross-cutting
concern at the level of an individual brick as represented in
Figure 1 [4]. In every such element, standardized transport
pipes would be embedded for the transportation of hot water,
nicely fitting onto the pipes of every similar adjoining brick.
This would provide a remarkable degree of scalability when
compared to traditional floor heating: as different rooms are
built or expanded throughout time, additional bricks (with
integrated pipes) could be used, enlarging the area which can
be heated. Clearly, just as it was the case for the device level
for the electricity concern, the brick level seems to represent
the most fine-grained modularity level at which the heating
cross-cutting concern can be meaningfully integrated.

D. Overview and advanced issues
Table II provides an overview of the granularity-integration

pattern combinations for the heating of houses. We can observe
that, at most modularity levels, a standardized integration
pattern (i.e., 1B and 2B) is opted for. Again, this tends to
indicate a certain maturity within the respective domain, which
is in accordance with our expectations. While dependence on
the external framework is an important limitation regarding
integration pattern 2B, we identify that an interesting research
avenue regarding integration pattern 2C at the room level. Ad-
ditionally, we propose to consider the integration of the cross-
cutting concern at an even more fine-grained level (i.e., a brick)
in the future. Further, the table illustrates that, when aiming
for maximum flexibility, the integration of concerns tends to
be solved at more fine-grained levels in a more standardized
externally enabled way (stated otherwise: evolving towards the
right lower corner in Table II).

Further, it should be clear that the heating cross-cutting
concern is highly related to the preservation of heat by, for
example, isolation. Also here, the different modular aggrega-
tion levels of the house (e.g., an isolating roof), the room (e.g.,
a well-closing door or isolation which is put behind a wall)

TABLE II. OVERVIEW OF THE DIFFERENT
GRANULARITY-INTEGRATION PATTERN COMBINATIONS

REGARDING HEATING.

1A 1B 2A 2B 2C
house • ◦
room • • ◦
brick ◦
•: currently employed, ◦: to be explored

and the brick (e.g., isolation incorporated in every individual
brick) might be relevant. And similar to the on/off switching
of electricity consuming devices, heat distribution throughout
a house might benefit from more specific, remote and/or
automated management (of its subparts). For instance, in order
to allow certain rooms in the house (e.g., the living rooms) to
be heated and others (e.g., the garage) not for a certain period
of time, an operating panel may be provided for every radiator
turning it on and off or even measuring the current temperature
and matching it with a predefined temperature goal. In more
advanced settings, a central management unit at the level of
the house could be provided in which a goal temperature for
multiple zones could be specified after which heat is released
by those radiators which are standing in zones in which the
temperature is lower than specified.

V. REFLECTIONS

Sections III and IV showed that the integration of the cross-
cutting concerns heating and electricity can and have to be
dealt with at several modular granularity levels and can be
solved in multiple ways. During the drawing of a building
plan, an experienced architect will take into account these
cross-cutting concerns in advance: the wires for the electricity
and water pipes for the water distribution will be provided,
space for central heating boiler will be assured, and so on.
And although some heuristics and best practices exist, this still
means that the integration problem of these concerns has to
be dealt with by every architect again, every time a house is
constructed. As mentioned in Section II, NST was inspired
by the need for adaptability and flexibility. In the context
of a house, this would for instance mean the addition of an
additional room, or another provider for a particular cross-
cutting concern (e.g., switching from tapping electricity from
the public distribution network to self-generated solar energy).
However, it is generally known that the distribution of housing
cross-cutting concerns —such as the ones we considered in
this paper— may cause significant problems during such house
extensions or adaptations. Many times, this leads to unforeseen
ripple effects, including the drilling into walls and floors,
and even tearing down (parts of) walls. As we explained in
Section II, NST therefore proposes to use a set of predefined
design patterns (called “elements”) which already solve this
integration problem for a particular functionality of a modular
system and can then be used over and over again.

In the context of housing and their cross-cutting concerns,
we would envision an elementary construction element as
such fine-grained element [4] and represented in Figure 1. We
already suggested such a brick for heating, but it is clear that
a construction element might provide the integration of more
than one cross-cutting concern (e.g., water supply, electricity,
support, etc.). Different types of such building blocks might
exist, such as for inner or outer walls, for floors and ceilings,

44Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-534-0

PATTERNS 2017 : The Ninth International Conferences on Pervasive Patterns and Applications

                           53 / 148



with and without certain utilities, etc. The adaptation problems
and their associated ripple-effects would be less frequent by
the use of such building blocks as it is often the set of
cross-cutting concerns which causes these invasive drilling
and tearing down activities and these would then already be
integrated in the most elementary building block of a house.
As they are used, the construction elements would provide
the cross-cutting concerns and integrate fluently with the other
previously installed building blocks. Moreover, an architect
designing a new house would have to spend less effort into
the integration issues regarding the cross-cutting concern as the
elements already deal with it. As we are no domain experts,
we are not in a position to elaborate in detail how these
building blocks should actually look like. However, we do
think that it would be worthwhile for such building blocks
to be subject to intensive research and development, which
might for instance result in connections and isolations of
fluid conduits and electrical conductors that are superior with
respect to handcrafted plumbing. As these building blocks
would be rather general and used over and over again, the
resources invested would have a significant pay off due to the
high-quality re-used solution.

Figure 1. A construction element integration cross-cutting concerns [4].

So while in most cases, architects take the house as the
main level of modular granularity, it is interesting to see that
some initiatives have been taken to adopt the individual rooms
of a house as a modular unit and which have even proposed
some kind of elements for it (e.g., the Hivehaus “modular
living space” initiative [8]. Here, houses are assembled as
aggregations of prefabricated (e.g., hexagonal) modular parts,
wherein the distribution of auxiliary facilities has been inte-
grated upfront. Clearly, the design freedom concerning the
house is then limited to an aggregation of these modular
building blocks. This is due to the phenomenon we mentioned
in Section II: the cross-cutting concerns should be integrated
at the most fine-grained modular level as possible, as this
determines the flexibility of the resulting artifacts. It is for
this reason that we encourage the exploration of a construction
element which would integrate several cross-cutting concerns
as discussed above.

Note that very similar conclusions or analyses can be
made for other utility concerns within houses such as water
distribution or air conditioning. We anticipate that the bottom
line of such analysis will be highly similar: first, the distri-
bution of the cross-cutting concern should be considered at
different modular aggregation levels. At each level, centralized

(integration pattern 1) or non-centralized (integration pattern 2)
integration patterns can be chosen, each in a non-standarized
(A) or standardized (B) way. Whereas the decentralized version
offers benefits in terms of freedom of choice, the centralized
alternative might typically generate other benefits such as
economies of scale. A centralized version then has to deal
with the fact that all modules plugging in into the external
framework are dependent on that framework unless a gateway
module assuring version transparency (2C) is used.

VI. CONCLUSIONS

This paper presented an overview of the different possible
integration patterns (with their associated benefits and draw-
backs) for the cross-cutting concerns of electricity and heat
distribution utilities in a housing context. It is important to
stress that none of the authors claim to be housing electricity
or heating experts. Instead, the analysis was based on general
knowledge within this domain. Our actual contribution is
situated elsewhere and is twofold. First, our goal was to
show that the cross-cutting integration patterns for modular
structures as proposed in [4] (and illustrated within the domain
of software systems) are, at first sight, indeed relevant and
applicable in a domain outside software as well. Given our
non-expert status in the housing industry, we encourage actual
domain experts to scrutinize and validate or refine our initial
analyses. Second, we proposed and illustrated an approach
to analyze and report on the different modular integration
patterns within a domain. That is, is seems valuable to start
with describing certain specifics and challenges in the domain
at hand. Next, the different (hierarchical) granularity levels
in the domain as well as the relevant cross-cutting concerns
could be listed. For each cross-cutting concern, all possible
combinations between the granularity levels and the five cross-
cutting concern integration patterns can be considered and
analyzed in terms of benefits and drawbacks. Some of these
configurations might already exist, others might prove to be
interesting avenues for future developments and still others
might be purely theoretical considerations. Therefore, we hope
that this paper might incite researchers and experts within other
domains (e.g., logistics, manufacturing) to perform similar
analyses within their respective areas of expertise.
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Abstract—Many domains employ the concept of modularity as
a key aspect during their design. While the use of modularity
characteristics is believed to enable several beneficial effects,
such as evolvability, the actual realization of this evolvability or
flexibility remains difficult. This paper analyzes a set of modular
structures which can be identified within transportation vehicles
and logistic systems. We employ Normalized Systems Theory
(NST), a theory on how to create evolvable modular structures, as
our theoretical basis to analyze these transportation and logistic
structures in terms of the flexibility and adaptability they do
(not) enable. For these structures, multiple design alternatives
exist of which the theory can clearly highlight the respective
benefits and drawbacks. The paper demonstrates that NST is
useful to analyze transport related modular structures at different
levels of granularity. Additionally, we reflect upon the modularity
characteristics of a recent logistics initiative called “The Physical
Internet”.

Keywords–Modularity; Transportation; Logistics; Evolvability;
Patterns; Physical Internet.

I. INTRODUCTION

In many domains including computer science, product en-
gineering, and organizational sciences, modularity has proven
to be a powerful concept. A modular system is typically
considered as a system which is subdivided into a set of
interacting subsystems. Several potential benefits are attributed
to modular artifacts. Amongst other things, designing a product
while using a set of modules is associated with a lower amount
of complexity as the design is broken up into a set of smaller
(less complex) problems [1]. Also, flexibility or evolvability
are deemed to be improved in this way. Indeed, it allows one
module of the system to be swapped for another version of
it, without having to redesign the artifact from scratch. This
allows some kind of plug-and-play behavior enabling variation
(different aggregations based on the same set of modular
building blocks can be formed) and evolvability (an artifact can
evolve from one variant to another over time) and is deemed
very powerful.

Achieving these benefits in reality is however quite challen-
ging. Often, coupling (dependencies and interactions) between
the modules in the system exist, which should be minimized
[1][2][3]. However, specific ways on how this should precisely
be done are often absent or ambiguous. For instance, some
concerns in a modular system are cross-cutting (e.g., security
in a software application) in the sense that their functionality
is required throughout the entire system (e.g., every data

entity should be securely stored). Adapting certain aspects of
such cross-cutting concerns is often problematic as it typically
creates profound ripple-effects throughout the system (i.e.,
a change in one module triggers a change in several other
modules), which is clearly contradictory which the purpose of
evolvability.

This paper focuses on the design of modular structures for
transportation vehicles and logistics systems. It is clear that
transportation vehicles (such as cars, trucks, boats, airplanes,
trains) are modular structures at several abstraction levels (a
car consisting out of a trunk, chassis, of which the latter
consists out of several cylinders etc.) and could benefit from
evolvability (e.g., replacing or upgrading particular parts or
even extending the vehicle with additional seating places or
engines). Also, the concept of cross-cutting concerns seems
relevant within this context. That is, transportation artifacts
need multiple auxiliary facilities in their design such as elec-
tricity and communication, which are needed in most of their
components. More specifically, several of these auxiliary faci-
lities within the modular design of physical artifacts (such as
the different design options to distribute heating) were already
discussed from a NST perspective in another publication [4] in
a housing context. Analogous conclusions for these facilities
can be drawn in the context of transportation artifacts. What
differentiates transportation artifacts from other types of arti-
facts, is the presence of the additional and crucial concern of
propulsion. Every transportation mechanism should, somehow,
provide the ability for its cargo to be transported to another
location. This propulsion can be realized by means of different
driving mechanisms and different integration architectures,
which will be the main focus of our exploratory analysis in
this paper. However, most transportation vehicles are designed
in such way that they lack true evolvability at several aspects
(e.g., extending the seating capacity of a car or adding additio-
nal cylinders in the engine is typically impossible). This paper
studies the implications of different design alternatives for
transportation vehicles and logistics systems in terms of their
evolvability. The considered design alternatives are based on
the modular integration patterns as suggested by Normalized
Systems Theory (NST)[5]. The theory is relevant in this
context as it studies in-depth the necessary conditions in order
to design evolvable modular systems.

It is important to mention upfront that none of the authors
of this paper are experts within the domain of transportation or
logistics. Therefore, the intention of this paper is not the pres-
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cribe in detail how architectures within this industry should be
improved in the future. Rather, we intend to show that it makes
sense to apply the modularity reasoning presented within NST
(which originated at the software level) to this other domain in
which we believe modularity is playing an important role. In
Section II, we provide a brief overview of NST and the ways
it describes to integrate the different modules within a system.
We then apply these patterns to the analysis of transportation
vehicles (e.g., cars, airplanes) in Section III. In Section IV,
we ponder on some new initiatives and trends present within
the logistics industry which seem to exhibit certain similarities
with NST’s (more general) modularity approach. Finally, we
offer our conclusions in Section V.

II. MODULARITY AND NST INTEGRATION PATTERNS

A. NST and combinatorics
NST is a theory providing the formulation of design

theorems which are proven to be necessary for obtaining
an evolvable software system [5]. The authors operationa-
lize evolvability by demanding Bounded Input Bound Output
(BIBO) stability, even for systems which are growing in an
unlimited way. The theorems prescribe all change drivers to
be separated in distinct constructs (Separation of Concerns),
processing functions to be called statefully (Separation of
States) and data structures or processing functions to be up-
datable without impacting other data structures or processing
functions (Version Transparency) [6]. Further, these theorems
can actually be formulated for modular systems in general
[7] and related to basic combinatorics [5]. More specifically,
it is illustrated that modularity suggests that maintaining a
particular amount of versions of modular building blocks
should allow for an exponential amount of available system
variants. However, when modularity is applied arbitrarily (e.g.,
by not adhering to the theorems), changing one particular
version of one particular module may result into ripple effects
to other (versions of) modules. This number of impacts can
exponentially grow with the size of the system, which is clearly
harmful for the evolvability of a (software) system.

B. Patterns for cross-cutting concern integration
Adherence to the NST theorems results in a system which

is very fine-grained. This fine-grained design should be esta-
blished very meticulously as every violation of every design
theorem is proven to result eventually into ripple effects due to
change. This is very hard to achieve and therefore, “elements”
(i.e., modular design patterns) are proposed to enable the
construction of such systems in a realistic setting [5]. Each
of these elements provides a generically reusable modular
structure for a basic functionality of the type of system one
is creating. To fit the specific situation at hand, they can
be parametrized and, if necessary, customized. A system is
then created as being a set of parametrized instantiations of
these generic modular elements. For software systems, data,
task, flow, connector and trigger elements were defined as
generic modular structures providing the basic functionalities
of most information systems [5]. One can therefore conclude
that the modules which form an element become (as a whole)
a reusable module at a higher level of abstraction. Internally,
every element takes care of a core functionality (e.g., the
representation of data), and provides integration with some
relevant cross-cutting concerns for that system (e.g., data

security and persistency). To maximally enable evolvability,
these cross-cutting concerns need to be integrated at the
lowest modular granularity level which is possible (forming
elements). The parts in the elements which connect or deal
with the cross-cutting concerns need to be properly isolated in
separate modules which are version transparent.

In general, different integration patterns for dealing with
cross-cutting concerns can be distinguished. One possibility
is to add cross-cutting concern modules directly to the main
modules. Each cross-cutting concern module will then, by it-
self, handle the full functionality of that cross-cutting concern.
We call integrations of this type the embedded integration
pattern and will refer to it as configuration 1. More specifically,
such embedded module can either be dedicated (i.e., the
module was specifically designed for the considered system)
or standardized (i.e., a standardized module for handling the
cross-cutting concern is chosen). The first option is referred to
as configuration 1A, while the latter one will be referenced as
configuration 1B. In the context of software systems, imagine
for instance a separate module added to a data entity to take
care of data persistency in a custom designed way (1A) or by
adopting a standard module (1B) for the same goal.

Another possibility is to add the cross-cutting concern
modules to the main modules in such way that the cross-cutting
concern modules only act as connections (or “relay modules”)
to an (external) framework, which implements the cross-cutting
concern more elaborately and will therefore actually perform
the needed functionality. We call integrations of this type the
relay integration pattern and will refer to it as configuration
2. More specifically, a relay module can link to a framework
which is dedicated (i.e., the framework was specifically de-
signed for the considered system) or standardized (possibly
even publicly available). The first option is referred to as
configuration 2A while the latter one will be referenced as
configuration 2B. In the context of a software system, imagine
for instance a separate module added to a data entity which acts
as a proxy to a specifically designed persistency framework
(2A) or to a standard solution which is widely used, such as
Java Persistence API (2B). Finally, it is also possible to have
a relay module connecting to a framework gateway module.
Here, it is only the framework gateway which connects directly
to the external framework. This third variant is referred to as
configuration 2C. In the context of a software system, imagine
for instance a dedicated gateway module which connects to
the JPA framework allowing all cross-cutting concern relay
modules to call the gateway without being dependent on JPA
themselves.

III. TRANSPORTATION VEHICLE PATTERNS

The identification of modules within a system is often
a recursive issue [1]: at different levels of granularity, parts
and subparts can be discerned. Therefore, when studying
modularity within the domain of transportation, we propose
to focus on the modular structure and its integration patterns
at different levels: the vehicle, cargo and vehicle component
levels.

A. The vehicle level
Regarding transportation, it is clear that most types of vehi-

cles (such as cars, trucks, airplanes) provide their own propul-
sion mechanism, both in terms of power storage (e.g., fuel) and
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energy generation (typically by means of an engine). Since in
most cases extensively tested and highly standardized modules
are used for this purpose, this clearly aligns with integration
pattern 1B as explained in Section II. This has benefits in terms
of flexibility: different types of vehicles might use different
types of power source (e.g., diesel, gas, electricity) or have
different power needs (e.g., related to the cargo capacity). It
also provides a high amount of independence and autonomy. A
downside of such an architecture is clearly that the propulsion
mechanism needs to be, by definition, embedded within every
individual transport vehicle and that for instance technological
advancements are not automatically dispersed over all available
vehicles unless each of their mechanisms (e.g., engines) are
individually updated or replaced. Another drawback is the fact
this does not allow to realize any possible economies of scale
which might arise from producing energy on a larger scale
(i.e., for many vehicles at once).

While the other integration architectures are used less
frequently, they are not completely inconceivable for trans-
portation vehicles. Consider for instance an electrical train.
While the propulsion forces are generated internally using
electrical engines, the electrical power which is used for this
purpose is generated externally. This electrical power is tapped
from an externally available framework or, in this case, the
electrical distribution network available along the train tracks.
Therefore, one could argue that —to a certain extent— this
aligns already to some extent with integration pattern 2B.
One could even go one step further. Consider for instance
the case of the Transrapid magnetic levitation train, or the
recently proposed Hyperloop. In these types of transportation,
the vehicles are propelled by the propulsion forces genera-
ted in or around the vehicle tracks. This would even more
narrowly fit into the mentioned integration pattern 2B. While
such centralized architectures introduce a dependency on the
external framework which is employed (e.g., if the energy
distribution network is down, no vehicle will be able to
advance), they have clear benefits as well. For instance, they
would be able to benefit from economies of scale regarding
efficiency, or flexibility with respect to the introduction of (for
instance) more environmentally friendly techniques for power
generation.

Returning to the design of cars, it is clear that such
mechanisms (i.e., as described in integration pattern 2) would
only be possible in case the roads contain propulsion mecha-
nisms or conduct power. As this is currently not the case, the
electrical power for electrical cars can only be stored internally
in batteries (but generated externally) and therefore stick to
integration pattern 1B. Specifically focusing our attention on
airplane vehicles, one can note that aircrafts require large
amounts of propulsion power, which would make the use of
an architecture in which the aircraft taps into an externally
available standardized framework via a relay module (i.e.,
integration pattern 2B) extremely tempting. Nevertheless, the
intertwining of propulsion and lift (which is specific for
aircrafts) would make this design very difficult, and the notion
seems to be completely incompatible with the current degrees
of freedom airplanes enjoy to use the airspace. Indeed, such
an architecture would entail the need for some kind of tubes
encompassing the vehicles, which could in their turn remove
the need for lifting forces. In other words, such an architecture
would probably cease to be genuine air transport.

Nevertheless, as this configuration has been realized for
certain transportation vehicles and offers potential for others
(e.g., cars) in the future, we believe that the exploration of (the
feasibility) of technologies enabling these kind of integration
architectures would be very worthwhile.

B. The cargo level
It is interesting to note that the transportation industry has

already, rather explicitly, adopted a high degree of modularity
standardization at the level of their cargo. This can be found
in the context of today’s logistics landscape, in which it is
important to be able to transport goods by means of cross-
mode transportation. That means that, in order to go from
point A to B, multiple vehicles of often different nature are
employed. A laptop which is for instance ordered in the USA
to be delivered in Antwerp, might travel by a combination of
airplane and/or boat, train, truck and car. In order to facilitate
such logistic routes, a large part of the way of how the
cargoes (i.e., the goods to be transported) are packaged, is
standardized by means of containerized freight. That is, while
for some type of goods customized transportation mechanisms
still exist (e.g., for the transportation of steel coils, roll-on roll-
off (RoRo) goods, bulk goods, etc.), the majority of non-bulk
goods is transported by means of containers. Such containers
can clearly be considered as standardized cargo modules in
terms of properties such as their dimensions (height, length,
depth), securing mechanisms, maximum load, etc.

From a modularity point of view, one can see that in such
case various sound design principles are applied, implying a
set of accompanying important benefits. First, this existing
containerized modular freight architecture enables the decou-
pling or encapsulating the cargo from the transport vehicle
(cf. infra). This decoupling allows to freely combine both
decoupled parts (here: cargo and transport vehicle) without
having to adapt one or the other for this purpose. Stated
otherwise: substitution of the modular parts is made easy.
Indeed, the standardization of freight containers in terms of
dimensions and securing mechanisms allows the recombination
of goods on different transportation modes at the level of
the individual containers. As long as goods can be securely
stowed within these standardized containers, thousands of
them can be loaded by cranes on sea-going cargo ships,
be switched to barges in batches of tens or maybe hundred
containers, routed individually within a harbor, and further
shipped towards customers via trains (in a set up to 20) and/or
trucks (mostly individually). Similarly, as most transportation
vehicles are designed in correspondence with the standardized
dimensions of the freight containers, they can transport all
types of goods and do not need to undergo specific changes
when, for instance, a truck has to transport couches instead of
laptops. Second, the modular architecture of the cargo makes
it possible to upscale or downscale the total cargo on one
vehicle within certain limits. For instance, as long as a ship
is large enough, one can extend the overall cargo by simply
increasing the number of containers. Or, as long the traction
of a locomotive is powerful enough, additional containers can
be added to a transportation train. We therefore conclude that
already an important amount of flexibility is achieved in terms
of the type of cargo as well as the transportation mode and
scale.

Interpreting the situation sketched above in terms of our
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modular integration architectures as described in Section II,
this means that integration architecture 2C is applied. That
is, it is clear that no embedded architecture is present as the
container itself has no propulsion mechanisms incorporated
into it. Instead, the container has standardized connections to
connect into different types of vehicles (see Section III-A)
which, at their turn, have the capacity to provide the required
propulsion for one or several containers. As these connections
are version transparent in terms of a large set of different
vehicles (truck, train and even boat), no dependency regarding
a specific type of external network is present and therefore we
would be inclined to categorize it within architecture 2C.

Further, in terms of this containerized freight, it is im-
portant to mention that, conceptually speaking, the idea of
containerization should not necessarily limited to freight alone.
For instance, one can easily imagine that similar cargo modules
could be made for humans as well, although such containers
would clearly have to be made more human-friendly, and the
practicality and added value might —at this point in time—
be questionable.

Finally, it is interesting to note that certain players in the
industry are still looking for additional ways to modularize
freight in a more efficient way. For instance, Airbus was only
recently —in late 2015— granted a patent for a modular
removable aircraft cabin, in which the whole cabin (i.e., the
space for all passengers) can be substituted by another cabin
[8]. The fact that major industry players are working on these
kinds of ideas, seems to support the fact that such ideas on
modularization in (air) transportation should definitely not be
considered ludicrous nor obvious.

C. The vehicle components level
In order to further explore the modular integration for trans-

portation vehicles, it is interesting to ponder on the decoupling
or encapsulation of the various concerns at the level of the
vehicle, such as a car. Here, relevant concerns could be the
passenger cabine (providing a comfortable place for passengers
to sit), the trunk (providing storage space for luggage), the
chassis (protecting the car from the outside world) or the
engine (generating the propulsion force). It is remarkable to
note that, in many cases, the compatibility of these modular
components of transportation vehicles seems restricted to vehi-
cles of one particular model or, in some cases, multiple models
of one manufacturer. This means that, again considering a car,
most passenger cabines, trunks, chassis parts, etc. can only
be replaced by their exact copies. Stated otherwise, a trunk
which was designed for car model A is typically not able to
be used for a car model B as it would simply not fit due to size
limitations, aerodynamic constraints, weight, etc. This is due to
a high degree of coupling between the individual components
we consider and their model or manufacturer specifications.
It would certainly provide some added value to customers,
if the modules implementing these major concerns would be
decoupled, encapsulated, and standardized in accordance with
integration architecture 1B of Section II, allowing plug and
play behavior. For instance, in such case, consumers would
be able —for a certain car size category— to purchase the
chassis, the engine, the passenger cabine, the trunk, etc. all
independently from different vendors.

Moreover, each of these modules could then be replaced or
upgraded independently as well. For example, the engine could

be replaced when it breaks down, but could also be upgraded
in order to have a more powerful, modern, or environmentally
cleaner engine. One could even imagine to introduce an
electrical engine in a car which was originally equipped with
as gas or diesel engine. Of course, we mention once again that
we are no experts in car manufacturing and do not elaborate
on the specific manufacturing details of each aspect of the
design. Moreover, we are aware of the fact that it would not
be straightforward to keep the decoupling or encapsulation of
the various modules intact throughout the course of significant
technological evolutions in time. Nevertheless, the advantages
of such design from a sustainability viewpoint would obviously
be significant: cars could become more efficient and cleaner
without ending up in a junkyard after a limited amount of
years.

Some indications exist which suggest that the amount of
coupling between vehicle components or between the vehicle
and its components is not equally large among different indus-
tries. For instance, the airplane industry seems to succeed in
having a better decoupling and encapsulation of certain parts of
an airplane. For example, manufacturers of jet engines and the
aircraft are typically different firms. In order to remain viable
as an industry, this implies (and necessitates) that the engine
and the rest of the vehicle should, at least to some extent,
be decoupled. However, though an engine can be replaced,
aircrafts are clearly designed for a certain type and amount of
engines.

Considering the components of transportation vehicles at a
still more fine-grained modular level, one could imagine an
even more fine-grained modular structure for, for instance,
car engines where cylinders could be replaced, upgraded, or
simply added in order to increase the engine power. Again,
in order to enable these possibilities, the modules at this
very fine-grained level should be designed in such a way
that they are clearly decoupled, encapsulated and standardized,
corresponding to integration architecture 1B.

D. Overview and advanced issues
Table I provides an overview of the granularity-integration

pattern combinations for the case of transportation vehicles.
We can observe that an interesting and advanced modular
architecture seems already be in place at the cargo level. This
tends to indicate that the industry has reached a rather high
maturity level regarding this issue. As far as the vehicle and
vehicle component modularity levels are concerned, interested
avenues for a further exploration of the modular integration
architecture can be remarked. Certainly for the case of vehicle
components, where the design of fully decoupled and encap-
sulated modular parts seems still to be in-progress. The table
further illustrates that, when aiming for maximum flexibility,
the integration of concerns tends to be solved at more fine-
grained levels (going downwards in Table I) and in a more
standardized way enabled by an external framework (going to
the right in Table I) in the long run.

Furthermore, it is interesting to make the mental exercise
to apply NST reasoning in a more complete way and adopt the
notion of NST elements, which we introduced in Section II.
When employing such elements to build a system, a large set
of very integrated small and fine-grained modules are used
to form the aggregated system (instead of one monolithic
and non-scalable building block). Translating this idea to the
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TABLE I. OVERVIEW OF THE DIFFERENT
GRANULARITY-INTEGRATION PATTERN COMBINATIONS

REGARDING TRANSPORTATION VEHICLES

1A 1B 2A 2B 2C
vehicle • ◦
cargo •
vehicle components ◦
•: currently employed, ◦: to be explored

components of an engine, one could imagine an engine as an
aggregation of smaller integrated engines (with all required
subcomponents for a small engine) delivering propulsion for-
ces. This would theoretically mean that the propulsion power
could be increased by adding more engines, and that the
various small engines could be replaced and upgraded inde-
pendently, even combining combustion engines and electrical
engines. Once again, this could have significant benefits from a
sustainability point of view. Also, this would partly solve some
of the scalability issues we mentioned in Section III-A, for
instance in case carrying additional cargo within a particular
vehicle would be restrained due to limitations in the capacity
of the vehicle’s engine.

Going one step further, elements might be conceivable at a
higher granularity level as well. That is, elements might be
designed which also provide the integration of these small
engines with non-propulsion concerns. Suppose for instance
one-person transport modules or vehicles that can be aggre-
gated or combined at any time into more-person modules.
Assume further that these one-person modules have their
own propulsion mechanisms and storage spaces, which are
automatically combined when several modules are aggregated.
This would mean that the propulsion power and the storage
room would be proportional to the size of the vehicle, which
would be proportional to the number of passengers. And one
could further imagine that each one of those units could be
enabled to tap into external propulsion power if available,
while producing its own propulsion power otherwise.

One could even explore what this could possibly mean for
air transportation. When considering the design of airplane
artifacts, one can note that they differentiate themselves from
ground transportation artifacts by the fact that another concern
next to propulsion becomes apparent: the need to obtain lift.
Adding this concern to the design is obviously not trivial.
Indeed, both concerns —propulsion and lift— are even tightly
coupled in current airplanes: the lift force is based on the
velocity and therefore on the propulsion of the vehicle. This
actually represents an omnipresent risk in airplanes: without
propulsion, there is no lift anymore. Nevertheless, we do
think that a similar reasoning based on elements is valid
for air transportation. For instance, one could imagine small
integrated transport modules or vehicles for a few persons,
that can be aggregated or combined at any time into larger
airplane modules. From an energy or sustainability point of
view, it would clearly be very appealing to be able to adapt
the size and propulsion power of the airplanes to the number
of registered passengers.

As we are no domain experts, we are clearly not entitled
to discuss the outlook of modular structures for transport
propulsion in depth or judge on their practical feasibility. We
also do not have any intention to oversimplify the difficulties
and complexities one would be confronted with during the

design of such elements. For example, the design of such
modular architectures obviously does not liberate the designer
from the laws of physics which need to be obeyed at all
times: when considering the elements for air transportation,
the relationship between the weight of the vehicle and the
wing surface creating the lift, should result in the required
equilibrium at the cruising speed, both for the singular and
aggregated vehicles. However, instead of making such ar-
chitectures impossible, these physical constraints could serve
as boundary conditions to solve the design equations. So,
instead of elaborating in detail on the actual design of such
modular building blocks (such as the elements), our main
goal is to illustrate the relevance of our modularity approach
for the design of transportation vehicles and show what kind
of possibilities normalized evolvable transport architectures
could unleash. For instance, the scalability issue mentioned in
Section III-A, would probably be largely solved if the industry
would manage to realized such elements.

IV. LOGISTICS ARCHITECTURES

Modularization is not necessarily limited to the analysis
of the vehicles and their load, but can also be applied at a
higher conceptual level such as the logistics supply chain.
For instance, triggered by the current inefficiencies of most
logistics networks (e.g., use of partly empty trucks, suboptimal
routes, traffic jams, overusage of highly polluting transpor-
tation modes) the Physical Internet (PI) Initiative aims to
design “an open global logistics system founded on physical,
digital and operational interconnectivity through encapsulation,
interfaces and protocols” [9, p. 152]. In order to achieve this
goal, they propose to design a global logistics system based
on the basic architectural principles adopted by the Internet
for the distribution of digital information. This means that
cargo is transported as a set of (smaller) packages, will reach
its destination by traveling via a set of connecting nodes,
may follow different routes (possibly upfront undetermined)
and employs an open infrastructure (public stock facilities or
transportation providers) to this end. Related to our focus, it is
interesting to observe that the initiators of the project explicitly
coin the importance of well-designed modular structures in
logistics and the problems originated by the opposite situa-
tion: “Innovation is bottlenecked, notably by lack of generic
standards and protocols, transparency, modularity and systemic
open infrastructure” [10, p. 5].

Whereas space limitations do not allow us to analyze all
listed characteristics for this new logistics system, some of
them can easily be related to our integration pattern analysis
presented above. First, regarding the cargo level, it is remarka-
ble that the current freight containers are considered useful, but
too coarse-grained. Instead, they propose a set of unitary and
composite π-containers as world-standard, smart, green and
modular containers. They would differ from the currently used
containers by being smaller (causing less “empty space” in
containers), (de)composable (allowing to attach or disconnect
multiple containers to each other), having advanced securing
and sealing possibilities, being equipped with smart sensors
and controllers, have conditioning capabilities if required, etc.
Stated otherwise, the authors of the initiative argue that one
large cargo container is not sufficient and should be considered
as a modular system on its own. Of course, the decoupling
between cargo and vehicle should be attained as it was the case
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for current containers. Therefore, at the vehicle level, vehicles
should be manufactured adhering to this new π-container
standard. Further, a global PI could spur the development of
vehicles optimized (e.g., using the most adequate integration
patterns) for the trajectory which they are required to serve
(i.e., in some trajectories external propulsion mechanisms may
be present, in others not).

Moreover, the vision of the physical internet refers to the
logistics network as an additional aggregation level, which
supersedes transportation vehicles (i.e., the aggregation level
upon which this paper elaborates) and which needs to be
redesigned adhering to modularity guidelines. For example,
[10, p. 10] states that logistics networks need to “evolve from
point-to-point hub-and-spoke transport to distributed multi-
segment intermodal transport”. The current logistics networks
allow a certain level of intermodal transport, as discussed in
Section III-B. For example, a container can be use multiple
modes of transport such as trains, ships, and trucks, without
the freight itself being handled. However, the smaller granu-
larity of the cargo as proposed by the physical internet will
encourage smaller segments and more advanced optimization
of the different segments. Once routing decisions can be
optimized for a single package, as opposed to an aggregation
of packages in a container, advanced algorithms based on the
routing algorithms of the digital internet can be leveraged. This
vision is in line with our observations based on modularity
reasoning on other abstraction levels, but needs to confront
the same practical challenges discussed earlier. For example,
this vision requires the development of nodes which are highly
optimized for load breaking: disassembling aggregations of
cargo into individual constituents, calculating the optimal route
for each individual π-container, and reassembling new aggre-
gations. As such, these nodes will need to be technologically
more advanced than the current logistics hubs.

Many node-to-node segments will still be operated by
traditional transportation vehicles, because of the economies
of scale of these vehicles. However, because of the small
granularity of a single segment and the load breaking capa-
bilities of the nodes, the optimal transportation vehicle can be
re-evaluated for each individual segment. Consider the final
segment an individual package has to travel to an individual
customer. In certain instances, individual air transport using
a drone could be the fastest way to fulfill such a segment.
Organizations such as Amazon are already experimenting with
this technology, albeit within very strict limitations: the final
delivery needs to be very close to an Amazon depot (a
traditional hub), and strict weight limitations are enforced.
This last limitation relates to the lift concern of air transporta-
tion vehicles discussed earlier. Current research demonstrates
how this concern can be made scalable without introducing
couplings with other concerns, such as drone control [11].
This research shows how cargo can be attached to multiple
supporting drones, which, based on force sensing, follow
the movement of one primary controlled drone. The primary
drone can now be controlled as if it was the sole transport
vehicle, albeit with a scalable propulsion concern. This can be
considered as an illustration of how state-of-the-art research is
able to make advancement towards NST integration patterns
previously considered practically impossible. Indeed, NST
prescribes that the integration of concerns needs to be solved
at the most fine-grained levels, for which several practical

obstacles have been identified in the past for air transportation
vehicles (cf. supra). The research of [11] demonstrates the
practical feasibility of adhering to this principle: a scalable
integration of the lift concern at the level of an individual π-
container. As such, we believe that further research elaborating
on the use of NST as a theoretical underpinning for R&D in
the logistics domain would be highly valuable.

V. CONCLUSION

This paper presented an overview of different modular
structures which could be identified within transportation vehi-
cles, as well as the different integration patterns in this respect
(with their associated benefits and drawbacks), using NST as
the theoretical basis. It is important to stress that none of the
authors claim to be transportation or logistics experts. Instead,
generally available knowledge within the domain was used as
the primary source for the analysis. The main contribution
is situated in the fact that we show the applicability and
relevance of NST in a context (i.e., transportation and logistics)
outside the original application domain of the theory (i.e.,
software systems). To this end, we identified modular struc-
tures at different granularity levels and discussed the benefits
and drawbacks of the different modular integration patterns
proposed by NST. Next, we also interpreted upcoming trends
and initiatives in the field, such as the Physical Internet, with
respect of their modularity characteristics. Given our non-
expert status in the transportation and logistics domain, we
encourage actual experts to scrutinize and validate or refine our
initial analyses provided. Additionally, future research could
be directed towards the application of a similar analysis regar-
ding the integration of cross-cutting concerns into (physical)
artifacts within a particular domain outside the transportation
industry.
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Abstract—We present The Social Picture, a framework to collect
and explore huge amount of crowdsourced social images about
public events, cultural heritage sites and other customized private
events. The collections can be explored through a number of
advanced Computer Vision and Machine Learning algorithms,
able to capture the visual content of images in order to organize
them in a semantic way. The interfaces of The Social Picture allow
the users to create customized collections by exploiting semantic
filters based on visual features, social network tags, geolocation,
and other information related to the images.
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I. INTRODUCTION

Nowadays, the diffusion of social networks plays a crucial
role in collecting information about people opinion and trends.
In social events (e.g., concerts), the audience typically pro-
duces and share a lot of multimedia data with mobile devices
(e.g., images, videos, geolocation, tags, etc.) related to what
has captured their interest. The redundancy in these data can
be exploited to infer social information about the attitude of
the attending people by means of Machine Learning (ML)
and Computer Vision (CV) algorithms. In [1] we introduced a
framework called The Social Picture (TSP) to collect, analyze
and organize huge flows of visual data, and to allow users the
navigation of image collections generated by the community.

In this demo, we present some additional features that
extend the work done in [1]: design of a new t-SNE (t-
distributed Stochastic Neighbor Embedding) exploration tool
suitable for very large collections, 3D reconstruction of her-
itage sites by means of the attending people’s photos, more
advanced statistics provided to event organizers, creation of
private events collections and temporal extension of collection
analysis. The rest of this paper is organized as follows. Section
II describes the aims and the features of the framework
presented in [1]. Section III describes some issues related to the
first prototype of the framework, and presents the implemented
improvements, as well as the new developed features. The
acknowledgement closes the article.

II. OVERVIEW

TSP is a social framework populated by images uploaded
by users or collected from other social media (Figure 1).
Anyone registered to TSP can become an event manager
and start a social collection accordingly to the “prosumer”
paradigm, where the users are both producers and consumers
of a service. Indeed, each collection has two kind of users:
the event organizer and the event participant. Imagine an art-
gallery manager who leases a famous Picasso’s painting with

Figure 1. The Social Picture’s architecture.

the aim to include it in a event exhibition, together with other
famous and expensive artworks. How does he know he did
a good investment? Which was the more attractive artwork?
The collection of the uploaded images of an event, gives
the sources analysed in TSP to answer the aforementioned
questions. The obtained information can be then exploited
by the event organizers for the event evaluation and further
planning. These information could be exploited, for example,
to perform aimed investments. The system can suggest what
is the better subject to use for the advertising campaign of the
event, or which of the attractions it worth to mainly repro-
duce in the souvenir shop products, to support merchandising
strategies. Feedback about what is the most interesting part
(i.e., the most photo captured) of a landmark building can
help on taking decisions about renovating some parts rather
than others as first investment. Users can add an image to a
collection by using either a mobile application and a website
interface. Furthermore, an event collection can be populated by
selecting images from the most common social networks for
images (e.g., Flickr, Panoramio, Instagram). Once an image is
uploaded, it is analysed by a set of CV and ML algorithms.
The web interface exhibits a range of filtering tools to better
explore the huge amount of data. When an event manager
creates a new collection, he is allowed to specify several
options to customize the image gathering, the social analysis
to be performed, and the visualization tools to be shown for
the users of that collection. The event manager is also allowed
to set a range of statistics, which will be available after the
analysis of the collected images. The several exploration tools
are based on both visual and textual information, such as
EXIF (Exchangeable Image File Format) data and a number of
ad-hoc extracted visual features. The visual analysis module
of the system feds all the images into two different CNNs
(Convolutional Neural Networks), AlexNet [2] and Places205-
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AlexNet [3], in order to extract the classification labels and
image representations. Furthermore, the system is able to
distinguish pictures depicting food, and pictures captured in
indoor/outdoor environments by exploiting visual features. The
system provides different exploration tools, detailed in the
followings. A demonstrative video is available at the following
link: http://iplab.dmi.unict.it/TSP

A. Advanced Tools in The Social Picture
Among the tools included in TSP, there is the one useful

to generate automatic subsets of images from a specific photo
collection. This tool allows the user to set the number of
images to obtain as output for a collection in TSP, and
automatically generates the subset of images taking into ac-
count visual features as well as EXIF information related
to the images composing the photo collection. In this way,
the user is provided by a number of representative image
prototypes related to the collection, which can be used for
different purposes (e.g., printing the most significative pictures
of paintings of a museum for a specific social group). For this
tool, CNN representation used in [3] is employed.

In [1], we exploited the fc7 feature extracted with the
AlexNet architecture [2] for each image and exploited the t-
SNE embedding algorithm [4] to compute a 2D embedding
that respects the pairwise distances between visual features.

The landmark heatmap is a visualization tool used to depict
the intensity of images at spatial points. The heatmap consists
of a colored overlay applied to the original image of a specific
landmark building or area of interest. Areas of higher intensity
will be colored red, and areas of lower intensity will appear
blue. The intensity of the heatmap is related to the number of
collected pictures that contain that visual area. By clicking on
a point of the heatmap, the user can retrieve and visualize the
images that contribuited to generate the map intensity at that
point.

Finally, the automatic image captioning, as described in [5],
is another feature included in TSP. With the aim to help the
user to include a description to an uploaded image, The Social
Picture automatically generates and suggests a description to
the user that can then refine it. The descriptions of images can
be used for text based query performed by the user.

III. PLATFORM IMPROVEMENTS

A. Hierarchical t-SNE
The first implementation of the t-SNE exploration tool in

TSP was unable to scale with the number of the collections’
images. The new tool presented in this demo implements an
hierarchical version of the t-SNE embedding which allows to
explore picture collections without limits on the amount of
processed pictures. This helps the user to better explore the
image distribution in a custom level of detail. Furthermore, the
user can choose a subset of images and compute the t-SNE
embedding of them directly on the browser. As the number
of pictures of a collection is unpredictable, the computation
of the t-SNE coordinates could be very expensive. Besides
the t-SNE computation, which needs to be executed only one
time per dataset, a huge number of pictures can affect the
browser efficiency for the visualization of the 2D embedding.
We organize the entire collection of pictures in a hierarchical
structure. After the collection is analysed (i.e., the fc7 features
have been computed for all the images) the system performs

a hierarchical k-means clustering of the image features. The
algorithm divides the dataset recursively into k clusters, for
each computation the k centroids are used as elements of a k-
tree and removed from the set. When this new version of the t-
SNE tool (hierarchical t-SNE) is executed, it shows to the user
the t-SNE embedding computed only for the elements in the
root of the k-tree (i.e., the picture centroids of the first k-means
computation). When the user selects one of these pictures, the
system computes the t-SNE of the pictures included in the
child node corresponding to the selected picture element. This
hierarchical exploration can be continued by selecting one of
the shown pictures and computing the t-SNE embedding for
its sub-elements in the hierarchy.
B. 3D Reconstruction

Starting from VSFM (Visual Structure From Motion) [6],
we are able to compute a 3D sparse reconstruction of large
photos collections. The models are augmented with colors for
vertices, related to the frequency of been acquired in a photo,
colors for cameras, related to the number of visual features
acquired by each photo, and with a plane which show the
spatial density of contributing users. We embedded in TSP the
models through a 3D web viewer based on Threejs, allowing
the users to browse the 3D sparse reconstructed models gaining
a cue about what are the points of view and the subjects
preferred by users when take photos. Moreover, the models in
the 3D web viewer can also be browsed through Leap Motion
system, an intuitive and fast interactive system.
C. Private Events

Private collections can be created in TSP: the private
collections con be accessed only by the owner and the invited
users. Owner invites users to contribute adding new photos to
the collection, while users receive the invitation through an
e-mail.
D. Temporal Update

We developed a temporal uddate for collection: owners of
collections can launch collection update request to server. It
is possible to check if new photos have been added since at
most 1 year from the time of creation or last update of the
collection. Once the window for update is set, server quiries
social networks for new photos and add them to the collection.
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Abstract—In the context of Smart Cities, the crowdsourced
approach provides huge amount of information that can be
exploited for the detection and monitoring of critical events.
To this aim, a framework to collect and analyze a multitude
of crowdsourced data is described in this paper. The proposed
system exploits the existing Radio Access Network (RAN) to
collect profiled users’ contributes within a specific area of interest,
which are properly analyzed. The results of such processing are
made available to the service that required the monitoring. This
supports the decision making process devoted to the critical event
response.

Index Terms—Crowdsourcing; Data Monitoring; Mobile Edge
Computing; Multimedia Analysis.

I. INTRODUCTION

Nowadays, the pace of urbanization is exponentially increas-
ing, with a multitude of information sources such as wireless
sensor networks, cameras, smartphones, wearable devices and
social networks. Such a huge amount and variety of data
provide new technological assets to deal with unprecedented
challenges in the context of smart cities.

In this scenario, the occurrence of critical events, such as
fires, heartquakes or explosions, needs to be quickly noticed
in order to safeguard the nearby citizens, who are often
unaware about accidents and risk their safety or hinder the
emergency operations. In this context, transports and ICT play
a crucial role in disaster response and management based on
information collected from smart heterogeneous entities such
as personal devices, cameras, connected vehicles, forming the
recent emerging Internet of Things (IoT) paradigm [1]. IoT
aims to have more pervasive connected objects which provide
heterogeneous information useful for future Smart Cities. The
Smart City aims to have a distributed, shared, horizontal
and social intelligence, which encourages the participation of
citizens and the organization of the city in a perspective of
optimizing resources and results [2].

The management of the aforementioned critical events, in a
Smart City context, requires two main actions: event detection
and monitoring. The first aims to detect signal anomalies, such
as anomaly values on mass movements, pollution data, etc.
The detection phase is devoted to a continuous observation of a
number of predefined data and the design of statistical models

of these observations in a normal context. When a critical
event occurs, the system detects an anomalous data pattern
with respect to ordinary conditions. This kind of analysis aims
to promptly understand what it is happening and how the
event is evolving, in order to support the decision making
process. Although the detection can be easily obtained by the
continuous observation of signals over a specific geographical
region, the monitoring of an event could require the collection
of live customized data in not observable areas. As an example,
an anomaly detection system could spot unusual behavior, such
as the presence of mass of people who are moving towards an
area due an accident. To quickly understand what is happening
in that specific area, a monitoring system needs to collect more
specific data related to the involved region. In this context, it
could be optimal to have a video stream from cameras which
observe that region. However, there is no guarantee of the
presence of such devices. One solution could be to ask nearby
people to contribute on collecting specific data through their
personal devices, exploiting a crowdsourced approach.

In this work, we propose a framework able to correlate user
data such as video, images and text, exploiting this information
in order to detect and monitor critical events and rapidly
notify the citizens. To this aim, the proposed framework
exploits the existing Radio Access Network (RAN), which
also provides computational capabilities defined by the Mobile
Edge Computing (MEC) paradigm [3]. Such a computing
paradigm allows the allocation of MEC IT application servers
that can be directly integrated on the LTE access nodes in
order to provide low latency and location awareness for real
time services, allowing the pre-processing of the data provided
by the users located within the range of the specific Base
Transceiver Station (BTS) [4].

The rest of this paper is structured as follows: Section II
describes some background information on detection of critical
events and how the crowdsourced approach can facilitate a
disaster management. Section III presents an overview of the
reference scenario. Section IV describes the architecture and
a typical execution flow of the proposed framework. Finally
in the last Section, some consideration and future work have
been presented.
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II. RELATED WORK

Many approaches have been proposed to automatically
detect patterns such as accidents (e.g., stampedes, fire) but
also busy roads and traffic jam. In [5], authors proposed
an automatic event detection technique for camera anomaly
based on image analysis. Starting from a procedure that ex-
tracts reduced-reference features from multiple regions in the
surveillance images, this technique detects anomaly events by
analyzing variation of features when image quality decreases
and field of view changes. In [6], it is presented a solution to
detect anomaly specifically designed for traffic cameras. This
work introduced a new state transition system that involves the
outcomes of image quality assessment and mixture of optical
flow histogram analyzing. A two-stage scheme was proposed
to reduce the computational complexity in order to meet the
real-time requirements of large-scale monitoring system. This
method can be used for traffic camera only. The work proposed
in [7] demonstrates how crowdsourcing can be facilitated in
the contexts of smart buildings and cities in order to support
a more effective and efficient integrated disaster management
approach. In this scenario, is explained how various participant
users including critical infrastructures, cars, buildings, and
humans could be connected via sensors and mobile APIs in
order to acquire data from surrounding environment.

In order to monitor abnormal events, the proposed approach
acquires data related to the environment by exploiting personal
devices, video surveillance systems deployed in the city and
wireless air quality sensor systems. These information can be
analyzed with proper techniques of pattern recognition and
data analysis, enabling the distribution of computation on
the smart cities with Mobile Edge Computing, exploiting a
crowdsourced approach.

III. SCENARIO

Over the last few years, with considerable complicity of
social networks, we have discovered the enormous value that
people can bring to different areas by means the informa-
tion they produce. Common users have become prosumer
(producer-consumer) of original contents.

The scenario considered in this paper regards the detection
and the monitoring of abnormal events in a city with the help
of its citizens. The main strength of a crowdsourced approach
is the pervasiveness of the people, who can be considered as
“mobile sensors”. A similar pervasiveness is hard to achieve
using an infrastructure of real sensors (eg. cameras) mainly to
their costs in terms of hardware, installation and management.
People are instead inclined to share information and multime-
dia contents about their activities and the environment around
them. Each user can be considered as a source of information
and can contribute to improve the knowledge on the area
where it is located and about a possible occurring event. The
contributions from many different users can be combined to
obtain an overall view of the area of interest. The proposed
scenario exploits a crowdsourced approach to determine the
type of event that occurs in a specific area and monitor how
the situation evolves.

Fig. 1. Proposed Framework

After an event detection notification, due to the observation
of abnormal signals, the proposed framework receives the
geographic information of the involved area. This information
is exploited to make a request to a proper MEC application,
which handles the communication between the involved users
and the framework. The system empowers the BTS to broad-
cast a “fast query” to the users within the interested area.

IV. PROPOSED FRAMEWORK

This section describes the proposed framework in order to
achieve a quick and efficient monitoring and being also able
to identify the specific critical event, warn citizens and call
the rescue services.

Initially, the event detection is carried out evaluating the
sudden movement of a large mass of people, through the
sensors on the personal devices, such as: accelerometer, gyro-
scope, proximity sensor and GPS position, enabling an implicit
crowdsourcing.

The main components of the framework, shown in Figure 1,
are the following:

• Service Interface: this component provides the access API
to the framework’s capabilities, which can be properly
exploited by an external service;

• Query Engine: this module is devoted to the definition
of fast queries used to interact with users, in a simple
and immediate way, with the aim of acquiring general
information about the status of a specific area affected
by an event. Moreover this module is also responsible
for generating multimedia contribution request to improve
the awareness about the area of interest.

• Crowdsourced Monitor: this module includes a set of
algorithms devoted to perform analysis and the inference
on the user gathered contents. The obtained results are
provided to the services on TOP and affect the user
profiling.

• User Profiling: this component collects historical data
about users interactions and performs a profiling based
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Fig. 2. A flow diagram that describes the step-by-step interactions among the different modules of the proposed framework

on the quality of the obtained information and the used
devices.

• RAN Interface: this module allows the interaction be-
tween the proposed framework and the RAN by means a
proper API.

In Figure 2, the details of the monitoring process are shown.
The monitoring process may be triggered by an automatic
system of event detection or by an operator to gain awareness
of what is happening in the affected area and acquire additional
details about the event in progress. The numbered arrows
describe a typical execution flow. Here follows a step-by-step
description of the actions taken by the system to serve the
request:

1) The framework receives through the Service On Top
Interface a monitoring request for a specific area.

2) The Query Engine processes the received request and
prepare a set of fast queries to send to the users located
in the area of interest.

3) The RAN Interface forwards the query messages to the

specific BTS, which covers the area and sends broadcast
text messages, containing the short questions.

4) The MEC Application deployed on the MEC Server
analyzes the users’ answers and filters them according
to the information accuracy (e.g., event awareness).

5) The Query Engine combines the acquired information
with the historical users’ profile data (e.g., trusted users,
device model).

6) The Query Engine exploits this information to define the
suitable contribution request.

7) The RAN Interface sends the contribution request to the
specific BTS which forwards it to the users demanding
multimedia contribution (e.g., video stream, pictures).

8) In this step, the MEC Application performs some pre-
processing on the multimedia contributes. For instance,
if the number of provided video streams is high, they
can be filtered considering several quality factors (e.g.,
video resolution, frame rate, stability). This prevents the
system to elaborate noisy information, and the reduction
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of the amount of the data to process.
9) The Crowdsourcing Monitor performs the analysis of the

acquired data. These analysis depend on the kind of the
required data and the aim of the analysis. For instance, if
the system requires to perform the visual monitoring of
the area of interest, the video streams provided by the
users can be clustered according to the visual content
with the aim to understand what is the most viewed
scene [8].

The whole above described process is made transparent to the
user by means of both the mentioned interfaces. The system
only requires the area of interest to be monitored.

V. CONCLUSION

This work presents a framework able to provide a quickly
monitoring of critical events, obtained by exploiting a crowd-
sourcing approach and Mobile Edge Computing paradigm.
Upon receiving a monitoring request, the system defines
a process that allows to collect, analyze and make proper
inferences on crowdsourced data, with the aim to provide
useful results to the service. The contributes of the users are
selected considering several factors including user proximity,
quality of the provided information, user profiling, as well as
the user answer to a fast query. The collected data are then
aggregated and analyzed. Examples of contributes aggregation
analysis are visual clustering and saliency of video streams.
The analysis results are then provided to the Service On Top
and exploited to update the users’ profiles.

In the next steps of this work in progress project, we are
building up an actual prototype of the proposed framework
with the aim to achieve experimental results and assess the
effectiveness of the method described in this paper.

In the last few years, emerging technologies have been
leading toward the realization of efficient cities, where tech-
nology will be applied to improve and support citizens’ daily
living in a realistic Smart City scenario in which the proposed
framework is fully integrated.
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Abstract—Patterns and pattern languages are a pervasive means
to capture proven solutions for frequently recurring problems.
They capture the expertise of domain specialists, as well as
the essence of concrete solutions in an abstract and generic
manner. These characteristics guarantee that patterns and pattern
languages are applicable for many concrete use cases. However,
due to this nature the knowledge about applying them to concrete
problems at hand is lost during the authoring process. The lack
of guidance on how to implement a pattern in a specific technical
or environmental context leads to immense manual efforts and
unnecessary reimplementations of already existing solutions. In
our previous work, we presented the concept of linking concrete
solutions to patterns in order to ease the pattern application.
In this work, we extend this concept and present an approach
to organize concrete solutions into Solution Languages, which
are means to structure the solution space of a pattern language.
We show how Solution Languages can be used to systematically
collect specific implementation knowledge to purposefully navi-
gate through a set of concrete solutions to ease and guide the
realization of patterns. We validate the approach of Solution
Languages in the domain of cloud application architecture and
illustrate its technical feasibility by a wiki-based prototype.

Keywords–Pattern Language; Solution Language; Pattern Ap-
plication; Solution Selection.

I. INTRODUCTION

In many domains, expertise and proven knowledge about
how to solve frequently recurring problems are captured into
patterns. Originated by Alexander et al. [1] in the domain of
building architecture, the pattern concept was also heavily
applied in many disciplines in computer science. Patterns
were authored, e.g., to support object-oriented design [2],
for designing software architectures [3], for human-computer
interaction [4], to integrate enterprise applications [5], for
documenting collaborative projects [6], or to foster the under-
standing of new emerging fields like the Internet of Things [7].
Triggered by the successful application of the pattern concept
in computer science, it is also gaining momentum in the
humanities, especially as a result of collaborative endeavors
and research in the field of the digital humanities [8].

In general, patterns segment domain knowledge into nuggets
of advice, which can be easily read and understood. They are
interrelated with each other to form pattern languages, which
ease and guide the navigation through the domain knowledge.
This is often supported by links between patterns, which carry
specific semantics that help to find relevant other patterns
based on a currently selected one [9]. In previous work, we
showed that this principle can be leveraged to organize patterns

on different levels of abstraction into pattern languages [10].
Refinement links can be used to establish navigation paths
through a set of patterns, which lead a user from abstract
and generic patterns to more specific ones that, e.g., provide
technology-specific implementation details about the problem
– often presented as implementation examples. We further
showed that also concrete solutions, i.e., concrete artifacts
that implement a solution described by a pattern, can be stored
in a solution repository and linked to patterns [11] [12]. Thus,
we were able to show that pattern-based problem solving is not
only limited to the conceptual level, but rather can be guided
via pattern refinement towards technology-specific designs and,
finally, the selection and reuse of concrete solutions.

However, this approach still lacks guidance for navigation
through the set of concrete solutions. Navigation is only enabled
on the level of pattern languages, while it is not possible
to navigate from one concrete solution to others, due to
missing navigation structures. This hinders the reuse of available
concrete solutions especially in situations when many different
and technology-specific concrete implementations of patters are
available. As a result, it is neither easily understandable which
concrete solutions can be combined to realize an aggregated
solution, nor which working steps actually have to be done
to conduct an aggregation. Thus, an approach is missing that
allows to systematically document such knowledge in an easily
accessible, structured and human-readable way.

Therefore, we present the concept of Solution Languages,
which introduces navigable semantic links between concrete
solutions. A Solution Language organizes concrete solution
artifacts analogously to pattern languages organize patterns.
Their purpose is to ease and guide the navigation through the
set of concrete solutions linked to patterns of a pattern language.
Thereby, knowledge about how to aggregate two concrete
solutions is documented on the semantic link connecting them.

The remainder of this paper is structured as following:
we provide background information and give a more detailed
motivation in Section II. Then, we introduce the concept of
Solution Languages and a means to add knowledge about
solution aggregation in Section III. We validate our approach by
a case study and discuss how presented concept can be applied
in domains besides information technology (IT) in Section IV.
We show the technical feasibility of Solution Languages by a
prototype based on wiki-technology and by implementing the
presented case study in Section V. We discuss related work
in Section VI and, finally, conclude this work in Section VII
by a summary of the paper and an outlook to future work.
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II. BACKGROUND AND MOTIVATION

Patterns document proven solutions for recurring problems.
They are human-readable documentations of domain expertise.
Thereby, their main purpose is to make knowledge about
how to effectively solve problems easily accessible to readers.
According to Meszaros and Doble [13], they are typically
written and structured using a common format that predefines
sections such as the Problem, which is solved by a pattern,
the Context in which a pattern can be applied, the Forces that
affect the elaboration of concrete solutions, the Solution, which
is a description of how to solve the exposed problem, and a
Name capturing the essence of a pattern’s solution.

Patterns are typically not isolated from each other, but they
are linked with each other to enable the navigation from one
pattern to other ones, which are getting relevant once it is
applied. In this manner, a navigable network of patterns is
established – a pattern language. Often, a pattern language
is established by referring other patterns in the running text
of a pattern by mentioning them. This applies, especially, to
pattern languages that are published as a monograph. Using
wikis as platforms for authoring and laying out a library of
patterns has further enabled to establish semantic links between
patterns [6] [14]. This allows to enrich a pattern language to
clearly indicate different navigation possibilities by different
link types. Such link types can, e.g., state AND, OR, and XOR
semantics, describing that after the application of a pattern more
than one other patterns are typically also applied, that there is a
number of further patterns, which can be alternatively applied,
or that there is an exclusive choice of further patterns that
can be applied afterwards, respectively [6]. Further, they can
tell a reader, e.g., that a pattern is dealing with the equivalent
problem of another pattern, but gives solution advice on a
more fine-grained level in terms of additional implementation-
and technology-specific knowledge [10]. Thus, the navigation
through a pattern language can be eased significantly.

Since patterns and pattern languages capture the essence
and expertise from many concrete solutions of recurring
problems, implementation details, such as technology-specific
or environmental constraints, which affect the actual application
of a pattern for specific problems at hand, are abstracted away
during the pattern authoring process [15] [16]. As a result, this
abstraction ensures that the conceptual core ideas of how to
solve a problem in a context are captured into a pattern, which
makes a pattern applicable for many concrete use cases that
may occur. In the course of this, the application of patterns for
specific use cases is getting harder because concrete solutions,
i.e., implementations of a pattern, are lost during the authoring
process. Thus, we showed that connecting concrete solutions
to patterns in order to make them reusable when a pattern has
to be applied is a valuable concept to save time consuming
efforts [11] [12]. This concept is depicted in Fig. 1, where a
pattern language is illustrated as a graph of connected patterns
at the top. Based on the conceptual solution knowledge, the
pattern language opens a solution space, illustrated as an ellipse
below the pattern language, which is the space of all possible
implementations of the pattern language. Concrete solutions
that implement individual patterns of the pattern language are,
consequently, located in the solution space and are illustrated as
circles. They are related to the pattern they implement, which
enables to directly reuse them once a pattern is selected from
the pattern language in order to be applied.
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Figure 1. Missing Navigation Support through the Space of Concrete
Solutions connected to a Pattern Language

However, while navigation through conceptual solutions
is provided by pattern languages in terms of links between
patterns, such navigation capabilities are currently not present
on the level of concrete solutions, due to the absence of links
between the concrete solutions. Thus, if a concrete solution
is selected, there is no guidance to navigate through the
set of all available and further relevant concrete solutions.
Navigation is only possible via the conceptual level of patterns
by navigation structures of the pattern language. This is time
consuming if experts have their conceptual solution already in
mind and want to quickly traverse through available concrete
solutions in order to examine if they can reuse some of
them for implementing their use case at hand. Further, if
a set of concrete solutions is already present that provides
implementation building blocks for, e.g., a specific technology,
it is often necessary to quickly navigate between them in order
to understand their dependencies for reusing them. This is
specifically the case, if concrete solutions cannot be reused
directly, but need to be adapted to a specific use case. Then,
they still can provide a valuable basis for starting adaptions
instead of recreating a concrete solution from scratch. Finally,
if some concrete solutions have proven to be typically used
in combination it is valuable to document this information to
ease their reuse. While this could be done on the level of a
pattern language, we argue that this is bad practice because
implementation details would mix up with the conceptual
character of the pattern language. This would require to update
a pattern language whenever implementation insights have to be
documented. This can get cumbersome, if concrete solutions are
collected over a long period of time and technology shifts lead
to new implementations and approaches on how to aggregate
them, while the more general pattern language stays the same.

Therefore, to summarize the above discussed deficits, there
is (i) a lack of organization and structuring at the level of
concrete solutions, which (ii) leads to time consuming efforts
for traversing concrete solutions, and that (iii) prevents the
documentation of proven combinations of concrete solutions.
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III. SOLUTION LANGUAGES: MEANS TO STRUCTURE AND
ORGANIZE CONCRETE SOLUTIONS

To overcome the presented deficits, we introduce the concept
of Solution Languages. The core idea of Solution Languages
is to transfer the capabilities of a pattern language to the level
of concrete solutions having the goal of easing and guiding
the application of patterns via reusing concrete solutions in
mind. Specifically, the following capabilities have to be enabled
on the level of concrete solutions: (i) navigation between
concrete solutions, (ii) navigation guidance to find relevant
further concrete solutions, and (iii) documentation capabilities
for managing knowledge about dependencies between concrete
solutions, e.g., how to aggregate different concrete solutions to
elaborate comprehensive solutions based on multiple patterns.

A. Ease and Guide Traversing of Concrete Solutions
To realize the requirements (i) and (ii), a Solution Lan-

guage establishes links between concrete solutions, which are
annotated by specific semantics that support a user to decide
if a further concrete solution is relevant to solve his or her
problem at hand. Thereby, the semantics of a link can indicate
that concrete solutions connected to different patterns can be
aggregated with each other, that individual concrete solutions
are variants that implement the same pattern, or if exactly one of
more alternative concrete solutions can be used in combination
with another one. Depending on the needs of users, also
additional link semantics can be added to a Solution Language.
To give one example, semantic links can be introduced that
specifically indicate that selected concrete solutions must not be
aggregated. This is useful in cases, when concrete solutions can
be technically aggregated on the one hand, but, on the other
hand, they implement non-functional attributes that prevent
to create a proper aggregated solution. Such situations might
occur, e.g., in the field of cloud computing, where applications
can be distributed across different cloud providers around the
world. Then, this is also implemented by the concrete solutions
that are building blocks of such applications. Different concrete
solutions can force that individual parts of an application are
deployed in different regions of the world. In some cases, law,
local regulations, or compliance policies of a company can
restrict the distribution of components of an application to
specific countries [17]. In such situations, it is very valuable to
document these restrictions on the level of concrete solutions
via the latter mentioned link type. This can prevent users from
unnecessarily navigating to concrete solutions that are irrelevant
in such use cases. Nevertheless, the concrete solutions that are
not allowed to be used in a specific scenario can be kept in a
Solution Language, e.g., for later reuse if preventing factors
change or as a basis for adaptions that make them compliant.

While (i) and (ii) can be realized by means of semantically
typed links between concrete solutions as introduced above,
(iii) requires to introduce the concept of a Concrete Solution
Aggregation Descriptor (CSAD). A CSAD allows to annotate
a link between concrete solutions by additional documentation
that describes the dependency of concrete solutions in a human-
readable way. This can, e.g., be a specific description of the
working steps required to aggregate the concrete solutions
connected by the annotated link. Beyond that, a CSAD can
also contain any additionally feasible documentation, such as
a sketch of the artifact resulting from the aggregation, which
supports a user. The actual content of a CSAD is highly specific
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Figure 2. A Solution Language Structures the Solution Space of a Pattern
Language and Enables Navigation through Relevant Concrete Solutions

for the domain of the concrete solutions. The aggregation of
concrete solutions that are programming code can, e.g., often be
described by adjustments of configurations, by manual steps to
be performed in a specific integrated development environment
(IDE), or by means of additional code snippets required for
the aggregation. In other domains, such as the non-technical
domain of costumes in films, the required documentation to
aggregate concrete solutions looks quite different and can,
e.g., be a manual about how to combine different pieces of
clothing, which in this case are concrete solutions, in order to
achieve a desired impression of a character in a movie. So, a
CSAD can be leveraged to systematically document concrete
implementation knowledge about how to create aggregated
overall solutions. Thus, CSADs are the means to add arbitrary
documentation about how to aggregate concrete solutions to
a Solution Language. Hence, a Solution Language can be
iteratively extended over time to preserve the expert knowledge
of a domain on the implementation level, the same way
as pattern languages do on the conceptual level. Especially
in situations, when technologies are getting outdated and
experts, which are required to maintain systems implemented in
such technologies are getting only scarcely available, Solution
Languages can be valuable instruments that preserve technology-
specific implementation expertise and documentation. Since
concrete solutions are also connected to patterns, which they
implement, conceptual, as well as implementation knowledge
can be kept easily accessible and inherently connected.

The overall concept of a Solution Language is illustrated in
Fig. 2. There, concrete solutions are linked to the patterns they
implement. This enables a user to navigate from patterns to
concrete implementations that can be reused, as described in our
earlier work [11] [12]. Additionally, the concrete solutions are
also linked with each other in order to allow navigation on the
level of concrete solutions. For the sake of simplicity and clarity,
Fig. 2 focusses on links that represent can be aggregated with
semantics, thus, we omitted other link types. Nevertheless, the
relations between the concrete solutions can capture arbitrary
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semantics, such as those presented above. The semantic links
between concrete solutions and the fact that they are also linked
to the patterns, which they implement, enables to enter the
Solution Language at a certain concrete solution and allows to
navigate among only the relevant concrete solutions that are of
interest for a concrete use case at hand. For example, if concrete
solutions are available that implement patterns in different
technologies, then they typically cannot be aggregated. Thus,
entering the Solution language at a certain concrete solution and
then navigating among only those concrete solutions that are
implemented using the same technology, using semantic links
indicating this coherence (e.g., can be aggregated with), can
reduce the effort to elaborate an overall solution significantly.
Finally, Fig. 2 depicts CSADs attached to links between
concrete solutions in the form of documents. These enrich the
semantic links and provide additional arbitrary documentation
on how to aggregate the linked concrete solutions.

This way, a Solution Language delegates the principles
of pattern languages to the level of concrete solutions, which
helps to structure and organize the set of available concrete
solutions. While a pattern language guides a user through a set
of abstract and conceptual solutions in the form of patterns, a
Solution Language provides similar guidance for combining
concrete solutions to overall artifacts, all provided by semantic
links between concrete solutions and additional documentation
about how to aggregate them. Navigation support between
concrete implementations of patterns cannot be given by a
pattern language itself, because one pattern can be implemented
in many different technologies, even in ones that did not exist at
the time of authoring the pattern language. Thus, the elucidated
guidance is required on the solution level due to the fact that a
multitude of different and technology-specific concrete solutions
can implement the concepts provided by a pattern language.

B. Mapping Solution Paths from Pattern Languages to Solution
Languages

Since pattern languages organize and structure patterns to a
navigable network, they can be used to select several patterns
to solve a concrete problem at hand by providing conceptual
solutions. A user typically tries to find a proper entry point to
the pattern language by selecting a pattern that solves his or her
problem at least partially. Starting from this pattern, he or she
navigates to further patterns in order to select a complete set of
patterns that solve the entire problem at hand in combination.
This way, several patterns are selected along paths through the
pattern language. Thus, the selected patterns are also called a
solution path through the pattern language [10] [18]. Fig. 3
shows such a solution path by the selected patterns P2, P4, and
P5. If several solution paths proof to be successful for recurring
use cases, this can be documented into the pattern language to
present stories that provide use case-specific entry points to the
pattern language [19]. Further, if several concrete solutions are
often aggregated by means of the same CSAD, then this can
reveal that there might be a candidate of a composite pattern
that can be added to the pattern language by abstracting the
underlying solution principles, which might be supported and
automated by data mining techniques in specific domains [20].

Due to the fact that concrete solutions are linked with
the patterns they implement, solution paths through a pattern
language can support to find suitable entry points to the
corresponding Solution Language. Accordingly, a user can
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Figure 3. Solution Path from a Pattern Language
projected to a Solution Language

navigate from P2 to the concrete solution S4. From there, the
Solution Language provides navigation support to find further
concrete solutions that can be aggregated with S4. If concrete
solutions are available for all patterns contained in the solution
path, and if these can be aggregated with each other, then
the solution path can be mapped to the Solution Language.
This is illustrated in Fig. 3 by the highlighted path from S4

via S7 to S9 through the Solution Language. This allows to
translate design decisions that are taken on the conceptual
level of the pattern language to reusable concrete solutions that
are organized into the Solution Language. The mapping of the
solution path to a corresponding set of concrete solutions of the
Solution Language can, consequently, provide knowledge about
how to elaborate an aggregated solution of the selected patterns
by CSADs of the Solution Language, which can significantly
speed up the elaboration of an overall concrete solution.

IV. APPLICATION IN THE DOMAIN OF CLOUD COMPUTING

The pattern language of Fehling et al. [21] provides knowl-
edge about tailoring applications to leverage the capabilities of
cloud environments, such as Amazon Web Services (AWS) [22].
One important capability in terms of cloud computing is the
automatic and elastic scaling of compute resources. To enable
this, the pattern language provides the patterns Elastic Load
Balancer (ELB) and Stateless Component (SC). ELB describes,
how workloads of an application can be distributed among
multiple instances of the application. If workload increases,
additional instances are added to keep the application responsive.
Once, workload decreases, no longer required instances are
decommissioned, i.e., to save processing power and expenses.
The ELB pattern links to the SC pattern, which describes how
components that contain the business logic of an application
can manage their state externally, e.g., in an additional database.
These patterns are depicted at the top of Fig. 4.

Realizations of these patterns can be connected to them, as
depicted in the figure by S1 and S2. These concrete solutions
implement the patterns by means of AWS CloudFormation [23]
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Elastic	Load	Balancer Stateless	Component

S1 S2

"MyLoadBalancer" : {
"Type" : "AWS::ElasticLoad

Balancing::LoadBalancer", 
"Properties" : 

{ "Listeners" : 
[

{ 
"LoadBalancerPort" : "80", 
"InstancePort" : "80", 
"Protocol" : "HTTP" 

} 
] 

} 
}

"MyLaunchCfg" : { 
"Type" : "AWS::AutoScaling::Launch 

Configuration", 
"Properties" : { 

"ImageId" : 
"ami-statelessComponent", 

"InstanceType" : 
"m1.large" 

} 
}

• Create an AWS::AutoScaling::Auto 
ScalingGroup snippet

• Set the property LaunchConfigura-
tionName to the name of the 
AWS::AutoScaling::LaunchConfigu-
ration snippet that launches S2

• Add the name of the AWS::Elastic 
LoadBalancing::LoadBalancer
snippet that launches S1 to the 
property LoadBalancerNames

• Copy all three snippets into the 
Resources property of a plain 
CloudFormation template

Figure 4. Concrete Solution Aggregation Descriptor Documenting how to Aggregate Concrete Solutions in the Form of two CloudFormation snippets

snippets, which allows to describe collections of AWS-resources
by means of a java script object notation (JSON)-based
configuration language. Such configurations can be uploaded
to AWS CloudFormation, which then automatically provisions
new instances of the described resources. An excerpt of the
CloudFormation snippet that describes a load balancer is shown
on the left of Fig. 4. The MyLoadBalancer configuration defines
properties of the load balancer, which are required to receive
and forward workload. The corresponding CloudFormation
snippet, which implements the concrete solution S2 is shown
on the right. So-called Amazon Machine Images (AMI) allow
to package all information required to create and start virtual
servers in the AWS cloud. Therefore, the MyLaunchCfg snippet
of S2 contains a reference to the AMI ami-statelessComponent,
which is able to create and start a new virtual server that hosts
an instance of a stateless component. The link between S1 and
S2 illustrates that they can be aggregated in order to obtain an
overall solution, which results in a complete configuration that
allows the load balancer instance to distribute workload over
instances of virtual servers hosting the stateless component.

If a user wants to aggregate both snippets, he or she can
study the CSAD attached to the link between both concrete so-
lutions, which is outlined in the middle of the figure. It provides
detailed information about the actual working steps that have
to be executed in order to bring both CloudFormation snippets
together. Therefore, the CSAD describes that both snippets
have to be aggregated via a so-called AutoScalingGroup, which
is itself also a CloudFormation snippet. The AutoScalingGroup
references both, the MyLoadBalancer and the MyLaunchCfg
snippets via the properties LaunchConfigurationName and Load-
BalancerNames. Finally, all three snippets have to be integrated
into the property Resources of a plain CloudFormation template.
By documenting all this information into the Solution Language,
(i) the link from concrete solutions in form of CloudFormation
snippets to the patterns they implement, (ii) the semantic link
between these concrete solutions indicating that they can be
aggregated, and (iii) the detailed documentation about how to
perform the aggregation, can significantly ease the application
of the ELB and SC pattern in combination.

Besides the domain of IT, which deals with concrete
solutions that are intangible in the sense that they are often pro-
gramming code or other forms of digital artifacts, there are also
domains, exemplarily the domains of building architecture [1]
or costumes in films [24], which deal with concrete solutions
that are tangible artifacts. While the aggregation of intangible
solutions can often be automated [12], e.g., by merging code
snippets to an aggregated solution, the aggregation of tangible
solutions, such as concrete construction plans of buildings or
costumes in a wardrobe, has to be done manually. Especially,
in the latter case of tangible solutions, the concept of Solution
Languages can be used for documenting knowledge about how
to combine concrete solutions. Such knowledge is typically
not systematically captured, because of a missing methodical
approach. CSADs can be used to overcome this problem by
documenting procedures and manuals describing the working
steps to combine tangible solutions. For the case of costumes
in films [15], a Solution Language can be authored that allows
to reuse already present costumes for dressing actors. A CSAD
then can describe, e.g., how roles have to be dressed in a specific
scene of a film in order to create the intended expression of how
these roles relate to each other to create a perfect immersion.

V. PROTOTYPE

To proof the technical feasibility of the presented approach
of Solution Languages, we implemented a prototype on the basis
of PatternPedia [14]. PatternPedia is a wiki that is built upon
the MediaWiki [25] technology and the Semantic MediaWiki
extensions [26]. We implemented the case study presented in the
previous section. Therefore, we captured the cloud computing
patterns in form of wiki pages into PatternPedia and added links
between them accordingly to the pattern language of Fehling
et al. [21]. We also added the concrete solutions in the form
of AWS CloudFormation snippets to PatternPedia so that each
AWS CloudFormation snippet is represented by a separate wiki
page that references a file containing the corresponding JSON-
code. Then, we linked the wiki pages of the concrete solutions
with wiki pages representing the patterns they implement to
enable the navigation from abstract solution principles captured
in patterns to technology-specific implementations in the form
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of concrete solutions. So, we were able to navigate from patterns
to concrete solutions and select them for reuse once a pattern
has to be applied. To establish a Solution Language we declared
a new property can be aggregated with using the Semantic
MediaWiki extensions. Properties can be used to define arbitrary
semantics, which can be added to wiki pages. The defined
property accepts one parameter as a value, which we used to
reference wiki pages that represent concrete solutions. This
way, concrete solutions can be semantically linked with each
other by adding the property into the markdown of their wiki
pages and providing the link to the wiki page of the concrete
solution, which the can be aggregated with semantics holds.

To annotate the link between two specific concrete solutions
with information required for their aggregation, we added a
CSAD as a separate wiki page containing a detailed description
of the working steps required for aggregating them. Finally,
we used the query functionality of the Semantic MediaWiki
extensions to attach the CSAD to the semantic link between
two concrete solutions. We utilized the parser function #ask of
the Semantic MediaWiki extensions to query the two concrete
solutions that are semantically linked with each other via the
can be aggregated with property. This allowed us to also
navigate from one concrete solution to other relevant concrete
solutions based on the information of the semantic links, by also
providing information about how to aggregate both concrete
solutions to an overall one in a human-readable way.

VI. RELATED WORK

The term pattern language was introduced by Alexander et
al. [1]. They use this term metaphorically to express that design
patterns are typically not just isolated junks of knowledge,
but are rather used and valuable in combination. At this, the
metaphor implies that patterns are related to each other like
words in sentences. While each word does only sparsely provide
any information only the combination to whole sentences
creates an overall statement. So, also patterns only unfold
their generative power once they are applied in combination,
while they are structured and organized into pattern languages
in order to reveal their combinability to human readers.

Mullet [9] discusses how pattern catalogues in the field of
human-computer interaction design can be enhanced to pattern
languages to ease the application of patterns in combination.
He reveals the qualities of pattern languages by discussing
structuring elements in the form of different semantics of pattern
relations. Further, the possibility to connect artifacts to patterns,
such as detailed implementation documentation or also concrete
implementations is identified as future research.

Zdun [18] formalizes pattern language in the form of pattern
language grammars. Using this approach, he tackles the problem
of selecting patterns from a pattern language. He reflects
design decisions by annotating effects on quality attributes
to a pattern language grammar. Relationships between patterns
express semantics, e.g., that a pattern requires another pattern,
a pattern is an alternative to another one, or that a pattern is
a variant of another pattern. Thus, he describes concepts of
pattern languages, which are transferred in this work to the
level of concrete solutions and Solution Languages.

Reiners et al. [27] present a requirements catalogue to
support the collaborative formulation of patterns. These require-
ments can be used as a basis to implement pattern repositories.
While the requirements mainly address the authoring and

structuring of pattern languages, they can also be used as
a basis to detail the discussion about how to design and
implement repositories to author Solution Languages. Pattern
Repositories [6] [14] [28] have proven to support the authoring
of patterns. They enable to navigate through pattern languages
by linking patterns with each other. Some (c.f. [6] [14]) also
enable to enrich links between patterns by semantics in order
to further ease the navigation. Also, conceptual approaches
exist that allow to connect a pattern repository with a solution
repository, which can be the foundation to implement the
concepts introduces in this work. These concepts and repository
prototypes can be combined with our approach to develop
sophisticated solution repositories.

Barzen and Leymann [15] present a general approach to
support the identification and authoring of patterns based on
concrete solutions. Their approach is based on research in the
domain of costumes in films, where they formalize costume
languages as pattern languages. Costumes are concrete solutions
that solve specific design problems of costume designers. They
enable to hark back to concrete solutions a pattern is evolved
from by keeping them connected. They also introduce the
terminus Solution Language as an ontology that describes types
of clothes and their relations in the form of metadata, as well
as instances of these types. This completely differs from the
concept of a Solution Language as described in this work.

Fehling et al. [16] present a method for identifying,
authoring and applying patterns. The method is decomposed
into three phases, whereby, in the pattern application phase,
they describe how abstract solutions of patterns can be refined
towards concrete implementations. To reduce the efforts to
spend for implementing patterns, they apply the concept of
concrete solutions by means of code repositories that contain
reference implementations of patterns. While our approach is
designed and detailed for organizing concrete solutions the
argumentation in their work is mainly driven by considerations
about patterns and pattern languages. Thus, the method does
not introduce how to systematically combine semantics and
documentation in order to organize concrete solutions for reuse,
which is the principal contribution of our work.

VII. CONCLUSION AND FUTURE WORK

In this work, we presented the concept of Solution
Languages that allows to structure and organize concrete
solutions, which are implementations of patterns. We showed
how Solution Languages can be created and how they can
support the navigation through the solution space of pattern
languages based on semantic links, all targeting to ease and
guide pattern application. We further presented the concept of
Concrete Solution Aggregation Descriptors, which allows to
add arbitrary human-readable documentation to links between
concrete solutions.

In future work, we are going to conduct research on how
to analyze Solution Languages in order to derive new pattern
candidates based on Concrete Solution Aggregation Descriptors
annotated to links between concrete solutions, but also on the
question if a Solution Language can indicate new patterns in
a pattern language, for instance, in the case if links between
concrete solutions are missing or if aggregation documentation
cannot be clearly authored. We are also going to apply the
concept of Solution Languages to domains besides cloud
computing, e.g., to the emerging field of the Internet of Things.
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Abstract— Patterns describe proven solutions to reoccurring 
problems. Anti-patterns describe solutions, which are proven 
not to work for solving reoccurring problems. Both concepts 
are well understood, documented, and employed in several 
different disciplines. Another, more obscure pattern concept, is 
that of “dark patterns”. Dark patterns describe solutions used 
to trick users and are often considered to be anti-patterns. In 
this paper, we show that dark patterns have a different status 
and focus. Depending on the circumstances, a dark pattern can 
either be a regular pattern or an anti-pattern. Treating and 
documenting a dark pattern in the same way as a regular or 
anti-pattern could result in making malicious solutions easy to 
access and reproduce. We provide a review and delineation 
criteria for regular patterns, anti-patterns, and dark patterns 
in Human-Computer Interaction (HCI). This enables a more 
reflected knowledge transfer via patterns and protection of 
users from malicious designs. 

Keywords-basics on patterns; design patterns; anti-patterns; 
dark patterns. 

I.  INTRODUCTION 
Design is usually not a blind, directionless activity, but 

happens with a certain focus. In HCI, ‘design’ is most often 
encountered in regards to user interface (UI) design. A good 
or well-designed UI should be readable and understandable 
for the intended user group, provide quick access to the most 
often used commands and functions, not obstruct the view 
onto other parts of the program that are not part of the UI, as 
well as satisfy the user depending on the specific application 
and context. As can be expected, there is no “one size fits 
all” solution to good UI design. General guidelines and 
knowledge on what constitutes sensible UI design do exist, 
but these require the hand of an experienced designer when it 
comes to covering specific cases and contexts, where tweaks 
and modifications in even the smallest details are often 
necessary – details, which general guidelines do not cover 
[1][2]. 

A pattern or design pattern is a documentation of a 
working solution to a particular (design) problem, embedded 
in its context and with concrete implementation examples. In 
contrast to patterns, an anti-pattern (sometimes also written 
‘antipattern’) presents a solution that is proven not to work 
for solving a particular problem. A dark pattern describes a 
design solution intended to trick or otherwise deceive the 
user. 

Both, regular and anti-patterns, are aimed at carefully 
documenting the solutions contained within them and are 
tied to approaches and structures that support this aim. With 
dark patterns, however, such an approach would arguably 
defeat the purpose behind naming and describing patterns, 
namely making the described solutions easy to access and 
reproduce. A specific level of information is certainly 
necessary, but if one wants to protect users from harmful 
designs, is providing step-by-step instructions on how to 
easily reproduce such designs really the right way or rather 
even counterproductive? This is the reason why a more 
detailed analysis of dark patterns and their relation to regular 
and anti-patterns is important. 

In this paper, we provide such an analysis. We explore 
patterns, anti-patterns, and dark-patterns and the concepts 
behind them. We reflect on available literature in order to 
extract the basic characteristics of each type of pattern. We 
provide a minimal definition for each type of pattern and 
discuss these. As we will eventually discover, dark patterns 
carry their name only in the very loosest sense of the word, 
due to the lack of focus on reproducibility of the described 
solutions and other factors. In Section II, we provide a brief 
overview on related work to patterns, anti-patterns, and dark 
patterns. In Section III, we take a look at common 
definitions, structures, and examples for each pattern type, in 
order to extract the minimal requirements for a good or 
successful pattern of each of these types. The overall aim of 
the paper is to show the potential dangers of not clearly 
separating patterns, anti-patterns, and dark patterns and 
provide usable classification for all three pattern types to 
avoid these dangers. The paper concludes with a discussion 
of the results and future work in section IV, and an overall 
summary in Section V. 

II. RELATED WORK 
The term ‘pattern’ in this context was first coined by 

Christopher Alexander [3] to document techniques and 
solutions in architecture. His idea was to develop these 
small, standalone solutions with the eventual goal of making 
buildings by “stringing together patterns" [4]. Nowadays, the 
term generally refers to documented proven solutions to 
reoccurring problems in specific fields and contexts. Various 
pattern approaches exist and are applied in different 
disciplines, interaction design and software engineering 
being the most prominent among these [5][6]. 
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In HCI, patterns have been adopted for capturing UI 
design solutions in several domains, such as web design [7], 
contextual User Experience design [8], or the automotive 
domain [9]. In this paper, we shall mostly focus on UI design 
patterns as they are used in the HCI community, in order to 
keep the analysis and discussion condensed, though the 
eventual results should be expandable into other domains. 

Providing solutions to problems and giving guidance to 
novices and experts was traditionally done via guidelines. 
Using guidelines is subject to a number of problems [1][2]. 
They are often too simplistic or too abstract, they can be 
difficult to interpret by the designer, or they can even be 
conflicting with other guidelines, due to their general nature 
and the many different application contexts. Due to this same 
general nature, it can be difficult to identify which concrete 
problem(s) a guideline actually addresses. One particularity 
of patterns is that they are always focused on a certain 
problem. Where a guideline would give an overall answer to 
a question of the form “How do I do x?” a pattern would 
answer “How do I solve x?”. 

Patterns are less holistic but more specific, with a focus 
on providing a completely retraceable solution to a specific 
problem. According to Van Welie and van der Weer [6], this 
makes them even potentially better tools than guidelines. 
Patterns usually contain more specific knowledge than 
guidelines, but with a much narrower thematic focus. 
Depending on the abstraction level of a pattern [10], it can 
contain little to no guidance towards any greater overall task 
the problem might be a part of. Patterns can thus be seen as 
complementing guidelines and other means of general 
guidance. It is also possible for a pattern to contain 
information from several guidelines, but only the parts 
pertaining to a particular situation or problem [11]. 

Pattern creation or “mining”, as it is often called (e.g., 
[5][17]), is a lengthy and structured process, requiring 
designers who were actually able to solve a certain problem 
to retrace their steps and carefully document how they 
arrived at their solution in several iterations. The goal is to 
fully document the solution finding and implementation 
process embedded in its context, so that the solution can be 
faithfully reapplied in a similar or even different context, if 
possible. Contemporary pattern approaches still follow 
Alexander’s general intention of individual patterns working 
together as solution elements to larger problems. Patterns 
are, therefore, rarely standalone, but are collected in 
collections or repositories, which are either published as 
paper volumes or online. 

Where patterns describe working solutions to reoccurring 
problems, anti-patterns do the opposite; they describe 
solutions to reoccurring problems that are proven to not 
work. The basic idea is the same as with regular patterns – 
carefully document the solution process as well as its 
embedded context. The overall goal, however, is to avoid the 
solution the anti pattern describes rather than its 
implementation. Appleton [12] describes anti-patterns as 
descriptions of lessons learned instead of the best practices 
described by regular patterns. 

A third type of patterns, although not as well documented 
as the former two, is that of dark patterns. Brignull [13] 

defines dark patterns as descriptions of design solutions, 
which “appear[s] to have been carefully crafted to trick 
users into doing things […] and they do not have the user’s 
interests in mind.” What might be desirable and good design 
in one instance could very well be a dark pattern in another – 
otherwise, e.g., spoofing would not work as well as it (sadly) 
often does. 

So the distinction between regular and dark patterns is 
not as clear-cut, as it might seem at first glance. Similarly, it 
is sensible to expect a dark pattern solution to work at least 
moderately well for its envisioned purpose or it would not 
warrant the attention. In this case, however, it would be 
incorrect to label it an anti-pattern, as anti-patterns document 
solutions that do not work well in the first place. This 
somewhat muddy situation is reflected in the literature. To 
provide an example, in their 2014 DIS Paper, Greenberg et 
al. [15] define dark patterns as anti-patterns in a wider sense, 
whereas darkpatterns.org [14], a website dedicated to expose 
deception and malicious design practices, explicitly separates 
dark patterns from anti-patterns as their own pattern 
category. 

III. ANALYSIS 
In the following three sections, we provide common 

concepts, structure templates (where available), and 
examples of patterns (also referred to as ‘regular patterns’ in 
order to not confuse them with the latter two types), anti-
patterns, and dark patterns. We then use these to derive 
commonalities for each pattern type. At the end of each 
subsection, we transform these commonalities into a brief list 
of minimal requirements for each pattern type. The analysis 
is a high-level one, with focus on common concepts. It is not 
intended to be an encompassing and detailed meta-analysis 
of all available pattern literature. 

A. Regular Patterns 
Since a pattern describes a proven solution to reoccurring 

problems, this means that each pattern starts from a problem, 
which requires a solution. The solution described in a pattern 
needs to be a reliable and proven one. If it worked only once, 
then it is not a good solution for a pattern. The general rule 
for what constitutes a solution as proven is commonly known 
as the rule of three [5]. If a solution has worked to solve the 
problem in at least three cases, then it is considered a 
working solution. This is not a hard rule, but it has generally 
been accepted in most pattern approaches. 

As mentioned previously, one of the main ideas behind 
pattern approaches in general is to describe only that single 
solution instead of giving general guidance. At the beginning 
of the pattern mining process, the pattern writer retraces each 
step that leads to the eventual solution until s/he has a 
complete description of every single step, which led to the 
solution, including the exact context the solution was 
embedded in, as well as contextual forces and other 
variables. The term ‘writer’ might suggest only one 
individual, but it is not unusual for several individuals to be 
involved in a pattern mining and writing process. 

In order to ensure a good end product of such an involved 
process, a successful pattern should usually satisfy a number 
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of requirements in order to be considered of sufficient 
quality. In a meta-study on pattern requirements and 
guidelines, Wurhofer et al. [8] defined the following 
requirements for patterns, based on the work of Niebuhr et 
al. [18], McGee [19], Khazanchi et al. [20], Borchers [10], 
and Dearden et al. [21]: 

a) Findability: A pattern needs to be easily findable 
within a pattern collection or language. If it already requires 
considerable effort to find a pattern in the first place, then 
that defeats the aim of patterns to provide easier access to 
specific information. 

b) Understandability: The described solution must be 
understood by its users. A solution, which is not understood, 
can hardly be implemented correctly (or at all). 

c) Helpfulness: The described solution must be 
feasibly realizable within the reader’s available resources. It 
must furthermore contain enough information, so that the 
reader can realize the solution in practice. 

d) Empirical Verification: The pattern solution should 
be supported by empirical data. A solution supported by 
empirical data is of higher quality than one, which is based 
only on individual experiences and/or observations. 

e) Overall acceptability: This is an additional criterion 
to capture the subjective component of whether or not a 
reader agrees with a pattern solution or not, regardless of the 
presence or absence of deficiencies in any of the other 
quality requirement categories. 

To ensure that a pattern satisfies these and similar quality 
criteria, they are often written according to predefined 
structures or templates. Such templates contain fields for all 
the essential information for a successful pattern in a certain 
domain. Gamma et al. [5] proposed a detailed structure in 
their influential work about design patterns, which consists 
of 13 fields, tailored towards documenting object oriented 
software solutions. Tidwell [7] proposes a slightly simpler 
and more generally suited structure, which consists of the 
fields Name, Examples, Context, Problem, Forces, Solution, 
Resulting Context, and additional Notes. 

In another pattern collection, Tidwell [22] even proposes 
a rather minimalistic pattern structure containing only the 
four categories What, How, Why, and When. This structure 
expresses the minimal requirements of a pattern, in that it 
needs to address a problem via its solution (the What), 
describe the solution and the steps that need to be taken (the 
How), a justification and explanation of why the solution 
works as it does (the Why), and an explanation of the context 
and conditions for successful reapplication (the When). 

Mirnig et al. [11] propose a general pattern structure 
intended for use across disciplines. This pattern structure is 
very similar to Tidwell’s and consists of only five mandatory 
elements: Name, Problem Description, Context and/or 
Forces, Solution, and Examples. 

B. Minimal Regular Pattern Requirements 
Based on these observations, we can conclude that a 

successful pattern should at least contain the following 
elements: 

a) Means of reference: Name, Type, Keywords, and 
similar elements serve to distinguish a solution description 
from others, help build references between solutions, which 
are dependent on other solutions or problems, and aid in 
finding or re-finding the particular solution in a collection or 
database containing several patterns. Corresponds to the 
criterion of findability. At least one such means of finding 
and reference should be contained in every pattern. 

b) Problem description: Patterns are not general 
guidance documents but always targeted at a specific 
problem. This problem must be described or explicitly 
mentioned at least briefly, to let the reader decide whether 
the pattern is of use in the particular case or not. 

c) Context description: Since patterns provide solutions 
for very concrete problems, these problems need to be 
described in the context the solution occurred in. Depending 
on the context, some solutions are not feasible or have 
different effects than they would have in other contexts. 
Ideally, this context description includes a detailed listing of 
the forces influencing the solution, but not necessarily. The 
basic requirement is a description detailed enough to let the 
reader decide whether the solution can be applied in the 
particular context or not. 

d) Solution description: The solution is arguably the 
most important part of a pattern. It must be described, not 
merely mentioned, ideally from the identification to the 
problem to the fully working implementation of the solution 
in a step-by-step manner. 

e) At least one example: In order to satisfy the general 
requirement of giving practical guidance, the pattern should 
contain at least a description of one case of a successful 
solution implementation. 

It should be noted that none of the examined templates 
and structures contained written documentation of the 
solution status as “proven” as a requirement. Corresponding 
to the criterion of empirical verification by Wurhofer et al. 
[8], the assumption is that a pattern ideally contains more 
than one example in order to show that it worked in more 
than one case. However, the rule of three or other potential 
standards in this regard are rarely explicitly mentioned or 
enforced in pattern templates or structures. For this reason, 
the status as proven or the number of successful solution 
applications is also not included in the list of minimal pattern 
requirements above. 

C. Anti-Patterns 
If patterns are the “Dos”, then anti-patterns are the 

“Don’ts”. Anti-patterns are documentations of bad or 
nonworking solutions to problems. Appleton [12] 
distinguishes between two kinds of anti-patterns: 

Type 1: Those that describe a bad solution to a problem, 
which resulted in a bad situation. 

Type 2: Those that describe how to get out of a bad 
situation and how to proceed from there to a good solution. 

The second type of anti-pattern is also known as an 
“Amelioration Pattern” [17]. Type 2 or amelioration patterns 
skirt the boundaries between pattern types and are – 
depending on their level of detail – more of a combination of 
a type 1 anti-pattern (description of the bad solution) and a 
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corresponding regular pattern (description of the working 
solution). Anti-patterns are not as widely used as regular 
patterns, although they are arguably just as useful as regular 
patterns, in that they document solutions that, according to 
Coplien [24], might “look like a good idea, but which 
backfire badly when applied.” Like regular patterns, the 
negative nature of the anti-pattern’s solution might not be 
obvious, and the anti-pattern serves to make this fact explicit. 

Despite this, anti-patterns are not always documented in 
the same level of detail as regular patterns are. For example, 
Github’s list of anti-patterns [23] consists of only five 
elements, each one to two lines long, with only two of them 
containing actual reasons for why the solution is considered 
an anti-pattern. 

The Portland Pattern Repository Wiki [17], on the other 
hand, provides a detailed template very similar to that of a 
regular pattern, outlining the components a well-written anti-
pattern should feature. The structure proposed by this 
template is very similar to that of most regular pattern 
approaches. The main differences are references to other 
anti-patterns and positive patterns (in case it is a Type 2 or 
amelioration pattern), together with two context sections. 

In this paper, we want to understand anti-patterns as 
more than a simple listing of things not to do, since a simple 
listing does not ensure understandability, non-
reproducibility, verification, and other factors tied to the 
concepts the term ‘patterns’ carries. We shall call those, 
which satisfy these factors genuine anti-patterns, and those, 
which do not (i.e., simple listings or incomplete anti-
patterns) nongenuine anti-patterns. 

D. Minimal Anti-Pattern Requirements 
Keeping in line with regular pattern requirements and 

quality criteria, the following would be sensible high-level 
expectations from any (genuine) anti-pattern: (1) ensure 
(non-)reproducibility of the solution; (2) foster understanding 
why the solution does not work as intended; (3) provide 
distinction between the desired and actual outcome; (4) make 
the description accessible to experts and novices. Taking 
these into consideration and by matching them to the 
discussed anti-pattern approaches, we can conclude that a 
successful anti-pattern should at least contain the following 
elements: 

a) Means of reference: An anti-pattern needs to be 
easily found and be able to be referenced, so the same 
standards as for regular patterns apply. 

b) Problem description: An anti-pattern provides a 
solution to a problem, just like a regular pattern does. Since 
the distinction lies in the (in-)appropriateness of the solution 
and since the reader needs to be able to decide whether the 
anti-pattern is relevant for him/her, the same standards as for 
regular patterns apply. 

c) Context description: Just like in a regular pattern, 
whether or not a solution works or can be considered “good”, 
depends on the application context and influencing factors. 
Therefore, the same standards as for regular patterns apply. 

d) Solution description: Unlike solution descriptions in 
regular patterns, the focus in not on reproducibility of the 
described solution. However, anti-patterns can describe well-

intentioned bad solutions, so the instructions should be 
detailed enough, so that the individual steps can be retraced. 
This way, it is easier to pinpoint where the solution went 
wrong (start, middle, end). Therefore, similar standards as 
for regular patterns apply here as well. 

e) Result description: An anti-pattern describes a 
solution, which does not work well or which does not work 
as intended. In order to adequately do this, the pattern needs 
to contain a description of the result of applying the pattern 
solution in the particular context(s), in order to allow the 
reader to compare the desired with the actual result. 

f) At least one example: Similar to regular patterns, the 
anti-pattern should contain at least one example case. In an 
anti-pattern, however, the focus is not on reproducing the 
solution. Therefore, the example should serve to justify the 
implicit or explicit assumption that the solution described by 
the anti-pattern leads to the described result. 

E. Dark Patterns 
A dark pattern describes a design solution, which 

“appear[s] to have been carefully crafted to trick users into 
doing things … and they do not have the user’s interests in 
mind.” [13]. Unlike anti-patterns, this definition by Brignull 
et al. does not leave room for well-intentioned solutions, 
which did not work out as intended. The definition found on 
darkpatterns.org, an adaptation of the previous definition, 
makes this even more explicit: “Dark Patterns ... are not 
mistakes, they are carefully crafted with a solid 
understanding of human psychology, and they do not have 
the user’s interests in mind.“ [14] 

Where a pattern describes a well-working solution and an 
anti-pattern describes one, which does not work well (or as 
well as it was intended to work), a dark pattern describes a 
solution, where the intention behind it is a negative one. 
Documenting a solution as a dark pattern is a way of 
exposing often well-hidden malicious practices (e.g., hidden 
costs in “free” services or disguised advertisements). There 
is no direct requirement of the solution having to work well 
(pattern) or not (anti-pattern). Greenberg et al. [15] and 
Zagal et al. [16] also highlight the intentionality of a dark 
pattern as the main distinguishing characteristic from an anti-
pattern. Nonetheless, they combine both dark patterns and 
anti-patterns in a broader sense in their work. 

However, it would be reasonable to expect a dark pattern 
to be more important or more dangerous, if the solution it 
describes worked well rather than the opposite. After all, if a 
design intended to trick the user does not work very well as 
per its intended use, then that solution is less dangerous than 
one, which works very well in tricking users. 

So in a way, it would seem more sensible to consider 
dark patterns to be closer to regular patterns instead of anti-
patterns. Taking the proposed minimal recommendations we 
found for regular patterns and applying them to dark patterns 
would also be misguided, however, as the focus of regular 
patterns lies in their reapplicability – the exact opposite of 
dark pattern solutions, which should not be reproduced [13]-
[16]. 

As we can see, the distinguishing characteristic of a dark 
pattern is not the quality of its solution, and neither is it the 

68Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-534-0

PATTERNS 2017 : The Ninth International Conferences on Pervasive Patterns and Applications

                           77 / 148



level of detail of its solution description. It is rather the 
intention behind the design solution and its status of 
undesirability, which makes a particular solution a dark 
pattern solution. Dark patterns are, much like shallow anti-
patterns, often simply documented as brief statements of the 
solution implementation, followed by a list of examples. The 
focus is more on warning the user and exposing 
malpractices. 

F. Minimal Dark Pattern Requirements 
Considering that a dark pattern is not about reproducing a 

solution, but a statement as to how and why a particular 
solution is malicious and should be avoided, we arrive at the 
following minimal requirements to satisfy these aspects: 

a) Means of reference: If a dark pattern should carry 
the name ‘pattern’ for a reason, then it should also satisfy the 
general pattern requirement of being easily referenceable, in 
order to build a pattern collection or language. Therefore, 
similar standards as for regular and anti-patterns apply. 

b) Solution description: Just like a regular pattern or an 
anti-pattern, a dark pattern is about a particular solution 
implementation. This solution needs to be described in 
enough detail, so that the reader can recognize it. 

c) Solution goal or intention: The focal points of dark 
pattern solutions are the malicious intentions behind the 
solution implementation. While the intention in regular or 
anti-patterns is, in most cases, simply the intention of solving 
the problem, malicious goals can be manifold and not always 
known to the reader (phishing, spoofing, credit card fraud, 
etc.). Therefore, the intention needs to be made explicit in 
dark patterns. 

d) Undesirability statement: The fact that the solution 
with its respective goal is an undesirable one might not be 
obvious to every reader, depending on his or her background, 
experience or legal knowledge. A dark pattern should, 
therefore, contain a statement about the undesirability of the 
solution. This also clearly demarcates it as a dark pattern. 

e) Undesirability justification: More important than the 
undesirability statement itself is an appropriate justification 
as to why the intention behind the described solution is 
undesired in a particular context (or all of them). This 
justification might often be obvious or already implicitly 
contained in the solution description, but it is nevertheless 
very important for three intuitively plausible reasons. First, a 
dark pattern should expose practices that skirt or cross legal 
and/or moral boundaries. They should not be based on one’s 
subjective sensibilities regarding aesthetics or other 
nonrelevant factors. Second, moral codes are still subjective 
in a wider sense and not uniform across societies, so an 
intersubjectively traceable reference should be provided. 
Third, legal constraints are similarly not uniform across 
nations, so an adequate reference or justification should be 
provided. 

f) At least one example: Similar in form to regular 
patterns and anti-patterns, examples have an entirely 
different function for dark patterns. They should warn users 

from interacting with the designs presented in the examples 
section. The focus should be on quantity over quality, since 
the designs need not be reproduced. 

To sum up, a regular pattern provides the reader with 
clear reasoning and context as to why and how a certain 
solution solved a particular problem. In the same spirit, a 
dark pattern provides the reader with a clear reasoning and 
context as to why and how a certain solution is undesirable 
from a legal and/or moral standpoint. 

TABLE I.  MINIMAL REQUIREMENTS PER PATTERN TYPE 

Requirement Patterns Anti-
Patterns 

Dark 
Patterns 

Reference 
means X X X 

Problem X X  

Context X X  

Solution X X X 

Goal/Intention   X 

Result  X  

Undesirability 
statement   X 

Undesirability 
justification   X 

Example(s) X X X 

G. Minimal Requirements - Summary 
When comparing the minimal requirements for the three 

pattern types we can see that, the only requirements all three 
have in common are reference means, solution description, 
and examples. Problem statement and context description are 
only relevant for regular patterns and anti-patterns. Anti-
patterns require an additional result description, in order to 
show how the solution does not work well or as well as 
intended. Dark Patterns, having a different focus, require an 
additional statement about the solution intention, the 
undesirability of it, and a justification for said undesirability. 
Since they do not focus on reproducibility of the solution, 
problem statement and context description are not required 
for dark patterns. An overview of the minimal requirements 
for each pattern Type is provided in Table 1. 

IV. SUMMARY AND DISCUSSION 
From this preceding analysis, we derive that there are 

two dimensions, which govern the separation between 
regular patterns, anti-patterns, and dark patterns. These two 
levels are completeness and focus. 

The completeness of a pattern determines whether it is 
genuine or non-genuine. Since completeness means fulfilling 
the minimum requirements outlined above, it is reasonable to 
state that only genuine patterns could be considered good or 
high quality patterns. There is no guarantee, however, that a 
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genuine pattern is automatically of high quality, as its 
content may still be lacking. This depends on the pattern 
mining and writing processes and cannot be dictated by 
structural requirements alone. 

The focus of a pattern finally decides whether the 
solution is a dark pattern solution or not. For the distinction 
between anti-patterns and regular patterns, the intentions 
behind the solution are irrelevant. Anti-patterns can be well 
intentioned with unintended side effects or misguided from 
the start, whereas regular patterns do not infer any legally or 
ethically relevant intentions beyond simply wanting to solve 
the particular problem. Thus, patterns and anti-patterns are 
focused on the solution and how well it works. We call these 
solution-centered patterns. Dark patterns are focused on 
the intentions behind a pattern solution. We call these 
intention-centered patterns. In their genuine form, patterns, 
anti-patterns and dark patterns are separate, non-overlapping 
categories. Only in their non-genuine form there is an 
(potential) overlap between anti-patterns and dark patterns. 
Regular patterns and anti-patterns share their status as 
solution-centered patterns. Only dark patterns are in the 
separate category of intention-centered patterns. 

A. Intentions Matter 
As we have learned, requirements for genuine dark 

patterns are different from both pattern and anti-pattern 
requirements. Furthermore, reproducibility is not a factor, 
and viability of the solution is a secondary rather than a 
primary factor. The solution might be easy or difficult to 
reproduce. It might be a solution that works well, moderately 
well, or not even all that well. But this does not really matter 
as to whether the solution description constitutes a dark 
pattern. What matters is the intention behind a problem 
solution. Consider phishing emails as an example case. 
There are more and less convincing phishing attempts – the 
more convincing ones are usually grammatically well written 
and spoof domain names, as well as corporate designs in 
some cases. Whether they are well done or not, the intention 
behind them is still a malicious one – be it obtaining personal 
information without a user’s consent, stealing passwords, 
committing monetary fraud, or a combination of these. 

The deciding factor in whether a solution is a dark 
pattern solution or not, is the intention with which it is 
implemented. This can mean that a dark pattern solution is 
newly developed for a certain nefarious purpose, or that a 
well-working and proven solution is appropriated and reused 
with malicious intent. This also serves as another clear 
delineation criterion from anti-patterns, as it might well be 
that an anti-pattern solution might lead to private date being 
made public with all its negative consequences (identity 
theft, credit card fraud, public shaming, etc.). If the intention 
behind the solution was, however, a positive one and the 
solution simply misguided for whatever reason, then the 
pattern is clearly an anti-pattern and not a dark pattern. 

B. What is a Pattern? 
This brings us to the issue of whether a dark pattern 

justifiably carries the term ‘pattern’ in its name at all. 
Describing a dark pattern solution at the same level of detail 

as a regular pattern or anti-pattern can lead to the opposite of 
what a dark pattern should do. A dark pattern should warn 
both users and designers from malicious solutions. They 
should not encourage such designs. If a dark pattern 
describes the malicious solution in great detail, however, 
then it does just that by making it more accessible and easier 
to (re-)implement. In order to be protected from a dark 
pattern solution, one needs to know what it looks like, what 
the intentions behind it are, and where it is or can be 
encountered. Knowing how to reproduce the malicious 
solution is hardly relevant at all in this context. 

The only time in which it seems appropriate to conflate 
dark patterns and anti-patterns is when we talk about non-
genuine patterns. Non-genuine patterns are patterns only in a 
wider sense, as they are problem solution descriptions of 
some sort, but without the level of detail, reproducibility 
focus and accessibility of genuine patterns. So if it is only 
appropriate to conflate dark patterns with other pattern types 
when they are incomplete, which essentially lowers their 
quality potential, there is little reason for dark patterns 
carrying ‘pattern’ in their name. However, it seems 
inappropriate to police the use of the term ‘dark pattern’ too 
strictly, as it is already widely used and usually understood 
in a somewhat consistent way. But we want to stress that 
dark patterns should not be considered patterns in the same 
way that regular patterns and anti-patterns are. The focus and 
purpose of dark patterns are decidedly different, and the 
‘pattern’ in ‘dark patterns’ should be used with care. 

C. A View Ahead and the Dangers of Knowing Too Much 
Informing user-centered design solutions and protecting 

the user from malicious intentions is often a difficult 
balancing act. Knowledge transfer is important, as is design, 
which caters to individual user needs and requirements. 
Well-documented and well-working solutions – especially 
those focused on trustworthiness, acceptance, and similar 
factors – are in constant danger of being “hijacked” by those 
with sinister intents. We cannot realistically expect to come 
up with user-centered designs, which are completely safe 
from being used with malicious intent. Neither can we 
expect phishing, scamming, spoofing, and other forms of 
cyber crime to disappear anytime soon. 

What we can do, then, is to be more careful when 
collecting, summarizing, and editing information. This keeps 
the knowledge transfer more focused by including necessary 
and omitting unnecessary information. Treating regular 
patterns, anti-patterns, and dark patterns as complex concepts 
with concrete purposes and requirements lessens the danger 
of a dark pattern containing instructions on how to easily 
reproduce its solution. Similarly, it lessens the chance of a 
regular pattern solution being used with malicious intent 
without anybody noticing. While it is probably true for dark 
pattern solutions that knowing too much can be bad, the 
opposite can be said to be true for knowledge about dark 
patterns. By knowing exactly what the purpose and 
requirements of a particular pattern type are, the patterns 
themselves can be more easily molded to fit that, and only 
that, particular purpose. This, in turn, raises their 
effectiveness, while at the same time reducing the potential 
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of misuse, misdocumentation, or over documentation. Thus, 
preserving knowledge and protecting the user need not 
always be at odds. 

V. CONCLUSION 
Dark patterns are different from both regular patterns and 

anti-patterns due to their focus. Dark patterns are not patterns 
in the sense that they describe solutions embedded in their 
context with a focus on (non-)reproducibility, but serve more 
as warnings. They, therefore carry the name ‘patterns’ only 
in a very loose sense of the word. In order to satisfy quality 
requirements, which are often associated with patterns in the 
tradition of Alexander [3][4], Gamma et al. [5], and others, 
we provided a minimal definition for genuine dark patterns, 
thus bridging the gap between dark patterns and other pattern 
types as much as possible. A fundamental difference in focus 
and requirements between the pattern types still remains and 
the ‘pattern’ in ‘dark patterns’ should be used with care. 

Future work will focus on refining dark pattern structures 
and centralization of information collection about malicious 
practices for use both within and outside of HCI. The 
definitions provided in this paper should serve to structure 
pattern approaches within and outside of HCI, especially 
regarding the sometimes neglected concepts of anti-patterns 
and dark patterns, as well as inspire more careful and 
focused handling of user-centered design knowledge. 
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Abstract—Detection of spatial and contextual patterns is of 
great importance to geoscientists interested in understanding 
and analyzing tectonic boundaries. To date, geoscientists have 
developed mostly manual detection methods and only recently 
has interest in the development of automated methods grown 
with the availability of high-resolution satellite data and the 
advancement of technologies such as Geographic Information 
Systems (GIS). Geoscientists are examining different approaches 
to automate the manual detection method of tectonically related 
phenomena, but considering the complexity, time-consumption, 
and assumptions usually made in the manual method, new 
automated detection techniques are anticipated to surface soon 
and will vary in implementation, accuracy, and time 
performance. In this paper, we present a Digital Elevation Model 
(DEM) based automated method for detection of spatial and 
contextual topographic patterns at tectonic boundaries. Our 
automated method was experimented and compared against 
recent existing methods with the same objective and the manual 
method, which is considered as the baseline. The results show 
that our automated method produces more accurate results than 
the existing methods. 

  
Keywords - Automated pattern detection; cluster analysis; 

lineaments; tectonics. 

I.  INTRODUCTION 
Context plays a major role in detecting patterns and can 

help improve the accuracy of the automated detection 
methods. In particular, spatial context is necessary and 
imperative in detection of patterns in natural phenomena. In 
this paper, we discuss a new automated detection method in 
the context of lineaments (such as faults). We chose this 
context, as a representative spatial context, primarily for the 
reason that it is complex and involves several steps, including 
image processing for pixel extraction from raster datasets, 
conversion of extracted pixels to vector lines, and detection of 
line clusters based on the context.  

Tectonic stresses acting upon a region can create 
deformation structures, such as folds, faults, and fractures. 
These structures act as pathways for weathering and erosion, 
influencing topographic pattern development in a region. 
Selecting lines (or lineaments) along changes in topography 
(ridges, valleys, etc.) is a common method in highlighting 
patterns of geologic structures. The scale of the lineaments 
often reflects the most prominent types of geologic structures 
[1]–[3]. Detection and selection of lineament patterns is most 
accurately conducted manually; however, automated methods 

are improving and their results are converging on the accuracy 
of the manually selected data. These automated methods still 
are prone to error, and validation of the dataset is crucial. 
Since large, tectonically sourced lineaments are not just 
expressions of a specific feature, but also a manifestation of 
lithospheric paleostress fields [4]–[7], errors in the orientation 
of lineaments can lead to incorrect interpretations of the 
geologic stress patterns through time [4].  

The most common methods of automatically extracting 
lineament data is from DEMs [8], [9], or from some surface 
derived from a DEM [10]–[12]. Derived surfaces are created 
to better enhance distinct topographic changes (‘edges’), and 
the derived surface most frequently used are hillshades [4], 
[11], [12]. The popularity of utilizing hillshades to select 
lineaments is based on how well it highlights topographic 
changes; however, since a hillshade is based on azimuthal 
direction and vertical angle of a ‘sun’, a single image will 
prominently highlight features perpendicular to the azimuthal 
orientation selected to make the hillshade [13]. Features not 
ideally oriented will be harder to select as the difference in 
Digital Number (DN) value across the ridge will be close to 
negligible. To overcome this hurdle, several hillshades with 
different azimuthal sun orientations can be created from the 
original DEM [13], [14]. Once edges have been enhanced, 
edge linking methods are used for automated line extraction 
[4], or modules such as LINE in PCI Geomatica.  

The line datasets selected from the various hillshades 
sometimes highlight the same topographic features, and the 
resulting final dataset has clusters of lines representing a 
single feature. Manually picking lineaments from the 
hillshades avoids this data clustering [13]; however, these 
clusters are unavoidable in automatically selected lineament 
data based on a multiple hillshade approach, requiring a 
method to de-cluster or assess the data. Assessment of 
automatically picked lineaments has most commonly been 
done subjectively as a visual assessment [12], [15]. There 
have been several objective approaches suggested: [4] used a 
hierarchical clustering of different datasets based on count and 
statistics of orientation and length of lineaments, similarly, 
[16] computed statistics of count and length of lineaments to 
compare different datasets, [8] implemented a confusion 
matrix approach with the distance between lineaments, and [9] 
used calculated reference point data to correlate with ground 
truth datasets as a comparison metric. While these objective 
methods deploy specific metrics to assess or de-cluster data, 
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none reference the original dataset, the DEM, to evaluate lines 
within a cluster as the most representative of the topographic 
feature they are meant to represent. Without consideration of 
what the lines represent, any de-clustering method or 
assessment allows for misoriented linear evaluations of 
topographic features, leading to misinterpretations of geologic 
stresses. 

The objective of this paper is to present a new method in 
assessing the different datasets that result from a multiple 
hillshade (MH) lineament selection approach, referencing the 
original DEM dataset as an objective assessment of lines. Our 
results are to be compared to the leading DEM based 
lineament method by [4] and a manual method, which we 
consider to be the baseline. The manual method, despite being 
very time consuming and in some parts involving subjective 
assumptions, is currently the only known method that 
produces highly accurate results. This, coupled with the 
observation that the geoscience community has spent many 
years refining and improving the manual method, would make 
it suitable to be used as a baseline for comparing the accuracy 
of automated methods, such as the one discussed in this paper. 

The rest of this paper is structured as follows. In section 2, 
we discuss the study area and the digital elevation model we 
use. Section 3 outlines our methods: automated selection of 
lines, derivation of metric to validate lines, and cluster 
analysis. Our results are presented in section 4 and discussed 
in section 5. Concluding remarks and future work are found in 
section 6. 

II. STUDY AREA AND DATA 
The eastern margin of North America has been subjected 

to several mountain building (orogenic) events over the last 
500 million years, the final event constructing the 
Appalachian Mountains. For the purposes of this study, we 
locate our region of interest to an approximately 9km x 9km 
region in central Pennsylvania within the Valley and Ridge 

province of the Appalachian Mountains. This area is 
dominated by folded beds whose preferential weathering and 
erosion dominate the topographic development in the area. 
Ridges and valleys within this particular area trend NE-SW at 
an azimuth of 67°. Our DEM is a 1-arc second (~30m) 
resolution elevation model from the Shuttle Radar 
Topography Mission (SRTM) V2. Within the DEM, there are 
two distinct topographic expressions. In the northern and 
western portions, there is a distinct topographic representation 
of the valleys and ridges associated with the province, with 
high topographic relief. The southeastern portion has no 
pronounced ridge system and the topographic relief in this 
region is low. It is likely that the structures expressed by 
topography in this region are joints (fractures). 

III. METHODS 
Our new method discussed in this paper is similar to the 

Multi-Hillshade Hierarchical Clustering (MHHC) method 
presented in [4]. The selection of clusters follows similar 
steps, but our methods vary in how we process those clusters. 
Our method is composed of three parts: 1) automatic 
selection of lines in PCI Geomatica, 2) derivation of a metric 
to validate the best oriented lines, and 3) the cluster analysis. 

A. Automatic Selection of Lines 
The automatic selection of lines is composed of four steps: 

1) creation or acquisition of a DEM, 2) derivation of 
hillshades from the DEM at various illumination azimuths, 3) 
line extraction based on edge detection, and 4) reduction of 
noise. The DEM can be created from vector or LIDAR data, 
or acquired as a subset or mosaic of existing DEMs. In our 
case, we utilized a subset of a DEM with coverage in central 
Pennsylvania. From the DEM, we derived eight hillshades at 
45° illumination orientations starting with 0° (north) and 
ending with 315° (northwest). We selected these eight 
orientations to best highlight topographic changes 

 
Figure 1.  (a) The final dataset of all lines extracted from the multiple hillshades in PCI Geomatica with noise reduction, and (b) Aspect of the DEM. 
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(ridges/valleys) that may otherwise not be well-highlighted 
given only a single illumination orientation. For example, a 
ridge oriented east-west will best be highlighted with a north-
south illumination and not an east-west orientation. Each 
image was then imported into PCI Geomatica, calling on the 
LINE module to extract lineaments. The LINE algorithm is 
comprised of three steps. The first is the edge detection 
operator (Canny edge detector) followed by thresholding to 
produce a binary edge raster [17]. This image is then 
processed by many substeps to extract the vector lines [4], 
[17]. Further, and more detailed, description of the workflow 
for the LINE module can be found in [17]. The LINE module 
requires several parameters to be input, and these parameters 
can impact the count, length, and spatial accuracy of the 
selected lines [4]. Parameter selection was based on several 
trials and visual assessment of the output. The parameters we 
selected are provided in Table 1. The values in Table 1 are 
expressed in pixels (px) as these are the values of inputs used 
by the software. A vector shapefile of automatically selected 
lineaments is output for each of the eight hillshade images. 
These shapefiles were merged into a single dataset, and each 
line was split at vertices. Splitting the lines increases the 
number of lines and the dataset size, but it also allows for 
interpretation of multiple structures influencing a single 
topographic feature. Azimuthal orientation and length of each 
line was calculated and added as a field to the dataset.  

Noise reduction was performed using a raster approach 
outlined in [4]. The merged dataset was converted to a raster 
image using the line density tool in the computer program, 
ArcMap [18]. In the output raster, considering a relatively low 
value for search radius, clusters of lines are depicted as regions 
with high DN values, while solitary lines have lower DN 
values. Zonal statistics of the line density output raster were 
calculated within a 60m buffer around each line and the mean 
DN value was appended to the line dataset. Lines associated 
with low DN values were deleted from the dataset. It must be 
noted that, while this noise reduction decreases the total 
number of lines, it also may remove small, but structurally 
relevant data. At this stage of the research, we continued with 
the noise reduction, as it is what was employed by [4] in their 
method. As our work continues, we will need to make 
considerations of the validity of noise reduction in the context 
of geologic structural and field data. The final dataset is shown 
in Fig. 1A. Clusters of lines can clearly be seen that follow 
ridge/valley profiles. 

TABLE I.  TABLE OF PARAMETERS FOR LINE SELECTION IN PCI 
GEOMATICA. 

Parameter Value Used 

Filter Radius 10 px 

Edge Gradient Threshold 30 px 

Curve Length Threshold 30 px 

Line Fitting Error Threshold 9 px 

Angular Difference Threshold 30° 

Linking Distance Threshold 20 px 

 

B. Derivation of Metric to Validate Lines 
In deriving a metric to validate lines, special attention must 

be paid to what these line features represent, which, based on 
the MH approach, are changes in topography. Not all lines 
within a cluster are true representations of the topographic 
feature they are meant to highlight. The most accurately 
oriented line will have slopes oriented differently on both the 
right and left side of the line, as that line represents some 
valley or ridge. This will not hold true for lines inaccurately 
oriented, as the same slope orientation can exist on both sides 
of the line. To implement this idea and develop a metric which 
we refer to as the inflection value, we first derive an aspect 
image from our DEM (see Fig. 1B). This provides us with the 
azimuthal orientation each slope is facing within the DEM. 
The aspect image is converted to a point shapefile. We then 
create 60m left and right buffers around each line. 
Unfortunately, the zonal statistics tool does not take into 
consideration circular statistics, so we calculated the sine and 
cosine for the azimuth at each point and developed our own 
zonal statistics tool specifically for circular data. This tool 
uses the aspect point shapefile and the left and right buffers as 
input and calculates the mean of the sine and cosine within 
each buffer, and converts that value back to azimuthal 
notation. The difference between the mean aspect values in 
the left and right buffers of each line gives us the inflection 
value. High inflection values represent lines that more 
accurately represent the feature they are meant to highlight, 
since the slopes on either side of a ridge or valley should face 
opposite directions. 

C. Cluster Analysis 
The following workflow, adapted from [4], is applied to 

the line dataset to reduce clusters to one linear feature: 
 
1) Choose the longest line in the main dataset. 
2) Make a buffer around the chosen line. 
3) Select all lines completely within that buffer. 
4) Select lines with azimuth within 20° from the line 

selected in step 1. 
5) Select the line with the largest inflection value, save it 

to a new shapefile – the final dataset - and delete all 
selected lines in the main dataset. 

6) Repeat from step 1 until no lines remain in the main 
dataset. 

 
We compare our cluster analysis with that suggested in 

[4], which follows a similar workflow up until step 5: 
 
5) If the selection contains more than 4 lines, continue to 

step 6, otherwise save the originally selected line to a 
new shapefile – the final dataset – and continue to step 
8. 

6) Create a buffer around selected lines (=cluster) with 
the following attributes: count of selected lines, 
average length, and average azimuth. 

7) Create a new line using the average length and 
azimuth in step 6, and save it to the final dataset 
shapefile. 

8) Delete all selected lines from the main dataset. 
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9) Repeat from step 1 until no lines remain in the main 
dataset. 

 
In deploying the method outlined in [4], we had to explore 

and make some assumptions as to the size of buffers. The 
buffer size in step 2 is determined by processing the dataset 
using the two methods using 150m, 200m, 250m, and 300m 
buffers. The results are visually assessed to evaluate the buffer 
size that best de-clusters data; where clusters are reduced to a 
single line and not an excess of lines are deleted. In step 6 for 
[4], we utilized a buffer of 60m, which was large enough to 
allow all buffered lines to intersect one another. Beyond these 
assumptions, we maintained the exact process as described in 
[4] to better compare the two methods and assess sources of 
difference. For both methods, the algorithms were written in 
Python in ArcGIS using the ArcPy library. 

IV. RESULTS 
The results of the method by [4] using 150m, 200m, 250m, 

and 300m buffers at step 2 are shown in Fig. 2. Similarly, Fig. 
3 shows the results using our new method. The lines in these 
images represent final de-clustered line datasets within the 
region of interest using different buffer sizes in step 2.  

Both sets of results were compared to a more accurate 
lineament dataset manually selected using hillshades and the 
original DEM. Through visual assessment, we are able to 
identify that a 300m buffer resulted in too few lines in the final 
dataset in both methods. Lower buffer sizes (150m and 200m) 

left too many lines representing single features. A buffer size 
of 250m provided the best results in the case of both methods. 
Results of both methods compared to the manually selected 
lines are shown in Fig. 4. In Fig. 4, the top rose plot is of the 
manual data, middle rose plot is of the data from our method, 
and the bottom is from the method in [4]. 

 

V. DISCUSSION 
We calculate a completeness percentage of the resulting 

output lines from the two methods as compared to a manually 
selected dataset [19]. This calculation was done by buffering 
the lines from the two methods with a buffer size of 50m, and 
extracting the length of manual lines within those buffers. The 
percentage of the length of lines within the buffers is the 
completeness percentage. Our method had a 60% 
completeness compared to 47% that resulted from the method 
in [4]. Upon a visual assessment of the lines output by the two 
methods using a 250m buffer size in step 2 to manually 
selected lines (see Fig. 4), we can note that automatic 
lineament selection in the northern portion of the dataset was 
far more successful than what is seen in the southeastern 
region. Completeness percentages were higher with both 
methods in the north: 80% for the results of our method, and 
68% for the method by [4]. We compared our initial total 
dataset before the clustering method was applied, and were 
able to ascertain that the cluster analysis caused the significant 
loss of data in the southeastern region. This leads us to believe 

 
Figure 3.  Results of our method at (a) 150m, (b) 200m, (c) 250m, and (d) 300 m buffers. 

 
Figure 2.  Results of the method in [4] at (a) 150m, (b) 200m, (c) 250m, and (d) 300 m buffers. 
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that subdivisions of the dataset should be made based on a first 
pass visual assessment of the automatically selected line 
dataset. These subdivisions can then be processed using 
different buffer sizes, or even approaches, to produce a more 
accurate result for that subarea. Since the southeastern portion 
of the area of interest has been identified as compromised, we 
make our assessment on the effectiveness of the two methods 
based on the northern portion. 

In the northern region, both methods do not highlight 
every line, but this happens where the buffer size to select a 
cluster overlaps lines representing an adjacent feature with 
similar orientation and size. One potential way to avoid this in 
the future could be to remove the necessity for buffering at 
step 2 and only select lines that intersect the longest line. Not 
all lines within a cluster intersect every other line, so this could 
lead to additional errors. Additionally, lines in clusters near 
the ends of another cluster could intersect the longest line as 
well.  

A visual assessment between the three datasets in the 
northern area suggests that our method more often picks lines 
that match in orientation with the manual dataset. By creating 
a metric for each line that references the original dataset, we 
have provided a new method in differentiating the most 
representative line in a cluster. Beyond quantitative and visual 
assessments, rose plots have been created for the three datasets 
(see Fig. 4). These rose plots represent the frequency of 
azimuthal orientations of lines in the overall dataset. The 
manually derived dataset has a clear east-northeast trend that 
is bimodal (peaks at 60° and 75°) within a range of 30°. This 
general trend is shared with our method, and the method from 
[4]; however, the bimodal characteristic with similarly 
oriented peaks is seen only in the rose plot of our new method. 

This combination of quantitative, visual, and data trends 
assessment leads us to suggest that our new method is better 
in differentiating datasets (MH lines). Additionally, our new 
method highlights the importance of referencing the original 
DEM when validating or assessing clusters of lines. While our 

 
Figure 4.  Comparison of the manually picked dataset (red lines) to our new method (solid grey lines) and to the results of the method in [4] (dotted 

black lines) using a 250m buffer. Rose diagrams are provided for each dataset. 
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method produces more accurate results, there are still many 
improvements to be considered, such as avoiding the loss of 
adjacent data with similar orientations and lengths. Since the 
algorithms for these improvements are computationally 
complex, processing large datasets would take an enormous 
amount of time. Work has to be done on creating a more time-
efficient approach. Furthermore, we hope to explore more 
quantitative and automated methods of parameter selection 
where parameter selection is based on trial-and-error and 
subjectivity, such as the input values for the module used in 
PCI Geomatica (Table 1). 

VI. CONCLUSION AND FUTURE RESEARCH 
We have successfully proven that referencing the original 

DEM when assessing line data within clusters results in a 
more accurate representation of features in a region. However, 
our method requires adjustments to take into consideration 
distances between clusters, and how regions dense with data 
(southeastern area in our region) should be handled to avoid a 
significant loss of relevant data. Future work will address 
these issues and aim to apply our method to larger regions for 
geologic interpretations based on the resulting linear database. 
We will also improve our method by developing new 
algorithms (e.g., to avoid the loss of adjacent data with similar 
orientations and lengths). Additionally, we hope to explore 
more advanced quantitative methods of evaluating similarity 
between linear datasets by using Hausdorff distances [20]. 
Once these improvements are made, generalization of our 
method for detecting patterns in other contexts will be another 
future research direction. 
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Abstract—Social networks can become an essential part of a
brand’s communication strategy; they not only assist in reaching
potential customers, but also help develop an online community,
where users generate content about the service themselves: User
Generated Content (UGC). It is known that the actual user
experience, as well as feedback on social media, can have a higher
impact on customer acquisition than direct commercial offers.
Social media usage is on the increase in the travel industry.
Instagram - the photography-centred social network - has a
high number of users generating content, and this appears to
be advantageous for travel agencies. The goal of this article
is to understand the use and the strategy of Instagram UGC
concerning travel agencies, and to analyse the impact of UGC on
the community engagement. The results are based on Instagram
data collected for three online travel agencies: Very Chic, Voyage
Privé and Airbnb.

Keywords–User Generated Content; UGC; Social Media; Insta-
gram; Travel Agency; indicators of success.

I. INTRODUCTION

Over recent decades, with the development of information
and communication technology, the travel industry has become
highly digitalised and now enjoys a high web profile. Most
of the travel-related transactions now take place through the
Internet via official websites. Moreover, customers like to
share their travel experience online and often rely on previous
customer’s opinions to help make choices. User-generated
content currently has greater impact on customer acquisition
than traditional commercial offers, which are often seen as too
aggressive.

Instagram - a social network based on photo-sharing with
600 million monthly active users - is rapidly growing and has
already become the third most widely used social network
worldwide. Travellers usually take many photographs during
their multiple trips and share them online, together with
their opinions. In this study we examine the hypothesis that
Instagram user-generated content has an effect upon communi-
cation for travel agencies as well as upon customer acquisition
strategies. Even if the electronic word of mouth (eWOM) of
consumers is studied in depth, and is proven to have a positive
effect on the company image, as well as an even stronger
impact on user acquisition than marketing campaigns [1]–[6],
only a few studies have been focused on Instagram [7][8] and
on the Instagram UGC [9][10]. To our knowledge, no studies
have yet been conducted on eWOM regarding online travel
agencies and Instagram. The goal of this article is to offer a
preliminary analysis of Instagram’s communication strategies

concerning online travel agencies, to measure the impact of
each strategy on the community, and to identify the indicators
of success.

The article is organised as follows: Section 2 presents
related works. Section 3 presents the data collection process
and the indicators that we chose to study in this work. Section
4 presents the results of the study in the case of three specific
travel agencies. We end the article with a conclusion and
suggest future work.

II. RELATED WORK

In [11], the authors reported that research on UGC, also
known as electronic word-of-mouth (eWOM), works exactly
like traditional word-of-mouth [12]. Online social media such
as Facebook, YouTube, Twitter and Instagram are examples
of places where users share UGC. As UGC is based on
consumers’ own experiences, it has proven to be trustworthy,
useful and unbiased [13][14]. Early research focused on pop-
ular forums, such as message boards or Internet-based chat
rooms [15]. It then extended to websites and blogs [16][17],
and later to social media platforms such as Facebook and
Twitter [18]. UGC reviews have been extensively studied, in
particular in relation to decision-making. Other researchers
have examined the effects and implications of UGC in the
tourism sector [19]. In this paper UGC is mainly used to
refer to reviews and interactions between users on travel
recommendation websites, such as Instragram webpages.

Instagram offers to organizations a network of more than
600 million global accounts, with 30 billion photographs
shared, and 4.2 billion daily likes (data extracted in 2017
from the official Instagram moderator blog). Instagram is the
chosen social media platform for this study due to the growing
popularity of the platform for marketing and branding initia-
tives. This social network focuses on advertising, promotion,
marketing, distribution of ideas/goods, and also for providing
information services fast, precisely and accurately, especially
in the tourism sector.

III. METHODOLOGY

We conducted a semiotic study of photographs pub-
lished on Instagram by voyageprive.com, verychic.com and
airbnb.com. In this study, we chose to analyse 10 photographs
for each of the travel agencies, as follows. First we collected
the 50 most recent Instagram posts for each agency. Second,
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TABLE I. MINIMUM, MAXIMUM AND AVERAGE VALUES OF INDICATORS OBTAINED FOR EACH TRAVEL AGENCY

VeryChic VoyagePrivé AirBnb
Average #Likes 1,098 231 13,368

Maximum #Likes 2,288 375 40,545
Minimum #Likes 471 56 3,889

Average Engagement 2.2% 2.1% 1.11%
Maximum Engagement 3.9% 3.41% 3.38%
Minimum Engagement 0.8% 0.51% 0.32%

Average #Hashtags 6 27 23
Maximum #Hashtags 12 29 30
Minimum #Hashtags 4 25 1
Average #Comments 20 2 449

Maximum #Comments 98 7 1317
Minimum #Comments 2 0 29

we measured the average engagement level of the agency
based on the number of likes that each photograph obtained.
Finally, from the initial dataset and for qualitative analysis, we
chose four photographs having the highest amount of likes,
two having numbers of likes almost equal to the average
engagement level of the agency, and four photographs having
significantly less likes than the average.

Figure 1. Methodology representation

Based on the dataset obtained, we investigated the impact
of image and image description-based indicators on the in-
dicators of success. The methodology used in this study is
visually represented in Fig. 1. We established eight criteria
for our study based on the image, the image description and
community reactions. We obtained two image-related indica-
tors, four description-related indicators and four indicators of
success.

• Image-related indicators
◦ Image family: landscape, person/selfie, activity

(hotel, cooking, sport, attractions, etc.).
◦ Image source: the image created by the agency;

the image created by another Instagram user;
the image found outside Instagram.

• Description-related indicators
◦ Description type: commercial message; cita-

tion; image description; call for an action.
◦ Number of hashtags used in the description.
◦ Hashtags types: related to image description,

related to the call for an action.
◦ Geolocation type: place name or an exact lo-

cation.

• Indicators of success
◦ Number of likes.
◦ Number of comments.

◦ Engagement
◦ Comment types: general interest expression,

information request, friendship request, answer
for a question, negative feedback.

Additionally, for simple numeric indicators, such as the
number of likes, the number of hashtags and the number of
comments, we defined an indicator of engagement showing
how many interactions an image obtained, comparing this
to the current community of the agency Instagram account.
We defined the engagement on Instagram as the number of
likes obtained by a photograph (denoted likes(p)), compared
to the number of followers of the Instagram channel of the
agency (denoted followers(a)). The engagement of a post p
published by an agency p is denoted Engagement(p, a) and
is calculated as stated in (1).

Engagement(p, a) =
#likes(p)

#followers(a)
(1)

The next section presents the results that were obtained.

IV. RESULTS

Table I presents the minimum, maximum and the average
numbers of likes, hashtags, comments, and the engagement
scores for the photographs of each online agency. We observed
that AirBnB has a very large Instagram community, while the
VoyagePrivé has the smallest community in terms of the maxi-
mum number of likes (40.545 and 231 respectively). However,
AirBnb has a lower average engagement score (1.11%) than
VoyagePrivé (2.1%) meaning that Voyage Privé has fewer but
more engaged followers.

We observed that the indicators of success (the number
of likes, the number of comments and engagement level) are
correlated. We also observed that the number of comments
increases when the number of likes is high. This suggests
that most of the comments received by the travel agencies
are related to positive opinions from customers rather than
negative.

Considering the VeryChic photographs, the less popular
images mainly send out commercial messages using slightly
fewer hashtags than the more popular images. The most
popular messages are all borrowed from external sources.
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Surprisingly, the most popular photographs include commer-
cial messages. We observed that 9 out of 10 images depict
landscapes, suggesting a common guideline within the strategy.

VoyagePrivé was also observed to publish landscape pho-
tographs (9 out of 10). Again, the top four photographs come
from bloggers outside of Instagram; the description of those
photographs contains calls for an action. This suggests that a
good way to engage people is not only by sharing interesting
information or content, but also by engaging them in acting or
reacting. Once again, we observed that the less engaging pho-
tographs are agency-owned and contain commercial messages.

AirBnB publishes diverse types of photographs, of which
the most engaging depict landscapes and activities, and the
less engaging show people. Most of the AirBnB photographs
are not agency-owned and come from bloggers or Instagram
users. The most popular image descriptions contain calls for
action and the least popular posts contain simple description
of the photography. Most of the AirBnB photographs are
associated with precise locations, which indicate a desire to
contextualise/personalise their community management (9 out
of 10).

Considering the content of the comment published on
Instagram posts, we do not see any negative feedback on
VoyagePrive and VeryChic, and only the minority of AirBnB
comments are negative. Surprisingly, only VoyagePrivé an-
swered the questions asked by community members in Insta-
gram comments.

We observed that the photographs published by AirBnB
seem to be more professional and of a higher quality than
the those published by VeryChic. The content of those of
AirBnB have generally the same style and a similar colour
palette, although other agencies do not define any particu-
lar publishing style. Among the most engaging photographs
published by AirBnB, we mainly observed the use of blue,
green and brown colours. We also observed that most of the
borrowed photographs emphasise highlight the photographer in
the description, and the community republish photographs that
are more engaging, probably because of the popularity of the
photographer. We did not observe any impact of geolocation
on the success indicators, probably due to the reduced dataset.

The number of hashtags used in the description do not
influence the engagement level: the most and the least engaging
photographs had about the same number of hashtags. New
indicators, such as types of hashtags, should be added in order
to better capture the engagement level based on the usage of
hashtags. We observed that AirBnB have their own agency
hashtags #airbnb and #LiveThere, and the agency ask users
to publish their experience through photographs using those
hashtags. We also observed that AirBnB regularly republishes
user-created content and obtains a high engagement level.
However, VeryChic do not have any branded hashtag and
VoyagePrivé never publish photographs of other Instagram
users.

V. CONCLUSION AND FUTURE WORK

This paper has described our first exploratory study on
the indicators of Instagram communication success and on the
role of user-generated content on community engagement. We

analysed Instagram images with different engagement levels
produced by online travel agencies. We observed that UGC
has a higher success for the online travel agencies community
than for specially created images, and that is especially the
case with AirBnB. The most engaging photographs depicted
landscapes and contained calls for action in the description:
calls such as like, retweet or comment. The most successful
content came from Instagram users or, more often, from non-
Instagram bloggers sharing their experiences. Although our
current dataset is limited, it already shows the importance of
user-generated content in community management on Insta-
gram.

This current study is the basis of our larger study on the
indicators of Instagram communication success. We observed,
for example, that the most engaging photographs had similar
colours, and that high quality photographs generate more
comments. These observations provide us with new indicators
to be added to the research. We plan, in our research agenda, to
combine new indicators and to test them on a broader dataset.
We wish also to include finer indicators of UGC in order to
better understand its use by the agencies.

Another potential research direction is a deeper investiga-
tion of post descriptions and hashtags via semantic analyses
and text mining. The same analysis could be applied to
understand what type of content provides what sort of reac-
tions. Finally, it would be interesting to analyse the Instagram
community of agencies, agency hashtags use and message
propagation.
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Abstract—The success of smartphones and digital social networks
has permitted a constant increase in the mobile social networks
of users in the last decades. It is now possible for anyone to share
content with enriched metadata, providing user’s context and, in
particular, times and locations. Contextual information associated
with messages’ content allows for the large-scale analysis of users’
spatio-temporal behaviour, affording various possible applications
(e.g., geo-marketing, security, smart cities). A number of studies
have focused on spatio-temporal social data analyses for event
detection and the identification of region of interests. This paper
proposes a methodology that relies on social network analyses to
identify the migrations of users between regions of interest. The
proposed methodology allows for the capture of similar events and
their characterization by participants’ behaviour (source location
and destination, etc.). The methodology is tested on 3 millions
tweets from the San Francisco Bay Area.

Keywords–Social media, Social network analysis, Region of
Interests, Migration,Spatio-temporal graphs, Twitter.

I. INTRODUCTION

The emergence of smartphones, in conjunction with the
success of social platforms, has led to an increase in mo-
bile social applications. Smartphones capture spatio-temporal
traces of interactions with an internal clock and a GPS. This
allows for new services to be available to users and also
becomes an opportunity for research activities to understand
communication and relations between humans in space and
time at a large scale.

The Twitter microblogging platform is an example of a
mobile application that allows the public to share contextual
information. It is currently one of the top public sources
of spatio-temporal data with an estimated 20% of tweets
geolocated [1]. Microblogging is a type of blogging that allows
for brief text updates. Due to the short length of messages,
approximately half of Twitter users access the platform through
a mobile application installed on their smartphones, generating
large amounts of spatio-temporal data to be analysed.

It is common to represent a social network as a social
graph denoted G(N,E), where N represents the set of nodes
and E the set of edges. Profiles are represented by nodes
while edges represent relationships between profiles. These
relationships illustrate any type of interaction captured online
between a given pair of profiles. Social platforms compute
the social graph from connections between individuals based
on their inclusion in a contact list. However, other types of

interactions may be retrieved and analysed. For example, two
individuals communicating about the same subject may be
considered connected in examining communities of interests. A
diffusion graph is an another example, wherein two individuals
are connected when one retweets the other. Diffusion graphs
are often used for analysing virality in social networks.

This article proposes the study of two different types
of relationships related to spatio-temporal data. First, spatio-
temporal graphs of meetings between people capture the qual-
ity of spatio-temporal data and the number of users concerned
about such types of analyses. Second, using previous obser-
vations, the study proposes computing the migration graph
of regions of interest (ROI). Dynamic analyses of such a
graph highlight the relationships between ROI at multiple
scales. It is likely that this contribution will allow for a better
understanding of human mobility patterns and could allow
for the identification and qualification of ROI from a novel
perspective (variety of people concerned, temporality of event,
distance of people coming to the event, etc.).

The remainder of the article is organized as follows.
Section II introduces the related works. Section III describes
an approach to building and analyzing the spatio-temporal
patterns of users. Section IV reports the results on a dataset
of 3 millions tweets collected from Twitter. The article ends
with a brief discussion and a conclusion.

II. RELATED WORKS

Many works have modelled and analysed human mobility
patterns. While in the past, collecting such data required
specific devices [2], [3], smartphones and social media have
helped in overcoming this limitation.

A common method to model spatio-temporal interactions
is to use temporal graphs. As defined in [4], a temporal
graph is a graph observed at different times as a sequence of
time windows. A temporal graph is denoted Gwt (tmin, tmax),
where w is the time between two snapshots, the starting
time of the experiment tmin and the ending time tmax.
The temporal graph is a sequence of the following graphs:
{Gtmin , Gtmin+w , . . . , Gtmax}. At each frame, one observes
the relationships between actors are observed and represented
as a graph.

Various, state-of-the-art approaches differ in the way that
graphs are built using spatio-temporal data. The authors of [5]
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propose a time aggregated graph to model temporal graphs.
Each relationship (i.e., edges) is represented with a series
of time labels indicating the type of relationship observed
in each time frame. Such an approach reduces storage and
computational costs. In their work to detect malicious circles
of users, the authors of [6] employed a spatio-temporal co-
occurrence graph. This graph is generated from posts published
on Facebook whose spatio-temporal constraints are adapted to
match an original friend graph. They found that particular con-
straints allow for finding strong correlations between the two
graphs. In [7], authors analysed data generated by smartphones
using Bluetooth. They proposed a proximity network, com-
posed of people and connections between them. Connections
are established when people spend more than a certain number
of minutes together. The authors of [8] propose the concept
of encounter networks. Such a network is deduced from the
number and duration of meetings between two individuals.
Each edge is weighted using a friendship probability measure
that depends on the number and duration of meetings.

In [9], the authors analysed fluctuations in the activity
of mobile phone users based on the number of calls per
hour and per geographical location. The approach permits
the detecting of abnormal spatio-temporal patterns, such as
events. The authors of [10] also present a statistical approach to
detect events from mobile devices. The approach discovers the
busiest locations at a city-wide scale and detects unexpectedly
busy locations. In [11], the authors estimate the centres of
earthquakes and the trajectories of typhoons from Twitter
activity. A method for detecting ROI from Twitter network
is proposed by [12]. Such geo-social event detection relies
on the geographical regularities observed in user behaviour
with regard to the normal level of interest from a geographical
region.

Spatio-temporal considerations have also been integrated
into collaborative filtering [13]. The approach relies on the cal-
culation of user similarity, such as spatio-temporal proximity.
Spatio-temporal proximity is calculated as the ratio of items
that each pair of users has consumed in the same time and at
the same place. The authors of [14] studied the geography
of the Twitter network, finding that geographical distance,
language, and country have a role in determining the creation
of a connection on Twitter. In [15], the authors show that it
is possible to detect the location of users depending solely on
the content of their tweets and are able to estimate a Twitter
user’s location in a city with the technique.

The authors of [16] proposed a method to evaluate the
relationship between social ties and spatio-temporal patterns.
The approach divides the world into discrete cells and counts
co-occurrences based on the observation of individuals in
the same cell at the same time. The approach proposes a
probabilistic model to infer friendship on the Flickr networks.
Co-occurrences are based on the fact that two users took
pictures in the same spatio-temporal frame.

In [17], authors analysed spatio-temporal data generated
by smartphone users. Their analysis focuses on the contact
duration and frequency between two individuals. They propose
applying a community detection based on a graph weighted
by contact duration. The authors of [18] propose integrating
spatio-temporal considerations in multi-layer friendship mod-
elling. This friend recommendation system takes into account

the social graph layer, interests graph layer, and co-occurrence
graph layer. The location metric between two users is defined
as the minimum value of the update distance divided by the
sum of updates times in the two locations. They show a clear
correlation between such indicators and the fact to be friend
or not on the mobile social network.

The mobility patterns of Foursquare users were analysed
in [19]. The authors expose geo-temporal rhythms, check-
in dynamics, and activity transitions to highlight possibilities
of integrating spatio-temporal patterns into recommendation
systems. The authors of [20] analysed the event-based social
network (EBSN). The paper highlights the specificities of such
networks, such as the correlations between online and offline
relationships. The authors apply this cyber-physical analysis to
study community detection and information diffusion. A study
of 100,000 anonymous mobile phone users over a period of
6 months was conducted by the authors of [21]. The authors
highlight that human trajectories have a high degree of spatio-
temporal regularity. Moreover, humans tended to only move
within a set of limited locations during the experiment. This
observation is important as it indicates that human mobility
observations follow simple, reproducible patterns.

To the best of the current study’s knowledge, this article is
one of the first to focus on how social users migrate between
events.

III. METHODOLOGY

This section presents the general methodology for building
migration networks from contextual social data. Such networks
allow for connections between locations of interest (medium
to large-scale events) based on the migration of Twitter users.
The first subsection presents the process to identify ROI based
on Twitter users meetings. The second subsection presents an
algorithm for creating the migration graph. Applications of this
methodology are discussed later in the paper.

A. Overview

Figure 1 displays the main steps of the methodology pro-
posed in this paper. First, Twitter data in the San Francisco Bay
Area was crawled for a period of 3 months. The crawler relies
on the Twitter streaming application programming interface
(API) and provides tweets belonging to the defined area (step
I). More than 3 million tweets were collected during this
step. From the collected tweets, spatio-temporal proximity was
computed between the most active users to identify meetings
between people (step II). In step III, a spatio-temporal graph
of meetings is analysed. Such analysis allows for a better
understanding of the physical interactions between users and
provides an overview of the most active users (step IV). In step
V, a migration graph is built to identify dynamic changes in
ROI. Social network analysis (SNA) metrics applied in step VI
aid in further understanding of the size and the characteristics
of the ROI.

B. User selection and spatio-temporal meetings

Some profiles, despite geolocated tweets, are not suitable
for the current spatio-temporal analysis. Two different ty-
pologies of geolocated users were observed: (1) individuals
whose profiles are located and whose tweets are associated
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Figure 1. Methodology for analysis of migrations of Twitter users between
regions of interest.

with the location of their profile; (2) profiles that share their
location at the moment tweets are sent. The current study only
included tweets belonging to the 2 types of profiles in this
analysis. To ensure that only relevant profiles were included
in the analyses, a set of locations related to users’ tweets was
computed and it was verified that multiple locations exist in
the list. Profiles whose location remain constant were removed
from the analysis. Profiles that shared less than two updates a
day were also removed.

Meetings between profiles were computed as follows. If
two profiles belong to the same geographic area (the raw ρ of a
circle around the location of a user) at the same time (denoted
δt), they are concidered met. The global time frame for the
observation of profiles is identified by the interval I = [0, T ].
For each observation time tk, the function of sharing local
spatio-temporal windows of dimension ρ ∗ δt is proposed.
Given that d(u, v) is a geographical distance between two
profiles (u, v) ε P 2, a spatio-temporal meeting at a given time
step tk can be identified as follows.

Meetk(u, v) =

 1
if v ∈ {n ∈ P |

min[tk−δt, tk+δt] d(u, v) ≤ ρ
}

0 otherwise
(1)

Using the list of meetings, a spatio-temporal user proximity

graph is computed-denoted Guser(N,E)- where N denotes
profiles and E denotes meetings between them. For this
purpose, a weight is attached to each edge that corresponds
to the number of spatio-temporal meetings observed between
these two individuals as in (2).

w(u, v) =

n∑
k=1

Meetk(u, v) (2)

When w(u, v) = 0, no meeting is recorded during the full
time of the experiment and no connection is created between
the two profiles. If Meetk(u, v) = 1, at least one meeting was
recorded during the time frame of the experiment. The choice
of the parameters (spatio-temporal frame ρ ∗ δt) depends on
the desired level of precision. For example, analysing global
spatio-temporal patterns over one year does not require strong
spatio-temporal constraints. However, detecting an event at a
city-scale requires strong spatio-temporal constraints. The next
section presents the capture of user migration between ROI.

C. Migration graph construction

As shown in Figure 2, the given area is divided into a
set of squared cells of length δz. The choice of the size
depends on the level of precision required for the performance
of the detection of spatial patterns and can be adapted as
necessary. The aim of the current approach is to assign each
cell to a geographical node and to evaluate the relationship
between these nodes based on the recorded meetings of users.
In the current study, two locations are connected whenever a
user meeting has been detected in both distinct locations. The
meetings need not to involves the same pair of individuals, but
instead at least one of the two individuals is required in both
locations. The edge is weighted by the number of moves made
between locations to capture ROI and migrations in a unique
algorithm. Note that ROI is this article are defined as relatively
small geographical areas that receive a large number of users
over a short period of time. This is made possible without
any additional analysis due to the spatio-temporal constraints
applied to meetings. Indeed, Twitter users who tweet in the
same area at the same time are detected as met and this is more
likely to occur during events attracting a particular density of
individuals at a normal time. An individual sending a tweet
without other active users in the area is not included in the
analysis as they do not belong to a ROI. If a location is not
associated with an edge, it is considered irrelevant and removed
from the set of nodes (ROI).

Figure 3 presents the algorithm for computing the geo-
spatio-temporal graph. For each time step and each couple of
profiles (lines 1-2), the meet function (line 3) tests whether
or not a meeting is recorded. Each meeting is tracked and
associated with a timestamp and geolocation (line 4).

When all meetings are recorded, the relationships between
cells of the geographical space, delimited by the A and B
points, are extracted. Each cell is identified as a node with a
unique identifier. The algorithm creates an edge between two
cells (i.e., two locations) when an individual has met (as stated
in equation 1) persons at least once in each location (line 10).
A matching function is used to identify the cells concerning
each meeting.
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Figure 2. Construction of spatial cells and identification of meetings for
building edges of Ggeo(N

′
, E

′
).

Inputs:
Set of profiles P
Cell size δz
Spatio-temporal frame ρ ∗ δt
Spacial borders A(Latmin, Lngmin) and

B(Latmax, Lngmax)
Time frame of observation I = [0, T ]

Output:
Ggeo(N

′
, E

′
) the spatio-temporal geo graph

1 foreach time step k
2 foreach (u, v)εP 2

3 if Meetk(u, v) = 1 (see equation 1)
4 Meetings←Record a meeting between u and
v at period k at location l
5 endif
6 endforeach
7 endforeach
8 N ′ ←set of squared cells of size δz delimited by A and B
(see Figure 2)
9 foreach couple of cells (c1, c2)εN

′2

10 ek(c1, c2)←Number of Meetings that both belong
to c1 and c2
11 E′ ← e(c1, c2)
12 endforeach
13 return Ggeo(N

′
, E

′
)

Figure 3. Pseudo-code for computing the spatio-temporal geo graph

The resulting graph Ggeo(N
′
, E

′
) of spatial locations re-

veals the frequency at which users meet at a particular place.
Since meeting is directly dependent on the online activity of
users online (e.g., sending messages), the graph permits to
illustrating the importance of each location for user activity.
In performing the algorithm, locations where individuals tend
to meet can be retreived, in addition to the migration of
individuals between locations.

The methodology allows for a vision of migration ROI, but
further analysis can be applied to the final Ggeo(N

′
, E

′
) graph

to characterize the events. Table I presents the potential inter-
pretations of SNA metrics on the characteristics of an event
(nodes of the Ggeo(N

′
, E

′
) graph). The unweighted indegree

captures the number of locations people come from, providing
an idea of the variety of individuals than an event attracts (in
particular when applied worldwide). The unweighted outde-

TABLE I. SNA METRICS APPLIED TO NODES OF Ggeo(N
′
, E

′
) AND

THEIR POTENTIAL USE FOR BETTER UNDERSTANDING OF ROI.

SNA Metric ROI Characteristics
Unweighted Indegree Number of ROI people

comes before arriving to
the event.

Unweighted Outdegree Number of ROI people go
after leaving the event.

PageRank Importance of the ROI in
terms of ability to attract

people from other
important ROI.

HITS Identify ROI that are hubs
and authorities.

gree captures the variety of locations people goes after leaving
an event. The PageRank captures the importance of an event
based on its ability to attract people coming from important
location [22]. For example, analysing information technology-
related tweets at a large spatio-temporal scale may allow for
the capture of the fact that a Consumer Electronics Show
(CES) event attracts many people coming from WebSummit,
contributing to the importance of both events. Finally, the
Hyperlink-Induced Topic Search (HITs) algorithm can provide
interesting interpretations when applied to Ggeo(N

′
, E

′
). The

algorithm assumes that nodes can be ranked in terms of their
ability to be good hubs and authorities [23]. In the present
case, a good hub could be concidered a ROI that points to
many other ROI, and a good authority would be an ROI that
is linked by many different hubs. A good hubs would typically
be an airport or a train station, while a good authority is an
event that succeeds in attracting people from many hubs. This
would be a way to capture popular events within a country,
region, or city.

IV. EXPERIMENT AND RESULTS

The analysis was performed on a sample of 3 millions
tweets sent by 50,000 active, geolocated Twitter users in and
around San Francisco. Figure 4 represents the spatio-temporal
graph extracted from the footprints of users in the area over
a period of 3 months. This sample is composed of 3,781
users twith dynamic, geographical data associated with their
messages. The spatio-temporal constraints in the analysis are
ρ = 0.6miles and δt = 1min. The graph is composed of
4,720 edges which indicates the number of recorded meetings.
Table II indicates the graph metrics, revealing the general
activity of San Francisco users. On average, people have
between 2 and 3 meetings during the observation time. The
maximum observed degree is 135, which is high. Nodes with
many meetings appear larger in figure 4. The modularity of the
graph is high, meaning that the network tends to organize into
clusters (spatio-temporal constraints tend to organize people in
communities).

The degree distribution highlights that a few nodes have
a high degree (10 nodes have a degree up to 50), while
most nodes have a low degree. This observation suggests that
some profiles have a central role in spatio-temporal meetings,
meaning that they are able to be very active and are regularly
observed in ROI.
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TABLE II. GRAPH METRICS OF THE SPATIO-TEMPORAL USER GRAPH

Graph Metric Value
Nodes 3781
Edges 4720

Average Path Length 5.347
Modularity 0.769

Number of Communities 241
Density 0.001

Average Degree 2.497

Figure 4. Aggregated spatio-temporal user graph from the full duration of
the experiment.

Figure 5 illustrates the results of the algorithm for two
distinct choices of δz and ρ spatial parameters. The back-
ground image illustrates the relationship between ROI regard-
ing the meeting of users in the San Francisco Bay Area. A
meeting is identified if two users have been observed in the
same neighbourhood (ρ = 0.8miles) and at the same time
(δt = 30 s). Airports appear to be important ROI. Many events
also occur in the city center. The foreground image illustrates
the same algorithm when performed in the shortest space area
and with shorter geographical cells (i.e., ρ = 0.08miles). This
more precisely highlights more precise possible ROI, such as
AT&T Park, Westfield San Francisco Centre, Yerba Buena
Center for the Arts (YBCA), etc. The two figures illustrate
the performance of the algorithm at different scales. Note that
these graphs are based on all observations captured during the
experiment.

Moreover, analysis of the evolution Gkgeo graphs allows for
the discovery of particular temporal locations of interest for
users. Figure 6 highlights two graphs for different intervals
of time. One can observe the changes between the central
locations in the graph. Centrality indicates that an event has
occurred within the time interval. In other words, the location
has attracted many individuals who were previously meeting
in different locations.

Events can be detected by comparing the time frame degree
of nodes regarding their average degree. A high variation
indicates that an event likely occurs in the particular spatio-
temporal context. Due to constraints, more details concerning

Figure 5. Example of ROIs relationships at two different spatial scales:
ρ = 0.8miles for the San Francisco Bay Area map and ρ = 0.08miles for
the San Francisco city map.

Figure 6. Samples of the spatio-temporal graphs at three different time steps,
revealing multiple ROI and their relationships.

SNA metrics applied to the graph are not provided.

V. DISCUSSION

This current study has several applications and potential
extensions to be discussed. For example, the study does not
include content-based analysis of tweets. A potential im-
provement would be the automatic identification of the main
discussion topic of events using content-based analysis. The
current study can also be a first step in the prediction of
the next location of users based on common patterns found.
It is likely that the graph parameters (nodes, edges, density,
degree distribution) can allow for the automatic identification
of ROI. The best parameters may be found by optimizing some
of the graph features, such as modularity, or by analysing
the obtained degree distribution (e.g. parameters of the power
law). That study relies on tweets for measuring spatio-temporal
meetings provides some advantages and disadvantage. A dis-
advantage is the lack of a regular vision of the location of
users, which complicates the detection of small-scale events.
However, it is observe that people tend to tweet more when
participating in events, which, by construction, allows for most
of the captured meetings to be related to ROI.

VI. CONCLUSION

The success of digital, social media, combined with smart-
phones, contributes to an increasing amount of spatio-temporal
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data. Its availability for analysis can contributes to improving
of multiple fields. The current paper proposes a novel approach
to detecting spatio-temporal changes in crowds of Twitter
users. The study shows that the relationship between locations
based on the meetings of users can contribute to the detection
of large-scale events. This contribution allows not only for
the identification of ROI for users, but also their evolution
and characterization at multiple scales. The efficiency of the
methodology is shown with a sample of 3 millions tweets in
the San Francisco Bay Area, analysed at different scales.
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Abstract—Allen’s interval algebra is a calculus for temporal

reasoning that was introduced in 1983. Reasoning with quali-

tative time in Allen’s full interval algebra is nondeterministic

polynomial time (NP) complete. Research since 1995 identified

maximal tractable subclasses of this algebra via exhaustive

computer search and also other ad-hoc methods. In 2003, the full

classification of complexity for satisfiability problems over con-

straints in Allen’s interval algebra was established algebraically.

Recent research proposed scheduling based on the Fishburn-

Shepp correlation inequality for posets. We describe here three

potential temporal-related application areas as candidates for

scheduling using this inequality.

Keywords–Allen’s interval algebra, artificial intelligence; qual-

itative temporal reasoning; scheduling; smart-type reasoning.

I. INTRODUCTION

Temporal reasoning is a mature research endeavor and
arises naturally in numerous diverse applications of artificial
intelligence, such as: planning and scheduling [1], natural
language processing [2], diagnostic expert systems [3], be-
havioural psychology [4], circuit design [5], software tools
for comprehending the state of patients in intensive care units
from their temporal information [6], business intelligence [7],
and timegraphs, that is graphs partitioned into a set of chains
supporting search which originated in the context of story
comprehension [8].

Allen [9] introduced an algebra of binary relations on
intervals (of time), for representing and reasoning about time.
These binary relations, for example before, during, meets,
describe qualitative temporal information which we will be
concerned with here. The problem of satisfiability for a set
of interval variables with specified relations between them is
that of deciding whether there exists an assignment of intervals
on the real line for the interval variables, such that all of the
specified relations between the intervals are satisfied. When the
temporal constraints are chosen from the full form of Allen’s
algebra, this formulation of satisfiability problem is known
to be NP-complete. However, reasoning restricted to certain
fragments of Allen’s algebra is generally equivalent to related
well-known problems such as the interval graph and interval
order recognition problems [10], which in turn find application
in molecular biology [11][12][13].

TABLE I. [14] THE SET B OF THE THIRTEEN BASIC QUALITATIVE
RELATIONS DEFINED BY ALLEN.

Basic Interval Relation Symbol Endpoint Relations
X precedes (before) Y p (�) X

+
< Y

�

Y preceded-by (after) X p ^ (�)
X meets Y m X

+ = Y

�

Y met-by X m ^

X overlaps Y o X

�
< Y

�
< X

+
< Y

+

Y overlapped-by X o ^

X during Y d X

�
> Y

�
, X

+
< Y

+

Y includes X d ^

X starts Y s X

� = Y

�
, X

+
< Y

+

Y started-by X s ^

X finishes Y f X

�
> Y

�
, X

+ = Y

+

Y finished-by X f ^

X equals Y ⌘ X

� = Y

�
, X

+ = Y

+

A. Allen’s Interval Algebra
Allen’s [9] calculus for reasoning about time is based on

the concept of time intervals together with binary relations on
them. In this approach, time is considered to be an infinite
dense ordered set, such as the rationals R, and a time interval
X is an ordered pair of time points (X�

, X

+) such that X�
<

X

+.
Given two time intervals, their relative positions can be

described by exactly one of the members of the set B of 13
basic interval relations, which are depicted in Table I; note
that the relations X

�
< X

+ and Y

�
< Y

+ are always valid,
hence omitted from the table. These basic relations describe
relations between definite intervals of time. On the other hand,
indefinite intervals, whose exact relation may be uncertain, are
described by a set of all the basic relations that may apply.

The universe of Allen’s interval algebra consists of all the
binary relations on time intervals which can be expressed as
disjunctions of the basic interval relations. These disjunctions
are written as sets of basic relations, leading to a total of
213 = 8192 binary relations, including the null relation Ø (also
denoted by ?) and the universal relation B (also denoted by
>). The set of all binary relations 2B is denoted by A; every
temporal relation in A can be defined by a conjunction of
disjunctions of endpoint relations of the form X < Y,X = Y

and their negations.
The operations on the relations defined in Allen’s algebra
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are: unary converse (denoted by ^), binary intersection
(denoted by \) and binary composition (denoted by �), which
are defined as follows:

8 X,Y : Xr

^

Y $ Y rX

8 X,Y : X(r
T

s)Y $ XrY

V
XsY

8 X,Y : X(r � s)Y $ 9Z : (XrZ

V
ZsY ),

where X,Y, Z are intervals, and r, s are interval relations.
Allen [9] gives a composition table for the basic relations.

Fundamental reasoning problems in Allen’s framework
have been studied by a number of authors, including Golumbic
and Shamir [15] [16], Ladkin and Maddux [17], van Beek [18]
and Vilain and Kautz [19].

B. Posets and the Fishburn-Shepp Inequality
We now consider novel research proposed in [20], namely

to specify heuristics for scheduling based on representing a
collection of intervals of time with constraints as a poset, and
applying the Fishburn-Shepp inequality to guide a scheduling
algorithm. In [20], applications are sought for this approach:
we address this first step here by describing potential applica-
tions which are also related to smart-type reasoning. First, we
commence with overviews of the scheduling problem and the
Fishburn-Shepp inequality.

Generally, a schedule of tasks (or simply schedule) is the
assignment of tasks to specific time intervals of resources,
such that no two tasks occupy any resource simultaneously
– additionally, a requirement can be that the capacity of
resources is not exceeded by the tasks. A schedule is optimal
if it minimizes a given optimality criterion. However, our
ultimate interest is in providing an algorithm to solve, or
schedule, temporal constraint satisfaction problems; since we
also consider indefinite qualitative temporal information, the
solution may assign events simultaneously to intervals.

Let Q be a finite poset (partially ordered set) with n

elements and C be a chain 1 < 2 < · · · < c. For (Q,C), a map
! : Q ! C is strict order-preserving if, for all x, y 2 Q, x < y

implies !(x) < !(y). Let � : Q ! {1 < 2 < · · · < n} be a
linear extension of Q, that is, an order-preserving injection.

A poset Q is equivalently a directed acyclic graph (DAG),
G = (V,E); for temporal reasoning, the vertices represent time
intervals, and edges between vertices are labeled with relations
in Allen’s algebra which satisfy the partial ordering. For
scheduling problems, a linear extension � of Q (or G) can be
used to schedule tasks: � must respect interval constraints, that
is relations between comparable elements. Algorithmically, a
linear extension of a DAG, G, can be determined in linear time
by performing a depth-first search of G; while G (Q) can be
represented by an adjacency matrix.

The Fishburn-Shepp inequality [21] [22] is an inequality
for the number of extensions of partial orders to linear orders,
expressed as follows. Suppose that x, y and z are incomparable
elements of a finite poset, then

P (x < y)P (x < z) < P ((x < y) ^ (x < z)) (1)

where P(*) is the probability that a linear extension has the
property *. By re-expressing this in terms of conditional

probability, P (x < z) < P ((x < z) | (x < y)), we see that
P (x < z) strictly increases by adding the condition x < y.
The problem posed in [20] concerns applying the Fishburn-
Shepp inequality to efficiently find a favourable schedule under
specified criteria, where a naive scheduling algorithm is also
given together with an illustrative example. However, our focus
here is in introducing application scenarios. The rest of the
paper is structured as follows.

In Section II, we describe various applications in temporal
reasoning that include applications in smart homes, applica-
tions in intelligent conversational agents, and also applications
in exercise physiology followed by Section III which describes
conclusion and future work.

II. APPLICATIONS IN TEMPORAL REASONING

A. Applications in Smart Homes
Buildings consume a considerable amount of energy.

Managing that energy is challenging, though is achievable
through building control and energy management systems.
These systems will typically monitor, measure, manage and
control services for the lighting, heating, ventilation and air
conditioning (HVAC), security, and safety of the building.
They also permit a degree of scheduling, albeit they are often
limited by static programming and may have no awareness
incorporated of external events. For example, a building’s
HVAC system may heat rooms that are unoccupied as the
setpoint has been programmed to be a certain temperature for
a specified interval of the day. Clearly this is quite inefficient,
and though motion detectors can play a role in actuating lights
during periods of room occupancy, maintaining a comfortable
indoor climate using similar sensors to detect people cannot
provide the same benefits. Furthermore, the indoor climate
is impacted by outdoor thermodynamic processes, as well as
internal heat gains which can be unaccountable (e.g., people,
mobile equipment, etc). However, most modern non-residential
building’s energy management systems will be configured to
turn building services on and off throughout the day using
a pre-programmed schedule (e.g., a repeating daily pattern of
heating use) and can also employ intelligent start-up controllers
with external temperature compensation to delay the turning
on of heating for example. Modern heating controllers (i.e.,
programmable thermostats) in homes can also have setpoints
configured in a daily schedule (e.g., 6-8am: increase setpoint
to 20�C, representing a waking-up phase; 9am - 4pm: heating
deactivated or set to a maximum (e.g., 15�C); and from 5pm
- 6pm: 21�C, representing a heating-up phase to anticipate
arrival of an occupant from a workplace, and so forth).

Aside from heating control, homes can now also em-
ploy smart home systems to perform some degree of energy
management and appliance automation. These systems are
becoming more commonplace, particularly as the Internet of
Things (IoT) paradigm is gaining more traction, whereby
humans are bypassed, and machine to machine communication
takes place (e.g., Smart Homes communicating with Smart
Grids [23]). This gives rise to smart automation and reasoning
where decision making can take place and determine when
home appliances can be scheduled, particularly in the case of
peak-load shaving [24] or demand response optimization [25].
In these cases, consumption patterns can be shifted to times
of lower cost electricity. Appliance scheduling can be further
classified by, for instance, their minimum required periods of
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operations, whether or not their operations can be interrupted,
and if a human occupant is involved (i.e., in climate control
scenarios). For instance, washing machines will have varying
periods of operation depending on the program (wash, spin,
dry) and cannot (typically) be interrupted if scheduled. Heating
or cooling systems will have optimum start-up times to turn
on in anticipation of occupants requiring the temperature of
the house to be at a preset setpoint upon arrival. The Internet
of Things has even enabled this particular scenario to be
influenced by the distance an occupant is from the home or
building, whereby the driving time is estimated via tracking
of a Global Positioning System (GPS signal) [26]. In [27],
driving patterns were analysed, and a programmable thermostat
augmented with GPS control enabled energy savings of 7%.

The emerging Internet of Things in this respect will be
responsible for huge volumes of temporal pattern data (i.e.,
timestamped sequences of events, be it a change in temper-
ature, or a light being turned on and off, or the duration of
activity of an entertainment system, etc), thus also incorpo-
rating quantitative temporal information. In the smart home,
the ability to detect user behaviour or house activities from
this kind of temporal pattern data can provide a better under-
standing of how to identify patterns of energy use and thus
determine when or how to gain energy savings. Naturally, the
accumulative savings factor is increased many-fold in the smart
city concept. Temporal pattern event detection inspired by
Allen’s relations has proved useful in smart environments: for
anomaly detection in assisted living applications [28], and in
activity monitoring [29]. In these examples, intervals represent
the sensed data (cooking would imply the stove being on while
an inhabitant is present in the kitchen [30]). Such kinds of
recognition are useful for determining normal behaviour of
elderly occupants, and thus, for instance, detecting any onsets
of dementia [31].

Clearly, efficient, or ideally optimized, scheduling of events
can lead to enhanced savings of time and energy – it is with this
goal that we propose applying the Fishburn-Shepp inequality,
possibly to a specified subset of events in a larger complex
system.

B. Applications in Intelligent Conversational Agents

Intelligent conversational agents (CA) enable natural lan-
guage interaction with their human participant. Following an
input string, the CA works through its knowledge-base in
search of an appropriate output string. The knowledge-base
consists of natural language sentences based on a specific
domain. Through the use of semantic processing using a lexical
database with grouped sets of cognitive synonyms, word
similarity is determined, with thus the highest semantically
similar ranked string returned to the user as output.

Scripts consist of contexts that relate to a specific theme
or topic of conversation. Each context contains one or more
rules, which possess a number of prototype natural language
sentences. An example of a scripted natural language rule is
shown below, where s is a natural language sentence and r is
a response statement.
<Rule-01>
s: I am having problems accessing my email account.
r: I’m sorry to hear that. Have you tried contacting IT support?

One such CA, as proposed by O’Shea et al. ([32] [33] [34]),
uses semantics as a means to measure sentence similarity.
The CA is organized into contexts consisting of a number of
similarly related rules. Through the use of a sentence similarity
measure, a match is determined between the user’s utterance
and the scripted natural language sentences. Similarity ratings
are measured in the range from 0 to 1, in which a value of
0 denotes no semantic similarity, and 1 denotes an identical
sentence pair. The highest ranked sentence is fired and its
associated response is sent as output. The following algorithm
describes the application:

1. Natural language dialogue is received as input from the
user.

2. Semantic-based CA receives natural language dialogue
from the user which is sent to the sentence similarity measure.

3. Semantic-based CA receives natural language sentences
from the scripts files which are sent to the sentence similarity
measure.

4. Sentence similarity measure calculates a firing strength
for each sentence pair which is returned and processed by the
semantic-based CA.

5. The highest ranked sentence is fired and its associated
response is sent as output.

Natural language interaction between two participants (hu-
man or otherwise) can be modeled using Allen’s interval
algebra: the intervals of speech could satisfy the basic relation
p, if one speaks before the other, or the relation o if their
speech overlaps, and so on. In terms of scheduling a set of
speech events with specified relations, that is constructing a
linear extension by applying the Fishburn-Shepp inequality,
we envisage an application for the learning impaired which
schedules the events sequentially to reduce confusion from
simultaneous speech. This could then be integrated with a CA
facility.

C. Applications in Physiology
In exercise physiology, the study of complex rhythms

arising from the peripheral systems (for example, the cardio-
vascular system) and the central nervous system of the human
body is important to optimize athletic performance while using
a suitable type of pacing. Pacing plays an important part during
athletic competition so that the metabolic resources are used
effectively to complete the physical activity in the minimum
time possible, as well as to maintain enough metabolic re-
sources to complete that task [35]. Moreover, according to
the Central Governor Model (CGM) [36], there is a central
regulator that paces the peripheral systems during physical
activity to reach the endpoint of that physical activity without
physiological system failure. This central governor model of
fatigue is a complex integrative control model which involves
the continuous interaction, in a deterministic way, among all
the physiological, and that of the central systems.

In this context, the decision making process involved when
an athlete changes his or her pacing strategy during a particular
race (and especially during endurance exercise) seems quite
complex. However, the change in the decision making process
could be simply explained by the basic relations in Allen’s
interval algebra. Consider the following scenario where an
athlete or runner needs to complete a 20-km race. An experi-
enced runner will subconsciously be aware of the amount of
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energy resources they will need during the race so that they
can effectively complete the race without catastrophic failure.
During the race, there are both exogenous and endogenous
factors which will influence the optimal performance of the
runner, and therefore she or he has to make important decisions
as to when, or when not, change their pacing during the race so
that they can complete the race in the minimum time possible.

For instance, there may be three major changes in the pat-
terns of the running speed, power output, or pacing strategies
that the runner could adopt for a long distance race such as
the 20-km race [37]. Initially, on the first stage of the race, he
or she will accelerate from a resting standing (or crouching)
position to reach a constant optimal speed as determined by
the runner’s physical ability; meanwhile their heart rate (HR)
will accelerate as well as their volume of oxygen consumption
(VO2). In the second stage, they will maintain the same
constant running speed for most of the race while their heart
rate will be quite steady; moreover, the volume of oxygen
consumption will be kept practically constant throughout the
race. Finally, in the third stage of the race, the runner will
accelerate or sprint in order to complete the race, which will
at the same time, increase their heart rate as well as the rate
of volume of oxygen consumption.

This represents one possible scenario that may occur during
a race, which illustrates that Allen’s temporal relations can be
exploited to more clearly express the complex decision-making
processes related to the human body during physical exertion,
and hence allow for scheduling the pacing strategy adopted
by a runner during a particular race. Furthermore, smart-type
devices can be worn by an athlete which can also feed into
the decision-making process in real time.

III. CONCLUSION AND FUTURE WORK
Previous research in temporal pattern reasoning surround-

ing smart homes has largely focused on activity recognition
of inhabitants, and gaining an understanding from sensor data
retrieved from indoor environments (such as electricity, tem-
perature, light, or motion). The Internet of Things, however,
will provide further dimensions of data from people (wearable
sensors, tracking of GPS, etc.). This kind of outdoor data will
provide additional context to the smart home and enable it to
make better and more informed decisions as to how to actuate
and control building services.

For example, returning to the case of augmented heating
control using GPS - an occupant leaves the house and goes
for a short jog (automatically disabling the heating as they
leave) - as they run their own body temperature rises. The
wearable sensors will be monitoring their temperature and
their GPS coordinates. As they return and approach their
home, the augmented heating control with the GPS system
will turn on the heating, but will also take into account the
occupant’s current body temperature, and accordingly apply
the appropriate heating control strategy (i.e., reducing the
return-to-home setpoint from a previously higher setting and
actuation time). In this case, the quantitative temporal informa-
tion between arrival and heating activation will be lengthened
as the temperature setpoint requirement will be reduced. This
is just one of a myriad of possibilities that can be realized
from the abundance of potential sensor data generated from the
Internet of Things. We believe the relation between indoor and
outdoor sensing (as well as any other sensing source for that

matter) and reasoning strategies requires further exploration,
and as part of our future research strategy we will investigate
smart home event and action temporal reasoning from multiple
data streams beyond enclosed indoor scenarios. In particular,
smart-type scheduling is a key factor in energy-related issues.

We envisage enhanced synergy in the smart-environment
by integrating intelligent conversational agents. Useful re-
sponses to even simple sentences such as Where are my keys?
can have impact on human energy and stress levels and allow
for more efficient use of time.

To date, physiological research into pacing strategies has
focused on the amount of energy resources that are available
for a runner to complete a long distance race. We propose
that the future area in which the exercise physiology field
should endeavour to concentrate more on, is the optimal time
in switching between the different types of pacing strategies, so
that a race is completed successfully and in the minimum time
possible without homeostatic failure. In order to achieve this,
the various changes in pacing, namely, increasing, constant
or decreasing pace, depends on each individual’s resource
capacity and endurance for each type of pacing so as to
achieve the target in the least possible time. Moreover, we
suggest that the decision-making process underlying the choice
of the various pacing strategies can be informed through the
application of Allen’s algebra, and the resulting scheduling
can be applied to promote and improve world elite athletic
performance.
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Abstract—Graphics Processing Units (GPU) allow for running
massively parallel applications offloading the Central Processing
Unit (CPU) from computationally intensive resources. However
GPUs have a limited amount of memory. In this paper, a trie
compression algorithm for massively parallel pattern matching
is presented demonstrating 85% less space requirements than
the original highly efficient parallel failure-less Aho-Corasick,
whilst demonstrating over 22 Gbps throughput. The algorithm
presented takes advantage of compressed row storage matrices
as well as shared and texture memory on the GPU.

Keywords–Pattern Matching Algorithm; Trie Compression;
Searching; Data Compression; GPU

I. INTRODUCTION

Pattern matching algorithms are used in a plethora of
fields, ranging from bio-medical applications to cyber-security,
the internet of things (IoT), DNA sequencing and anti-virus
systems. The ever growing volume of data to be analysed,
often in real time, demands high computational performance.

The massively parallel capabilities of Graphical Processor
Units, have recently been exploited in numerous fields such
as mathematics [1], physics [2], life sciences [3], computer
science [4], networking [5], and astronomy [6] to increase the
throughput of sequential algorithms and reduce the processing
time.

With the increasing number of patterns to search for and
the scarcity of memory on Graphics Processing Units data
compression is important. The massively parallel capabilities
allow for increasing the processing throughput and can benefit
applications using string dictionaries [7], or application
requiring large trees [8].

The remainder of this paper is organised as follows: Sec-
tion II describes the GPU programming model, Section III pro-
vides background on multi-pattern matching algorithms while,
Section IV discusses the failure-less Aho-Corasick algorithm
used within this research. Section V highlights the design
and implementation of the trie compression algorithms, while
Section VI provides details on the environment. The results
are highlighted in Section VII and the paper finishes with the
Conclusion in Section VIII.

II. BACKGROUND

A. GPU Programming Model
In this work, an Nvidia 1080 GPUs is used along with the

Compute Unified Device Architecture (CUDA) programming
model, allowing for a rich Software Development Kit (SDK).
Using the CUDA SDK, researchers are able to communicate
with GPUs using a variety of programming languages. The
C language has been extended with primitives, libraries and
compiler directives in order for software developers to be able
to request and store data on GPUs for processing.

GPUs are composed of numerous Streaming Multipro-
cessors (SM) operating in a Single Instruction Multiple
Thread (SIMT) fashion. SMs are themselves composed of
numerous CUDA cores, also known as Streaming Proces-
sors (SP).

B. Multi-Pattern Matching
Pattern matching is the art of searching for a pattern P

in a text T . Multi-pattern matching algorithms are used in a
plethora of domains ranging from cyber-security to biology
and engineering [9].

The Aho-Corasick algorithm is one of the most widely
used algorithms [10][11]. The algorithm allows the matching
of multiple patterns in a single pass over a text. This
is achieved by using the failure links created during the
construction phase of the algorithm.

The Aho-Corasick, however, presents a major drawback
when parallelised, as some patterns may be split over two
different chunks of T . Each thread is required to overlap the
next chunk of data by the length of the longest pattern −1.
This drawback was described in [12] and [13].

C. Parallel Failure-Less Aho-Corasick
Lin et al. presented an alternative method for multi-pattern

matching on GPU in [14].

To overcome these problems, Lin et al. presented the
failure-less Aho-Corasick algorithm. Each thread is assigned
to a single letter in the text T . If a match is recorded, the
thread continues the matching process until a mismatch. When
a mismatch occurs the thread is terminated, releasing GPU
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Figure 1. Memory layout transformation for a simplified transfer between the host and the device, allowing for better compression and improved throughput

resources. The algorithm also allows for coalesced memory
access during the first memory transfer, and early thread
termination.

III. DESIGN AND IMPLEMENTATION

The trie compression library presented within this section
builds upon prior research presented in [15] and [16] and aims
to further reduce the memory footprint of the highly-efficient
parallel failure-less Aho-Corasick (HEPFAC) trie presented
in [16], while improving upon the tradeoff between memory
compression operation and the throughput offered by the
massively parallel capabilities of GPUs.

The compressed trie presented in our prior research is
created in six distinct steps. I) The trie is constructed in a
breadth-first approach, level by level. II) The trie is stored in
a row major ordered array. III) The trie is truncated at the
appropriate level, as described in [15]. IV) Similar suffixes
are merged together on the last three levels of the trie (This
may vary based on the alphabet in use). V) The last nodes
are merged together. VI) The row major ordering array is
translated into a sparse matrix as described in [16].

In this manuscript, an additional step is added. The
sparse matrix representing the trie is compressed using
a Compressed Row Storage (CRS) algorithm, reducing
furthermore the memory footprint of the bitmap array [17][18].
The compressed row storage also allows the array to be stored
in texture memory, hence benefiting from cached data. The
row pointer generated by the CRS algorithm is stored in
shared memory, benefiting from both the cache and an on-chip
location reducing the clock cycles when accessing data.

Figure 2 is a visual representation of steps I to V

Figure 2. Trie Truncation and Node Compression

undertaken during the construction of the trie. As shown,
the trie is truncated to an appropriate level. This technique
was used by Vasiliadis et al. [19] and further studied by
Bellekens et al. [16]. After truncation, similar suffixes within
the trie are merged together and the leave nodes are replaced
by a single end node.
Figure 3 shows the composition of the nodes in the trie. Each
node is composed of a bitmap of 256 bits from the ASCII
alphabet. The bitmap is modular and can be modified based
on the trie requirements (e.g., for DNA storage). Each node
also contains an offset value providing the location of the first
child of the current node. Subsequent children can be located
following the method described in [16].

Figure 1 depicts four different memory layouts in order
to achieve better compression and increase the throughput
on GPUs. Figure 1 (A) represents the trie created with a
linked list. Figure 1 (B) represents the trie organised in a
row major order, this allows the removal of pointers and
simplifies the transition between the host and and the device
memory. Figure 1 (C) represents the trie in a two dimensional
array, allowing the trie to be stored in Texture memory on the
GPU and annihilate the trade-off between the compression
highlighted in Figure 1 A) and the throughput. Finally,
Figure 1 (D) is improving upon the compression of our
prior research while allowing the trie to be stored in texture
memory and the row ptr to be stored in shared memory.

The CRS compression of the non-symmetric sparse matrix
A is achieved by creating three vectors. The val vector stores
the values of the non-zero elements present within A, while
the col− ind store the indexes of the val. The storage savings
for this approach is defined as 2nnz + n + 1, where nnz
represents the number of non-zero elements in the matrix
and n the number of elements per side of the matrix. In the
example provided in Figure 1 (C and D), the sparse matrix is

0 0 0 0 0 0 0 0

0

256 bits bitmap

4 bytes offset

Figure 3. Bitmapped Nodes
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Figure 4. Sparse Matrix Representation of the a Compressed Trie Containing
10 Patterns

reduced from 36 to 24 elements.

The sparse matrix compression combined with the trie
compression and the bitmap allows for storing large numbers
of patters on GPUs allowing its use in big data applications,
anti-virus and intrusion detection systems. Note that the CRS
compression is pattern dependent, hence the compression will
vary with the alphabet in use and the type of patterns being
searched for.

IV. EXPERIMENTAL ENVIRONMENT

The Nvidia 1080 GPU is composed of 2560 CUDA cores
divided into 20 SMs. The card also contains 8 GB of GDDR5X
with a clock speed of 1733 MHz. Moreover the card possesses
96 KB shared memory and 48 KB of L1 cache, as well as 8
texture units and a GP104 PolyMorph engine used for vertex
fetches for each streaming multiprocessors. The base system is
composed of 2 Intel Xeon Processors with 20 cores, allowing
up to 40 threads and has a total of 32GB of RAM. The server is
running Ubuntu Server 14.04 with the latest version of CUDA
8.0 and C99.
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Figure 5. Comparison between the current state of the art and the CRS Trie

V. RESULTS

The HEPFAC algorithm presented within this manuscript
improves upon the state of the art compression and uses
texture memory and shared memory to increase the matching
throughput.

The evaluation of compression algorithm presented
is made against the King James Bible. The patterns are
chosen randomly within the text using the Mersenne Twister
algorithm [20].

Figure 4 is a representation of the compressed trie stored
in a 2D layout. The trie contains ten Patterns. The blue
elements represent non-zero elements in the matrix while the
red elements represent empty spaces within the matrix. The
last column of the matrix only contains the offsets of each
node.

Figure 5 demonstrates the compression achieved by the
different compression steps aforementioned. The original
trie required a total of 36 bytes for each nodes, 256 bits to
represent the ASCII alphabet and four bytes for the offset.
The trie compression, on the other hand requires 36 bytes
for each node but reduces the size of the trie based on the
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Figure 6. Throughput Comparison Between Global Memory and Texture
Memory
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alphabet used (in this case to eight levels), then merges
similar suffixes together and merges all final nodes in a single
one. Finally, the CRS compression algorithm compresses the
sparse matrix representation of the trie. This technique allows
an 83% space reduction in comparison to the original trie
and a 56% reduction in comparison to the trie compression
algorithm presented in [15].

Figure 6 depicts the throughput obtained when storing the
CRS trie in global memory and in Texture memory. Global
Memory does not provide access to a cache and requires up
to 600 clock cycles to access data. This inherently limits the
throughput of the pattern matching algorithm to 12 Gbps.
When the CRS trie is stored in texture memory and the row ptr
is stored in shared memory the algorithm demonstrate 22 Gbps
throughput when matching a 1000 patterns within an alphabet
Σ = 256.

VI. CONCLUSION

In this work a trie compression algorithm is presented.
The trie compression scheme improves upon the state of
the art and demonstrates 83% space reduction against the
original trie compression and 56% reduction over the HEPFAC
algorithm. Moreover, our approach also demonstrates over
22 Gbps throughput while matching a 1000 patterns. This work
highlighted the algorithm on single GPU node, however, the
algorithm can be adapted to cloud computing, or on FPGAs.
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Abstract—A data glove is one of the major interfaces used in the
field of virtual reality. In order to get detailed data about the
finger joint angles, we must use a data glove with many sensors.
However, a data glove with many sensors is expensive and a
low-priced data glove does not have enough sensors to capture
all the hand data correctly. In our previous work, we propose a
method to obtain all finger joint angles by estimating the pattern
of hand motion from the low-priced data glove sensor values. In
our experiment system, we assumed some representative hand
motion patterns as grasping behavior. We also assumed that
other hand motions can be represented by synthetic motion of
the representative patterns. In our previous work, we used the
data glove with sensors covering two joints of each finger. In this
paper, we estimate the finger joint angles when using the data
glove whose sensors cover only the middle angle of each finger.

Keywords–Data-glove; Hand motion estimation; Finger joint
angles estimation.

I. INTRODUCTION

Virtual Reality (VR) is a rapidly growing research field
in recent years. VR technologies give us various advantages.
There are simulators to practice an operation and to fly a plane
as examples of VR technologies. These simulators enable us to
avoid the risk and to save on cost. VR researches that targets
to households also have been attracted. A data glove is one
of the major interfaces which are used in the field of VR. It
measures curvatures of fingers using bend sensors. In order to
obtain accurate hand motions, it is necessary to use a data glove
which has many sensors, but it is expensive. It is preferable
that an interface is small scale and low cost. Various types of
researches about data glove have been conducted [1][2][3]. On
the other hand, there is a low cost data glove which measures
an angle for each finger through one sensor. But it cannot get
detailed data directly. For example, the 5DT Data Glove 5
Ultra and DG5 VHand have a single sensor on each finger,
so they have five sensors in the whole hand (see Figures 1
and 2). However, there are three finger joints for each finger, a
single sensor can not measure all of these three angles directly.
In our laboratory, we have proposed a method to get plausible
user hand motion pattern from the low-cost glove. This method
estimates the kind of hand motion patterns using each relation
among angles of fingers during operation. Then, it estimates
all finger joint angles by estimating the types of hand motion
patterns from the correlation between each finger angle in the

Figure 1. 5DT Data Glove 5 Ultra

Figure 2. DG5 VHand

hand motion pattern [4]. We assume some representative hand
motion patterns, and consider that other hand motions can be
represented as a synthetic motion of the representative hand
motion patterns. In addition, we calculate the ratio of each
representative motion pattern. Moreover, estimating each finger
angle using the result, we express any hand motion patterns
other than the representative hand motions. In our previous
work, we have used 5DT Data Glove (see Figure 1) whose
sensors cover two joints of each finger. Here, we estimate
finger joint angles when using the data glove DG5 VHand
(see Figure 2) whose sensors cover only the middle angle of
each finger.

The rest of the paper is structured as follows. In Section II,
we describe how to estimate finger joint angels. In Section III,
we apply this method to the data-glove that sensor positons
are limited. In Section IV, the experimental results are shown.
Finally, we conclude in Section V.
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Figure 3. Overview of method

II. ESTIMATION OF FINGER JOINT ANGLES

In section II, we describe an estimation method of finger
joint angles using 5DT data glove which has been developed
in our laboratory (see Figure 3).

A. Representative Hand Motion Patterns
To estimate finger joint angles, this method limits user’s

hand motion to grasping motion. First of all, we chose four
representative hand motion patterns (see Figure 5)[4] from
human’s grasping motion (Figure 6)[5].

Furthermore, we assume that a human’s grasping motion
can be represented as a synthetic motion of representative
hand motion patterns. To derive three finger joint angles from
a single sensor value, we use the following method (see
Figure 4). We sample many sets of the sensor values with the
low-priced data glove when some subjects open their hand first
and then close it to each representative hand motion patterns.
Also, we sample the sets of the true angles of finger joints
for the same representative patterns, provided that we use true
angles obtained from a data glove which has a lot of sensors.
We use Immersion CyberGlove as data glove with a lot of
sensors. Then, the sensor values and the true angles of finger
joints at the same time are associated. We show an example
of correspondence in Figure 7.

We derive the following numerical formulas using this
correspondence.

θpi1 =
2
3
θpi2 (1)

θpi2 = Epi2S
3
i + Fpi2S

2
i + Gpi2Si + Hpi2 (2)

θpi3 = Epi3S
3
i + Fpi3S

2
i + Gpi3Si + Hpi3 (3)

where pattern p is one of representative hand motion patterns.
Angles θpi1, θpi2 and θpi3 express the DIP, PIP, and MP joint
angle of the finger i for the pattern p. The DIP, PIP, and
MP joint mean the first, second and third joint of a finger
respectively. The Si is sensor value of finger i. And Epij , Fpij ,
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Figure 4. Detail of method

Gpij and Hpij are constant parameters for the pattern p, finger
i and joint j. These parameters, Epij to Hpij , are calculated
by pre-experiment. Besides, DIP joint angle is obtained by
proportional connection with PIP joint angle (eq. 1)[6]. Joint
angles of finger i of pattern p are obtained by these numerical
formulas.

B. Hand Motion Estimation and Angles Estimation

To represent user’s hand motion as synthetic motion of
representative hand motion patterns, we need to know how
similar the user’s hand motion is and to which representative
hand motion patterns. Then, we set the following formula
based on the probability density function of the multivariate
normal distribution for n points in the five dimensional feature
amount space.

Lpn = exp{−1
2
(S − µpn)T Σ−1

pn (S − µpn)} (4)

where S is the sensor value vector. And µpn and Σpn

represent mean vector of sensor sample values, and variance-
covariance matrix of sample point n (an integer satisfying
1≤n≤a number of samples) in representative hand motion pat-
tern p. Besides, µpn and Σpn are obtained by pre-experiment
for an average user. If the sensor values are obtained actually
from the glove, we select the maximum value according to the
following formula.

Lp = max
n

{Lpn(S : µpn, Σpn)} (5)

Thus, we get the likelihood on representative hand motion
pattern p in current sensor values. After that, we decide the
ratio rp of hand motion pattern p according to the following
formula.

rp =
Lp

ΣP
p=1Lp

(6)
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Figure 5. Representative hand motion patterns
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Figure 6. Candidates of representative motions

Figure 7. Example of correspondence

where P is the total number of representative hand motions,
which takes the value of four. As stated above, we can obtain
θpij and rp. At last, each angle θij of current hand posture is
derived by the following formula.

θij =
P∑

p=1

rp·θpij (7)

III. DATA-GLOVE THAT SENSOR POSITIONS ARE LIMITED

In section III, we describe an estimation method of finger
joint angles using DG5 data glove whose sensor positions are
limited only to PIP joints.

A. MP Angle for Representative Hand Motion Pattern
Although we mentioned above representative hand motion

patterns are selected, the pattern Parallel Ext. is almost the
motion related only to MP joints. When doing the Parallel
Ext. pattern, the sensor values hardly change. We tentatively
use three other patterns as representative hand motion patterns
for now.

For the 5DT data glove whose sensors cover PIP and MP
joints, the DIP angle is related to PIP directly, as mentioned in
the previous section. It means the sensor values contain all of
their information. However, using DG5 whose sensors are only
on PIP, the motion of MP does not change the sensor value.
Of course, we assume that the hand motion is a grasping one,
so the MP angle of a finger is related to the PIP angle of the
same finger. Then we can assume that the MP of a finger is
related to the PIPs of all fingers.

We consider a new estimation model to obtain angles for
representative hand motion patterns using multiple regression
analysis. First, we make a estimation equation with explanatory
variable is a set of sensor values, and response variable is each
MP joint angle, as follows.

θpi3 =
5∑

f=1

Cpif3Sf + Ipi3 (8)

where θpi3 is MP joint angle of finger i of representative
pattern p, Sf is sensor value of finger f , and Cpif3 and Ipi3

are constant.
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Now, a subject opens his hand first and then closes it
to each representative pattern with DG5 data glove, the set
of sensor value Sf (time) of finger f at time is sampled.
Then, the subject moves his hand as each same pattern with
CyberGlove which has many sensors, the set of angle value
θpi3(time) is sampled as true one.

Here, we should get the constant Cpif3 and Ipi3. The
residual sum of squares Q is represented as in (9).

Q =
∑
time

θpi3(time) −

 5∑
f=1

Cpif3Sf (time) + Ipi3


2

(9)

Focusing on coefficient Cpi13 where f = 1;

Q =
∑
time

(
S1(time)Cpi13

)2

+ 2S1(time)Cpi13

 5∑
f=2

Cpif3Sf (time) + Ipi3


− 2θpi3(time)S1(time)Cpi13

+

 5∑
f=2

Cpif3Sf (time) + Ipi3

2

− 2θpi3(time)

 5∑
f=2

Cpif3Sf (time) + Ipi3


+

(
θpi3(time)

)2



(10)

Using the partial differentiations with Cpi13;

∂Q

∂Cpi13
= 2

∑
time

S1(time)


5∑

f=1

Cpif3Sf (time)

+Ipi3 − θpi3(time)


(11)

Using the partial differentiations also with Cpif3 and Ipi3;

∂Q

∂Cpif3
= 2

∑
time

Sf (time)


5∑

f ′=1

Cpif ′3Sf ′(time)

+Ipi3 − θpi3(time)


(12)

∂Q

∂Ipi3
= 2

∑
time

Ipi3 +
5∑

f=1

Cpif3Sf (time)

−θpi3(time)


(13)

The constant Cpif3 and Ipi3 to be obtained make Q represented
as the minimum of the equation from (9). And the Cpif3 and
Ipi3 that make Q minimum satisfy following equation.

∂Q

∂Cpif3
=

∂Q

∂Ipi3
= 0 (14)

Solving this, coefficient Cpif3 and constant Ipi3 are obtained
to estimate MP joint angle for representative pattern with (8).
The angles of PIP are obtained directly from the sensor value
with (2), and the angles of DIP are also obtained only from
PIP with (1).

B. Hand Motion Estimation with Pseudo-Inverse Matrix
When the variance of sensor values is zero at the sample

point n of representative hand motion pattern, the variance-
covariance matrix will be abnormal at the sample point n.
It means the inverse matrix of variance-covariance matrix of
sensor values Σ−1

pn can not be obtained, and the likelihood for
the sample data of representative pattern p can not be obtained
with (4).

So we use Moore-Penrose pseudo-inverse matrix to solve
it. The variance-covariance 5×5 matrix of sensor values Σ−1

pn
which is abnormal at the sample point n is represented as next
equation with 5× r matrix Apn and r × 5 matrix Bpn where
rank (Σpn) = r;

Σpn = ApnBpn (15)

Here the Moore-Penrose pseudo-inverse matrix Σ+
pn for Σpn

is described as:

Σ+
pn = BT

pn

(
AT

pnΣpnBT
pn

)−1

AT
pn

= BT
pn

(
BpnBT

pn

)−1 (
AT

pnApn

)−1

AT
pn

(16)

Using this Moore-Penrose pseudo-inverse matrix Σ+
pn for (4)

instead of the inverse matrix of variance-covariance matrix of
sensor values Σ−1

pn at the sample point n where inverse matrix
can not be defined, the likelihood is obtained and the ratio
of each hand motion pattern is determined with (5) and (6),
respectively. Now, we can use a low-priced data glove whose
sensors cover only the middle angle of each finger to estimate
all finger joint angles of current hand posture with (7).

IV. EXPERIMENT AND RESULT

We performed an experiment to confirm the effectiveness
of the method described above. The experiment system was
constructed using the DG5 Data Glove whose sensor positions
are limited only on middle joints. Other hand motions that
were different from representative patterns were tested. The
minimum of Activities of Daily Living (ADL) needs the
following hand motions (see Figure 8) [7].

1) Power grasps (used in 35% ADLs)
2) Precision grasps (30% ADLs)
3) Lateral grasps (20% ADLs)
4) Extension grasps (10% ADLs),
5) Tripod grasps,
6) Index pointing, and
7) Basic gestures.

We tested five motions; 1)–5).
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(1) Power grasp (2) Precision grasp (3) Lateral grasp

(4) Extension grasp (5) Tripod grasp

(6) Index pointing (7) Basic gestures

Figure 8. Hand motions needed for ADL

TABLE I. ERROR OF FINGER JOINT ANGLES [DEGREE]

thumb index middle ring little average

Power G. 7.3 12.0 10.5 12.5 10.0 10.5

Precision G. 8.1 9.2 7.2 7.0 6.8 7.7

Lateral G. 9.4 6.0 8.8 7.5 10.5 8.4

Extension G. 9.8 8.1 11.0 11.3 9.0 9.9

Tripod G. 8.5 8.5 7.2 11.6 10.9 9.3

average 8.6 8.7 8.9 10.0 9.4 9.2

Figure 9. Result CG for Power grasp

Figure 10. Result CG for Precision grasp

The subjects opened their hands and then closed them to
each test pattern 1)–5) with DG5 data glove. The average of
estimated joint angles were compared with the true angles
obtained from CyberGlove which had many bend sensors.

Table I shows the average error of finger joint angles. Each
error is around 10 degrees. The result using the 5DT data glove
whose sensors cover two joints of each finger also had about
10 degrees error [4]. This means that the lower-priced data
glove can obtain joint angles accurately enough.

Actual hand posture images and the CG images generated
from estimated joint angles are shown in Figures 9 and 10.
The MP joints that were not covered with bend sensors are
estimated from the sensors on PIP joints.

V. CONCLUSION

In this paper, we described a useful method using a low-
priced data-glove based on hand motion patterns. It estimates
all finger joint angles using the data glove whose sensors
cover only the middle angle of each finger. The method has
been expanded from our previous method using a data-glove
whose sensors cover two joints of each finger. A data glove
is one of the major interfaces which are used in the field
of VR. It measures curvatures of fingers using bend sensor.
However, in order to obtain accurate hand motions, it is
necessary to use an expensive data glove which has many
sensors. On the other hand, there is a low cost data glove
which measures an angle for each finger through one sensor.
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It cannot get detailed data directly. Our method estimates
plausible user hand motion patterns using each relation among
angles of fingers during the operation of the low-cost glove
first. Then, it estimates all finger joint angles by estimating the
types of hand motion patterns from the correlation between
each finger angle in the hand motion pattern. We assumed
some representative hand motion patterns, and considered that
other hand motions could be represented as synthetic motion
of these. The ratio of each representative motion pattern is
calculated using Moore-Penrose pseudo-inverse matrix, and all
finger angles are estimated using multiple regression analysis.
With the low priced data-glove being useful, it is expected that
VR systems that target households will become more popular.
In the future, we should reconsider the representative hand
motion patterns because we removed Parallel Ext. from our
previous research based on medical knowledge. We should
also expand the target hand motion patterns to various ones
that are not only grasping patterns.
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Abstract—Obtaining polyp size and shape is important for the
medical diagnosis. In this paper, a 3-D shape reconstruction of
computer vision technology is introduced in the medical diagnosis
for this purpose. Some approaches based on Shape from Shading
have been proposed for polyp in endoscope image. Previous
approaches need some parameters such as depth parameter
Z from endoscope lens to the surface point and reflectance
parameter C. In the endoscope image, it is important to obtain
these parameters for accurate polyp shape recovery. This paper
proposes a new approach for obtaining parameters Z and C from
one endoscope image where a medical suture is taken. A medical
suture is used to estimate the horizontal plane locally and an
observation model of medical suture is used with the horizontal
plane. Two light sources endoscope observation system is assumed
based on the actual endoscope for improving the accuracy of the
polyp shape recovery. Experiments are conducted to validate the
proposed approach.

Keywords–Shape from Shading; Endoscope; Point Light Source;
Perspective Projection; Camera Calibration; Reflectance Parameter.

I. INTRODUCTION

The size of a colonic polyp is a biomarker that correlates
with its risk of malignancy and guides its clinical management.
Given this central role of polyp size as a biomarker, the
precision and accuracy of polyp measurement is an important
issue [1]. In addition, advanced adenomas are those that are
larger (≥ 1cm) or that contain appreciable villous tissue or
high-grade dysplasia [2]. Therefore, obtaining polyp size and
shape is important for the precise diagnosis.

For these situations, it becomes more important to develop
a medical supporting application of computer vision in the
medical field, where the 3-D shape reconstruction is expected
to be practically used in the medical diagnosis. As a 3-D
shape reconstruction technology, Shape from Shading (SFS)
[3] is one valuable approach of 3-D reconstruction. SFS uses
the image intensity directly to recover the surface orientation
of a target object from a single image. Based on SFS, some

approaches [4] [5] have been proposed to recover polyp shape
from endoscope images. The paper [4] proposes a polyp
recovering approach using both photometric and geometric
constraints, assuming an endoscope with one light source.
Another approach [5] recovers polyp shape assuming a more
actual endoscope, which has two light sources, and it uses a
neural network to modify the obtained surface gradients.

These polyp shape recovery approaches based on SFS
assume a Lambertian image and need some parameters such
as a depth parameter Z from the endoscope lens to the
surface point. To obtain the depth Z, paper [6] proposes an
approach using two images using a medical suture between
the movement of Z direction in endoscope video under the
assumption of one light source.

To relax the constraint for shape recovery, this paper
proposes a novel approach for obtaining depth Z and surface
reflectance parameter C from a single endoscope image of
medical suture. Medical suture is used to estimate its horizontal
plane locally and observation model of medical suture is
used with the horizontal plane. In addition, two light source
endoscope is assumed to improve the accuracy of polyp shape
based on the actual endoscope.

Experiments of polyp shape recovery are conducted with
the estimated parameters and it is shown that polyp shape is
recovered with its absolute size.

The rest of the paper is structured as follows. In section II,
the logic of the proposed approach is explained. In section III,
experiments are conducted to validate the proposed approach
and the conclusion of the proposed method is referred in
section IV.

II. PROPOSED APPROACH

A. Procedure
The proposed approach consists of the following steps.

First, camera calibration is conducted to obtain the inner

103Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-534-0

PATTERNS 2017 : The Ninth International Conferences on Pervasive Patterns and Applications

                         112 / 148



parameters of the endoscope and subsequent steps are based on
these obtained parameters. Second, the horizontal plane of the
medical suture for the lens plane is estimated locally. Third,
depth Z and the reflectance parameter C are obtained by using
the estimated horizontal plane and its observation model of
horizontal plane of medical suture. Finally, the polyp shape
is recovered using the obtained Z and C based on two light
sources photometric constraint.

Step1 Estimating inner parameters of the endoscope by con-
ducting camera calibration.

Step2 Estimating the horizontal plane of medical suture to
the lens plane locally.

Step3 Obtaining Z and C using observation model of hori-
zontal plane of medical suture.

Step4 Recovering polyp shape using obtained depth Z and
reflectance parameter C assuming two light source
endoscope based on the approach [5].

B. Camera Calibration
First, the inner parameters of the endoscope are obtained

by a camera calibration assuming two light source endoscope
for the subsequent approaches.

1) Observation System: The observation system of endo-
scope is assumed to be a point light source and perspective
projection. According to the actual environment of the en-
doscope, two light point sources are assumed to obtain the
accurate results in parameter estimation and shape recovery.
The observation system of two light sources endoscope is
shown in Figure 1. Here, let the coordinate of the center of lens
be (0, 0, 0), f be the focal length, S1 and S1 be the distances
from the lens to the surface point and n be the normal surface
vector.

2) Estimating Inner Parameters of Endoscope: Estimating
inner parameters of the endoscope is performed using multiple
images of checker board taken by the endoscope based on the
camera calibration techniques [7] [8]. An example of checker
board images used in the proposed approach is shown in Figure
2.

Figure 2. Examples of Checker Board Images

Figure 1. Observation System of Two Light Source Endoscope.

C. Estimation of Parameters Using Medical Suture
1) Estimation of Parameters: Parameters Z and C for

shape recovery under SFS approach are obtained by estimating
the horizontal plane of medical suture locally using its obser-
vation system. The procedures for obtaining parameters Z and
C are shown in the following steps.

Step1 Estimating horizontal plane of medical suture locally
from a single image.

Step2 Obtaining the depth Z using the horizontal plane of
medical suture using its observation system.

Step3 Obtaining C using two light source photometric con-
straint.

The details of these steps are described below.
2) Estimation of Horizontal Plane: The horizontal planes

of columnar forms against the lens can be obtained by con-
sidering the continuity of width from the columnar centerline
to both end edges. The columnar width cut out by horizontal
plane against the lens (as shown in Figure 3) continues while
the cropped region is horizontal against the lens. The horizontal
planes of medical suture can be obtained locally based on this
property from one endoscope image.

The procedure of obtaining the horizontal plane is as
follows.

Step1 Extract the medical suture region5 from original im-
age4.

Step2 Extract the medical suture centerline by applying
thinning processing as shown in Figure 6.
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Step3 Extract medical suture edge using the morphology
operation as shown in Figure 7.

Step4 Draw a line orthogonal to the centerline and crop the
line by both end edges. Finally, extract regions where
the cropped line continues the same width as shown
in Figure 8.

Figure 3. Horizontal Plane of Columnar against Lens

Figure 4. Original Image of
Medical Suture

Figure 5. Example of
Extracted Medical Suture Region

Figure 6. Example of
Line Thinning Processing

Figure 7. Example of
Edge Extraction

Figure 8. Example of
Estimation of Horizontal Plane

3) Estimation of Depth Z: Here, an observation system of
the horizontal plane of medical suture is proposed to obtain
the depth parameter Z from the endoscope lens to the surface
point. The observation system is shown in Figure 9.

Depth Z from the lens can be calculated using the model
with respect to the estimated horizontal plane of medical
suture. The procedure for calculating parameter Z is described
below.

Figure 9. Observation System of Horizontal Plane

From △LOIi ∼ △LSoSi, ̸ LSiSo is an external angle of
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△LSoSi, ̸ LSiSc is obtained by Equation (1).

̸ LSiSc = π − ̸ LIiO (1)

From △LOIc ∼ △LSoSc, △LScSo is given by Equation
(2).

̸ LScSi = ̸ LIcO (2)

̸ SiLSc = π − ̸ LSiSc − ̸ LScSi (3)

Similarly, ̸ LScPi can be obtained from Equation (4).

̸ LScPi = π − π

2
− ̸ SiLSc (4)

Focusing on the hypotenuse from the lens L to the center of
the suture center Si in △LScSi, distance LSc can be obtained
from Equation (5). Here, distance PcSc is the same as the
suture radius.

LSc =
PiSc

cos̸ LScPi
(5)

The distance from the lens L to the surface of the suture
Pc can be obtained from Equation (6). Here, PcSc is the same
as the suture radius.

LPc = LSc − PcSc (6)

Finally, from △LZPc ∼ △LOIc, the depth Z can be given
by Equation (7).

Z = LPcsin̸ LIcO (7)

4) Estimation of Reflectance Parameter C: The reflectance
parameter C is calculated using the obtained Z and two light
sources photometric constraint. Let the coordinate of the center
of lens be (0,0,0) as shown in Figure 1.

The image intensity E can be expressed using the inverse
square law of illuminance, as shown in Equation (8).

E = C(
n · s1
l21

+
n · s2
l22

) (8)

Here, n is the normal surface vector represented using
gradient parameters (p, q)=(∂Z/∂X , ∂Z/∂Y ) as

n =
[p, q,−1]√
p2 + q2 + 1

(9)

s1 and s2 are the light sources direction vectors for light
sources 1 and 2, respectively. l1 and l2 are the distances from
light sources 1 and 2, respectively to the surface point.

Let the light sources direction vectors be s1 and s2, and
let the position of light source 1 be (a, b, 0), let the position of
light source 2 be (c, d, 0). Light source direction vectors are
represented by Equation (10) as unit vectors.

s1 =
[a− x, b− y,−Z]√

(a− x)2 +
√

(b− y)2 + Z2

s2 =
[c− x, d− y,−Z]√

(c− x)2 +
√

(d− y)2 + Z2

(10)

Distances l1 and l2 are represented using the coordinates
of each light sources as Equation (11).

l1 =
√

(a− x)2 + (b− y)2 + Z2

l2 =
√
(c− x)2 + (d− y)2 + Z2 (11)

Substituting Equation (9), Equation (10) and Equation (11)
into s1, s2, n, l1 and l2 gives

C = E

{{
(a−x)2+(b−y)2+f2

} 3
2 Z2

√
p2+q2+1

f2(−p(a−x)−q(b−y)+f)

+

{
(c−x)2+(d−y)2+f2

} 3
2 Z2

√
p2+q2+1

f2(−p(c−x)−q(d−y)+f)

}
(12)

where f is the focal length.

D. Shape Recovery Using Obtained Z and C

Shape recovery is performed using the obtained Z and C
based on the paper [5]. The procedure for shape recovery is
as follows.

Step1 Uniform Lambertian image is generated by the method
[9] which is converted from the original RGB (red,
green, and blue) color model endoscope image.

Step2 Recover the initial depth by optimization using pho-
tometric constraints under the condition of two light
sources and using obtained Z and C.

Step3 Apply NN (Neural Network) learning using gradient
parameters (p, q) of a Lambertian sphere, which is
used to modify the obtained surface gradient (p, q).

Step4 Update the depth Z using optimization by treating the
obtained gradient parameters (p, q) as constants again.

III. EXPERIMENTS

Experiments were performed to evaluate the proposed
method using actual endoscope images. Here, a medical suture
with size 1-0 silk suture and its diameter 0.33mm is used in
the endoscope image.

A. Result of Camera Calibration
The result of the camera calibration is shown in Table

I. The inner parameters of the endoscope are focal length,
principal point and radial distortion and those parameters were
obtained by the camera calibration.

Here, two parameters were obtained respectively based on
the aspect ratio of image.

TABLE I. RESULT OF ESTIMATION

Parameter Result of Calibration

Focal length (pixels) [ 718.7447 + / - 0.8387, 718.3827 + / - 0.8654 ]

Principal point (pixels) [ 879.0439 + / - 0.4669, 533.5813 + / - 0.4240 ]

Radial distortion [ - 0.3913 + / - 0.0010, 0.1178 + / - 0.0008 ]
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B. Result of Estimated Depth Z

Depth Z was estimated using the obtained inner parameters
of the endoscope. The results of estimating the horizontal plane
of medical suture are as shown in Figures 10 to Figure 17,
respectively. Here, more than 6 continuous regions with same
width are adapted as the horizontal plane section in tracing the
suture center line.

Figure 10. Scene1
Original Image

Figure 11. Scene1
Horizontal Plane

Figure 12. Scene2
Original Image

Figure 13. Scene2
Horizontal Plane

Figure 14. Scene3
Original Image

Figure 15. Scene3
Horizontal Plane

Figure 16. Scene4
Original Image

Figure 17. Scene4
Horizontal Plane

TABLE II. RESULT OF ESTIMATED Z

Scene Section
Estimated Z [mm]
MEAN STD

1

1 34.3456 0.0000
2 34.3424 0.0044
3 34.2384 0.0051
4 34.1847 0.0081
5 34.9362 0.0086

2
1 30.8150 7.7443
2 17.0185 0.0000

3 1 34.5360 0.0028

4
1 13.9666 2.6010
2 15.1002 0.0000

The result of depth Z estimation for each scene and
estimated horizontal section are shown in Table II. From these
results, the horizontal section of medical suture within [nm]
level variation of the depth Z could be obtained in each scene.
It is shown that the horizontal plane of the medical suture and
depth Z were obtained with high accuracy in each endoscope
image.

C. Result of Shape Recovery

Polyp shape recovery was performed using calculated Z
and C. The results of polyp shape recovery are shown in
Figures 18 to 21. Here, some regions which interfere with
the shape recovery such as a hood cover of the endoscope
were cut out. From the recovered shapes, it is confirmed
that approximate polyp shape could be recovered using the
calculated parameters Z and C of the proposed approach.

Figure 18. Recovered Shape of Scene1
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Figure 19. Recovered Shape of Scene2

Figure 20. Recovered Shape of Scene3

Figure 21. Recovered Shape of Scene4

IV. CONCLUSION

This paper proposed a new approach for obtaining depth
parameter Z from endoscope lens to the surface point and
reflectance parameter C from one endoscope image of medical
suture by estimating the horizontal plane of medical suture
locally and its observation model. The result shows that ap-
proximate polyp shape could be recovered using the calculated
parameters Z and C. Applying this proposed method to the
blood vessel for mitigating constraint conditions and improving
the accuracy of shape recovery are left as future works.
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Abstract—This paper proposes a classification approach of a
malignant or bening polyp type by multiple CNN-SVM classifiers
using Convolutional Neural Networks (CNN) as feature extractor
and Support Vector Machine (SVM) as classifier from three
kinds of endoscope images as white light image, dye image and
Narrow Band Image (NBI). First, the polyp feature is extracted
using CNN as feature extractor from three kinds of endoscope
images using each datasets. Second, classifiers are generated as
many as three kinds of combinations using SVM and each image
is classified. Finally, the final classification result is judged by
voting processing from the result obtained by each classifier.
The effectiveness of the proposed method was confirmed through
experiments in which both validity and accuracy of multiple
CNN-SVM voting results were evaluated using actual malignant
or benign polyp images.

Keywords–Polyp Classification; Endoscope Image; Voting Pro-
cessing; Pre-Trained Network; Convolutional Neural Network;
Support Vector Machine.

I. INTRODUCTION

The polyp diagnosis is conducted using the endoscope
in the medical scene, according to the prevalence rate of
colorectal cancer has been increasing. There are various forms
of polyps, such as protuberance type, surface flat type, surface
recessed type and so on. These shapes are used as a reference
when judging the malignancy/benignity of polyps. However, it
is difficult to judge if a polyp is benign/malignant only by its
shape, in some cases, and the diagnostic result of polyp using
endoscope depends on the experience of the medical doctor.
There are many cases where correct diagnosis is obtained
by the medical doctor as the pathological diagnosis judges
correctly. Therefore, it is necessary to develop a computer-
aided system with computer vision technology to eliminate
the difference in the diagnosis results from the experience of
the doctor and to reduce the burden of the medical provider.

As a method to judge the malignant/benign polyp from
endoscope images, some methods [1][2] have been proposed.
In these methods [1][2], a ultra-high magnification endoscope
is used for the polyp diagnosis with high precision. The ultra-
high magnification endoscope has higher magnification than

regular endoscope and it enables the diagnosis at the cell level.
However, it requires a lot of diagnosis time when ultrahigh
magnification is used, and this would put additional burden on
the patient.

Therefore, this paper proposes a method to classify malig-
nant or benign polyp using regular endoscope images.

Actually, there are many non-polyp scenes in endoscope
video of the regular endoscope, which makes it difficult to
classify the malignant or benign polyp. Therefore, for our
proposed method, a necessary condition is that only the polyp
images be used as the target. Paper [3] and [4] were proposed
for polyp detection. These papers detect polyps with the
rectangles (as shown in Figure 1). There are three types of
images which are taken by the regular endoscope: with white
light, dye and narrow band image (NBI) in general. These three
kinds of images have different characteristics and the difficulty
of classification level of malignant or benign polyp depends on
the condition of each image. In this paper, the polyp region is
extracted with the rectangle by methods [3][4] and three types
of images taken by the regular endoscope are used for the
classification. Accurate classification of malignant or benign
polyp are tried from each image features for supporting the
medical diagnosis.

Section II introduces the proposed method. Section III
gives the result of our experiment. Finally, Section IV con-
cludes the proposed method.

(a)Result of Detection (b)Region of Rectangle

Figure 1. Detected Polyp
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II. PROPOSED METHOD

Our proposed method uses features [5][6] obtained by pre-
trained network for malignant or benign polyp classification.
Specifically, each feature is extracted from Convolutional Neu-
ral Network (CNN) [7] using each of three kinds of images
with white light, dye and NBI, respectively. Multiple Support
Vector Machine (SVM) [8] is used for the classification of
diagnosis using extracted CNN features.

The procedure of the proposed method is as follows (as
shown in Figure 2).

Step 0 Assign labels to endoscope images.
Step 1 Extract CNN features obtained from each input

image of three kinds of images.
Step 2 Construct multiple SVM classifiers using CNN

features.
Step 3 Extract features for evaluation with CNN as Step

1.
Step 4 Classify malignant or benign polyp using multi-

ple SVM classifiers constructed in Step 2 using
features obtained in Step 3.

Step 5 Determine the final result by a voting process
using the classified result of multiple SVM clas-
sifiers.

Figure 2. Flow of The Proposed Method

A. Assign Label to Endoscope Images
There are White Light (Figure 3(a)(d)), Dye (Figure

3(b)(e)) and NBI (Figure 3(c)(f)) that can be taken by the
regular endoscope. These endoscope images have different
characteristics and they have the following features.

White Light: Taken in normal condition.
Dye: Taken with indigo carmine stain solution or crystal

violet stain solution sprayed on the polyp, and the
irregularities of the lesion are emphasized.

NBI: Taken in the state irradiated with light which
is easily absorbed by hemoglobin in the blood
different from normal light and its blood vessels
and patterns are emphasized around the lesion.

Assign labels to these image as malignant polyp (Figure
3(d)(e)(f)) or benign (Figure 3(a)(b)(c)) polyp and also assign

labels on the types of the above endoscope images. Six kinds
of labels are attached, as shown in the Figure 3.

(a)White Light (b)Dye (c)NBI

(d)White Light (e)Dye (f)NBI

Figure 3. Endoscope Image

B. Feature Extraction Using CNN
Differences in polyp features are necessary to classify the

malignancy/benignity of a polyp. However, it is difficult in
general to use the empirical feature, such as Scale invariant
feature transform (SIFT) [9] to classify malignancy/benignity
polyp. CNN is highly evaluated as a feature extractor in recent
years and the CNN feature is used for feature extraction in case
of the polyp images. AlexNet [10] is used as a model of CNN
for feature extraction and corresponding 4096-dimensional
polyp features are extracted from each of the seventh layers
among totally connected layers with input of each of three
kinds of endoscopic images: white light, dye, and NBI.

1) Convolutional Neural Network: CNN is a network con-
sisting of convolution layers that perform local feature extrac-
tion of images and pooling layers that collect extracted features
where feature extraction and classification are performed in a
network. Recently, it has been treated as a feature extractor
by using only the feature extraction location, and it has been
proved to have highly general versatility as a feature extractor.

2) AlexNet: AlexNet is a model learned for image classi-
fication using the classification task of ILSVRC 2012 and it
is CNN consisting of 8 layers (as shown in Figure 4). This
CNN model extracts features of 4096-dimensions for each
input image and performs classification of 1000 classes. In this
paper, feature extraction is obtained from the seventh layer as
all connected layers of AlexNet.

Figure 4. Alexnet layers
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C. Construction of Classifiers Using Extracted Features
Classifiers of malignant or benign polyps are constructed

using the extracted features described in Section II-B. SVM
is used as classifier and it is constructed for three kinds of
features consisting of white light, dye and NBI extracted from
CNN, but the condition changes based on which image type is
easy to be classified as malignant or benign polyp. Classifiers
are constructed for the maximum number of combinations
consisting of three kinds of features, and each classifier corre-
sponds to each kind of image. Each classifier easily classifies
malignant or benign polyp or not depending on polyp. Here,
the input of each classifier is corresponding image features
which were used when constructing each one. The output of
each classifier is each diagnosis result of input images. Table
I shows the combination type of features and the number of
classifications.

TABLE I. COMBINATION

Combination of Features Number of Classifications
White Light 1
Dye 1
NBI 1
White Light + Dye 2
White Light + NBI 2
Dye + NBI 2
White Light + Dye + NBI 3

D. Classification Result with Voting Processing
The result of each classifier constructed with the method

from Section II-C may be different even for the same polyp
depending on the kind of image. Therefore, the final result is
determined by combining the results from each classifier. In
the voting processing, classification score as the classification
result obtained from each SVM is added to the evaluation score
so that the reliability of the final score is improved rather
than only handling one classification as one vote. Here, the
approach handles the classification score as a weight of one
vote. The calculation formula of the voting process is shown
in Equation (1).

Here, ”Label” represents the classification score derived
from Equation (2), ”Score” represents the classification score
of the result classified by SVM, n represents the number of
classification classes, ”Decision” represens the classification
result of SVM, ”Benign” indicates probability of a benign
polyp, ”Malignant” indicates probability of a malignant polyp.

Label =

12∑
n=0

Scoren (1)

Label =

{
Benign (if Decision = Benign)
Malignant (otherwise)

(2)

Based on the probabilities of a benign polyp and the probability
of a malignant polyp calculated by Equation (1), the final result
is determined by the larger value as shown in Equation (3).

Here, ”result” represents the final result.

result =

{
Benign (if Benign > Malignant)
Malignant (otherwise)

(3)

As described above, voting processing is performed using
classification scores from the results classified from seven
classifiers. This solves the difficulties of classification derived
from the difference of polyps. Simultaneously, the accuracy
of classification becomes higher than classification by each
classifier.

III. EXPERIMENT

Experiments were performed to validate the proposed
method. The datasets used in the experiment were polyp
images obtained as the rectangle detected by methods [3][4].
In order to increase the dataset, images were added with
three types of rotation processing to the original image. In
addition, since the label of the dataset of the learning image
is unbalanced, undersampling on malignant/benign labels was
performed in this experiment. Tables II and III show the num-
ber of the learning images and the test images, respectively.

TABLE II. TRAINIMAGE

Malignant Benign
White Light 188 380
Dye 112 408
NBI 32 140

TABLE III. TESTIMAGE

Malignant Benign
White Light 180 180
Dye 180 180
NBI 180 180

Table IV shows the kind of classifier consisting of each
combination and correct/incorrect number of malignant and
benign polyps with the voting processing. As evaluation of

TABLE IV. CLASSIFICATION RESULT

Malignant Benign
True False True False

White Light 149 31 132 48
Dye 94 86 167 13
NBI 59 121 158 22
White Light + Dye 130 50 156 24
White Light + NBI 52 128 140 40
Dye + NBI 122 58 152 28
White Light + Dye + NBI 118 62 153 27
Poll Result 152 28 164 16

classification accuracy, each of Sensitivity, Specificity, Accu-
racy, Positive Predictive Value (PPV) and Negative Predictive
Value (NPV) were calculated by the following formula.

True Positive (TP) represents numbers that classified ma-
lignant as malignant. False Negative (FN) represents numbers
that classified malignant as benign. False Positive (FP) rep-
resents numbers that classified benign as malignancy. True
Positive (TP) represents numbers that classified benign as
benign.

Sensitivity represents the validity that classified malignant
as malignant. Specificity represents the validity that classified
benign as benign. Accuracy represents the whole validity. PPV
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TABLE V. ACCURACY EVALUATION

Sensitivity Specificity Accuracy PPV NPV
White Light 75.6 80.9 78.0 82.7 73.3
Dye 87.8 66.0 72.5 52.2 92.7
NBI 72.8 56.6 60.2 32.7 87.7
White Light + Dye 84.4 75.7 79.4 72.2 86.6
White Light + NBI 56.5 52.2 53.3 28.8 77.7
Dye + NBI 81.3 72.3 76.1 67.7 84.4
White Light + Dye + NBI 81.3 71.1 75.2 65.5 85.0
Poll Result 90.4 85.4 87.7 84.4 91.1

represents positive predictive value that classified malignant
as malignant. NPV represents positive predictive value that
classified benign as benign.

Sensitivity =
TP

TP + FP
(4)

Specificity =
TN

FN + TN
(5)

Accuracy =
TP + TN

TP + FN + FP + TN
(6)

PPV =
TP

TP + FN
(7)

NPV =
TN

FP + FN
(8)

From Table IV, it is shown that the proposed method
least misclassified the malignant polyps. In addition, Table
V shows that both Sensitivity as validity of malignant polyp
classification and PPV as predictive value of malignant polyp
were obtained with high accuracy. When a malignant polyp
was classified as a benign polyp, there would be a delay
in polyp extraction that could become life-threatening. From
these results, it is shown that the proposed method is useful for
polyp diagnosis. Furthermore, the accuracy as the validity from
all classifications shows high value in the proposed method.
Error classification examples of benign polyp (a) (b) (c) and
malignant polyp (d) (e) (f) are shown in Figure 5. A benign
polyp has usually a round shape and a malignant polyp has
a uneven shape with some feature on blood vessel. However,
the polyps in Figure 5 have the opposite features and there is
some possibility that this example is an incorrect classification
result.

IV. CONCLUSION

In this paper, multiple CNN-SVM classifiers were con-
stucted using three kinds of endoscope images taken by regular
endoscope. The paper proposed a highly accurate classifica-
tion method by integrating the results based on the voting
processing. The effectiveness of the proposed method was
confirmed via experiments using actual endoscopic images to
classify malignant and benign polyps with CNN features and
multiple SVM classifiers. As future work, some improvement
is needed to reduce the misclassified polyps by increasing the
number of dataset and constructing a specialized CNN model
for endoscope images with fine tuning to get higher accuracy.
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(a)White Light (b)Dye (c)NBI

(d)White Light (e)Dye (f)NBI

Figure 5. Example of Error Classification
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Abstract—This paper proposes a method for defect detection and
classification of electronic circuit board by extracting keypoints
without reference images. The final purpose is to distinguish a
problematic defect, such as disconnection from a non-defect, dust
in the manufacturing process et al. Keypoints are extracted from
the electronic circuit board image, then a patch image is cropped
using obtained keypoint information, such as the position. The
cropped images are used as input to CNN (Convolutional Neural
Network) and 4096-dimensional features are obtained in the final
layer of the full connected layers. SVM (Support Vector Machine)
is introduced for learning and classification using CNN features.
The effectiveness of the proposed method is confirmed through a
detection experiment using actual electronic circuit board images
containing defects and by comparing the results with the previous
method.

Keywords–Defect Detection; Defect Classification; CNN; SVM;
SURF.

I. I NTRODUCTION

Electronic circuit boards are used as components of various
precision instruments, such as computers and liquid crystal
displays. Each layer is inspected after drawing and baking the
mask pattern in the manufacturing process of the electronic
circuit boards. There is Automated Optical Inspection (AOI)
as a computer assisted automated visual inspection for circuit
boards. The defect is judged from the loss rate of the lead
wire portion in AOI, but the final goal is to determine if
that defect is a true or a pseudo defect of the product. The
inspections need to be done with high accuracy. The current
AOI needs a subsequent final verification by the human eye to
judge the existence of a defect. The human cost and variability
of the inspection accuracy originating from individual checking
ability are problems in the verification process. It is hoped to
reduce this cost and to keep the accuracy for inspection with
computer-aided defect inspection.

Defect types during the inspection consist of true defect
and pseudo defect. True defects include chipping, breaking,
protrusions, shorts, etc. True defects cannot be shipped as the
products when these defects are found. On the other hand,
pseudo defects have foreign matter adherence and stains and
these can be removed after inspection. So, pseudo defets can be
shipped as the product. If a true defect is erroneously classified
into a pseudo defect, it becomes a problem. If a pseudo defect
is erroneously classified as a true defect, the product will be

discarded. Normal products are disposed of when a pseudo
defect is erroneously classified as a true defect, and it causes
reduction of production yield rate.

Papers [1] and [2] have been proposed to solve these
problems using image processing. Paper [1] proposes a global
defect inspection of defects by learning using Mahalanobis
distance. Paper [2] supplies a current to the electronic circuit
boards, and the defect is detected from the radiation position
from the radiation infrared image by taking advantage of the
characteristic that the short portion generates heat due to the
leak current.

The works [3] - [4] have proposed the defect classification.
Paper [3] classifies defect type using its shape informatio-
nunder the assumption that the reference image is used for
the classification. Paper [5] detects a candidate region of
defect by taking the difference between the reference image
and the test image. Feature quantities are obtained from the
candidate region and two classes classification of true defect
and pseudo defect is proposed using SVM. Mutiple subsets are
constructed by random sampling of the dataset,thenn multiple
classifiers are constructed based on each subsets feature. The
data classification is performed by taking a majorityvote, and
the stable accuracy is obtained if the number of learningdata
is sufficient. However, it is necessary to prepare the reference
images under inspection. The creation of the reference image
requires positioning in units of pixels, and it costs much to
create a reference image for each inspection image. Paper [4]
proposes a defect classification method using Bag-of-Features
as a method without using a reference image, while this
paper deals with AVI (Automatic Visual Inspection) which is
available to the simpler patterns of electronic circuit boards.
The method cannot be directly applied to AOI.

This paper tries to improve the accuracy of detection and
classification using features obtained by Convolutional Neural
Network (CNN). The candidate defect region is extracted
without reference image by keypoint extraction in defect clas-
sification, and features are extracted by inputting the cropped
region into the CNN.

II. T YPES OFDEFECT

True defect and pseudo defect are classified into several
types depending on the color and shape of the defect portion.
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A defect of the same type often has some variation based on
the image, and this makes it difficult to classify it as a true or
pseudo defect.

(a) Disconnection (b) Crack (c) Crack

(d) Connection (e) Connection (f) Projection

Figure 1. Type of True Defects

(a) Dust (b) Stain (c) Stain

Figure 2. Type of Pseudo Defects

It is confirmed that there is a difference in the intensity
value of the edge portion in the crack defect as shown in Figure
1(b) and Figure 1(c). The connected part is thinner than the
normal lead wire as shown in Figure 1(d), while a thicker part
than the normal lead is observed in connection defect as shown
in Figure 1(e). The appearance also differs even in the pseudo
defect. It is confirmed that there is a difference in the radiance
value of the defect part in the Figure 2(b) and Figure 2(c)
which are stain defect. It is also confirmed that noise appears
in the entire image.

III. I NSPECTIONMETHOD USING REFERENCEIMAGE

In [5], a non-defect reference image is prepared for an
image to be inspected. A difference is taken for each RGB
channel and a binary conversion is performed on the difference
image using a threshold value obtained from a discriminant
analysis method. The defect region is detected by taking the
logical sum of three binarized images (Figure (3)). Since the
reference image should be aligned on a pixel-by-pixel basis
at the time of creation and there may be multiple similar
portions in the same electronic board, it takes cost to obtain
the difference from the correct portion. The example result
of defect detection using both inspection image and reference
image is shown in Figure 3(c).

Feature quantities, such as maximum value, median value,
mode value, and so on are extracted as a feature quantity from
the detected defect region in each channel of RGB and HSV

(a) Inspection Image(b) Reference Image(c) Result of Detection

Figure 3. Detection of Defect

(Hue, Saturation, Value) and so on. Subsets are created from
the entire dataset using random sampling and multiple SVMs
are constructed. The final result is decided by the majority vote
using multiple SVMs.

IV. PROPOSEDMETHOD

The proposed method uses SURF, which is a keypoint
extraction method, and extracts a defect candidate region
without reference images. Features are obtained by inputting
the extracted region to CNN, which is a feature extraction
processing of Deep Learning. Both SVMs for defect detection
and defect classification are constructed using the obtained
features, and these SVMs perform defect detection and defect
classification, respectively.

The procedure of the proposed method is as follows.

1) Convert the learning image to the HSV color rep-
resentation system and detect the feature for the S
channel using SURF.

2) Create a rectangle using the coordinates and scale of
the obtained keypoint, and crop the image.

3) Label the image cropped from the defect portion or
non-defect portion using the reference image.

4) Obtain features from the final layer of the full con-
nected layer of CNN by inputting the cropped image
to CNN.

5) Construct SVM for defect detection by using the
features obtained from the defect portion and the
features obtained from the non-defect portion.

6) Construct SVM for defect classification by separating
the features obtained from defect region into true
defect and pseudo defect.

A. Determination of Pseudo Defect Region Using Keypoint
Extraction

SURF is a method to extract features which are invariant
to the illumination change, the scale change or the rotation.
Keypoints are detected by creating multiple DoG (Difference
of Gaussian) images and detecting the local maximum value
of intensity in SURF. The value of scaleσ is also used to
obtain the orientation of the keypoint. SURF is a rotationally
invariant feature by normalizing direction in orientation. The
gradient direction is determined within the circle region whose
radius is obtained by multiplying the scaleσ of the keypoint
by six times.

SURF obtains the S channel after converting the input
image to HSV color system. As a result, the S channel was
adopted from the experience that the keypoint detected from
the defect region gained the common point where the gradient
strength becomes strong when obtaining SURF.
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(a) SURF for R
Channel

(b) SURF for G
Channel

(c) SURF for B
Channel

(d) SURF for H
Channel

(e) SURF for S
Channel

(f) SURF for V
Channel

Figure 4. SURF Features

At first sight, observation shows that the keypoint is
concentrated on the defect in the three channels of RGB
(Figure 4(a)，4(b) and 4(c), but the keypoint was detected
at the position deviating from the defect when the result is
exactly confirmed with the mask image. It is confirmed that
the keypoint concentrates on the defect at the result of the
S channel (Figure 4(e)), and all five keypoints were detected
on the defect region when the result is exactly confirmed with
mask image. This characteristic was confirmed with more than
90% of dataset images.

B. Cropping Defect Candidate Image

Defect candidate images are cropped by SURF, as ex-
plained in Section IV-A. An image is cropped using a rectangle
that encloses a circle with a radius of6 × σ used when
orientation is determined by SURF. The number of keypoints
used for a rectangle cropping in a test image is determined by
the following procedure.

1) The keypoints detected from the learning imageIn is
sorted in descending order of the gradient strength.

2) The keypoints are plotted in order of sorting for the
mask image created from the learning imageIn and
the reference image.

3) Record the number of the keypoint which is first
plotted in the defect region of the mask image.

4) 1) to 3) are applied to all learning images, and the
average value of the keypoint numbers recorded is
used for cropping the rectangle in a test image.

True defect patches and pseudo defect patches are used for
the learning with labelling.

Rectangle images cropped for the keypoint obtained using
SURF are shown in Figure 5.

C. Feature Extraction Using CNN

Feature extraction is performed by inputting the image
cropped using SURF in IV-B to CNN. AlexNet [6] is used
as a pre-training model of CNN which structural concept is
shown in Figure 6. Here, 4096-dimensional features which
are obtained from the final layer of the fully connected layer

(a) Result of SURF (b) Cropped by rectangle

Figure 5. Cut by rectangle

(Layer FC7) are used for SVM learning as a transfer learning
method.

Figure 6. AlexNet

D. Construction of Classifier

SVM for defect detection is constructed using the defect
patch and non-defect patch in the learning data. A linear kernel
is used for defect detection SVM. The linear kernel is denoted
by Equation (1).

k(xn,xm) = xT
nxm (1)

The RBF kernel is used for constructing defect classification
SVM. The RBF kernel is denoted by Equation (2).γ in
Equation (2) is a parameter that controls the identification
boundary. Here, as the value ofγ increases, the boundary
becomes more complicated.

k(xn,xm) = exp(−γ∥xn − xm∥2) (2)

The performance of the final classification of the test image
is shown in Table I according to the classification result using
the classification SVM. It is important to reduce the rate of
erroneously classifying a true defect as a pseudo defect.

TABLE I. F INAL JUDGMENT

Defect Patch in Image Final Classification
Only True Defect Patch True Defect

Only Pseudo Defect Patch Pseudo Defect
True Defect Patch and Pseudo Defect Patch Classify by Majority Voting

Non-Defect Patch True Defect

V. EXPERIMENT

An experiment was performed to validate the effectiveness
of the proposed method. Defect detection and defect classifi-
cation are performed in two stages with the proposed method,
that is, the experiment consists of detection and classification.

The dataset used for the experiment consists of 65 true
defect images and 72 pseudo defect images.
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A. Detection Experiment

The keypoints was detected by SURF on the defect image
of the dataset, and SURF was obtained according to the
number defined in the learning data in detection experiments.
The results of obtained patches are shown in Table II.

TABLE II. N UMBER OF PATCH

Defect Patch Non-Defect Patch
274 164

Detection and evaluation experiments were performed us-
ing the patch shown in Table II. The classifier is SVM, the
kernel of SVM is a linear kernel, the parameterC of SVM is
1000 by GridSearch, and the evaluation method used is Leave-
One-Out. Patches cropped from the same image were removed
from the learning data for the test patch when Leave-One-Out
is applied.

Precision，Recall，F-measureandAccuracyare calculated
using the following equations.

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F −measure =
2 ∗Recall ∗ Precision

Recall + Precision

Accuracy =
TP + TN

TP + FP + FN + TN

TABLE III. E VALUATION OF DETECTION ACCURACY[%]

Precision Recall　 F-measure Accuracy
89.05 84.14 86.52 82.64

It is confirmed that more than 80 percent of accuracy is
obtained even without the reference image in inspection shown
as Table 7.

(a) True
Defect

(b) Pseudo
Defect

(c) Detect of
True Defect

(d) Detect of
Pseudo Defect

Figure 7. Result of Detect

The detected images are shown in Figure 7. Figure 7(a) and
Figure 7(b) show original images, and Figure 7(c) and Figure
7(d) show results of defect detection. The green circle in Figure
7 represents the keypoint that became a defect candidate. The
red rectangle indicates the patch judged as a defect. It is shown
from Figure 7 that the defect region can be cropped correctly.

B. Classification Experiment

The classification experiment was performed under the
assumption that all detections made in V-A on the defect image

of the dataset were successful. It is judged whether the patch
is a true defect patch or a pseudo defect patch using only the
defect patch from the cropped patch. The classifier is SVM, the
kernel of SVM is RBF kernel, the parameterC of SVM is 1
by GridSearch, and the parameterγ of RBF kernel is 131. The
evaluation method used is Leave-One-Out. The classification
result of method [5] is shown when mask image is used at the
test time for comparison. The number of learning images in
the subset in method [5] is set to 50 as the number of datasets.

The result of classification are shown in Table IV.

TABLE IV. E VALUATION OF CLASSIFICATION ACCURACY[%]

Method Precision Recall　 F-measure Accuracy
Paper [5] 53.21 80.56 62.38 52.55
Proposed 86.11 67.39 75.61 70.80

It is confirmed that defect classification can be performed
more accurately than method [5] despite using the defect
detection method without reference images, which is shown
from Table IV.

VI. CONCLUSION

This paper proposed a new highly accurate defect clas-
sification method without using reference images by intro-
ducing keypoint extraction and CNN feature extraction. The
effectiveness of the proposed method was validated by an
experiment for detecting the defect using actual images of
electronic circuit boards. Defect detection without reference
images was implemented by performing patch cropped using
the keypoint extraction in the proposed method. As future
work, there is higher accuracy of detection and classification.
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Abstract—Devices are an important part of the Internet of 

Things. They collect data from their environment with sensors 

and, based on this data, also act on their environment by using 

actuators. Many use cases require them to support characteris-

tics such as being cheap, light, small, mobile, energy efficient, 

or autonomously powered. This creates constraints for availa-

ble energy sources and leads to different kinds of operating 

modes. Based on existing terminology and additional examples, 

we describe these energy constraints and the operation modes 

in the form of Patterns. These Patterns are interconnected with 

other Patterns to form an Internet of Things Pattern Language 

that enables practitioners to find and navigate through proven 

solutions for their problems at hand. 

Keywords—Internet of Things; Patterns, Devices; 

Constraints. 

I. INTRODUCTION 

The development of the Internet of Things (IoT) is gain-
ing momentum. Companies and research institutes create 
new technologies, standards, platforms, applications, and 
devices in rapid succession. As a result, it becomes increas-
ingly hard to keep track of these developments.  

We started creating IoT Patterns to help individuals 
working in this area [1][2]. By methodically collecting 
common problems and their solutions and abstracting them 
into Patterns, we are building up an IoT Pattern Language. 
These Patterns help others understand the core issues and 
solutions in the IoT space and provide them with the means 
to apply these solutions to problems in their own projects. 

Devices are an important part of the IoT, as they are the 
point where sensors and actuators bridge the gap between 
the real world and its digital representation. To fulfill the 
vision of the IoT, a world where nearly everything works 
together to react and automatically adjusts to its environ-
ment, devices have to be ubiquitous. They come in all 
shapes and sizes and will be located not only in controlled 
indoor environments but also outside and in harsh condi-
tions. For example, some of them are required to be mobile 
and are located off the power grid. 

Such requirements lead to constraints in cost, size, 
weight, or available power and hence influence the choice 
of power source. Different power sources also require dif-
ferent operation modes. For example, Bormann et al. de-
scribe different energy sources and operation modes in their 
terminology for constrained-node networks [3]. 

Based on this terminology and additional sources de-
scribing the application of IoT devices in real world scenar-

ios, we created six Patterns for IoT devices with different 
energy sources and operation modes. Devices can be 
ALWAYS-ON DEVICES, PERIOD ENERGY-LIMITED DEVICES, 
LIFETIME ENERGY-LIMITED DEVICES, or ENERGY-
HARVESTING DEVICES, depending on the energy source they 
use. The energy source also influences a device’s operation 
mode, thus it can be an ALWAYS-ON DEVICE or a 
NORMALLY-SLEEPING DEVICE. 

The rest of this paper is structured as follows: Section II 
provides a short overview of previous work related to this 
paper. Section III briefly summarizes our understanding of 
Patterns and our previously published IoT Patterns. Section 
IV introduces six new IoT Patterns for devices and shows 
how they are connected among themselves and to the al-
ready presented ones. Section V describes three of the six 
new Patterns, namely PERIOD ENERGY-LIMITED DEVICE, 
ENERGY-HARVESTING DEVICE, and NORMALLY-SLEEPING 

DEVICE, in detail. Finally, Section VI provides a summary 
and outlook. 

II. RELATED WORK 

The Pattern concept was first introduced by Alexander et 
al. in the architecture domain [4]. Since then, the concept 
has been applied in other domains. Examples from IT in-
clude the Messaging Patterns by Hohpe et al. [5] or the 
Cloud Computing Patterns by Fehling et al. [6]. There has 
also been work on the Pattern writing process itself 
[7][8][9][10]. 

We presented our first five IoT Patterns, DEVICE 

GATEWAY, DEVICE SHADOW, RULES ENGINE, DEVICE 

WAKEUP TRIGGER, and REMOTE LOCK AND WIPE [1]. We 
later added three more Patterns, namely DELTA UPDATE, 
REMOTE DEVICE MANAGEMENT, and VISIBLE LIGHT 

COMMUNICATION [2]. These Patterns are not concerned with 
IoT devices themselves but do already mention the termi-
nology by Bormann et. al [3]. They present a terminology 
for constrained nodes, constrained networks, and 
constrained-node networks. They describe some aspects of 
why and how different energy sources and operation modes 
occur, but not in the form of Patterns. The Pattern format 
used in this paper adds more to this description in form of 
the forces, the result section, and the benefits and draw-
backs, as well as the interconnection with other Patterns. 

Eloranta et. al published a Pattern Language for design-
ing distributed control systems [11]. These Patterns focus on 
larger machinery and are not concerned with small con-
strained devices and the implications of these constraints. 
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Other Patterns in the IoT space exist which are not con-
cerned with the devices themselves. Qanbari et. al present 
four Patterns for edge application provisioning, deployment, 
orchestration, and monitoring, which use existing technolo-
gies like Docker or Git that are not suited for constrained 
devices [12]. 

III. IOT PATTERNS OVERVIEW 

The Patterns presented in this paper and our previous 
work follow the ideas of Alexander [4] and others 
[7][8][9][10]. As described in more detail in [1][2], we iden-
tified these Patterns by collecting material from product 
pages, manuals, documentation, standards, whitepapers, and 
research papers. Once reoccurring descriptions became evi-
dent, we grouped them and extracted the core principles into 
the more abstract Pattern format. The format is also de-
scribed in more detail in [1][2] but, in short, is made up of 
the following elements: The Name, Icon, and Aliases help 
to identify the Pattern. The short Problem and Solution 
sections contain the core issue and steps to resolve it. The 
Context and Forces describe where the problem occurs and 
why it is hard to solve, while the Result section gives more 
details on the solution. Other relevant Patterns are listed as 
Related Patterns. Existing products which implement the 
Pattern and were used as sources are summarized under 
Known Uses. Table 1 provides an overview of our earlier 
Patterns, including a short summary of the problems they 
are solving and a brief description of how they solve it. 

 
TABLE 1. OVERVIEW OF OUR PREVIOUS IOT PATTERNS 

 

DEVICE GATEWAY 
 

 

P.: You want to connect many different devices to 
an already existing network, but some of them 
might not support the networks communication 
technology or protocol. 
S.: Connect devices to an intermediary DEVICE 

GATEWAY that translates the communication 
technology supported by the device to communi-
cation technology of the network and vice-versa. 

DEVICE SHADOW 
 

 

P.: Some devices are only intermittently online to 
save energy or because of network outages. Other 
components want to interact with them but do not 
know when they will be reachable. 
S.: Store a persistent virtual representation of each 
device on some backend server. Include the latest 
received state from the device, as well as com-
mands not yet sent to the device. Do all commu-
nication from and to the device through this 
virtual version. Synchronize the virtual represen-
tation with the actual device state when the device 
is online. 

RULES ENGINE 
 

 

P.: Throughout its operation, a system receives a 
wide range of messages from devices and other 
components. You want to react in different ways 
to these messages. 
S.: Pass all messages received from devices 
through a RULES ENGINE. Allow users to define 
rules that evaluate the content of incoming mes-
sages or metadata about the message against a set 
of comparators. Also allow external data sources 
to be included in these comparisons. Let users 
associate a set of actions with these rules. Apply 
each rule on each message and trigger the associ-
ated actions if a rule matches. 

DEVICE WAKEUP 

TRIGGER 
 

 

P.: Some devices might go into a sleep mode to 
conserve energy and only wake up from time to 
time to reconnect to the network. During sleep, 
they are not reachable on their regular communi-
cation channels. In some instances, other compo-
nents might have to contact sleeping devices 
immediately. 
S.: Implement a mechanism that allows the server 
to send a trigger message to the device via a low 
energy communication channel. Have the device 
listening for these triggering messages and imme-
diately establish communication with the server 
when it receives such a message. 

REMOTE LOCK AND 

WIPE 
 

 

P.: Some devices might be lost or stolen. You 
want to prevent attackers from misusing the 
functionality of the device, or from gaining access 
to the data on the device or to the network through 
the device. 
S.: Make the device a managed device that can 
receive and execute management operations from 
the backend server. Allow authorized users to use 
the backend server to trigger functionality on the 
device that can delete files, folders, applications 
or memory areas, revoke or remove permissions, 
keys, and certificates, or enable additional securi-
ty feature. Execute triggered functions as soon as 
the device receives them and provide an 
acknowledgment to the backend. 

DELTA UPDATE 
 

 

P.: You want to reduce the size of messages 
containing sensor data without losing any infor-
mation. 
S.: Store the last message send. Calculate the 
delta from the current data to this message. Also, 
calculate a hash of the current data. Send only the 
delta and the hash to the receiver. Let the receiver 
merge the delta with its current state and check, if 
it matches the received hash. 

REMOTE DEVICE 

MANAGEMENT 
 

 

P.: You want to manage a large number of devic-
es remotely. 
S.: Set up a management server on the backend. 
Add management clients to the device which you 
want to manage. Send management commands 
from the server to the client and let the client 
execute these commands locally on the device. 

VISIBLE LIGHT 

COMMUNICATION 
 

 

P.: You need to use wireless communication in a 
crowded area, but you cannot use the crowded 
radio spectrum. 
S.: Use visible light for short distance wireless 
communication. Modulate messages into the light 
by turning the light on and off. Do it fast to not 
impede normal light usage and to be invisible to 
the human eye. 

 

IV. INTERNET OF THINGS PATTERNS FOR DEVICES 

In this paper, we add six new IoT Patterns for devices, 
three of which are presented in detail in Section V. This 
section presents an overview of all of them in Table 2 and 3, 
including some additional explanations of the Patterns not 
further described in Section V. 

Related Patterns are organized into two groups. The first 
group, Energy Supply Types, is summarized in Table 2 and 
describes Patterns based on different forms of energy 
sources a device might use. Which one of these is applicable 
depends on the use case and its environment. If for example, 
a device is required for a wearable use case, then a MAINS-
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POWERED DEVICE is not an option. But the environment of 
the use case might also not provide sufficient ambient ener-
gy for an ENERGY-HARVESTING DEVICE. 

The second group, Operation Modes, is summarized in 
Table 3 and lists different Patterns based on a device’s mode 
of operation. These often depend on the amount of energy 
available to the device. For example, if a device is an 
ENERGY-HARVESTING DEVICE, it will in many cases not 
have enough energy to be an ALWAYS-ON DEVICE and has 
to be a NORMALLY-SLEEPING DEVICE. 

 
TABLE 2. OVERVIEW OF THE NEW IOT PATTERNS 
CONCERNED WITH DEVICE ENERGY SOURCES 

 

Energy Supply Types 

MAINS-POWERED 

DEVICE 
 

 

P.: You need to power a stationary device, which 
requires a lot of energy. 
S.: Connect the device to mains power. 
(These types of devices do not have a direct 
limitation on energy. They are useful if batteries 
or energy harvesting do not provide enough power 
or are too maintenance intensive for the intended 
use case. They trade in more power for dependen-
cy on the grid and loss of mobility. They often are  
always-on but using other energy saving operation 
modes can lower energy cost.) 

PERIOD ENERGY-
LIMITED DEVICE 

(Section 0) 
 

 

P.: You need to power a device, which requires a 
fair amount of power. The device is mobile or 
located in a remote place. Moreover, mains power 
is not available. 
S.: Use a replaceable or rechargeable source of 
energy to power the device. Implement a notifica-
tion mechanism that informs you when the power 
source is nearly empty. Replace or recharge the 
power source when needed. 

LIFETIME ENERGY-
LIMITED DEVICE 

 

 

P.: You need to power a device, which requires a 
small amount of power. The device is mobile or 
located in a remote place. You want to minimize 
maintenance. 
S.: Build an energy source into the device, which 
will last for the entire expected lifetime of the 
device. 
(Integrating a non-renewable energy source into a 
device can make sense if renewal is made difficult 
or impossible by the device’s placement and if 
mains power is not available. The device should 
consume little energy and should have a known 
maximum lifetime. A normally-sleeping operation 
mode should be used to further maximize lifetime. 
Once the energy source is depleted, the device is 
useless, but until then it is low in maintenance and 
costs, simple and cheap to build, and highly 
independent.) 

ENERGY-HARVESTING 

DEVICE 
(Section V.B) 

 

 

P.: You need to power a device with very little 
power needs. The device is mobile or located in a 
remote place. Its environment is stable and pre-
dictable. 
S.: Integrate an energy harvesting component, 
such as a solar cell, into the device. Use it to turn 
the energy available in the device’s surroundings 
into power for the device. Use components and 
technologies optimized for low-power usage to 
make the most of the harvested energy. 

 

TABLE 3. OVERVIEW OF THE NEW IOT PATTERNS 
CONCERNED WITH DEVICE OPERATION MODES 

 

Operation Modes 

ALWAYS-ON DEVICE 
 

 

P.: You have a device with an unlimited energy 
supply and need to have it available and respon-
sive at all times. 
S.: Leave the device turned on and connected at 
all times. 
(Leaving a device always on allows it to constant-
ly take measurements and communicate with 
others, which may be required for some use cases. 
This requires more energy than other energy 
saving operation modes. Thus, being mains-
powered or completely powered by energy har-
vesting is useful, or otherwise, maintenance will 
be high.) 

NORMALLY-SLEEPING 
DEVICE 

(Section V.C)  
 

 

P.: You have a device with a limited energy 
supply. You want to minimize the power used by 
the device. 
S.: Program the device to disable its main compo-
nents when they are not needed. Leave a small 
circuit powered which reactivates the components 
after a predefined amount of time has passed or 
when an event occurs. 

 
These new Patterns do not exist in a vacuum. They are 

connected among themselves and to the Patterns which we 
previously presented [1][2]. Fig. 1 shows an overview of all 
the connections between the IoT Patterns. A black box in a 
row means that the Pattern represented by this row relates to 
the Pattern represented by the column in which the box is 
placed (the gray boxes show, where a Pattern is compared 
with itself). For example, in row four, a black box in column 
six shows that the ENERGY-HARVESTING DEVICE Pattern 
mentions the NORMALLY-SLEEPING DEVICE Pattern. The 
nature of the connection is not further elaborated in this 
figure but could be interesting for future research. 

 

 
 

Figure 1. Connections between IoT Patterns. 
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As the applicability of the IoT device Patterns presented 
in this paper is heavily influenced by the particular use case, 
it seems reasonable to choose them as entry points into the 
IoT Pattern Language when designing an IoT system. Their 
selection then greatly influences the design of the remaining 
system by suggesting or forcing certain additional Patterns. 
For example, if a use case requires a PERIOD ENERGY-
LIMITED DEVICE, then also being a NORMALLY-SLEEPING 

DEVICE will greatly enhance its energy efficiency. Adding a 
DEVICE SHADOW will make the overall system more robust 
and using a DEVICE WAKEUP TRIGGER will allow you to 
communicate with a NORMALLY-SLEEPING DEVICE in an 
instant if necessary. 

In turn, if new devices should be added to an existing 
IoT system, the design decisions elaborated in the architec-
ture of the existing system will dictate which kinds of de-
vices can be added without modifications, or what modifica-
tions have to be made to support a specific kind of device. 

V. DETAILED IOT PATTERNS FOR DEVICES 

In this section, we describe three IoT Device Patterns in 
more detail. Out of the Energy Supply Types category we 
describe the PERIOD ENERGY LIMITED DEVICE and the 
ENERGY-HARVESTING DEVICE Pattern. From the Operation 
Mode category, we describe the NORMALLY-SLEEPING 

DEVICE Pattern. 

A. PERIOD ENERGY-LIMITED DEVICE 

Aliases: Rechargeable 
 

Context: You have a device, which needs a fair amount of 
energy to work but does not necessarily require mains 
power, such as a device that takes regular sensor readings, 
communicates, and powers actuators. Besides, your use case 
dictates a specific location for this device which restricts 
available energy sources. For example, the device has to be 
mobile, wearable, or in a remote location. 
 

 
 

Forces:  

 Energy Needs: The device needs a fair amount of 
energy to work. A LIFETIME ENERGY-LIMITED 

DEVICE is not an option if it needs more in its life-
time than current batteries offer in a reasonable 
form factor. An ENERGY-HARVESTING DEVICE is 
not an option if the device needs more power for a 
cycle than the harvesting generates between cycles. 

 Environmental Constraints: Your use case en-
forces a specific location for the device. For exam-
ple, the device has to be mobile or wearable, or the 
device location is in an area where mains power is 
not available. Thus, being a MAINS-POWERED 

DEVICE is not an option. Besides, an ENERGY-
HARVESTING DEVICE is not an option if no suitable 

form of ambient energy source is available at the 
device's location. 

 Costs: Replacing or recharging the power source is 
an option but has a cost associated with it, especial-
ly if the device is located in a remote or inaccessi-
ble location. For your use case, it makes economi-
cally and physically sense to do this in the time 
frame which allows the device to sustain its func-
tionality. 

 Uptime: You want to minimize the periods where 
the device is not operating because of power source 
renewal. 

 

 
 
Result: Using a replaceable or rechargeable power source is 
a common occurrence in today's devices. Increasingly ener-
gy efficient electronic components now allow manufacturers 
to build devices which run on one charge for weeks to 
months, if not years. For the rest of this text, we equate a 
PERIOD ENERGY-LIMITED DEVICE with using batteries, as 
they are common in the domain of IoT. But for example, 
fuel for a generator is another valid form of a power source 
for a PERIOD ENERGY-LIMITED DEVICE. 
Fig. 2 shows the lifecycle of a PERIOD ENERGY-LIMITED 

DEVICE. It can be roughly divided into three phases: Most of 
the time, the device operates normally and, thus, discharges 
the power source, as shown at the bottom. Once a certain 
threshold is reached, the device starts to notify, as shown at 
the top left. Then, the depleted power source is renewed, as 
shown at the top right, before the cycle begins again. 

Batteries come in different forms and sizes and are re-
newable in two ways. The first way to renew power for a 
PERIOD ENERGY-LIMITED DEVICE is to replace depleted 
batteries with full ones. The replacement battery is either a 
new non-rechargeable battery or a recharged battery. In this 
case, it makes no difference to the device if the battery is 
rechargeable or not. If you recharge the battery, it happens 
outside of the device through a separate charger. Integrating 
this replacement mechanism into a device is straightfor-
ward. It requires a connector to which you attach the bat-
tery. An optional compartment housing this connector offers 
protection for the battery and the device internals from out-
side influences. The second way to renew the battery is to 
allow it to be recharged inside the device. This requires 
integrating a charging circuit into the device. When the 
battery is empty, you connect another energy source to the 
device to recharge the battery, for example, a power bank. 
Alternatively, you bring the device near to mains power 
where you can plug in a power supply. The complexity of 
the charging circuit varies depending on the type of battery 
and the desired recharge time. A slow charge circuit is 
simple because it cannot damage the battery and thus re-
quires no end-of-charge detection. A fast charge circuit has 

Solution: Use a replaceable or rechargeable source of 
energy to power the device. Implement a notification 
mechanism that informs you when the power source is 
nearly empty. Replace or recharge the power source 
when needed. 

Problem: You need to power a device 
which requires a fair amount of power. 
The device is mobile or located in a re-
mote place. Moreover, mains-power is 
not available. 
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to detect end-of-charge through voltage or temperature to 
prevent overcharging the battery. In this case, the battery 
has to be rechargeable but not replaceable. If it is rechargea-
ble and not replaceable, replacing the battery when it mal-
functions becomes difficult, but it allows for a tighter inte-
gration and closed housing. Depending on the intended use 
case of the device, you have to take care to shield it from its 
environment. Dust or waterproof battery compartments offer 
protection from outside elements. For integrated rechargea-
ble batteries, nothing but the charging contact has to be 
accessible from the outside. This further prevents environ-
mental factors of deteriorating the device. 

Since the power renewal of the PERIOD ENERGY-
LIMITED DEVICE requires another entity to act, the device 
needs a notification mechanism to trigger power source 
renewal, as shown at the top left in Fig. 2. If the device 
sends out messages, adding the battery status to these mes-
sages is one way to inform others about the device’s battery 
status. Besides, a repeating light or sound indicating low 
energy is another option. You have to choose the notifica-
tion threshold to allow time for power source renewal before 
it runs out to minimize downtime. 
 
Benefits: 

 Independence: The device is independent of the 
grid and of its environment. It has power regardless 
of power outages or bad weather as long as you re-
place its energy source in time. 

 Lifetime: The power source does not limit the life-
time of the device if it is replaceable. 

 Cost: The costs for the device itself and for its in-
stallation are low. A battery connector and com-
partment or a charging circuit do not add high costs 
and wires are not required. 

 
Drawbacks: 

 Lifetime: The power source limits the lifetime of a 
device if it is a rechargeable but not replaceable 
battery because aging batteries deteriorate with 
time and batteries have a maximum charge cycle 
count. This is not a problem if the maximum num-
ber of charge cycles allows the device to run until 
its intended end of life. Otherwise, making the bat-
tery replaceable solves this problem. 

 Costs: You need to replace or recharge the power 
source in regular intervals which increase mainte-
nance costs. Also being an ENERGY-HARVESTING 

DEVICE or a NORMALLY-SLEEPING DEVICE in-
creases the interval length. 

 Durability: The device has to support replacing or 
recharging the power source which requires access 
to the power source or the recharging contacts. If 
the device exposes these points to the environment 
they deteriorate in harsh conditions. One option is 
to build these points dust or waterproof but doing 
this does not offer full protection and increases 
costs. Wireless charging is another option which 
allows sealing the device. 

 
 

Figure 2. Sketch of the PERIOD ENERGY-LIMITED DEVICE Pattern. 

 

 Uptime: The device is not operational when you 
replace its power source instead of recharging it. 
Making the power source rechargeable besides be-
ing replaceable is one way to guarantee uptime. 
Another option is to have two power sources in the 
device, where it uses one as a backup while you re-
place the other one. 

 
Related Patterns: 

 ENERGY-HARVESTING DEVICE: One way to in-
crease the time needed between power source re-
placements or recharging is energy harvesting. An 
example is adding a small solar cell, which trickle 
charges the battery. 

 NORMALLY-SLEEPING DEVICE: A NORMALLY-
SLEEPING DEVICE saves energy when the device is 
not needed. This can increase the interval length 
between power source replacement or recharging 
for PERIOD ENERGY-LIMITED DEVICES. 

 MAINS-POWERED DEVICE: A MAINS-POWERED 

DEVICE can also be a PERIOD ENERGY-LIMITED 

DEVICE if it uses a battery as a backup in case of 
power outage. 

 
Known Uses: One example of a PERIOD ENERGY-LIMITED 

DEVICE is the Flic Wireless Smart Button. It claims to last 
one year or more on its replaceable battery [13]. A similar 
device, Logitech's POP Home Switch, claims up to 5 years 
battery life from its replaceable battery [14]. Sen.se's Ther-
moPeanut is a wireless temperature sensor with a replacea-
ble battery which lasts up to 6 months, depending on the 
frequency of sensor reading [15]. Another example is the 
Nest Learning Thermostat, which comes with a rechargea-
ble lithium-ion battery [16]. The Roost Smart Battery is a 
replacement battery, which adds WiFi connectivity to 
smoke detectors. It notifies users via an app when the alarm 
is triggered or the battery runs low [17]. Besides, some 
MAINS-POWERED DEVICES are also PERIOD ENERGY-
LIMITED DEVICES as they use batteries as a backup to in-
crease their resilience against power outages. Examples 
include the DEVICE GATEWAYS from SmartThings, Essence, 
or Afero. They either include a backup battery or offer con-
nection options for external batteries [18][19][20]. 
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B. Energy-Harvesting Device 

Aliases: Ambient Energy, Event Energy-Limited, Event-
Based Harvesting 
 
Context: You have a device that needs to be powered. The 
device needs only a small amount of energy to function. 
Besides, your use case dictates a specific location for this 
device which restricts available energy sources. For exam-
ple, the device has to be mobile, wearable, or in a remote 
location. 
 

 
 
Forces: 

 Location: The device has to be mobile or is locat-
ed at a remote place. Thus, it cannot be a MAINS-
POWERED DEVICE. 

 Effort: Replacing or recharging a battery in fre-
quent intervals is too much effort or not possible at 
all. Thus, using a PERIOD ENERGY-LIMITED DEVICE 
is not an option. 

 Energy Requirements: The device needs very lit-
tle energy to function. 

 Lifetime Energy Requirements: The device 
needs more energy over its lifetime than current 
batteries can provide in a reasonable form factor 
without being replaced or recharged. Thus, using a 
LIFETIME ENERGY-LIMITED DEVICE is not an op-
tion.  
 

 
 
Result: An ENERGY-HARVESTING DEVICE transforms ambi-
ent energy into electrical energy, as depicted in Fig. 3. Am-
bient energy can be in form of radiant energy (solar, infra-
red, radio-frequency), thermal energy, mechanical energy, 
or biomechanical energy. Each of these energy forms comes 
with its own benefits and drawbacks that have to be taken 
into account for each use case separately. 
 

 
 

Figure 3. Sketch of the Energy-Harvesting Device Pattern. 

Radiant energy in form of sunlight or other light sources 
is a common source of energy for ENERGY-HARVESTING 

DEVICES. Miniature solar modules are able to harvest 
enough energy, even from indoor lights, to perpetually 
transmit a measurement a few times per hour. But especially 
when using sunlight, it has to be taken into account that it is 
only available for a limited time each day. Another form of 
radiant energy, radio-frequency, is produced by the many 
wireless communication technologies we use today and can 
also be harvested. Because it is purposely generated and 
heavily regulated, it is more predictable than other forms of 
ambient energy. However, to be usable, a sufficient level of 
energy density is required in the environment which might 
only be given in more populated areas. Mechanical energy 
can also be harvested. For example, a switch may generate 
enough energy when activated to be able to send several 
radio telegrams. Another example is a thermoelectric gener-
ator which is able to collect and transform thermal energy in 
form of temperature differences into electricity. 

The availability of each of these forms of ambient ener-
gy depends on the environment of the use case. Not all 
forms might be available in all locations and the available 
energy might be too small to power a particular device. 
Besides, mobility has to be taken into account. If the device 
is fixed, then the availability of ambient energy can be 
measured and is fairly predictable. If the device is mobile, 
then the form and amount of available ambient energy can 
fluctuate widely. 

Even though it might only supply a very small amount 
of energy, ambient energy can be used to power very energy 
efficient circuits and sensors and to transmit and receive 
small messages. An ENERGY-HARVESTING DEVICE can be 
powered directly if it uses very energy efficient components, 
but in many cases, the harvested energy will not be enough 
for sustained operation. In such cases, the ambient energy 
can be used to trickle charge a battery or capacitor. Once 
sufficient energy is collected, the device can then turn on 
and use it for a short period of operation. Another use is to 
supplement PERIOD ENERGY-LIMITED DEVICES to increase 
the intervals between recharging. 

As the harvested power is often so small, it is necessary 
for the device to use technologies which are optimized for 
ultra-low energy. This includes using components, such as 
microchips or sensors, which are very energy efficient. It 
also includes using communication technologies, such as 
wireless modules and even protocols and payload formats, 
which are optimized for ultra-low energy. Often, technolo-
gies are specifically created for this in mind, for example, 
the ISO/IEC 14543-3-10:2012 standard. But there are also 
examples of existing technologies, which have been adapted 
to be more energy-saving, such as IEEE 802.15.4, 
6loWPAN, or CoAP. 
 
Benefits: 

 Independence: The device is independent of the 
electrical grid. Besides, it can be flexibly posi-
tioned because it does not require any wire. 

Solution: Integrate an energy harvesting component, 
such as a solar cell, into the device. Use it to turn the 
energy available in the device’s surroundings into power 
for the device. Use components and technologies opti-
mized for low-power usage to make the most of the 
harvested energy. 

Problem: You need to power a device 
with very little power needs. The device 
is mobile or located in a remote place. Its 
environment is stable and predictable. 
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 Perpetual Energy: Devices with very low energy 
requirements can be powered for as long as the en-
ergy harvesting components do not fail. 

 Cost: The total cost of ownership OF ENERGY-
HARVESTING DEVICES, which includes installation, 
operation, and management costs, is low. No ca-
bles have to be added during installation and bat-
tery replacement or recharging are either reduced 
in frequency or not necessary at all. Besides, the 
power used by the device is also free. Because 
there are no special infrastructure requirements, 
retrofitting an ENERGY-HARVESTING DEVICE is al-
so easy. 

 Maintenance: Maintenance can be reduced or is 
not necessary at all. This is especially beneficial if 
the device is located in inaccessible areas or if a lot 
of devices are operated. 

 Environmental Impact: ENERGY-HARVESTING 

DEVICES have a low environmental impact. The 
energy they harvest is freely available and energy 
wasting is not a problem. They also do not produce 
as much hazardous waste in form of old batteries as 
PERIOD ENERGY-LIMITED DEVICES, but other com-
ponents, including the energy harvesting compo-
nents, might still be hazardous. 

 
Drawbacks: 

 Dependence: The device depends on the availabil-
ity characteristics of the ambient energy source and 
its environment. These might be hard to accurately 
predict and control. If the environment changes it 
might no longer provide enough ambient energy 
for the device. 

 Energy: Depending on the used technology, only 
small amounts of energy may be harvested from 
the environment. To get the most out of the availa-
ble energy, high energy efficiency is necessary. 
This requires the device to consume very little en-
ergy during idle times, which can be achieved by 
making it a NORMALLY-SLEEPING DEVICE. It also 
requires the device to be efficient when it is awake, 
which can be done by using low power compo-
nents and technologies. 

 Fragility: Depending on the form of ambient ener-
gy used, the components needed for energy har-
vesting might be fragile and not suited for all envi-
ronments. 

 
Related Patterns: 

 PERIOD ENERGY-LIMITED DEVICE: Energy har-
vesting can be used to extend the intervals between 
recharging or replacing the energy source of a 
PERIOD ENERGY-LIMITED DEVICE. 

 NORMALLY-SLEEPING DEVICE: Energy harvest-
ing may power NORMALLY-SLEEPING DEVICES if 
the harvested energy is only enough for short 
bursts of activity. 

 

Known Uses: A common use of energy harvesting is found 
in devices which use passive RFID for communication. 
Here, the RF signal generated by the reader also powers the 
device [21]. Researchers are working on extending the ca-
pabilities of RFID powered device beyond responding with 
fixed data. An example is the Wireless Identification and 
Sensing Platform (WISP). It allows fully programmable 16-
bit microcontrollers with attached sensors to be powered by 
RFID [22]. A device using WISP is the WISPCam, a pas-
sive RFID powered camera tag [23]. EnOcean created a 
patented wireless communication technology that is now 
standardized as ISO/IEC 14543-3-10:2012. It uses kinetic 
motion, solar, and thermal converters to create enough pow-
er for transmitting wireless signals. EnOcean also produces 
modules and products (mainly in the home automation sec-
tor) that utilize this technology. Many other companies have 
licensed the EnOcean technology and offer products 
[24][25]. Freevolt is another technology that harvests ener-
gy for low power devices from radio frequencies produces 
by broadcast networks, such as 2g, 3g, 4g, WiFi, and digital 
TV. The CleanSpace Tag is an air quality sensor which uses 
this technology to generate perpetual power for its life-
time [26]. 

C. NORMALLY-SLEEPING DEVICE 

Aliases: Sleepy, Deep Sleep, Hibernate, Duty-cycled, Nor-
mally-Off 

 
Context: You have a use case which comes with size, 
weight, cost, or energy restrictions. For example, this is the 
case when the use case needs mobility or wearability. You 
use devices optimized to fit these restrictions. These devices 
are LIFETIME ENERGY-LIMITED DEVICES, PERIOD ENERGY-
LIMITED DEVICES, or ENERGY-HARVESTING DEVICES. 
 

 
 
Forces: 

 Limited Energy: Having an ALWAYS-ON DEVICE 
is not an option since the device has a limited pow-
er source. 

 Energy Saving: Saving energy decreases costs and 
is good for the environment but leads to con-
straints. 

 Component Use: The device does not use every 
component continuously. Turning them off when 
not needed saves energy. But if these components 
have long startup times, the responsiveness of the 
device suffers. 

 Communication: Turning of the communication 
module when not needed saves energy. But doing 
this manually takes too much effort, especially for 
remotely placed or large amounts of devices. 

 

Problem: You have a device with a 
limited energy supply. You want to min-
imize the power used by the device. 
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Result: A NORMALLY-SLEEPING DEVICE cuts power to its 
main components for long stretches of time, as shown in 
Fig. 4. Good candidates for saving energy among these 
components are wireless communication modules, as they 
drain large amounts of power. Thus, NORMALLY-SLEEPING 

DEVICES are not able to communicate during their off peri-
ods. Other components, from processing units to individual 
sensors or actuators, are also disabled to add to these energy 
savings. 

One component has to be active continuously to wake 
up the device. A clock component is able to reactivate pow-
er to the other components after a predefined amount of 
time, shown as the first active period in Fig. 4. This time is 
either absolute, for example, every full hour, or relative, for 
example, 5 minutes after the last active period ended. An-
other way to reactivate the turned off components is on 
events, shown as the second active period in Fig. 4. One 
option to do this is a small circuit which monitors a sensor 
and reactivates power when it reaches a predefined thresh-
old. Or a DEVICE WAKEUP TRIGGER can be used to create 
such an event. 

Once reactivated, the device resumes normal operation, 
as shown at the bottom of Fig. 4. For example, it saves the 
current sensor values and reestablishes a connection to a 
backend server. It uploads its state and processes messages 
which are waiting for it on the server. After the device has 
finished this process it returns to the sleeping state until the 
next period of activity. 
 
Benefits: 

 Efficiency: The device is more energy efficient be-
cause it is active only when needed. 

 Longevity: Sleeping for long periods of time saves 
energy. This increases the maximum lifetime of 
LIFETIME ENERGY-LIMITED DEVICES. Besides, it 
increases the interval length between replacing or 
recharging the power source in PERIOD ENERGY-
LIMITED DEVICES. 

 
Drawbacks:  

 Intermittent Connectivity: Communication with 
the device is intermittent. When it is sleeping, other 
communication partners cannot reach it. A DEVICE 

SHADOW is one option to allow others to com-
municate with an eventually consistent version of 
the device. On the device itself, not every compo-
nent has to be off when it is sleeping. An example 
is a sensor which keeps collecting measurements 
that need to be sent to the backend eventually. The 
device has to store these measurements in a queue 
and sends them later when it activates the next 
time. 

 
 

Figure 4. Sketch of the NORMALLY-SLEEPING DEVICE Pattern. 

 

 Timing: In important cases, for instance for critical 
security updates, another component has to contact 
the device at once. Waiting for the NORMALLY-
SLEEPING DEVICE to reconnect during its next ac-
tivity window is not an option. A DEVICE WAKEUP 

TRIGGER is one way to get the NORMALLY-
SLEEPING DEVICE to reconnect at once by creating 
an event that it listens to. 

 Energy: Establishing a new connection for com-
munication needs power. Sometimes it is more ef-
ficient to sustain an existing connection than creat-
ing a large number of new ones. This point de-
pends on the chosen technology and the required 
communication frequency. You have to choose 
sleep schedules with this in mind. 

 
Related Patterns: 

 ENERGY-HARVESTING DEVICE: Devices which 
use energy harvesting as their source of power of-
ten also are NORMALLY-SLEEPING DEVICES. They 
sleep until they harvested the energy they need for 
a short period of activity. 

 DEVICE WAKEUP TRIGGER: In situations when it 
is necessary to communicate with a NORMALLY-
SLEEPING DEVICE outside of its regular communi-
cation windows, a DEVICE WAKEUP TRIGGER is 
one option. The DEVICE WAKEUP TRIGGER tells a 
disconnected device to reconnect at once. 

 PERIOD ENERGY-LIMITED DEVICE: Being a 
NORMALLY-SLEEPING DEVICE extends the interval 
between replacing or recharging the power source 
in PERIOD ENERGY-LIMITED DEVICES. 

 LIFETIME ENERGY-LIMITED: Being a 
NORMALLY-SLEEPING DEVICE extends the maxi-
mum lifetime of LIFETIME ENERGY-LIMITED 

DEVICES. 

 DEVICE SHADOW: Using a DEVICE SHADOW al-
lows other communication partners to retrieve the 
latest known state and to send commands to a cur-
rently sleeping device. 

 
Known Uses: Z-Wave has so-called sleepy devices, which 
turn off to save energy and periodically wake up and recon-
nect. When reconnected, they inform other devices that they 
are listening for commands for the next seconds [27]. Li-
belium’s Waspmotes support different operation modes to 
save power, including sleep and deep sleep modes which 
last from milliseconds to days. In these modes, they pause 

Solution: Program the device to disable its main com-
ponents when they are not needed. Leave a small circuit 
powered which reactivates the components after a prede-
fined amount of time has passed or when an event oc-
curs. 
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the main program and the microcontroller. Synchronous 
interrupts (periodic and relative programmed timers), or 
asynchronous interrupts (sensor readings or XBee activity) 
end these modes. Besides, they support a hibernate mode, 
where they cut power off from every part except the clock. 
The clock ends this mode after a predefined time with a 
synchronous interruption [28]. Other devices turn on for a 
brief moment if an event occurs. For example, the Amazon 
Dash Button turns on once a person presses the button. It 
connects to a WiFi network, places an order, and shuts off 
as soon as it receives a response [29]. The PawTrax pet 
tracker wakes up when it receives a text message, gets the 
current GPS position and returns it before it goes back to 
sleep. Besides, it has an option to return position data in set 
intervals [30]. 

VI. SUMMARY AND OUTLOOK 

Devices are a central point of any IoT system, as they 
link the physical with the digital world through their sensors 
and actuators. They are also a starting point when designing 
IoT systems because they are directly influenced by the 
particular use case and the environment. Their selection then 
further influences the design of the IoT system as it has to 
cater to the different device characteristics. 

To help individuals to design IoT systems that work 
with different kinds of devices, we presented six IoT device 
Patterns. Three of them were described in more detail. One 
of the energy source Patterns, PERIOD ENERGY-LIMITED 

DEVICE, describes a device which uses a replaceable or 
rechargeable power source. This allows it to be mobile but 
also requires some maintenance. Another Pattern in this 
group, the ENERGY-HARVESTING DEVICE, explains how 
devices can use harvest ambient energy for their power 
needs. From the category of operating modes, a NORMALLY-
SLEEPING DEVICE can disable most of its components and 
sleep for some time to save energy. We also showed how 
these Patterns are interconnected, also with our previous 
Patterns. 

In the future, we want to expand this selection of Pat-
terns into a full IoT Pattern catalog and further refine their 
interrelations to form an IoT Pattern Language. This will 
also include new Patterns, which are concerned with device 
bootstrapping, device registration, communication between 
devices and platforms, data processing, and more. 
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Abstract—The technologies of information and communications
are part of our day to day activities. From computers to
smartphones and with the success of social media and the Internet
of Things (IoT), we are now surrounded and fully part of a digital
society that produces a big amount of data. In this context,
privacy is raising importance in computing and information
technology. In this article, we propose a study of the privacy
research community. We examine over 13,646 articles published
on privacy during the last ten years. We focus our analysis on
co-authorship and identify the dynamics and key researchers of
this domain.
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puter science, Survey, Co-authorship graph

I. INTRODUCTION

In European Union, privacy is considered to be a funda-
mental human right. During the last decades, with the rapid
evolution of technologies, personalized services and big data,
the interests in privacy rapidly grows and the privacy research
community seems to expand. With the European legislation
evolution and an introduction of “Privacy by Design” (PbD)
notions applicable to all information systems [1], privacy
research starts to englobe information system research and
computer science: researchers currently work on bridging the
gap between legal notions and information systems engineers
to propose adapted solutions for modern systems design and
evaluation [2]. Modern technologies, such as World Wide
Web, mobile systems [3][4], Internet of Things (IoT) [5], data
treatment and sharing [6] strongly impacts privacy research
field and community. With the popularization of digital social
networks and sharing services, user behavior regarding privacy
evolves: privacy research field expands with the notions of
user education, visibility and transparency [7][8]. Privacy
becomes a large multidisciplinary research field treating legal
and technological aspects, privacy models [9], design patterns
[10], Privacy Enhancing Technologies (PET) [11][12][13],
effective user interface [14], and much more. However, in our
knowledge, no bibliometric research has been yet conducted
on the study of the privacy research field community.

In this paper, we investigate the computing-related privacy
research field by exploring the evolution of the community
and co-authorship over the last 10 years. Our research is
based on a set of 13,646 articles collected from the well-
known Association for Computing Machinery (ACM) digital
library in October 2016. We provide a set of statistics on this
particular field and apply social network analysis techniques
to better understand the evolution of this research community
and identify the most relevant contributors.

The article is organized as follows. Section 2 presents the
methodology used for data collection, general data analysis
metrics and the co-authorship analysis. Section 3 highlights the
obtained results: general dataset metrics and interpretation as
well as co-authorship graph analysis results. We also compare
the obtained results with the state-of-the-art works on other
research communities. Section 4 presents related works and
section 5 concludes this article.

II. METHODOLOGY

A. Data collection and preprocessing

We collected 13,646 publications from the ACM digital
library [15] in October 2016 using the import.io software and
a crawler setup for this purpose. All articles were published be-
tween years 2006 and 2016 and are a collection of conference
proceedings and journal articles published by the ACM digital
library and partner publishers. All of the collected articles
mention ’privacy’ either in the title, keywords or the abstracts.
The following features were collected about the articles: the
title, the abstract, the list of authors, the list of keywords,
the number of downloads (6 weeks, 12 weeks and overall),
the number of citations, the publisher and the publishing date
(month and year).

When working with human generated data and scientific
articles in particular, a few preprocessing steps are required for
preprocessing. For example, it is a common observation that
the same author is mentioned using different strings in different
articles: ”Heather Ritcher Lipford” and ”Heather Richter Lip-
ford”, ”Renè Mayrhofer” and ”Rene Mayrhofer”, ”Alvaro A.
Cardenas” and ”Alvaro Cardenas” are observed in our dataset.
To homogenize the authors’ names, we first performed the
following preprocessing steps using Regular Expressions: 1-
Remove dots, 2-Replace dashes by simple spaces, 3-Remove
all diacritical marks (e.g., ’è’ becomes ’e’), 4-Remove titles
and honorifics.

From the preprocessed authors list, we calculate the Leven-
shtein distance [16] between author names to measure potential
misspellings that could not be detected by the four aforemen-
tioned techniques. Note that the Levenshtein distance between
two strings is measured as the minimum number of basic
operations (i.e., deletions, insertions or substitutions) needed to
transform the first string into the second string. We found that
most of errors (90%) can be detected by matching authors that
have a Levenshtein distance below 2. A manual investigation of
potential matches was performed to avoid any abusive match.
Asian names were often found to be false positives due to the
names’ shortness (e.g., ”Yun Zhang” and ”Jun Zhang”). After
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resolving the entity disambiguation problem with authors, we
finally obtained a total of 16,766 distinct authors for the 13,646
articles.

B. Dataset general statistics

1) Global measures: From the obtained dataset, we com-
pute a set of metrics to have a vision of the broadness of the
research field and its overall weight and interest. Given the
total amount of contributors denoted A and the total quantity
of contributions denoted N , we compute the average number
of contributions per author 〈Na〉 and the average number of
authors per contribution 〈An〉.

Since we analyze the last ten years of the field, we
want to highlight the evolution of the field over time. For
this purpose, we have computed a set of dynamic metrics,
such as the number of articles per year y (denoted Ny), the
number of authors per year (denoted Ay), the distribution of
authors regarding their number of contributions and the authors
publishing lifetime.

Concerning the distribution of authors regarding their num-
ber of contributions, we verify if our dataset respects the
Lotka’s law [17]. This law states that the number of researchers
publishing exactly X contributions is a fraction of the number
of authors publishing only one. This fraction is expressed by
the equation 1.

Y =
C

Xk
(1)

Where X is the number of publications, Y the relative fre-
quency of authors with X publications, and k and C are
constants depending on the specific field. It is admitted that
the k parameter for bibliometrics is generally about 2.

The authors publishing lifetime La for a given author is a
duration (measured in years) when the authors considered to
be part of the research field. The lifetime La of an author in
the research field is defined by equation 2.

La = 1 + (tout(a)− tin(a)) (2)

Where tin(a) is the year of its first contribution in the domain
(arrival time when the author is considered to be the new
author) and tout(a) the year of its last contribution (leaving
time). We also measure the average authors lifetime denoted
〈La〉.

C. Co-authorship analysis using graph theory

We propose to analyse the collaborations between authors
by creating a co-authorship graph. In a first part, the graph
is analyzed at the broad scale to obtain a general vision of
the research field. In a second part, we deeply investigate
the position of authors in the graph and characterize the
importance of contributors using centrality metrics.

1) Graph construction and general metrics: The undirected
weighted co-authorship graph is denoted G(N,E) where each
author is a node nεN of the graph and each edge between two
nodes is created when two authors are found to be co-authors
of the same article. The edge is weighted by the number of
the authors’ collaborations: more the authors collaborated, the
higher is the edge weight. In order to build the graph using the
raw data harvested by import.io, we converted a list of authors

of each article into a set of edges between all co-authors of
the article using Talend Open Studio ’Extract, Transform and
Load’ (ETL) software.

First, we calculate density, clustering coefficient, degree
distribution and average path length of the co-authorship graph
to capture some general statistics of the privacy research field.
The density of the graph reveals the probability that two
given researchers of the privacy field collaborate together. It
is measured as d = 2|E|/|N ||N−1| where |E| is the number of
observed edges and |N | the total number of nodes.

The local clustering coefficient reveals how likely the co-
authors of a given author are also co-authoring papers together.
It is measured as shown in equation 3.

Ci =
2Li

ki(ki − 1)
(3)

Where Li represents the number of links between the ki
neighbors of node i. The local coefficient of clustering equals
0 if neighbors are not collaborating at all and 1 if all neighbors
are collaborating with each other (they form a complete graph).
The average clustering coefficient captures the general vision
of how co-authors of a same author tend to collaborate at
the general scope of the graph/research field. Average path
length, diameter, degree distribution and other metrics are
applied to the dataset but not discussed in this paper. For more
information on social network analysis metrics, the reader can
refer to [18]. All of the general metrics are compared to other
fields in order to highlight specificities of the privacy research
community.

In order to investigate the communities of researchers, we
apply the modularity based clustering algorithm [19]. Note that
all graph visualizations of this paper are performed using the
Gephi visualisation software [20].

2) Algorithms to identify key authors: We apply several
centrality algorithms to identify the key users of the graph.
Centrality defines the importance of a node depending on its
position in the graph [21]. We applied the following measure of
importance: degree, weighted degree, betweenness centrality,
closeness centrality and PageRank [22]. Degree measures the
number of distinct collaborators (number of edges). Weighted
degree highlights the number of collaborations (sum of edges
weights). Betweenness centrality measures how intermediate
a given node is in the graph. It is based on appearance of
a node in the shortest paths between any couple of nodes in
the graph. It can be interpreted as with a kind of diversity
in collaborations. PageRank is built on the hypothesis that
important authors are authors whose collaborators are also
important (high number of links). It is an iterative process.

III. RESULTS

A. Dataset general statistics

The collected dataset contains 13,646 conference proceed-
ings and journal articles from the ACM digital library having
16,766 distinct authors. Most of the collected articles were
published by ACM (11,587 articles) and a minority was pub-
lished by partner publishers, such as IEEE Press (256 publica-
tions), IEEE Computer Society (176 publications), Australian
Computer Society Inc. (116 publications) and Consortium for
Computing Sciences in Colleges (102 publications).
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Fig. 1 highlights the number of the articles published every
year by the privacy community. The blue line highlights the
number of publications observed in our dataset; the orange
dashed line is a linear trend-line. We observe that the field
gained regularly in popularity and particularly between years
2007 and 2009 probably due to smartphones that cause many
privacy and security concerns. We observe linear augmentation
in yearly publications: the privacy field gains in the average
202 articles by year over the last ten years (R2 > 0.93).

Figure 1. Evolution and trends in the number of published articles by year
over the last ten years

Fig. 2 shows the distribution of authors regarding the
number of articles they published (blue dots). A trend line is
displayed as dashed yellow line. We observe that the decrease
in publications by authors in the privacy community follows
the Lotka’s law with parameters C = 28, 424 and exponent
k ≈ 3. We note that the exponent k is closer to 3 than to 2 as
expected in well known bibliometrics datasets [17]. According
to [23], this observation reveals that the privacy research field
is a particularly productive community that is overestimated
by the Lotka’s law with exponent k = 2 and instead tends to
follow the cube relationship (Y = C/X3).

Figure 2. Research production in privacy field (logarithmic scale)

Fig. 3 shows the evolution of the authors in privacy
community over the last 10 years. Fig. 3 shows the total
number of unique authors by year, new authors and leaving
authors. The new authors are the authors that publish their
first article on the studied research topic at a given year. The
authors are considered to be leaving the community if no
article were published by the author after the given year. We
observed that 15% of researchers have a 2 years delay between
two publications, therefore we do not consider leaving authors
for the years 2014 - 2015 as they could still publish in the
near future and probably are still active in the community
(e.g., working/reviewing/waiting decisions of papers). Even if
the majority of authors are new authors, we observe that the
community of republishing authors grows linearly: each year,
the community gains authors and regularly keeps some of the

new authors.

Figure 3. New, republishing and leaving authors by year.

Fig. 4 represents the number of authors according to their
community publishing lifetime L. The publishing lifetime
represents the number of years the author were observed in the
community. The upper score indicates the number of incoming
authors while the lower score indicates the number of leaving
authors. We observe that most of the privacy authors (86,5%)
had only a one year lifetime (L = 1), it means that the
majority of the new authors are also leaving authors. Those
authors could be researchers from different fields having short
collaborations with the privacy community researchers. Fig. 4
depicts the number of researchers that stayed in the community
more than a year. The minority of the authors leave the
community in two years and approximately the same amount
of authors were observed in the community during the full
study period. Most of the privacy researchers contributes in
the community for a period of 5 years (〈La〉 = 5).

We propose to have a closer look on the publication lifetime
of the top 5 authors chosen by their lifetime and the number
of published articles (Fig. 5). All the five authors are a part of
the community from at least 2006 and are active publishers till
2016. Elisa Bertino (grey line) is the most productive author
publishing in average 8 articles by year (publishing peak in
2009 with 18 published articles). Lorrie Faith Cranor (yellow
line) and Ahmad Reza Sadeghi (orange line) in average publish
5 articles per year. Ninghui Li (blue line), Adam Lee (cyan
line) and Ting Yu (green line) have an average publishing of
4 articles per year.

B. Co-authorship analysis

1) Large scale observations: Fig. 6 shows a global view of
the obtained graph G(N,E) composed of 16,766 nodes and
21,113 edges. One can observe a giant component that illus-
trates that most of privacy community has a core research com-
munity of collaborators and a set of isolated small connected

Figure 4. Number of authors according to their publishing lifetime L
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Figure 5. The publishing activity of the top 5 privacy authors for the last
ten years

Figure 6. Privacy community co-authorship graph.

components (isolated collaborations). The giant component
consists of 6,959 authors (41.5% of the total author number)
and 11,373 collaborations (53,8% of total collaborations). An
interactive graph of a subset of the privacy research community
is available online at [24]. The density of the observed network
is measured as ≈0.00015, which is relatively low but not
surprising. This number illustrates that there is approximately
0.015% of chance that a random couple of researchers of the
community has ever co-authored an article.We also observe a
high number of connected components not belonging to the
giant component (about 2,632). Most of these components are
of size 2, 3 and 4 (small dots on the figure).

To get a better understanding of the specificities of the
privacy research field, we propose to compare global char-
acteristics of the graph to well-known co-authorship graphs
of other research fields (i.e., Management, Physics and IT).
The comparison features are displayed in Table I: number of
authors, number of papers, average degree, main component
size, main component percent, clustering coefficient, mean
authors per paper, mean papers per author. We observe that
Privacy research field is the unique sample that has a higher
number of authors than the number of papers. This matches
with the mean authors per paper feature that is significantly
high in our dataset. This indicates that researchers of privacy
research fields tend to publish with a higher amount of co-
authors. This is certainly a proof of the particular dynamic of
the field. However, we note that the average degree (number
of collaborators by author) is relatively low compared to the
mean authors per paper. This may reveal diversity in behavior
between researchers (some having a very high number of
collaborators versus some having a very few collaborators -
see Fig. 7). The clustering coefficient is significantly high

compared to the other research fields which reveals that if an
author x publishes with author y and author z, it is very likely
that y and z publishes also together. Note that this result is
also partly due to the high number of co-authors per papers.

TABLE I. COMPARISON OF CO-AUTHORSHIP FEATURES FOR DISTINCT
RESEARCH FIELDS

Privacy Management Physics IT
Number of
authors A 16,766 10,176 52,909 11,994

Number of
papers N 13,646 11,022 98,502 13,169

Average
degree (col-
laborators

per author)

2.5 2.43 9.7 3.59

Main
component

size
6,959 4,625 4,4337 6,396

Mean
authors per
paper 〈An〉

3.32 1.88 2.530 2.22

Mean
papers per

author 〈Na〉
2.25 2.04 5.1 2.55

Main
component

%
41.5% 45.4% 85.4% 57.2%

Clustering
coefficient 0.8 0.681 0.430 0.496

Reference Our
study [25] [26] [26]

2) Authors characterization: We have applied the follow-
ing centrality measures to the co-authorship graph: Degree,
Weighted degree, Closeness, Betweenness and PageRank. Ta-
ble II presents the top 5 authors according to the degree,
weighted degree and PageRank. Three researchers (Elisa
Bertino, Wei Wang, Adam Lee, Ahmad Reza Sadeghi) are
highlighted in bold due to their apparition in top 5 of the
three metrics. Table III shows top 5 authors according to the
closeness and betweenness centralities where we observe 4
authors in common: Elisa Bertino, Michael Reiter, Ari Juels
and Gene Tsudik (shown in bold).

The unweighted degree measures the total number of
distinct collaborators for each author. The maximum degree
of 68 is observed for Elisa Bertino; Ahmad Reza Sadeghi is
observed to be the second most collaborative author having
nearly half less collaborators (37 co-authors).

Fig. 7 shows the degree distribution representing the num-
ber of authors according to the number of unique collabo-
rators they had during the last 10 years. A relevant ratio of
authors (46%) collaborated with only 2 researchers and only
a very small portion of authors collaborated with more that
15 researchers (0.5%). It is, however, more common to have
a single collaborator (23.9%) than having three collaborators
(16%). Considering only the giant component of the graph,
most of authors have at least 3 collaborators and the average
degree rises to 3.2.

It is interesting to note that authors having the highest
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TABLE II. TOP 5 AUTHORS ACCORDING TO DEGREE, PAGERANK AND WEIGHTED DEGREE MEASURES

Rank Author Degree Author Weighted degree Author PageRank
1 Elisa Bertino 68 Elisa Bertino 138 Elisa Bertino 0.0023
2 Ahmad Sadeghi 37 Adam Lee 74 Wei Wang 0.0013
3 Wei Wang 31 Ting Yu 68 Ahmad Sadeghi 0.0012
4 Adam Lee 31 Li Xiong 66 Adam Lee 0.001
5 Ninghui Li 29 Ahmad Sadeghi 64 Mahesh Tripunitara 0.0009

Figure 7. Authors and the number of unique collaborators (Degree distribu-
tion of the graph G(N,E))

Figure 8. Author graph filtered by the node degree up to 25

number of collaborators do not collaborate with each other.
Fig. 8 depicts the graph where nodes were filtered by degree
to only keep track of authors having at least 25 unique
collaborators. The size of the nodes shows the degree of the
node before the filter is applied, authors names are proportional
to the node size, the link shows the collaboration and the
node colors indicated the modularity class (modularity class
reflects the different clusters identified using the optimisation
based algorithm). Elisa Bertino co-authored with only one
researcher that has as many collaborators as herself (Ninghui
Li with 29 unique co-authors). Ahmad Reza Sadephi, Wei
Wang and Adam Lee both having 31 unique co-authors, Serge
Edelman (27 collaborators) and Li Xiong (26 collaborators)
never collaborate with each other.

The weighted degree represents the number of collabora-
tions and not only the number of collaborators. Comparing to
the degree ranking, we observe that Ting Yu and Li Xiong
replaces Wei Wang and Ninghui Li at the top 5. Even if those
authors have less unique collaborators (25 for Ting Yu and 26
for Li Xiong), their total quantity of collaborations is higher
(68 for Ting Yu and 66 for Li Xiong): it means that they prefer
long term collaborations with the same collaborators.

Fig. 9 represents the authors that collaborate the most
with each other (more than 9 collaborations). The thickness
of the edge corresponds to the edge weight and the node size

Figure 9. The most collaborative authors.

corresponds to the node degree before filtering. Ram Krishnan
and Ravi Sandhu co-authored 12 articles that is the maximum
value observed in our dataset. We observe that most of very
strong collaborations occurs between couples of authors. Also
we note that the privacy domain does not have any very
strongly collaborative communities of size 3 or more.

PageRank measures the prestige of the author in the
community. In our case, the top 4 authors are equivalent to the
top 4 authors ranked according to unweighted degree (Table
II). Mahesh Tripunitara replaces Ninghui Li on the fifth place:
even if he has less collaborators and collaborations, he appears
to be connected to more prestigious nodes.

Betweenness centrality measures how authors appear in
between others. Regarding co-authorship, high betweenness
can reveal an interdisciplinary researchers that are part of/in
the middle between different communities (all belonging to
a possible different clusters). Elisa Bertino and Ahmad Reza
Sadeghi appear to be highly collaborative with a diversity
of collaborators in terms of communities. We observe that
Michael Reiter, Gene Tsudik and Ari Juels also appear in-
between nodes probably due to a variety in their collaborators’
interests (Table III).

Closeness centrality highlights the authors that are the
closest to all other authors in the co-authorship network. That
would highlight the authors that one would contact if one wants
to relate to all/any other author of the network. We observe
that the results are similar to the betweenness centrality: only
Ahmad Reza Sadeghi is replaced by Peng Ning (Table III).

IV. RELATED WORKS

Social network analyses field gained considerable atten-
tion in bibliometrics to measure the evolution of research
fields using graphs. Multiple types of bibliographical data
may be modeled and analyzed as a directed/undirected and
weighted/unweighted graphs. Thus, co-citation graph may be
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TABLE III. TOP 5 AUTHORS ACCORDING TO BETWEENNESS AND
CLOSENESS CENTRALITIES

Rank Closeness Betweenness
1 Michael Reiter Elisa Bertino
2 Ari Juels Ahmad Sadeghi
3 Elisa Bertino Michael Reiter
4 Gene Tsudik Gene Tsudik
5 Peng Ning Ari Juels

built linking articles or authors that cite/are cited by other
articles or authors; co-authorship graph links two authors if
they co-published at least one article together; keywords graph
links keywords that appears together in the same article, etc.

Co-authorship network is frequently used to study scientific
collaborations and highlight the key actors of the field. New-
man [27] studied co-authors in biomedical research, physics
and computer science between 1995 and 1999 and highlighted
the similarities between those networks. The authors of [28]
studied mathematics and neuroscience between 1991 and 1998.
In [29], authors studied scientometrics research collaborations
(1980-2012). The authors of [30] analyzed all publications of
the ACM Special Interest Group on Management of Data (SIG-
MOD) conferences between 1975 and 2002. In [31], authors
analyses co-publications of ACM and IEEE conferences (1994
and 2000). Resent studies analyzed co-authors in computer
science [32], eParticipation [33], industrial ecology [34], front-
end of innovation [35] and digital heritage [36] to cite a few.

V. CONCLUSION

In this paper, we investigated the privacy research field
from a computing and information technology perspective.
We collected and analysed 13,646 publications published by
16,766 authors. We characterized this community with general
statistics but also by analysing the underlying co-authorship
graph. We show that the privacy research field is growing
(up to 200 contributions by year), productive and strongly
collaborative (about 2.5 collaborations per author) having high
average number of authors per paper (3.32). Authors contribute
to the community for an average time of 5 years. Using the
co-authorship graph, we identified a set of authors that are key
players of the field: Elisa Bertino, Wei Wang, Adam Lee and
Ahmad Reza Sadeghi. Despite a strong activity, we highlighted
that key authors of these fields do not often collaborate
together. This work can be extended by qualitative analyses
of the top communities and by topics evolution analyses.
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Abstract — Business processes in the domain of service procure-

ment have the potential to increase efficiency and reduce cost. 

These business processes are getting more complex since service 

providers and service consumers collaborate and interact in net-

work structures. A precise description, modeling, analysis and 

execution of service procurement business processes for the im-

plementation of process-oriented information systems is re-

quired to unlock these potentials and optimize network collabo-

ration. In this article, we propose a pattern based approach for 

business process models to improve this collaboration systemat-

ically. The approach is based on patterns of service phases and 

service modules to increase efficiency and reduce cost. 

Keywords – service e-procurement; business process design 

pattern; service phase patterns; service module patterns 

I. INTRODUCTION 

The service sector is a fast-growing sector in all industrial 

nations and therefore, it has gained significant importance in 

all national economies [1]. Today, the strategic impact of ser-

vices overruns products. With shifting the focus towards ser-

vices and moving to a more service centric perception away 

from a product centric view, a new paradigm service dominant 

logic is postulated [2]. New business models are arising with 

cross-company network structures where service providers 

and service consumers act in service networks, so called ser-

vice chains [3]. More and more companies outsource different 

areas and reduce the degree of company-internal value-add. 

More services are sourced externally and the meaning of ser-

vice procurement is increasing exponentially. Service pro-

curement becomes decisive for success and competition. A 

business process, which defines the control flows of service 

procurement, is called service process, a process object, which 

represents data flow is called service object. Within the net-

work structures of service chains, the complexity of service 

processes is raising. New requirements of service-oriented 

procurement result from the definition of services because of 

the specific characteristics like immateriality and integrality, 

which determine the specific characteristics of transactions 

between service providers and service consumers. The use of 

modern information technologies like service-oriented archi-

tecture (SOA) for the electronic service processes of service 

procurement sounds quite promising. The efficiency and per-

formance of service processes can be improved and cost can 

be reduced. Due to the increasing competition and cost pres-

sure in the domain of service procurement, service processes 

leverage the improvement potential and come to the fore of 

companies. A systematic and structured approach for model-

ing and analyzing service processes based on patterns leads to 

a harmonization and integration of service processes and ad-

vantage transparency and structure. We develop two new pat-

terns, namely, service phase patterns and service module pat-

terns. Their application is presented based on examples and 

their advantages are outlined. The remainder of this article is 

structured as follows: in Section 2, we look at the current chal-

lenges of service procurement and motivate our approach. We 

look into design patterns and introduce Petri nets as a formal 

modeling language in Section 3. Service procurement design 

patterns are proposed in Section 4. In Section 5 and Section 6, 

we introduce two different design pattern types for service 

processes and motivate the advantages. Finally, Section 7 of 

this article concludes with findings and outlook on future 

work. 

II. CHALLENGES AND MOTIVATION 

Today's service procurement processes of small and me-
dium-sized companies are often characterized by heterogene-
ous and product-oriented business processes [3]. In contrast to 
products, services require interaction that is more personal and 
are more difficult to describe and to measure. Therefore, the 
procurement of services turns out to be more complex (1) due 
to process descriptions, (2) due to data descriptions and (3) 
due to process iterations, (4) due to unknown result of a ser-
vice after a service request and (5) due to the individuality of 
services. A high amount of manual process tasks and there-
fore, missing automation can be observed [5]. Cross-company 
process structures are heterogeneous and the process and data 
flow design are influencing each other: an information asym-
metry results out of different proprietary data formats and in-
consistent data. The electronic procurement of services has 
still not reached a high level of maturity [6]. In summary, the 
following challenges can be observed: 

 complex collaborative internal and cross-company busi-
ness process models lead to high opacity, iterations and 
adjustment cost 

 heterogeneous business processes, long process flows and 
use of different media lead to non-seamless processes 
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 heterogeneous data structures, different data formats and 
descriptions lead to non-integration and non-harmoniza-
tion of data 

 heterogeneous information technology (IT) landscapes 
with different interfaces lead to missing integration 

 low maturity level of service process automation leads to 
long throughput times, redundancy of tasks and source of 
errors 
Existing business process modeling methods for model-

ing, analysis and implementation of service processes aren`t 
matured enough and only cover partially the domain specific 
needs for service e-procurement. New methods for the harmo-
nization, integration and standardization are needed: 

 best practice based definition for understanding business 
processes and data 

 harmonization and integration of business processes 
 harmonization and integration of data 
 integration of information systems 

These challenges can be addressed by new domain-ori-
ented design patterns. In this paper, we present a new domain-
oriented design pattern approach based on the formal model-
ing language Petri nets. The Petri net based design patterns 
build up best practice knowledge and incorporate an inte-
grated modeling approach for process and data structures. De-
sign patterns provide an immediate benefit (1) by reducing de-
sign and integration efforts, (2) by encouraging best practices, 
(3) by assisting in analysis, (4) by exposing inefficiencies, (5) 
by removing redundancies, (6) by consolidating interfaces and 
(7) by encouraging modularity and transparent substitution 
[7]. 

III. BUSINESS PROCESSS DESIGN PATTERN 

A pattern is a discernible regularity and the elements of a 
pattern repeat in a predictable manner. Patterns are an abstrac-
tion of a concrete problem observation, which was recognized 
due to its frequent appearance in a certain domain [8]. Hence, 
patterns result from experiences and behavioral observation. 
They represent identical modes of thought, design fashions, 
behaviors or courses of action, which can be repeated and re-
produced. Software design patterns are introduced in the do-
main of software engineering. They are general solutions to 
solve a problem in a given context. Thus, a design pattern pro-
vides a reusable blueprint that may speed up the development 
of software [9] and is considered as a solution template for 
high quality software [10]. Software design patterns always 
represent solutions to common design problems in a given 
context [11]. Design patterns at architectural level provide so-
lution templates at component level (e.g., as the pipes and fil-
ters pattern does). Object-oriented design patterns, on the 
other hand, typically show relationships and interactions be-
tween classes or objects, they are distinguished into creational 
patterns, structural patterns, behavioral patterns and concur-
rency patterns. 

Design patterns can create substantial improvements of 
software quality and reduce costs associated to development 
and maintenance. Nowadays, design patterns are widely used 
since they capture and promote best practices in software de-
sign. Many catalogues for design patterns are known today, 

like patterns for software engineering from Gamma et al. [12] 
and patterns for the enterprise integration scenarios of soft-
ware applications from Hohpe and Woolf [13].  

Similarly, business process design patterns describe best 
practices for process models in a certain domain. These pat-
terns are also based on empirical knowledge about process ac-
tivity execution. Thus, business process design patterns are 
formalizing common structures of activities of process and 
data flows [14]. While a concrete pattern is bound to a specific 
modelling language, its abstraction is language independent 
and can be transferred to other business process modeling lan-
guages as well [12]. Specific patterns for the Petri net model-
ling language are outlined in the next subsection. 

Barros et al. [15] define service bilateral and multilateral 
interaction patterns, which allow emerging web services func-
tionalities like choreography and orchestration. Additionally, 
domain-oriented design patterns offer a flexible mechanism 
with clear boundaries in terms of well-defined and highly en-
capsulated parts being aligned with constraints of the consid-
ered domain [16].  

A. Petri net based process pattern 

Petri nets are a formal modeling language to model, ana-
lyze, simulate and execute distributed, discrete systems. Petri 
nets are bipartite graphs. Also, Petri nets can be used to model 
different levels of detail. Petri nets offer the modeling of static 
and dynamic elements, limited capacities of places and anon-
ymous tokens to capture process objects. Petri nets are graph-
ically represented by tokens (process objects), places (condi-
tions), transitions (process tasks) and directed arcs (arrows). 
Places are containers for tokens and describe pre- or post-con-
ditions for transitions. Places represent local conditions and 
describe static process components. Transitions describe dy-
namic process components and represent local state transi-
tions [17]. As a formal and platform-independent modeling 
approach, high-level Petri nets allow for modeling with a pre-
cise description of individualized tokens. Hence, this can be 
used for the formalization of domain-specific process objects 
[18]. As a well-established modeling language, Petri nets have 
also been proposed to model process and data structures as 
mechanism for analysis and software-based execution of busi-
ness processes. Especially, high-level Petri nets may be used 
as input for transformation to executable business processes. 

Van der Aalst and ter Hofstede [19] define fundamental 
Workflow patterns based on Petri nets to formalize require-
ments of workflow languages and information systems. These 
patterns are further distinguished into exception handling pat-
terns, control flow patterns, data flow patterns and resource 
patterns. Further existing examples for Petri net process pat-
terns are given by TimeNET [20] (a software tool to model, 
analyze and control manufacturing systems based on colored 
Petri nets), EXSPECT [21] (a repository of tool for standard-
ized business processes in logistics and production) or 
CIMOSA [22] (the modeling and analysis of cross-company 
value chains). To formally model supply chains as business 
processes, Liu et al. [23] are using Petri nets to define basic 
patterns of supply chains. Schuster [8] proposes resource as-
signment patterns and defines high-level resource nets.  
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IV. SERVICE PROCUREMENT DESIGN PATTERN 

In the domain of service procurement, service suppliers 

and service consumers collaborate with each other. The col-

laboration itself can be considered as an instance of a service 

procurement process model. An instance of a service process 

model is described as a choreography of specific service 

phases, which comprise internal and cross-company service 

processes and service modules. The order of exchanged mes-

sages is predefined. Choreography is used to define a cross-

company service process out of several independently orches-

trated service processes (see Fig. 1). The interaction between 

several partners for the procurement of services based on the 

exchanged data is described [24]. The order of the exchanged 

data is pre-defined. Only valid orders of data between partners 

are allowed to be defined. 

 
Figure 1.  Choreography of service phases and orchestration of service 

modules on different abstraction levels 

Based on our review of scientific literature [25] and em-
pirical case studies [26], we derive new patterns for service e-
procurement, which represent best practice of service procure-
ment processes. We introduce the design patterns Service 
Phase Patterns (SPP) and Service Module Patterns (SMP) 
also supporting software architectures based on service-ori-
ented architecture. These patterns define hierarchic structures 
and provide a structured concept for the modeling and imple-
mentation of service procurement process models. SPP and 
SMP ensure and precisely describe the order of message ex-
change and interaction in bilateral and multilateral service 
chains and constitute required process interfaces.  

A sequence of SPP includes data flow, complex service 
processes and web services. SPP consist of SMP and are 
linked by internal and cross-company process interfaces. The 
choreography of SPP serves as a connector between orches-
trations of SMP and their internal service processes. A con-
crete sequence of SMP is pre-defined. The combination of 
SPP and SMP results into global, cross-company service pro-
cesses, which define the interaction of internal service pro-
cesses accordantly.  

The pattern-based application using SPP and SMP leads to 
a top-down approach from specific process phases down to 
detailed service process descriptions, executed by web ser-
vices. The pattern-based approach enables a coordinated real-
ization of service processes in information systems at the ex-
ecution level. In a first modeling and description approach of 
service e-procurement process descriptions, we use Petri nets 
as modeling language to describe domain-specific service 
phases and service modules. Based on this definition, we fur-
ther develop these patterns based on XML nets [27], a high-
level Petri net variant. 

V. DESIGN PATTERNS FOR CHOREOGRAPHY OF PROCESS FLOW 

AND DATA FLOW 

Service procurement processes (between service providers 
and service consumers) are characterized by highly collabora-
tive service processes. The collaboration is defined by specific 
process and data flows based on specific process interfaces. It 
can be observed that typical recurrent service procurement 
process models are characterized by a specific order of data 
flow and by specific service procurement types. These recur-
rent orders of process and data flow defining service procure-
ment types can be described by patterns. 

A. Service Phase Patterns (SPP) 

SPP choreograph service procurement phases and there-
fore, the data flow in order to represent and manage cross-
company interaction. The logic of process flow instances is 
determined as well. SPP are characterized by capsulated ser-
vice procurement processes on a higher abstraction level. SPP 
configure different service procurement types. A service pro-
curement type pre-defines a service process model, which rep-
resents a specific process flow occurrence for service procure-
ment. The following service procurement types are defined: 

 A planned need of a service is required and a frame con-
tract does not exist. 

 A non-planned need of service is required and a frame con-
tract doesn’t exist 

 A planned need of a service is required and a frame con-
tract exists. 

 A non-planned need of service is required and a frame con-
tract exists. 

Based on a specific service procurement type, SPP can be 

configured to choreograph the data flow and process flow (see 

Fig. 2). 
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Figure 2.  Service procurement type as choreography of SPP modeled as 

Petri net 

B. Definition and modeling of SPP with Petri nets 

SPP are transition-bounded service processes and are rep-

resented in a Petri net as a single transition, which can be ex-

tended to sub nets. Service places are defined by a set of ser-

vice object-specific places, which are classified into service 

object places SO, static and dynamic service interface places 

SI and service document places SD (see Fig. 3).  

 

 
Figure 3.  Service object specified places SO, SD and SI 

SPP represent a self-contained set of cross-company col-

laborative service processes. SPP are connected by cross com-

pany interfaces defined by service object-specific interface 

places SI and SD. SPP are represented graphically by a rectan-

gle, which includes the service phase name (see Fig. 4). 

 
Figure 4.  SPP modeled as Petri net 

Domain-specific concepts for a formal modeling approach 

of service processes in the context of service e-procurement 

are also formalized based on high-level Petri nets. The transfer 

of the presented formalized concepts further enables commu-

nication and information context. SPP are further developed 

into formalized patterns based on high-level Petri nets with 

individualized and distinguishable tokens representing the 

service e-procurement-specific data transfer in information 

systems. Specific interfaces in collaborative and cross-com-

pany service processes represented by service process phases 

are identified, formalized and defined as patterns based on 

high-level Petri nets. The set of service object-specific places 

SPS are typified as object containers for service processes and 

defined as an XML net. SPS represent the complex data flow 

based on XML service objects to define the data and docu-

ment exchange in collaborative cross-company service pro-

cesses.  

The set of typified service object specific places SPS is 

further distinguished into the set of service object places SSO, 

service interface places SSI and service document places SSD. 

The domain specific stereo types of SPP are proposed. SPP 

based on XML nets represent coarsened structures of capsu-

lated service processes and SMP. SPP are defined based on 

specific, typified input and output places. They represent pro-

cess patterns. SPP are defined based on the process and data 

flow of collaborative service e-procurement processes and 

consider the specific phases. Fig. 5 shows the example of the 

pattern of the service phase Accounting AC. 

SPP are formally defined as the set TSP based on single 

transitions with dedicated service object-specific places. The 

sets of input places 𝑆𝑆𝑂
𝐼𝑁 and output places 𝑆𝑆𝑂

𝑂𝑈𝑇 are assigned 

and consist of the sets of service object places SSO, service 

interface places SSI and service document places SSD. Each 

service phase 𝑡𝑠𝑝𝑗
𝑖  is defined by its internal structure, which 

enables the composition of service phases. 

 
Figure 5.  SPP example Accounting AC modeled as XML net 

In case of a composition of two service phases 𝑡𝑠𝑝𝑎
𝑖  and 

𝑡𝑠𝑝𝑏
𝑖 , input and output places are melted together. The set of 

TSP is defined as single transitions of transition bounded sub 

XML nets XN'=(S',T',F') and service process modules 𝑡𝑆𝑀
𝑖  ∈

𝑇𝑆𝑀. The syntactical compatibility is a requirement for the 
composition of SPP. 

C. Advantages of SPP 

SPP for service processes of service procurement process 
models enable the following advantages: 
 SPP choreograph service procurement phases and data 

flow and therefore, they define recurring process flow and 
data flow orders based on best practice in service procure-
ment. 

 SPP are defined patterns for the service procurement 
phases specification, request, quotation, order, execution, 
measurement, acceptance and accounting. 

 SPP configure best practice service procurement types. 
 SPP enable a pre-defined data flow. The order of ex-

changed data is prescribed for the definition of domain-
specific standard for the interaction and data exchange for 
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partners [28]. The definition of specific data and process 
sequences provides the basis for required process inter-
faces in complex business-to-business (B2B) scenarios. 

VI. DESIGN PATTERNS FOR ORCHESTRATION OF PROCESS FLOW 

AND DATA FLOW 

Collaborative service processes describe the interaction of 
service suppliers and service consumers on a detailed business 
process level. The pre-defined order of recurring service 
phases can be further structured into detailed service modules. 
These patterns of detailed service modules describe a recur-
ring process and data flow characterized by specific process 
interfaces. 

A. Service Module Patterns (SMP) 

SMP are characterized by capsulated electronic service 
processes. SMP define orchestrations of their internal capsu-
lated service processes. The process and data flow is orches-
trated. The activities of these service processes are executed 
by web services for the horizontal and vertical integration of 
different information systems. One of the main characteristics 
of SMP is collaboration: the collaborative service process of a 
process participant is further capsulated into service modules.  

B. Definition and modeling of SMP 

Collaborative SMP are transition-bounded service pro-

cesses and are represented in a Petri net as a single transition, 

which can be extended to sub nets. SMP define  self-contained 

collaborative service processes of one collaboration partici-

pant (service supplier or service consumer). SMP are repre-

sented graphically by a rectangle, which includes the specific 

service phase name as well as the participant of the service 

process (see Fig. 6). The set of SI and SD are input and output 

places of service modules.  

 
Figure 6.  SMP modeled as Petri net 

SMP are defined based on high-level Petri nets. SMP rep-
resent coarsened collaborative service processes of one pro-
cess participant. The collaborative service process consists of 
several SMP representing all process participants and there-
fore, the entire service process of a SPP. SMP are connected 
via a set of input and output places SPS to model bidirectional 
interaction and communication patterns like sending and re-
ceiving. The internal structure of a service module is built by 
a coarsened service net and consists of a set of internal input 

and output places (𝑆𝑆𝑀
𝐼𝑁 , 𝑆𝑆𝑀

𝑂𝑈𝑇) and internal transitions. The set 
of input and output places is defined as an internal module in-
terface of a service module. The internal structure of a service 
module fulfills the requirements of a workflow net and sound-

ness criteria [29]. A service module interface 𝑆𝑠𝑚1

𝐼𝑁/𝑂𝑈𝑇
 of one 

service module 𝑡𝑠𝑚
1  can be melted with the service module in-

terface 𝑆𝑠𝑚2

𝐼𝑁/𝑂𝑈𝑇
 of another service module 𝑡𝑠𝑚

2 . The set of ser-

vice modules TSM is defined as single transition of a transi-
tion-bounded sub XML net XN'=(S',T',F') as part of an XML 

net and dedicated to one service process phase of the set of 
service process phases TSP. The syntactical compatibility of 
service process modules enables the composition of service 
process modules. Syntactically compatible service process 
modules have completely overlapping process interfaces. The 
composition of service process modules causes the melting of 
the common set of interface places. Based on a specific SPP, 
a capsulated service process can be further detailed into SMP 
to orchestrate the data flow and process flow (see Fig. 7). 

 

Figure 7.  SMPs modeled as XML net 

C. Advantages of SMP 

SMP for service procurement processes enable the follow-
ing advantages: 
 SMP orchestrate the process flow and data flow and there-

fore, they define recurring collaborative service processes 
based on best practice in service procurement. 

 SMP define patterns for the detailed service procurement 
processes specification, request, quotation, order, execu-
tion, measurement, acceptance and accounting. 

 SMP enable a modularization concept for modeling and 
implementing collaborative service processes. The de-
fined activities can be further modeled and implemented 
by web services. 

VII. CONCLUSION & OUTLOOK 

We presented two new patterns SPP and SMP for the cho-
reography of service phases and the orchestration of service 
modules in collaborative cross-company business process 
models. The design patterns are intended to describe recurring 
service process sequences based on observed best practices. 
SPP and SMP support the modeling and implementation of 
electronic service processes. SPP and SMP are defined based 
on a formal Petri net modeling approach for service e-procure-
ment business process models.  

Both the formal modeling language of Petri nets, as well 
as the service procurement domain-specific patterns lead to 
improved domain understanding, and support simulation 
based analysis as well as process implementation. The defini-
tion of SPP and SMP enables 

 an integrated, formalized modeling approach of service 

processes and service objects. 

 the modeling of hierarchic service processes and modu-

larization of collaborative service processes. 

 the definition and modeling of service process interfaces. 
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 a step-wise transformation of modeling to different for-

malization levels. 

 the support of distributed business processes based on ser-

vice oriented architecture (SOA). 

 the validation of service process models. 

As next steps, we further need to verify that these patterns 
meet the set of design specification and its intended purpose. 
We will also have to conduct further experiments to ensure the 
usability, the level of details and completeness of the defined 
patterns. We will evaluate our pattern approach by analyzing 
further service e-procurement use cases in order to validate the 
correctness and use of purpose of the pattern approach. We are 
planning to integrate the new defined patterns into a modeling 
approach for service processes, so called Service nets. The 
presented patterns SPP and SMP will be a part of the defini-
tion of Service nets. This modeling approach will serve as 
modeling support for collaborative service processes and dis-
tributed hierarchic service process models. The integrated 
modeling of service processes and service objects, the formal-
ization of different levels of abstraction (hierarchy) and the 
modularization of service processes (interface design) will be 
addressed herein. The domain-specific extension of Petri nets 
is only based on a syntactical level without changing the se-
mantic characteristics of Petri nets. Our pattern approach is 
based and developed on use cases of service e-procurement of 
industrial services. E-procurement of other service domains 
will also be analyzed and validated. The pattern approach can 
be transferred to further service process types different than 
procurement. Analog service process types are repair orders, 
return orders, warranty service orders and further ones. The 
pattern-based modeling approach will also further be used for 
simulation experiences and benchmarking of collaborative 
service processes of different service supplier and service con-
sumer combinations. 
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