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Foreword

The Seventh International Conference on Advances in Semantic Processing (SEMAPRO 2013),
held between September 29 and October 3, 2013 in Porto, Portugal, continued a series of events
highlighting the most recent advances in ontology, web services, semantic social media, semantic web,
deep semantic web, semantic networking and semantic reasoning.

The inaugural International Conference on Advances in Semantic Processing, SEMAPRO 2007,
was initiated considering the complexity of understanding and processing information. Semantic
processing considers contextual dependencies and adds to the individually acquired knowledge
emergent properties and understanding. Hardware and software support and platforms were developed
for semantically enhanced information retrieval and interpretation. Searching for video, voice and
speech [VVS] raises additional problems to specialized engines with respect to text search. Contextual
searching and special patterns-based techniques are current solutions.

We take here the opportunity to warmly thank all the members of the SEMAPRO 2013 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to SEMAPRO 2013. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SEMAPRO 2013 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that SEMAPRO 2013 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the field of semantic
processing.

We are convinced that the participants found the event useful and communications very open.
We hope that Porto, Portugal, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.
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Parallel Search Through Statistical Semantic Spaces for Querying Big RDF Data 

Alexey Cheptsov and Axel Tenschert 
High Performance Computing Center Stuttgart, 

University of Stuttgart 
Stuttgart, Germany 

e-mail: cheptsov@hlrs.de, tenschert@hlrs.de 
 
 

Abstract—With billions of triples in the Linked Open Data 
cloud, which continues to grow exponentially, challenging tasks 
start to emerge related to the exploitation and reasoning of 
Web data. A considerable amount of work has been done in 
the area of using Information Retrieval (IR) methods to 
address these problems. However, although applied models 
work on the Web scale, they downgrade the semantics 
contained in an RDF graph by observing each physical 
resource as a ’bag of words (URIs/literals)’. Distributional 
statistic methods can address this problem by capturing the 
structure of the graph more efficiently. However, these 
methods are computationally expensive. In this paper, we 
describe the parallelization algorithm of one such method 
(Random Indexing) based on the Message-Passing Interface 
technology. Our evaluation results show super linear 
improvement. 

Keywords-Statistical Semantics; Random Indexing; 
Parallelization; High Performance Computing; Message-Passing 
Interface;JUNIPER. 

I.  INTRODUCTION 

We live in a big data world, which is already estimated to 
be of the size of several Zetta (1021) Bytes. However, the 
most considerable growth has seen the linked (open) data 
domain. Recent years have seen a tremendous increase of 
structured data on the Web with public sectors such as UK 
and USA governments opening their data to public (e.g., the 
U.S.’s data.gov initiative [1]), and encouraging others to 
build useful applications. At the same time, Linked Open 
Data (LOD) [2] project continues stimulating creation, 
publication and interlinking the RDF graphs with those 
already in the LOD cloud. In March 2009, around 4 billion 
statements were available in Resource Description 
Framework (RDF) format [3], while in September 2010 this 
number increased to 25 billion, and continues to grow every 
year exponentially. This massive amount of data requires 
effective exploitation and is now a big challenge not only 
because of the size but also due to the nature of this data. 
Firstly, due to the varying methodologies used to generate 
these RDF graphs there are inconsistencies, incompleteness, 
but also redundancies. These are partially addressed by 
approaches for assessing the quality, such as through 
tracking the provenance [4]. Secondly, even if the quality of 
the data would be at a high level, exploring and searching 
through large RDF graphs requires familiarity with the 
structure, and knowledge of the used ontology schema. 
Another challenge is reasoning over these vast amounts of 

data. The languages used for expressing formal semantics 
(RDF etc.) use the logic that does not scale to the amount of 
information and the setting that is required for the Web. The 
approach suggested by Fensel and van Harmelen [5] is to 
merge retrieval process and reasoning by means of selection 
or subsetting: selecting a subset of the RDF graph that is 
relevant to a query and sufficient for reasoning. 

A considerable amount of work has been done in the area 
of using Information Retrieval (IR) methods for the task of 
selection and retrieval of RDF triples, and also for searching 
through them. The primary intention of these approaches is 
location of the RDF documents relevant to the given 
keyword and/or a Unified Resource Identifier (URI). These 
systems are semantic search engines such as Swoogle [6] or 
Sindice ([7], [8]). However, although these models work on 
the Web scale, they downgrade the semantics contained in an 
RDF graph by observing each physical resource as a ’bag of 
words (URIs/literals)’. More sophisticated IR models can 
capture the structure more efficiently by modelling meaning 
similarities between words through computing the 
distributional similarity over large amount of text. These are 
called statistical semantics methods and examples include 
Latent Semantic Analysis [9] and a more modern technique – 
Random Indexing, which is based on the vector space 
concept [10]. In order to compute similarities, these methods 
first generate a semantic space model. Both generating this 
model, and searching through it (e.g., using cosine 
similarity), are computationally expensive. The linear feature 
of searching through the large semantic space model is a 
huge bottleneck: for the model representing 300 million 
documents calculating cosine similarity in order to find 
similar terms can take as long as several hours, which is 
currently not acceptable for the problem domain specialists. 

In this paper, we describe a parallelization approach for 
the Random Indexing search algorithm, suggested by 
Sahlgren [10]. We also discuss some techniques that allowed 
us to reduce the execution time down to seconds on the way 
to achieving a Web scale. The paper is structured as follows. 
In Section II, we present the use cases in which this work has 
been applied. An explicit description about the applied 
parallelization strategy and the modifications made to the 
Random Indexing algorithm are presented in Section III. 
Moreover, we give a thorough evaluation about the 
algorithm’s performance and scalability on a distributed 
shared-memory system in Section IV. Finally, Section V 
presents conclusions and discusses main outcomes as well as 
future work directions. 
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II. USE CASES 

In this section, we briefly describe two use cases that are 
taking advantage of the parallelization of the cosine 
similarity algorithm used by statistical semantics methods, 
which is the main topic of this paper. Cosine similarity [10] 
is a measure of similarity between two vectors of n 
dimensions, which is finding the cosine of the angle between 
them. If the cosine is zero, the documents represented by 
vectors are considered dissimilar, while one indicates a high 
similarity. We present the query expansion use case, which is 
used to improve the recall when searching, e.g., Linked Life 
Data (4 billion statements), followed by a subsetting scenario 
used to reduce the execution time when reasoning over the 
FactForge repository [11], which contained 2 billion 
statements at time of performing the experiment. 

A. Query Expansion 

Query expansion is used in Information Retrieval 
extensively with the aim to expand the document collection 
that is returned as a result to a query. This method employs 
several techniques, such as including lemmas and synonyms 
of the query terms, in order to improve precision and recall. 
It works by expanding the initial query thus covering larger 
portion of documents. In this context, finding synonyms is a 
very important step and one way to achieve this is by 
employing statistical semantics methods. These methods 
operate on a set of documents and therefore, we need to 
lexicalise an RDF graph in a way that will preserve the 
semantics and “relatedness” of each node with those in its 
neighbourhood, into an abstraction, which we call a virtual 
document. 

In order to generate virtual documents from an RDF 
graph, we first select the relevant part of the original graph 
and subdivide it into a set of potentially overlapping 
subgraphs. The next step is lexicalisation in order to create 
virtual documents from these subgraphs. Finally, we 
generate the semantic index from the virtual documents. The 
details of how each of these steps is performed significantly 
influences the final vector space model. For example, in the 
selection and subdivision step, all or just a part of the 
ontology could be selected; the subgraphs could be 
individual triples, or RDF molecules (the set of triples 
sharing a specific subject node), or more complex/bigger 
subgraphs. In the lexicalisation step, the URIs, blank nodes, 
and literals from an RDF subgraph are converted to a 
sequence of terms. When generating the semantic index, 
different strategies for creating tokens and performing 
normalisation have to be applied to typed literals, string 
literals with language tags, and URIs. 

Once the semantic index has been generated, it can be 
used to find similarities between URIs and literals. We use 
the ranked list of similar terms for URIs/literals that occur in 
certain kinds of SPARQL queries [5] to make the query 
more generic and also return results for entities that are 
semantically related to those used in the original query. 

Thus, the application of query expansion through the use 
of statistical semantics method is feasible for those SPARQL 
queries that are not returning all relevant hits. In other words, 
query expansion here is aimed to improve recall, which is 

done by adding terms that are similar to the given ones in the 
original query. 

B. Subsetting 

For reasoning at web-scale, subsetting becomes a key, 
because most well-known reasoning algorithms can only 
operate on sets several orders of magnitude smaller than the 
Web. Getting subsetting algorithms to work is then of capital 
importance. 

There is evidence that by sticking to smaller datasets, 
computer and cognitive scientists may be optimizing the 
wrong type of models. Basically, there is no warranty that 
the proven best performing model on thousands of entities is 
also the best performing model when datasets are four orders 
of magnitude larger [12]. 

III.  BASICS OF PARALLEL RANDOM INDEXING 

ALGORITHM 

Random Indexing and other similar algorithms can be 
broken down into two steps: 

1) generating a semantic index (vectors), and 
2) searching the semantic index. 
Both parts are quite computationally expensive, however, 

the first part is a one-off step, which does not have to be 
repeated and the semantic index can be updated to follow 
changes in the documents if they happen. The second step, 
however, affects the end user, and therefore is a huge 
bottleneck for real-time applications. Hence, our focus is 
optimisation of the search part of the Random Indexing 
algorithm. Usually, search is performed over all vectors in 
the semantic index. Thereby the vectors are analysed 
independently of each other, i.e., in the arbitrary order. 

This basically means that the search can be efficiently 
improved, when performed on several computing nodes in 
parallel instead of the “vector-by-vector” (i.e., sequential 
computation) processing in the current realisation. 
Practically, the whole vector space domain is decomposed 
into sub-domains each of which is processed in a separate 
block/program instance on a different machine. The division 
of the vectors between the blocks is defined by the domain 
decomposition [13] (Figure 1). Depending on the realisation, 
a synchronisation is required among the blocks, e.g., to 
collect the partial outputs of each block and produce the final 
result. Generally, the synchronisation step is expensive, and 
much attention should be paid to the correct implementation 
of the synchronisation in order to ensure the minimum 
overhead. In the next section, we describe the major 
parallelization strategies, enabling the full utilisation of 
multiple computing nodes as well as the optimal 
synchronisation between the distributed tasks. 

Although a simple multi-threading approach would be 
extremely efficient in terms of the performance and easy in 
terms of the implementation efforts [14], it is not sufficient 
for achieving the Web-scale due to the limited number of 
CPU cores/nodes interconnected by a shared-memory bus in 
the currently available computing architectures (current 
shared-memory architectures offer a maximum of 8 to 16 
interconnected cores). 
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Figure 1.  Domain decomposition based parallelisation of the Random 
Indexing algorithm. 

Thus a distributed-memory parallelisation strategy is 
needed for Big Data. There are several parallelization 
strategies, differentiating in ways the synchronisation 
between the processes is implemented. The most promising 
for the Semantic Web in terms of performance gains are 
however the Message-Passing Interface (MPI) [15] and 
MapReduce [16]. 

MPI is a wide-spread implementation standard for 
parallel applications, implemented in many programming 
languages, including Java. As the name suggests, the MPI 
processes communicate by means of the messages 
transmitted between two (a so called “point-to-point” 
communication) or among many (involving several or even 
all processes, i.e., a collective communication) compute 
nodes. Normally, one process is executed on a single 
computing node (however, the MPI standard does not limit 
the number of processes on one node). If any process needs 
to send/receive data to/from other processes, it calls a 
corresponding MPI function. Both point-to-point and 
collective communications available for MPI processes are 
documented in the MPI standard [15]. 

MapReduce is another popular framework for processing 
big datasets on certain kinds of distributable problems, 
originally introduced by Google [16] and currently followed 
by Yahoo in its Hadoop implementation. MapReduce is a 
promising parallelisation model for data centric applications. 
However it is quite restrictive with regard to the range of 
applications that it can be applied to. In this publication, we 
are focusing on practical aspect of applying the MPI-based 
distributed memory parallelization for the Random Indexing 
search algorithm. Due to the algorithmic complexity of 
splitting the execution workflow according to the map and 
reduction operation, the MapReduce-based approach [16] 
will be presented in a separate publication. 

IV. IMPLEMENTATION WITH THE MESSAGE-PASSING 

INTERFACE (MPI) AND EVALUATION  

A. Parallelisation of Airhead Search 

Airhead is an open source implementation of Random 
Indexing in the S-Space package by University of California 
[17]. Parallelization of the search operation in Airhead was 
performed by applying the domain decomposition to the 
semantic vector space, whereby number of domains 
corresponds to the number of computing nodes the 
application is running on. Thus, each process performs 
computation only on a part (sub-domain) of the vector space 
of size (m/n), where m is the size (dimensionality) of the 
vector space, and n is the number of processes (and sub-
domains, accordingly). The boundary elements of the vector 
space to be computed by each process are calculated 
dynamically based on the process rank and the total number 
of processes provided by MPI, as demonstrated in Figure 2. 
 

 
 
Figure 2.  Specification of sub-domains. Each process calculates its 
respective sub-domain of the vector space based on its Rank and the 
number of processes in the group. 

B. Performance Evaluation on Cluster 

For the evaluation, a testbed based on the BW-Grid [18] 
cluster (Intel Xeon CPU architecture, 2 Quad-Core CPUs 
and 16 GB RAM per computing node), provided by the High 
Performance Computing Center Stuttgart, was used. 
Configuration of 1, 2, 4, 8, and 16 computing nodes were 
benchmarked to evaluate the scalability of the developed 
algorithms on the target architecture. In our tests, we mainly 
considered two different datasets coming from well-known 
semantic repositories (see test sets’ parameters in Table I): 

a) Linked Life Data (LLD) repository: a large 
integrated repository, which contains over 4 billion RDF 
statements from various sources covering the biomedical 
domain. We investigated two subsets of the LLD that 
contain major terms (for pharmacological scenarios) and 
relations between them. 

b) FactForge repository: contains schemata and 
ontologies from DBPedia, lingvoj, the CIA Factbook, 
Wordnet, Geonames, Freebase and musicbrainz. After full 
materialisation, it contains 404 million resources. We used 
the DBpedia/Wikipedia section of this space (we will refer 
to it as Wikipedia from now on, since they are parallel and 
have the same number of concepts at around 4 M). After 
filtering out redundant concepts, we kept only 1M 
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documents. After some parameter exploration, we settled on 
n=1000. That is, the random vectors are 1000-dimensional. 

TABLE I.  BENCHMARKED DATASETS. 

 
 
As the first step, we investigated the scalability and 

stability of the parallelised algorithm on the cluster, 
increasing the number of nodes involved in the computation, 
for different problem (dataset) sizes. The time for loading the 
datasets from the disk (i.e., the whole vector file has to be 
loaded into the memory of each node), the actual search 
operation as well as the overhead of the inter-node 
communication was in the focus of our measurements            
(Table II). 

The evaluation reveals that our concern about the large 
impact for loading file from the disk time on the overall 
application performance was feasible. For all investigated 
use cases, the load time was considerably higher than the 
search time. Providing the bad scale of the load operation, 
the maximum speed-up achieved on 16 clusters computing 
nodes was only 1.29. Moreover, the experiments with the 
largest available semantic space (Wiki2) were impossible to 
be conducted due to exceeding the available RAM on the test 
bed. For the first test case, although the parallelization has 
been properly implemented, its usability for datasets with the 
large number of referenced documents and small amount of 
dependencies has not been proved. This is because the 
amount of computation for the search operation was 
relatively small as compared with the total execution time. 
Nevertheless, the second variant based on the split of 
datasets (Figure 1), demonstrated its value in terms of both 
performance and scalability for the diverse problem sizes 
(Table III). The LLD1 set has been excluded because of its 
small size.  

Despite the increasing communication overhead (caused 
by MPI operations), which is due to more complex 
communication pattern (as described in the previous 
publication [21]), the evaluation reveals a significant 
performance improvement for both load and search 
operations (see Figure 3). Generally, the use cases taking 
advantage of the dataset fragmentation show an 
improvement in time of approximately 85% (i.e., and 
average speed-up of approx. 7.0 has been achieved) over the 
non-parallel realisation. This clearly shows that our 
parallelization technique can be used to benefit Random 
Indexing applications significantly. Moreover, the technique 
facilitates applying Random Indexing for the datasets that 

have not been analysed before due to the limitations of non-
parallel test beds. 

TABLE II.   PERFORMANCE CHARACTERISTICS GROUPED BY 
DATASET AND NUMBER OF COMPUTING NODES. 

 

TABLE III.  PERFORMANCE CHARACTERISTICS FOR 
FRAGMENTED DATASETS, THE NUMBER OF FRAGMENTS 
CORRESPONDS TO THE NUMBER OF COMPUTING NODES. 

 

C. Discussion and Future Directions 

As described in the previous section, the performance of 
the complex search algorithm greatly benefits from the 
“correct” implementation of the corresponding 
parallelization paradigm. Correct, here, does not solely mean 
that MPI has been successfully applied to the Random 
Indexing search algorithm in order to enable usage of large 
shared-memory systems, but rather that the algorithm itself 
has been modified in order to obtain highest performance 
and scalability - the concept of domain decomposition [13] 
has been applied to the algorithm to allow the processing  
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Figure 3.  Performance results for decomposed datasets. 

of large vector space files (>= 16 GB) and (2) to obtain 
scalable computation through processing (i.e., the search and 
in particular the load operation) of smaller subsets of the 
vector space file concurrently, i.e., distributing the 
processing to multiple nodes. However, there are other 
factors, which do influence the overall performance of a 
parallel application, too. 

Developers can also tune their applications at runtime by 
using advanced settings for the Java Virtual Machine (JVM) 
[19]. For this reason, we have also experimented with 
different settings for the JVM during our tests. We have 
performed 30 runs of the parallel Airhead search using 6 
different JVM settings (each setting has been repeated 5 
times) to estimate the optimal configuration for our 
machines. Due to the fact that all our machines are equipped 
with equivalent hardware and software, the explicit tests 
were solely carried out on one particular node with the 
assumption that the settings are optimal for all other nodes 
within the cluster, too. A summary of our test runs and the 
speed-ups achieved is provided in the Table IV. 

TABLE IV.  PERFORMANCE RESULTS FOR PARALLEL AIRHEAD SEARCH 
ALGORITHMWITH VARYING JVM SETTING ON WIKI1 DATASET. 

 

As shown in Table IV, a properly configured JVM 
significantly improves the overall performance of an 
application. In our scenario, we could optimize the 
performance of the parallelized application for 
approximately 40% using the proper JVM settings. Based on 
these tests, we were also able to determine the best suited 
JVM configuration for our environment as well as learned 
more about the optimal values for individual JVM 
parameters(e.g., the total amount of heap size, the number of 
threads used for garbage collection, etc.), which can be used 
for other Java applications as well.  

An alternative promising approach is suggested by the 
JUNIPER (”Java platform for hIgh PErformance and 
Realtime large scale data management”) project [20]. 
JUNIPER is an EU-FP7 project that aims to establish a 
development platform for new-generation data-demanding 
applications. The JUNIPER approach is to exploit synergies 
between all major parallelization technologies (such as MPI, 
MapReduce, COMPSs, etc.) and elaborate new paradigms in 
data centric parallel processing that will balance flexibility 
and performance of data processing applications in 
heterogeneous computing architectures. A possibility to 
combine diverse parallelization technology within a single 
application, as offered by JUNIPER, would also be of a huge 
advantage for Random Indexing algorithms, e.g., to 
implement the semantic space generation with MapReduce 
and the search with MPI. In our following research, we are 
going to investigate the benefits of this “heterogeneous” 
approach for the Airhead package. 

V. CONCLUSION AND FUTURE WORK 

This paper presented an evaluation of our approaches to 
parallelize the Airhead library for Random Indexing, which 
can be used to significantly improve information retrieval 
methods, in particular those that use the cosine similarity for 
searching a large vector space model. We use an effective 
parallel programming paradigm, namely MPI, to exploit 
parallelism for the RI algorithm in order to take advantage of 
large-scale distributed shared-memory systems and thus to 
improve its performance. We evaluated the parallelized 
algorithm on different hardware and software configurations 
(i.e., we varied the amount of computational nodes as well as 
the input datasets) with promising results. The algorithm 
improves performance in all of the presented experiments. 
However, if each process (i.e., node) has to load the full 
dataset at once, the overall speed-up is relatively small and 
the algorithm does not scale very well while increasing the 
number of machines. For this reason, we implemented a way 
to split the input dataset into smaller junks, which can be 
independently and concurrently processed by each node. 
This feature significantly decreased the processing time of 
the load operation and thus improved the overall 
performance. Moreover, we are now able to process datasets 
with billions of statements because we are not directly 
limited by the system’s memory anymore. In addition, we 
experimented with different Java Virtual Machine settings in 
order to optimize and fine-tune the application for the given 
runtime environment. Most importantly, these results suggest 
that we need both parallel algorithms and Java Virtual 
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Machine optimizations to effectively utilize machines (not 
necessarily parallel systems but any common personal 
computer) for our Semantic Web applications. Finally, we 
demonstrated the effectiveness of the parallelized algorithm 
and its usage and benefits within an interesting for 
biomedical domain application scenario. In the future, we 
will investigate further possibilities to optimize our code 
(e.g., using a different MPI implementation for Java) as well 
as compare the actual MPI-based parallelization with the 
MapReduce implementation. In particular, methods to cross-
fertilize the advantages of diverse programming models in a 
common application workflow will be explored. Data 
modelling techniques, investigated by the JUNIPER platform 
[22], will be the major technology to enable such across-
fertilization of the parallelization technologies. The new 
technologies that JUNIPER works out will be applied to the 
most challenging Big Data domains, in particular to 
Semantic Web. 
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Abstract— The necessity of managing the large amount of 

digital documents existing nowadays, associated to the human 

inability to analyze all this information in a fast manner, led to 

a growth of research in the area of development of systems for 

automation of the information management process. 

Nevertheless, this is not a trivial task. Most of the available 

documents do not have a standardized structure, hindering the 

development of computational schemes that can automate the 

analysis of information, thus requiring jobs of information 

conversion from natural language to structured information. 

For such, syntactic, temporal and spatial pattern recognition 

tasks are needed. Concerning the present study, the main 

objective is to create an advanced temporal pattern recognition 

mechanism. We created a rules dictionary of temporal 

patterns, developing a module with an extendable and flexible 

architecture for retrieval and marking. This module, called 

RISO-TT, implements this pattern recognition mechanism and 

is part of the RISO project (Retrieval of Information with 

Semantics of Contexts). Two experiments were carried out in 

order to evaluate the efficiency of the approach. The first one 

was intended to verify the extendibility and flexibility of the 

RISO-TT architecture and the second one analyses the 

efficiency of the approach, based on a comparison between the 

developed module and two consolidated tools in the academic 

community (Heidelime and SUTime). RISO-TT outperformed 

the rivals in the temporal expression marking process, which 

was proved through statistical tests. 

Keywords-temporal expressions extractor; temporal pattern 

recognition; natural language processing 

I.  INTRODUCTION  

The large amount of digital documents existing 
nowadays, resulting from the unconstrained access and 
freedom to publish given by the Web to people [1] defeated 
the human capability to analyze all existing information. So, 
there is an increasingly need for automating the access, 
research, and management of information in order to 
generate valuable sources of knowledge [9]. 

Computers, in turn, can process structured or semi-
structured information. Nevertheless, since most of the 
available information are non-structured [9], the present 
challenge is to allow computers to process information in 
natural language by converting this natural language to 
structured information, thus allowing a higher level of 
automation of computational processes.  

So, Natural Language Processing (NLP) emerges as a 
possible solution for this challenge, because it is 
characterized as a set of computational techniques for 
analysis of texts in one or more linguistic levels, with the 
purpose of simulating the human linguistic processing. 
Among such techniques, there is the Recognition of 
Mentioned Entities (RME) [4], which aims to locate and 
classify atomic elements of a text, according to a pre-defined 
set of categories.  

Information Extraction (IE) is the task of retrieving 
information from large volumes of documents or texts, 
structured or free [17]. For Zambenedetti [17], a well-
developed information extraction technology allows the 
rapid development of extraction systems for new tasks that 
would have the same performance level of tasks performed 
by humans, a level not reached yet. 

This paper addresses the process of extracting temporal 
expressions from texts, which is an activity that has become 
a significant research and development field in Computer 
Science, motivated by the large number of applications that 
explore temporal information extracted from texts. As 
examples of such applications we may cite Geographic 
Information Systems, automatic question, and answer 
applications and text summarization systems. With the use of 
temporal expression extraction techniques, applications 
perform tasks in a higher automation level [12]. 

There are several approaches for the recognition of 
temporal expressions in texts. Saquete [12] enumerates as 
main approaches: a) rules-based; b) Machine Learning and c) 
Combining rules, and machine learning. Regardless of the 
adopted approach, the output is a scheme of standardized 
temporal annotations. The schemes TIDES 2005 
(Translingual Information Detection, Extraction, and 
Summarization) [11] and TimeML [14] are the most 
adopted. 

Considering some limitations of the evaluated existing 
tools, we developed a new temporal expressions extractor, 
Retrieval of Semantic Information from Textual Objects 
Temporal Tagger (RISO-TT), as part of a project called 
RISO (Retrieval of Information with Semantics of Contexts) 
[18]. 

We carried out an experiment to prove the extensibility 
and flexibility of the system, as well as to check whether 
RISO-TT presents some competitive advantage and brings 
any contribution for this research area. 
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In the following section other approaches of temporal 
expressions extraction are presented. Section III introduces 
the RISO-TT approach to temporal expressions extraction 
and after that, the results of the proposal are analyzed on 
section IV Verification and Validation. Contributions and 
future work are discussed in the final section V Conclusions. 

II. RELATED WORKS 

Developed at the Center for Computational Language 
and Education Research, University of Colorado, the ATEL 
(Automatic Temporal Expression Labeler) [5] adopts a 
statistical approach to detect temporal expression in English 
and Chinese languages.  

The system used a training database made available by 
TERN (Time Expression Recognition and Normalization) 
with a set of temporal terms and, for each sentence found in 
a processed document, the term is marked with tags.  

ITC-IRST, Centro per la Ricerca Scientifica e 
Tecnológica, Povo, Italy, has developed Chronos System 
[10]. It is a rules-based approach, separating the 
identification of temporal expressions into recognition 
(detection) and interpretation of values (normalization). 
Chronos is based on linguistic analysis (tokenization, tagging 
and pattern recognition).  

Another system, TempEx, has been eveloped by MITRE 
Corporation with a Perl application for recognition and 
interpretation of temporal expressions according to the 
TIMEX2 2001 specifications, TempEx is characterized as 
one of the firsts of this kind [8]. 

TempEx is able to recognize absolute times (E.g., March 
15th, 2013) and relative ones (e.g., born after World War II), 
and the computation of the normalization is based on the 
publication date of the document, which means that the 
algorithm uses meta-information from the very document to 
compute the normalization of relative times [8]. 

Developed by the University of Georgetown, GUTime 
[16] is an extension of the TempEx tagger [8], recognizing 
and normalizing temporal expressions in TIMEX3 standard. 

An important feature of this system is that it enables 
shifting temporal expressions, causing computations to be 
performed with basis on an input date [8]. GUTime has 
incorporated a set of ACE TIMEX2 expressions, including 
duration, a variety of temporal modifiers and European date 
formats [16]. 

The DANTE (Detection and Normalization of Temporal 

Expressions) system [9] has a modular architecture which 

consists, basically, of two modules: recognition and 

interpretation.  

The temporal expression recognition module was 

developed by using of the JAPE grammar [Cunningham et 

al. 1999] which consists of a set of <condition, action> rules  

The interpretation module scans sentence by sentence a 

document, searching for patterns that match a pre-defined 

one (knowledge base).  
TERSEO (Temporal Expression Recognition System 

applied to Event Ordering) was developed by the Research 
Group on Natural Language Processing and Information 

Systems, University of Alicante. The system generates 
annotations in TIMEX2 standard.  

At first, according to Saquete [12], TERSEO was 
developed as a knowledge base system, intended for 
automatic recognition and normalization of temporal 
expressions in Spanish texts. It uses the translation of the 
temporal expressions to temporal models already defined in 
the first version to obtain, automatically, the temporal 
expressions from other languages [12].  

TIPSem [7] deals with six different tasks related to the 
treatment of multilingual temporal information proposed by 
TempEval-2, (Evaluating Events, Time Expressions, and 
Temporal Relations). These tasks are classified as A, B, C, 
D, E and F, where the task A consists in defining temporal 
extensions, task B consists in classifying the events defined 
by TimeML (Markup Language for Temporal and Event 
Expressions) and the remaining task are related to 
categorization of different temporal links.  

Heideltime [13] is a rule-based system based intended to 
extract and normalize temporal expressions in several 
languages. It uses the TIMEX3 annotation standard, and 
there are, presently, versions in English and German 
languages.  The marking of temporal expressions in 
HeidelTime depends on the domain where the documents are 
inserted, such as news, reports, colloquial, or science (e.g., 
biomedical studies).  

The SUTime is a library for recognizing and normalizing 
temporal expressions developed by Stanford University. It is 
a system developed in Java and based on deterministic rules 
designed to be extensible. 

In its development was used TokensRegex framework, a 
generic framework for defining patterns on the text and 
mapping of semantic objects and makes use of regular 
expressions for the recognition of temporal expressions [3]. 

For the analyzed tools, we also observed that most of the 
temporal expression extraction tools are neither flexible nor 
extensible, and the recognition of compound temporal 
expressions or not allowed. 

III. RISO TEMPORAL TAGGER (RISO-TT) 

RISO-TT is the temporal expression extractor of the 
RISO Project (acronym, in Portuguese, of Semantic 
Information Retrieval from Textual Objects). It differs from 
the other temporal extraction tools for considering more 
complex signs and grammatical associations in the process 
of identifying temporal expressions. 

The complex temporal expressions considered result 
from grammatical associations, which determine time 
intervals and not just temporal tokens. Compound temporal 
expressions are more accurate because they allow the 
specific understanding of the time expressed in the text.  

A compound temporal expression is a structure formed 
by closed intervals (e.g., from the beginning of January 10th 
to July 20th), or semi-open intervals (since 1968). Also 
grammatical associations formed by prepositions, adverbs, 
numbers, and temporal tokens are considered, such as in 
December, or every day, and several other relation of terms 
in a semantic temporal expression. 
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To exemplify a compound temporal expression and to 
show why is it necessary to be identified, consider the 
expression “from December 10, 2011 to December 10, 
2012”. This sentence refers to a specific period which can be 
represented by 12/10/2011 < X < 12/10/2012, where X is the 
temporal variable referred by the expression. 

RISO-TT does not depend on fixed standards and third-
party software in its architecture. Both cases can cause 
problems in the future, since standards evolve, and a 
considerable architectural change can lead to serious 
development problems.  

A. Architecture 

RISO-TT is a rules-based system and since it was 
conceived to become extensible and flexible it uses a 
configuration file which determines the connection from the 
internal logic to the rules-base. To insert a new standard (or 
rule) in the rules base, the new standard is simply added to 
the configuration files. For this change to be realized, it just 
needs that RISO-TT be run again with a document that 
contains, in its content, the corresponding expressions. 
Figure 1 presents the RISO-TT architecture. 

 RISO-TT Architecture
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LIST
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File
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Figure 1.  RISO-TT architecture. 

A standard is a sequence of (temporal or grammatical) 
semantically associated terms, which can assign a value to a 
temporal expression. Typical standards are: preposition, 
adverbs, seasons of the year, dates, hours, and regular 
expressions.  

A rule is an ordered sequence of standards (temporal 
and/or nominal) that characterizes the formation of temporal 
expressions. A rule takes into consideration the position of 
terms that form an expression. For example, the rule Day 
Month Year is different from the rule Month Day Year.  

With the use of rules, the temporal standards were 
extended in such a way that complex structures among the 
grammatical relations and classical temporal expressions can 
be recognized as a single expression. With this, expressions 
like “from December 10, 2011 to December 10, 2012” are 

classified as a single temporal expression, and not as two 
independent temporal tokens. 

B. Processed Outputs 

The processing of a document in RISO-TT generates 
three documents: 

 Marked document (TAG): the document given 
as input generates a document marked with the 
RISOTime tags and type attributes (e.g., 
<RISOTime type=Pre-EBT>On September 1, 
1939</RISOTime>). The value assigned to the 
type attribute is the name of the rule of which 
the expression found is part. 

 Temporal Vector (LIST): a document with a list 
of the temporal expressions found in the 
document (e.g., EBT-N -> from 499 to 493 BC) 
is created. 

 Normalized Vector (NORM): Another 
document with a list of the temporal expressions 
found in the input document and their 
normalized values (e.g., On September 1, 1939 
<--> 1-09-1939).  

C. Example of Document Processing in RISO-TT 

The following sentence is part of the document 

“16_SpanishCivilWar” from WikiWars: 

… On 7 March, the Nationalists launched the Aragon 

Offensive. By 14 April they had pushed through to the 

Mediterranean, cutting the Republican-held portion of 

Spain in two. The Republican government tried to sue for 

peace in May, but Franco demanded unconditional 

surrender; the war raged on. In July, the Nationalist army 

pressed southward from Teruel and south along the coast 

toward the capital of the Republic at Valencia but was 

halted in heavy fighting along the XYZ Line, a system of 

fortifications defending Valencia. The Republican 

government then launched an all-out campaign to 

reconnect their territory in the Battle of the Ebro, from 24 

July until 26 November. 

We can find many types of temporal expressions in 

these sentences and simple expressions such as On 7 

March are found by common Temporal Expression 

Extractors. But some types of temporal expression are 

more complex (e.g., from 24 July until 26 November). 

Theses sentences we called of compound temporal 

expressions. 

The RISO-TT finds simple and compound temporal 

expressions and, if an expression is not detected, a 

corresponding rule identifying this kind of expressions 

can be added to the rules base. 

The example text above generates the following marked 

document to by the function TAG: 
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<RISOTime type=Pre-EBT>On 7 March</RISOTime>, the 

Nationalists launched the Aragon Offensive. <RISOTime 

type=Pre-EBT>By 14 April</RISOTime>, they had pushed 

through to the Mediterranean, cutting the Republican-held 

portion of Spain in two. The Republican government tried to 

sue for peace <RISOTime type=Pre-EBT>in May 

</RISOTime>, but Franco demanded unconditional 

surrender; the war raged on. <RISOTime type=Pre-

EBT>In July</RISOTime>, the Nationalist army pressed 

southward from Teruel and south along the coast toward 

the capital of the Republic at Valencia but was halted in 

heavy fighting along the XYZ Line, a system of fortifications 

defending Valencia. The Republican government then 

launched an all-out campaign to reconnect their territory in 

the Battle of the Ebro, <RISOTime type=I>from 24 July 

until 26 November</RISOTime>. 

     

where ‘type=Pre-EBT’ means the association of a 

Preposition and a Basic Temporal Structure. “type=I” is the 

Intervals rule. 

The function LIST applied to the text generates: 

Pre-EBT -> On 7 March 

Pre-EBT -> By 14 April 

Pre-EBT -> in May 

Pre-EBT -> In July 

I -> from 24 July until 26 November 

Finally the normalization of these expressions gives 

On 7 March <--> 7-03-XXXX 

By 14 April <--> 14-04-XXXX 

in May <--> Pattern not identified yet 

In July <--> Pattern not identified yet 

from 24 July until 26 November <--> 24-07<X<26-11 

where: 

    XXXX: is the unknown year.  

 

IV. VERIFICATION AND VALIDATION 

A. Verification 

The verification process was responsible for answering 

the question about extensibility and flexibility of RISO-

TT, which asks: “Is the model of the RISO Temporal 

Tagger flexible and extensible?”. 

To answer this question, we carried out three tests with 

the WikiWars corpus, with three different rules 

configurations, where the adjustment made in each 

version was based on patterns not found in the previous 

version. 

To exemplify this process, imagine that a document d 

has a set of Temporal Expressions (TE) and that this 

document was marked by a Temporal Tagger (TT), 

resulting in a document d’. This document d’ is composed 

of a set of temporal marks defined as TM = {m1, m2, .., 

mn}, where each mi is an expression marked with basis in 

the set of temporal rules R ={p1, p2, ..., pn}. A temporal 

standard pi is formed by a set of temporal expressions. In 

this case, TM  TE 

Analyzing document d’, we noticed that there are 

temporal expressions E’ that were not marked by TT; and 

this occurs because the rule p that is able to identify a 

temporal expressions E’ does not belong to the set R of 

rules. That is, p  R. 

Once the new rule has been inserted in the Rules file 

and the Configuration file has been updated, a new test 

has been carried out with R’=R  {p}, obtaining a new 

d’’ determining MT’ such that MT  MT’. 

B. Validation 

In order to validate the development of RISO-TT and 

analyze its performance, we realized a comparative 

experiment. We selected two temporal marking tools for 

this comparison: Heideltime and SUTime. The tests were 

performed and the results computed and compared with 

the ideal markings mold, made available by WikiWars. 

The WikiWars corpus has a mold with the temporal 

markings that exist in all documents that compose it. 

Based on these documents, the results of the markings by 

the tools chosen for experiment were compared and 

evaluated according to the number of correctly marked 

expressions, the missing expressions and those incorrectly 

marked. 

Based on the information found, we computed the 

Accuracy, Coverage and F-Measure of the samples. The 

results are presented in Table III. 

C. Data Analysis 

Right after tests, the first task carried out was the 

evaluation of normality of the resulting data. For this 

activity, we ran the Shapiro-Wilk test, obtaining the 

results displayed in Table I. 

TABLE I.  SHAPIRO-WILK NORMALITY TESTS 

 W P-value 

Heideltime  0.652 0,00508 

SuTime 0.942  0.2176 

RisoTT 0.9831 0.9574 

We notice that the p-value obtained from the Heideltime 

data characterizes a non-normalized sample. However, 

evaluating the data, we noticed that they concern three 

samples which, in the document marking process, had not 

a good result. The format in question is for dates with 

three characters (e.g., 200 AD). This format was not 

recognized by Heideltime and, so, due to the non-
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expressive number of documents, will be considered as 

outlier in the research. 

We performed the statistical test based on the trust 

interval of 95%. For this, we computed the sample mean, 

standard deviation, and standard error. Based on this, the 

results found were presented in Table II. 

TABLE II.  TRUST INTERVALS 

 Average Sample  

– Standard Error 

Average Sample Average Sample  

+ Standard Error 

Heideltime  0.7187674 0.7792521 0.8397369 

SuTime 0.7566779 0.7842650 0.8118521 

RisoTT 0.8970079 0.9139180 0.9308280 

Based on the BoxPlot presented in Figure 2, it is 

possible to conclude that we cannot state whether there is 

superiority of one of the tools Heideltime and SUTime, 

since the trust intervals intersect each other. This occurs 

maybe due to the fact that both tools use the same 

marking standard and are based only on the knowledge 

based available in the standard. However, it is possible to 

state that there is a statistically proved superiority of the 

results of RISO-TT, compared to the others. 

 
Figure 2.  BoxPlot of the Trust Interval 

We believe that this superiority is due to the number of 

relations between the mapped temporal standards and 

their relations, defined by the rules, in RISO-TT. The 

processing of information, due to this number of relations, 

is slower than the other tools and this may cause the 

making of temporal expressions to be more detailed than 

the others. 

V. CONCLUSION AND FUTURE WORK 

The development of RISO-TT is part of the RISO [18] 

research project and the experiments proved that it is 

extensible and flexible, and its performance was superior 

of other existing approaches. 

A. Contributions 

Considering the information presented throughout this 

paper, the main contributions of RISO-TT are: 

 Flexible and extensible architecture based on 

standards and rules configurable by means of 

XML files;  

 Independence of third-party software; 

 Temporal Expression Recognition based on rules 

priority analysis; 

 Possibility of creating complex structures of 

temporal and grammatical associations; 

 Extends the standards with the possibility of 

arrangements and associations with other non-

temporal expressions; 

 Normalization of complex temporal standards, 

taking intervals between temporal tokens into 

consideration. 

As future work we list:  

 Concerning the temporal expression normalization 

process, incomplete time of an expression in a 

sentence may be completed by metadata about the 

document or other times of the current phrase or 

paragraph. 

 The temporal expressions recognizer could be 

integrated with a spatial expressions recognizer. 

 Recognition and treatment of ambiguities of the 

temporal expressions found in the document (e.g. May 

(Mouth) or may (Verb)).    

With these documents indexing procedures integrated in 

the RISO project a Semantic Query Processor is under 

development to take into account this rich indexing 

structure of documents in order to optimize the quality of 

the information retrieval process. 

B. Model Packaging 

The RISO-TT Project is available in the RISO website 

[18]. 
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TABLE III.  ACCURACY, COVERAGE AND F-MEASURE RESULTS 

 Accuracy Coverage F-Measure 

Documents Heideltime Sutime Riso-TT Heideltime Sutime Riso-TT Heideltime Sutime Riso-TT 

01_WW2 0,86227545 0,8882 0,994 0,847059 0,841176 0,970588 0,854599 0,864048 0,982143 

02_WW1 0,89177489 0,85 0,984 0,777358 0,769811 0,958491 0,830645 0,807921 0,971319 

03_AmCivWar 0,85135135 0,7857 0,911 0,84 0,733333 0,96 0,845638 0,758621 0,935065 

04_AmRevWar 0,86896552 0,8601 0,946 0,857143 0,836735 0,959184 0,863014 0,848276 0,952703 

05_VietnamWar 0,84729064 0,8191 0,938 0,702041 0,665306 0,865306 0,767857 0,734234 0,900212 

06_KoreanWar 0,87301587 0,7724 0,963 0,738255 0,637584 0,865772 0,8 0,698529 0,911661 

07_IraqWar 0,89035088 0,8018 0,967 0,821862 0,704453 0,825911 0,854737 0,75 0,89083 

08_FrenchRev 0,86363636 0,8067 0,94 0,76 0,691429 0,897143 0,808511 0,744615 0,918129 

09_GrecoPersian 0,51724138 0,7477 0,893 0,232558 0,620155 0,837209 0,320856 0,677966 0,864 

10_PunicWars 0,88235294 0,8085 0,922 0,263158 0,666667 0,824561 0,405405 0,730769 0,87037 
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Abstract—Models are a conceptualization and aperture of
the real world. The asynchronous characteristics of this model
construction poses a significant problem especially in highly
dynamic and evolving environments. Hence, models need to be
permanently checked against the data they represent. From this
new challenges for modeling tools arise: Contemporary modeling
tools must be able to anticipate environmental events and changes
and to provide appropriate support for knowledge engineers. This
paper presents a conceptual approach to process events, collect
usage statistics and leverage this information for automatic and
semi-automatic modeling support of ontologies. In a prototypical
evaluation, a plugin for Protegé is developed, that allows for
editing ontologies and visualizing new insights according to
captured statistics. The paper concludes with two distinct show
cases for business process modelling and sensor networks.

Keywords—user modeling support; ontology modeling; ontology
evolution; usage evaluation

I. INTRODUCTION

Conceptual models formally describe the real world to
foster sensemaking and communication [1]. The process of
model description takes a certain amount of time. The same
applies for the time period of model usage. Consequently,
models have to be checked against their real world equivalents
permanently [2]. Especially in highly dynamic environments,
the pace of environmental changes can be overwhelming for
modelers [3], i.e., they need tool support to aid them with
anticipating these environmental changes [4].

For the semantic web, notions such as ontology learn-
ing, ontology evolution, etc. paint a vision of self-adapting,
knowledge-based model bases, which comprehend, reflect and
adapt towards their environment. A core challenge in this
respect is, that many modeling decisions cannot be decided au-
tomatically. For instance, if we capture interactions for a swim
guide application for the iPhone, and we get a high correlation
on ”good swimming experience” and ”good weather”, but also
on ”good swimming experience” and ”bad weather”, it is hard
to decide automatically, if the weather does matter or not. The
specific domain knowledge of the knowledge engineer could
help to resolve this problem. This example demonstrates, how
data acquisition methods and human modeling activities are
co-dependent from each other. Hence, an approach is needed
that unifies these divergent perspectives.

In the context of this paper, we present a conceptual ap-
proach for a statistics-driven modeling support that presents an

application programming interface (API) for capturing context
events and transferring them to our ontology base and for
leveraging this data .The paper demonstrates a novel concept,
that will be constructed according to a design-oriented research
methodology [5]. In a prototypical implementation, we show
a prototype plugin for Protegé that supports statistics-enabled
introduction of new concepts and properties to an existing
ontology. The prototype features support for ontology classes
but not yet for instances. In the show case section we discuss
the benefits and potentials of this approach in the fields of
business process modelling and sensor networks. Overall, this
should serve as a starting point for future research to adopt the
depicted concept and to improve modeling practice in various
domains.

II. RELATED WORK

Over the years, many different editors for OWL-based
ontologies have emerged. While many support a tree-based or
form-based editing of ontologies and quite a lot of them also
support visualization techniques, only a few support graphical
editing of the ontologies.

The approach of Dimitrova et al. [6] provides a basic
assistance for modeling ontologies based on defined linguistic
rules that have been applied to English text. Populous [7]
uses a pattern-based approach to transform table-based data
into ontology content. Tools like Cicero [8] or Collaborative
Protegé [9] focus on non-automatic, collaborative support by
creating workplace for collaborative ontology construction.
Other tools such as GrOWL [10] or Protegé plugins such
as OntoGraf [11], OntoViz [12], OWLViz [13], etc. merely
support a declarative graphical editing of ontologies.

Overall, none of the described approaches supports a direct
feedback loop from actually monitored usage data with the on-
tology models at hand. Although, process modeling and sensor
data modeling have their specifics, the same shortcomings can
be observed in these areas:

1) Process-specific support: The research field of process
mining aims at constructing process models from mining
process event logs automatically. Although, there has been
extensive work in literature and industrial practice regarding
this topic, until now there are only a few approaches that reflect
the representational bias of process mining [14] or support
semi-automatic approaches to use the mined knowledge to
construct models manually. A further problem of contemporary
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approaches is the static mining process itself and the lack
of the consideration of interaction. An exception in this area
is the work of Hammori et al. [15], in which the authors
create a permanent loop between monitored interactions and
the modeling tool.

2) Sensor-specific support: In the domain of semantic
sensor networks, ontologies are usually defined by ontology
engineers only. In our previous work [16] we provided an
automatic static creation of a semantic representation of sensor
networks. Sensors publish their meta information such as
sensor capabilities, energy status and neighbouring nodes to a
centralised entity (i.e data sink, gateway) where the informa-
tion is linked and stored in an ontology. However this approach
does not contemplate the higher meanings of the data and does
not provide a perceptual view of the sensors environment but
only about the sensor devices itself . Recently some novel
approaches try to combine machine learning methods to either
bootstrap or refine ontologies and represent the meaning of the
raw data in a semantic representation.

In the work of Stocker et al. [17] a system is introduced
to detect and classify different types of road vehicles passing
a street with the help of vibration sensors and machine
learning algorithms. The objectives of the work are to acquire
knowledge, represented in an ontology by abstracting from the
physical sensor layer and the sensor data layer via classification
methods.

The outcome of the classification process is then transferred
into an ontology representation. The authors use rule based
inference to map the outcome of the classifier to the ontology.
The ontology consists of concepts such as feature of interest
(vehicle type) and observation result time. For each classified
car, an individual is created in the ontology with the particular
context information.

In the work of Barnaghi et al. [18] abductive reasoning is
used to analyse raw sensor data and eventually infer through
ruling out obsolete explanations what ontological concept the
data refers to.

However, none of the approaches use a supportive semi-
automatic approach in which engineers and intelligent algo-
rithms can complement each other. In this paper, we introduce
an hybrid approach that on the one hand works autonomously
but also supports the decision making process for domain
specialists.

III. CONCEPT

The goal of this research, is to provide a tool to support
ontology modelling and management by incorporating live data
originating from ontology usage. Based on the analysis of
related approaches in literatures (cf. Section II), some key
requirements can be formulated, that aid to design such a
system:

1) Various event notification modes: Based on differ-
ent modelling needs, also different interaction modes
need to be supported:
• Batch operation: Historical Events from log

files or databases can be populated and taken
over into the tool at once.

• Real Time interaction: Every single event that
is monitored in real time will be pushed
directly to the tool.

2) Different degrees of model adaptation: Based on
the criticality, importance of certain artefacts or the
statistical significance of their correlation, different
degrees of adaptation support will be provided by the
tool:
• Automatic adaptation: In case statistical sig-

nificance of an unknown relationship is
present, such relationships will be explicitly
modelled as properties interlinking the two
respective concepts with the relationship.

• Semi-automatic adaptation: Statistical signifi-
cance of a new relationship or concept is only
partly given, this will be modeled and high-
lighted to be revised manually by a domain
expert.

A. Overview of the Approach

The approach chosen aims at being generic, in order to
cater the needs of different use cases that expose a strong need
for dynamic adaptation and the demand for a deep analysis of
interactions with the models. Figure 1 depicts the influences
relevant for the considerations made in this approach:
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Fig. 1. Ecosystem for Statistics-Driven Ontology Modeling Support

The figure explains the general infrastructure, we provide
for ontology evolution support.

1) Event notification: A generic context API serves
as an entry point for any kind of event that needs
to be associated with model data (case 1). A
shallow data representation for exchange of such
event notification is chosen. In technical terms, this
API provides RESTful Web Service interfaces in
order to be easily accessed through many different
applications and programming languages.

2) Change reasoning: The central component for all
ontology evolution processing and reading and
writing the usage statistics database is the DONAU-
F or DONAU framework (Domain Ontology
Acquisition Framework) component. It loads the
underlying ontologies and infers on the facts
stated there. The DONAU-F component provides
a plugin infrastructure for data-specific extensions
of reasoning mechanisms. See Section V for some
examples related to business process modelling
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and sensor networks. In terms of the quality and
significance of statistical correlations, the changes are
either propagated to the ontology base automatically
(case 2a) or are marked for later manual editing in
the ”manual change repository” (case 2b). In any
case, all event statistics are synchronized with the
usage statistics database (case 2c), which serves as
data repository for all further adaptations taken in
the future by DONAU-F.

3) Ontology editing: The ontology editing tools load the
ontologies in their usual manner, but also highlights
relationships and concepts that have been inferred
based on our component. It distinguishes between
automatically inferred concepts and relationships and
such that require a specific modeling action by the
knowledge engineer. Section IV describes, how this
is implemented in a prototypical version for Protegé.

Overall, every system undergoes changes, that are mainly
influenced by the actual interactions with these systems. All
these interactions should be covered in a consistent manner,
in order to analyse them and derive possible adaptations
for the ontology design. The main idea is to correlate ob-
served behaviour, identify artefacts and discover relationships
amongst them. According to the statistical significance of these
relationships, automatic or manual adaptation plans can be
triggered. The core monitoring analyser components fulfils this
task, feeds the associated statistics database and eventually
causes the ontology to change on its own, or marks certain
discovered relationships for later manual editing.

B. Definition of Monitored Aspects

As the main principle has been described, it is still unclear,
how such monitoring can be implemented. For a data definition
the following aspects have to be considered:

• defined concepts: In order to monitor behaviour, it is
essential to name aspects clearly, that are monitored, in
order to deliver starting point for further analysis. E.g.
in our swim app example: If the concepts weather and
swimming are already defined, it is easy to analyze a
relationship amongst them.

• wildcards: For unknown aspects, it is essential to name
them according to some variable name, in order to
correlate them later on and to name them.

• defined relationships: In order to capture the nature
of dependencies, it is important to have named rela-
tionships that can be either validated or invalidated
through the observed behaviour.

• open relationship interlinking: The possibility of link-
ing aspects arbitrarily must not be impeded by a
superponed model. This is important to ensure that
unstructured scenarios are possible as well.

IV. PROTOTYPICAL IMPLEMENTATION

The described concept has been implemented as a pro-
totype for the ontology modeling software Protegé. To bring
about the described changes, the OWLViz [13] plugin has been

extended by a new view that supports statistics-enabled, graph-
ical editing of ontologies. The view consists of a graphical
editing panel that displays discovered concepts and relation-
ships.

The screenshot in Figure 2 visualizes, how the plugin
works. In the graphical editing panel, ontology classes are
represented by ovals and properties, that link them are rep-
resented with connecting lines. Newly discovered classes and
properties are displayed either in green or in red. Green
indicates, that the given concept or relationship was signif-
icant enough for automatic detection, whereas red indicates
that the co-occurrences in the event logs hint at a possible
concept or relationship, but because of the low significance
it could not be confirmed. The size of the ovals and the
thickness of the connecting lines is associated with the relative
importance gathered from the underlying statistics, i.e., if a
newly discovered class A is used more often than another class
B, A is being displayed bigger than B. In our example, the
concepts ”Temperature” and ”Light” are new. As ”Tempera-
ture” occurs more often in the associated statistics, the term is
represented with a bigger oval. In the given example, there are
no discovered relationships between these discovered concepts
and already established concepts that are significant enough
to be displayed, i.e., in order to be displayed, the statistical
significance of such relationships has to surpass a defined
threshold. In our example, this is 0.3, i.e., concepts have to
cooccur in more than 30% of the cases in order to be displayed.
The same principle is applied to properties: The stronger a
correlation among two classes through a linking property is,
the thicker the line is that represents his property. In the given
example, there is obviously a stronger correlation between
”Swimming” and ”Good Weather” than between ”Hiking”
and ”Good Weather”. Apparently, the relationship between
”Swimming” and ”Good Weather” is significant enough, to
infer an automatically discovered relationship.

What cannot be seen in the screenshot is, that statistics are
also maintained for already existing concepts and relationships.
Although there is no dedicated view for that in our current
version of the prototype, a future ”Ontology Management
View” should enable to reassess the importance and relevance
of certain concepts and relationships. By and large, this can
help to ensure that an ontology retains a certain size and thus
helping to reduce computation time for querying the ontology
base.

A. System Model

The main design goal for our solution is, that it provides
an open infrastructure for ontology evolution support, which
is independent from the underlying ontologies and the pro-
gramming language of the source systems. Figure 1 shows
the main architecture components of our ontology evolution
infrastructure.

It is straightforward to monitor and analyse concepts and
relationships that are already defined by the user through
the Ontology Editing Tool. However, unstructured information
collected via the Context Event API require mechanisms to 1)
create new labelled concepts and relationships that reflect the
work flow of the underlying processes and 2) to validate and
or invalidate existing semantic knowledge.
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Fig. 2. Graphical Editing View of the DONAU-F plugin

In this section, we discuss DONAU-F, an inference frame-
work to detect wildcard concepts through clustering that
groups events similar to their occurrence and context with
the help of the k-means clustering algorithm. Furthermore,
to detect new linking or invalidate existing linking between
concepts, a Markov model is used to create a probability dis-
tribution of the temporal relation between different concepts.

1) Wildcard Concept Extraction: In our prototypical im-
plementation, we use a k-means clustering mechanism that
groups certain events based on their properties (occurrence,
meta information, time) into groups that can either lead to new
concepts or be mapped to existing ones. We define a certain
threshold that indicates if a new mapping between cluster and
concept can be populated without manual revision or if an
ontology engineer has to be considered and the new concept
therefore has to be highlighted in the editing tool.

2) Open Relationship Interlinking Extraction: Our ap-
proach exploits the frequency of events and their temporal
occurrence to construct a Markov chain that represents the like-
lihood of temporal relations and correlation between events.
The system counts the occurrence of events and creates a fre-
quency distribution table. The created Markov chain represents
the probability of the transition from one event to another
event. The chain let us infer if events occur more frequent
after certain events and therefore are in some relationship that

is going to be represented in the ontology.

Figure 3 shows how temporal relationships are discovered
levaring the depicted Markov chain.

Fig. 3. Relations between different wildcard concepts and their temporal
likelihood to occur before/after each other

In our implementation, we are able to detect, represent
and highlight relations between concepts through temporal
properties such as occursAfter, occursBefore and occursSame.
Through hierarchical clustering [19] the system is able to relate
concepts through properties such as isA and similarTo.
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V. SHOW CASES

The presented concept and tool support could improve
the model management in many different areas. In order to
explain the benefits approach, the two areas of business process
modeling and sensor networks are explored for application
potentials of our approach.

A. Business Process Modeling

For business process modeling the representation of the
operational business of a company is a key requirement.
However, the business environment is very dynamic and con-
stantly changing. In terms of business process reengineering,
according to which the organizational workflows should be
reengineered throughout the modeling activities, a big issue
is, that the actual workflows and processes change while the
modeling efforts are being done. In consequence, once the
modeling is finished, it cannot be ensured, that the represen-
tation of the actual processes is still correct.

A business process does not only have workflow-related
aspects, but also has to consider data, resources, organizational
aspects etc. A possible notation for business processes, which
covers all these aspects, is the extended event-driven process
chain (eEPC). It comprises events, functions, organizational
units, resources, documents, etc. as possible design artefacts.
The business process modeling notation (BPMN) concentrates
on the workflow issues, organizes roles with pools and lanes
and introduces ”artifact” for all other aspects.

In the context of business process modeling, our approach
could have the following positive impacts:

• discover process variants: Especially in processes with
many execution alternatives and degrees of freedom
concerning execution, it is hard to explicitly model
the process without limiting the user. By analyzing
process executions in the crowd, process variants can
be discovered and the process modeler in charge
can easily decide, whether to accept newly emerged
process variants as standard operating procedures or
to discard them.

• discover new process steps: If a process model in
terms of an ontology exists, and new unknown process
steps are discovered, this might indicate, that the
process actually is not compliant to the model, which
could have its origin in an insufficient model or an
erroneous execution.

• discover new process responsibilities, resources, etc.:
In the same manner, new responsibilities can be deter-
mined. In terms of organizational units this means, that
a process can also be executed by other organizational
units than originally planned, or it can be identified
as a situation, that is not desired. The same applies
for associated resources, inputs, outputs of process
steps, etc. As many process steps, e.g. a contract
checking, rely on deep consistency checks of asso-
ciated resources and such consistency checks rely on
a defined model, it is obvious, that this method helps
to ensure that all relevant artefacts are considered by
such consistency checks.

• validate existing relationships: As mentioned earlier, a
defined model does not necessarily reflect the current
reality of a system. Therefore, existing model relation-
ships should be constantly monitored and analyzed
in order to be validated or invalidated. E.g. if we
have have a business process with several subsequent
process steps, and according to that process model
step B always follows step A, but statistics shows,
that in 60% of the cases step C follows step A, the
process model needs to be changed accordingly. In
terms of evaluation mechanisms this implies, that we
need a plugin mechanism as described in Section IV-A
to enable a deep semantic analysis of concepts and
relationships in an ontology.

Especially in unstructured and not fully modeled scenarios,
the approach seems to have its merits and enable an easier
maintenance and evolution of business process models. Future
research should catch up with process mining and process
evolution work in order to achieve the vision described here.

B. Sensor Networks

Sensor Networks are exploited to capture and share data
from the physical world and integrate it into software systems.
Recently, there has been an increasing trend in research fields
such as pervasive and ubiquitous computing and especially in
the Smart-Home, -Office domains, where making the gathered
data available to the end-user is crucial.

One of the main challenge that remains is to make the
usually raw unstructured sensor data understandable for the
user and/or machine-interpretable [20]. The Semantic Sensor
Web [21] is one approach that allows to annotate, represent
and map gathered sensor data to semantic concepts and also
represent their relations via properties. Despite the data-centric
focus, also device and physical information such as sensor de-
vice meta information and hierarchies, environmental attributes
and network layouts can be modelled [22].

However the nature of sensor networks, phenomena and
data gathered is volatile. Sensor devices can be faulty, parame-
ters and attributes of events can change and other adhoc issues,
that alter the association between model and reality can occur.
Moreover the vast amount of information produced leads to
an information overload that can not be managed by single
experts.

The dynamics of sensor networks and observed phenomena
has to adapted in the model. We identified several use-cases
where the proposed approach can be used to facilitate the
adaptation between real state of the network and environment,
and the semantic model.

• Knowledge Acquisition from unstructured raw sensor
data: Events monitored by sensor networks can be
modelled by domain experts in the initial ontology
as defined items such as ”bad weather” or ”good
weather”. However, with the upcoming deluge of
data and the information overload for human ontol-
ogy engineers, this process can be outsourced to the
DONAU framework. DONAU can be used to support
and facilitate the construction of an initial model or
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to refine the representation based on the statistics
gathered.

• Outlier Detection: The DONAU framework cannot
only be used to acquire knowledge that is expected in
the domain, but also to infer new insights. Occurring
events that cannot be related to existing defined items
can be marked as wildcard concepts, and eventually
highlighted in the Protege Plugin for further inspec-
tion.

• Network Topology Tracking: In case that the network
topology of sensor networks are modelled in a se-
mantic representation, the approach can be used to
monitor changes and update the ontology. The Context
API can be used to retrieve health information from
particular nodes, in case nodes are not responding or
communicating failure, changes can be reflected in the
ontology.

VI. CONCLUSION AND OUTLOOK

The synchronization of models and their equivalents repre-
sent a core problem of ontology management and information
modeling, especially in highly dynamic environments such
as the Internet of Things or business information systems.
This paper presented a conceptual approach for the capturing
of event data within the DONAU framework, that enables
to identify automatic changes to an ontology or to provide
recommendations for model adaptations to ontology engineers.
A prototypical implementation in the ontology modeling tool
Protegé demonstrated, how this support functionalities can
enhance the graphical modeling of ontologies. Furthermore,
we explicated, how the depicted approach can improve the
graphical modeling and model management in the domains of
business process management and sensor networks.

In terms of evaluation, this paper has shown a first pro-
totypical evaluation as a proof-of-concept. It demonstrates the
potential of the depicted approach. However, further evalua-
tions are needed in the future to evaluate the quality of rec-
ommendations from an information retrieval (IR) perspective
using common IR metrics such as precision or recall and from
a user perspective with help by structured user walkthroughs
and qualitative questionnaires.

The approach presented in this paper has its focus on a class
and not an instance level at the moment. For the consideration
of the instance level more aspects have to be considered, as
the relationship properties might not be only class-to-class
or instance-to-instance but also class-to-instance relationships.
Moreover, complex properties are not considered at the mo-
ment, that relate to more than two involved artefacts. Clustering
methods could guide the way, how to find the most appropriate
subsets of artefacts that constitute such relationships and hence
are recommended in the tool. Furthermore, aspects as costs
or priority as described by Maedche et al. [23] have not
been considered so far, but could help to improve future
versions. In a similar manner, existing model relationships
could be permanently reevaluated regarding their significance.
This could help in areas, where relatively compact models are
needed, e.g. for high-performance reasoning. The authors plan
to release the presented prototypical implementation as an open
source software project, in order to provide a tool and code

base for a new generation of ontology editing tools, that allow
for the seamless integration of the modeling world and actual
running systems.

Moreover, the concept that has been proposed is not
only limited to ontology modeling and editing but also can
help to find potential improvements. In terms of tool sup-
port, future implementations could transfer these results to
more domain-related tools such as business process modeling
suites, etc. Furthermore, the gathered statistics could be part
of business intelligence applications for model governance.
E.g., non-relevant relationships could be dropped from the
model in order to speed up associated analysis. Moreover,
dependency analysis of certain events as shown in [24] could
help to estimate the impacts of proposed modeling changes
and could be a vital feedback for ranking mechanisms. Besides
modeling, the applied principles could also be transferred to
other problem classes, such as the navigation of ontologies.
Based on the research presented in [25] new mechanisms
could be developed, that offer a relevance-based navigation
of ontologies.
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Abstract—Nowadays, in order to find the best suitable location
for a commercial business, one needs to apply a market
analysis in several steps. This research improves this process
by applying spatial semantics. We define a methodology to find
a list of candidates for the best commercial business location.
Some parameters involved in spatial semantics and market
analysis are: floating population, taxes cost, market
competition, transportation, land use, geographical area,
among many others. All of them should be evaluated with
different methods. A list of semantic rules are defined to find
possible location, ontology is built based on the geographic and
market conditions. Each one of places found complies with law
restrictions, administrative and geographic requirements
defined as input parameters. Additionally, it is possible to relax
the parameters’ weight in order to obtain new results for
possible locations. Proofs include results obtained in
conjunction (semantic and market analysis) that shows better
results that when these criteria are used independently.

Keywords-Spatial Semantics; geographic domain
conceptualization; axiomatic relation.

I. INTRODUCTION

Nowadays, finding the adequate location for establishing a
business, is a task that includes review aspects of market
(e.g., business market competition, economy, geographic
conditions, etc.). This process is not done by just one person;
it is made by the collaborative work of specialists from
different disciplines (marketers, economists, geographers).
Then, the possibility of automating this task is possible, if we
consider that: 1) ontologies can represent the knowledge
involved in this context (spatial and market conditions), 2)
semantic analysis allows to explore ontologies and define
rules based on certain constraints, 3) the processing of spatial
semantics is used to find locations, based on semantic rules
and geographic conditions. Thus, these three statements are
integrated as a methodology to find a list of possible
locations for a business. In addition, users can assign higher
or lower relevance to each parameter (qualitative or
quantitative configuration) in order to generate a new list of
possible places for locating a business. For example, suppose
the following query:

Q1= “find a business location in a county without market
competition in a radius of 5 km”. It can be relaxed
qualitatively by the user in parameter market competition.
Then, the system generates new queries as follows:
Q1a = “find a business location in a county with low market
competition in a radius of 10 km”.
Q1b: “find a business location in a county without market
competition of first impact in a radius of 5 km”.

The case study focuses on three types of business:
stationer’ shops, drugstores and restaurants. The
methodology includes definition of semantic processing
algorithms, geographic queries implementation and the
design and implementation of an ontology. The research is
focused on assisting in making a decision about the possible
locations for establishing a business. The implementation
was done into a Web system. The rest of paper is organized
as follows: Section II describes the related work; Section III
explains the methodology definition; Section IV shows the
obtained results and, finally, the conclusions and future work
are outlined in Section V.

II. RELATED WORK

The use of an ontology as a resource of knowledge is
well known from tasks such as extracting the semantics, the
meaning, of natural texts to entity recognition (people,
places, companies, and prices) [14]. Ontology is also
employed as a method for identifying categories, concepts,
relations, and rules [5], [6], [8]. In our work, we use this
principle to find the best locations for a business. On the
other hand, the use of ontology in market domain is not new.
Researchers have suggested employing market mechanisms
for the allocation of Web Services [16], while Lamparter and
Schnizler [15] presented an architecture of an ontology-
driven market for trading Semantic Web Services. Auction
schema is enriched by a set of components enabling
semantics based matching, as well as price-based allocations.
Meersman [13] uses the market information into the
knowledge system of a company in order to contribute to the
process of product innovation, competence development and
relevant social interaction. Nevertheless, these previous
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works do not consider the geographic parameters that are
relevant in the market analysis.

Ontology is also used to inform designers of data models
and information systems to make them better equipped for
handling geographic concepts [1], [3], [7], while Smith and
Mark [5] report the results of a series of experiments
designed to establish how non-expert subjects conceptualize
geospatial phenomena. Subjects were asked to give examples
of geographical categories in response to a series of
differently phrased elicitations. The results yield an ontology
of geographical categories, which consists of a catalog of the
prime geospatial concepts and categories. When combined
with query languages, domain ontologies favor the design
and development of domain-based search engines and their
application to different areas such as in transportation [9]. A
categorization of GIS (Geographic Information System)
tasks and GIR (Geographic Information Retrieval) queries
has been suggested in [10], the approach being applied to
heterogeneous sources, including multimedia sources.
Moreover, Biletskiy and Ranganathan [17] explain an
ontology and rule-based framework for the development of
business domain applications, which includes semantic
processing of externalized business rules and, to some extent,
externalization of application logic. The framework also
includes a rule learning system to semi-automate the
generation of information extraction rules from source
documents. Summarizing, the use of semantic processing,
and the ontology exploration, have been used in other
domains, but not in combination with the geographic aspects
in market analysis. Thus, in this paper, we show a
methodology to be applied in order to get a useful
application for real life.

III. METHODOLOGY FOR QUERYING AND SEMANTIC

PROCESSING

The methodology is composed of three phases: 1)
Ontology modeling, 2) Ontology building, and 3) Semantic
processing. Ontology modeling consists of capturing
knowledge regarding market context for a set of specific
business and their involved geographical parameters. For
that, one is required to get a set of official data sources with:
1a) geographic data of places to analyze, 1b) statistics
regarding to economy, soil use, population, among others,
1c) mechanisms used in the market to get the type and
behavior of it. These components (1a, 1b, 1c) are
transformed into semantic rules and concepts. The ontology
building consists of reordering the concepts into a taxonomy
and establishing the context for each concept following the
methodology described in [2]. Finally, semantic processing
is responsible to apply the semantic rules and measure the
relevance of query parameters. This means, assign a lesser or
greater importance to one parameter such as: the price of rent
or the proximity of a communication route. This is achieved
using the mechanisms of the market in previous step 1c).
Basically, these mechanisms are surveys and quests made in
others studies.

III.A Modeling Ontology

The modeling consists of taking the knowledge from one
conceptual domain to a logical domain. The knowledge is
acquired and abstracted, then is translated to logical model to
obtain a design (classes and properties). To identify the
domain of ontology, we classified the analysis based on
semantics and market analysis for the location of a business
in: 1) market analysis, 2) proximity analysis and 3) analysis
of buildings infrastructure.

1. Market Analysis. It refers to the analysis of potential
customers and demand generators. It is composed of three
steps:

1a) Compute the size of local market. It is obtained by
processing the total population living in the area, the floating
population (people who do not live in the area but work or
study in it), and income and expense levels by social stratum.

1b) Analyze the market competition. It consists of
calculating the number of businesses in the local market to
determine if the market is saturated or free. There may be
commercial firms who are sacrificing their profit margin just
to have a presence in the area (this is a market strategy).

1c) Detect demand generators: identifying corporate
office buildings, schools, hospitals, recreation and leisure,
and so on.

2. Proximity analysis. It refers to the analysis of the
proximity of a building with relevant points (cultural,
historical places, downtown, etc.). We establish minimum
and maximum distance from 1 km to 5 km for walking
distance, and from 5 km to 10 km driving distance.

2a) Locate the areas where most businesses are
concentrated. Identify if in the area there are several centers
and commercial corridors (including historical centers).

2b) Identify the areas with high vehicular and pedestrian
traffic.

2c) Identify the roads surrounding the area, road type,
high or low level of vehicular and pedestrian traffic.

3. Analysis of buildings. It refers to an analysis of the
characteristics of the buildings: number of levels,
construction material (concrete, wood, etc.), parking
included, stairs or elevator, number of doors, windows.

III.B Ontology

The ontology was built based on data obtained from
INEGI, an official Mexican organism that produces and
manage the geographical data in Mexico [4] and documents
from other sources such as [11], [12] and with an approach
similar to [14] although it is possible to use Open Street Map
for the mapping data, but the tabular data of economics
parameters should be acquired from other sources as was
described at the beginning of Section III. We identify the
relevant concepts in a business by following the procedures
to measure the behavior of a market in Mexico, (SNIIM in
Spanish) [18].

21Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-293-6

SEMAPRO 2013 : The Seventh International Conference on Advances in Semantic Processing

                            30 / 82



The concepts and terms are abstracted based on
definitions of Royal Academy of the Spanish language.
Some examples are:

• Offer: Set of property or goods being offered on the
market at one price and at a specific time.

• Demand: Overall amount of purchases of goods and
services performed or provided by a community.

• Market: Set of consumers able to purchase a product or
service.

• Product: Profit.
Moreover, we identify properties and relationships of

each one of the concepts. Then, we obtain the taxonomy and
classes shown in Fig. 1.

Figure 1. Taxonomy of Ontology.

For the definition of concepts and final model of
ontology, the knowledge acquired and surveys were used.
Some rules and terms used in market context are as follows:

a) Check type and amount of products offered by the
business. b) Check floating market, demand products of
business and the importance of offer and demand. c) Check
the places that people of floating market attend and how
often they attend. d) Check the ways and stations where the
floating market is often attended. f) Evaluate the influence of
interest points and attractions in the area.

Regarding the surveys conducted during the research, we
define a range of values to qualify characteristics of a
building or property (see Table 1).

TABLE I. TABLE RELATION QUALIFYING- WEIGHT VALUES

Qualifying Weight value

Without importance 0

Without importance but
required

25

desirable 50

necessary 75

required, essential 100

We used reasoner FaCT ++, for instance creation and
classification, and we explored the ontology using OWL
(Ontology Web language) Java API (Application Program
Interface).

III.C Semantic Processing

The query is received and the processing starts: the query
is analyzed and contextualized through the exploration of the
ontology. Next, the rules of the context are applied (market
analysis constraints). This results in the parameters that
define a geographic query in market domain. Then, the
ontology is explored to find a matching between query
elements and the concepts stored into ontology. Each
element of a query is searched within the ontology (e.g., by
label names). When a concept is found into the ontology,
then its context is extracted. A context is formed by the
neighboring concepts of a matched concept and its semantic
relations are extracted and stored into a vector. The process
works according to the following algorithm depicted in
pseudo code (see Fig. 2):

Figure 2. Ontology exploration algorithm.
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In Fig. 2, the algorithm illustrates how the search
parameters are used to find relevant information according to
the steps involved in market analysis. A specific Web service
has been developed in order to match a concept name with
the term name commonly used in market analysis. The
matching results are used as a parameter for other queries
that are generated.

Moreover, the semantic processing includes an
interpretation for each parameter. For example, in the case of
stores, it is desirable that they are located in a corner (it is a
defined rule), while for a book store, for example, it is more
important that it is located near any school.

Table 2 shows the possible semantic values for some
parameters in a market context.

TABLE II. SEMANTIC VALUES FOR MARKET PARAMETERS

Parameter Possible semantic values

Influence of the zone Low, medium, high.

Market competition First impact, high impact,
small impact, based on percentage.

Transportation Fast, without traffic.

Population Floating, fixed.

In Table 2, the possible values or range of values for each
parameter is showed. For example, when a business requires
a form of transportation, the evaluation is done in two ways:
fast, in terms of time and distance, considering the traffic
during the transportation.

IV. TEST AND RESULTS

The tests are made by the methodology implementation
on a Web system, considering the three steps of
methodology: semantic modeling, semantic building and
semantic processing. A list of best suitable locations for a
particular business on specific geographic area is generated.
Then, users can set these restrictions and display the location
of the commercial business according to requirements and
constraints discussed in previous sections. The business
types considered are: stationer’ shops, drugstores and
restaurants.

For testing the interface, the user sets the query through
capture controls and options. The web interface is in
Spanish, in a local system (see Fig. 3).

Figure 3. Input parameters (interface Web system).

As Fig. 3 shows, business requirements are defined
through preset options: commercial business type, population
size, neighborhood, type of acquisition, among others.

We consider the following query:
Q1a = “find a business location in Mexico City with

market competition in a radius of 10 km located in corner, or
into the street, rent or buy". The result is the list of properties
that meet the criteria, one of which is shown in Fig. 4.

Figure 4. Best Rated Property.

Now, if the query Q1 is modified on the relevance of the
parameters: parking and roads near. Then, the new Q1b query
is generated. The result is now a new list of locations.

Q1b: “find a business location in a county without market
competition of first impact in a radius of 5 km, located in
corner, or into the street, rent or buy"”.

Note, that the most appropriate business location from
the previous test, was located now in eighth place (see Fig.
5).
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Figure 5. The best location for commercial business from Q1A.

It is possible to modify / relax the parameter values to
find new locations, changing the relevance of the parameters:
market competition, offer, property rates, parking, roads, and
location. This is achieved at the interface through sliders. For
example, consider the query Q1A, with the following
changes: the weight factor assigned is set 50% to market
competition. It generates new results shown in Fig. 6.

Figure 6. Results for new generated query Q1A.

As we can see in Fig. 6, it is possible to relax the values
for any parameter (change or configure to not be taken into
account in the analysis process). Next, a new map will be
displayed with the new results. Another test was conducted
based on the query Q3: “find a location for a restaurant in a
corner and available for purchase, for any price, with fast
transportation available”. The result of this query Q3 is
showed in Fig. 7.

Figure 7. Best commercial locations for query Q3.

As shown in Fig. 7, the result is only one location that
complied with the values of parameters indicated.

Another test conducted for the query Q4: "Find location
for a stationer’ shop, with a low floating population, located
to 3 km from a zone influenced commercially." The results
obtained show 10 possible locations, the most relevant being
located in: Calle 15 No 100. This is shown in Fig. 8.

Figure 8. Rated building or property for query Q4.

In Fig. 8, the best rated property for query Q4 is shown;
the relevancy is calculated based on the parameters values, if
a property has the value requested, then it is considered
relevant, but if not, then the value is evaluated, if it is lesser
or higher, the relevance of it is assigned based on evaluation.

For example, the query Q4 the influenced commercial
zone around the all suitable locations is shown in Fig. 9.
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Figure 9. Zone of influence for the best location of query Q4.

Fig. 9 shows a polygon (in orange) that represents the
commercial zone that influences the locations found and
evaluated as good candidates for query Q4.

V. CONCLUSION

The research presented in this paper introduces an
approach to perform geo-market analysis in order to find best
possible places to locate a business. The methodology can be
applied in other places using the corresponding geographic
and statistical data of each country and procedures with
applicable laws in a particular market. This can support
people skilled in the branch to the location of a business and
people without experience.

Semantic processing is driven by a domain ontology. The
queries used are contextualized in order to closely relate
information to market analysis and business location.

The approach is based on a method that matches user-
defined queries with ontological concepts according to the
market domains. The approach has been experimented on an
illustrative case study applied in business from Mexico City.

Further work will consider larger information spaces and
document collections like Web, and an integration of several
distributed databases as well as additional semantic analysis.
The domain ontology can also be enriched by considering
additional spatial relations and by application-based
conceptualizations.
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Abstract— Knowledge transfer is very important to our 

knowledge-based society and many approaches have been 

proposed to describe this transfer. However, these approaches 

take a rather abstract view on knowledge transfer, which 

makes implementation difficult. In order to address this issue, 

we introduce a layered model for knowledge transfer that 

describes the individual steps of knowledge transfer in more 

detail. This paper gives a description of the process and also an 

example of the application of the layered model for knowledge 

transfer. 

Keywords-knowledge transfer; transfer of knowledge; 

knowledge conversion; impart knowledge. 

I.  INTRODUCTION 

In our knowledge-based society, the relevance of 
knowledge transfer is increasing. Knowledge management 
and the understanding of economic coherency can help an 
organization to handle the challenges of an increasingly fast-
evolving environment [1]. The transfer of knowledge from 
one person to another is of major importance for enterprises 
[2]. The Socialization, Externalization, Combination, and 
Internalization (SECI) Model of Nonaka and Takeuchi [3] is 
an approach that supports organizations in the handling of 
the important knowledge resource and describes knowledge 
conversions between internal and external knowledge. 
However, the SECI Model does not contain precise 
descriptions of knowledge transfer. This paper aims to 
introduce a model for knowledge transfer that makes 
problems emerging during the transfer visible and 
explainable, and facilitates its implementation through a 
more detailed and clearer structuring. 

This paper is structured as follows: Section II discusses 
and provides working definitions of data, information and 
knowledge. Section III discusses existing communications 
models and Section IV proposes a model of knowledge 
transfer that aims to reduce errors on each of the knowledge 
levels. Section V draws conclusions and discusses future 
directions. 

II. DATA, INFORMATION, KNOWLEDGE, CONVERSATION, 

AND COMMUNICATION  

As mentioned by Nonaka [4], the terms information and 
knowledge are sometimes used interchangeably even though 
they have different meanings. In her study on the wisdom 

hierarchy, Rowley [5] pointed out that it is especially 
important to define the concepts of data, information, and 
knowledge. Since this paper focuses on the transfer of 
knowledge, the following section presents definitions to 
distinguish the terms data, information and knowledge. 
Having examined various definitions the authors will present 
their own definitions, which are based on some of the 
previously introduced ones. 

A. Data 

Hasler Roumois [6] stated that data consist of symbols 
that are combined into words by using syntax. The words 
receive a semantic meaning when they are associated to 
things. Davenport and Prusak [7] describe data as the raw 
material for information without an intrinsic meaning. A data 
set can contain facts about an event or thing. This is also the 
view of Wormell cited in Boisot and Canals [8] that data are 
alphabetic or numeric signs that without context do not have 
any meaning. Rainer [9] characterized data items as “an 
elementary description of things, events, activities, and 
transactions that are recorded, classified, and stored but are 
not organized to convey any specific meaning.” Ackoff [10] 
viewed data as “symbols that represent properties of objects, 
events and their environment. They are products of 
observation.” Frické [11] criticized the opinion of those who 
say that data have to be true, which means that the statement 
of the data must be true. The following example confirms 
Frické’s criticism: consider a data set containing incorrect or 
imprecise data, then according to the others this data would 
not be considered data. Weggeman [12] differentiates 
between hard and soft data. If the measuring technique and 
the measurement that created the data are unequivocal, 
Weggeman describes it as hard data, otherwise the data are 
softer. Weggeman’s classification requires, however, 
knowledge about the data and the things they represent 
which is beyond the scope of data, instead part of the scope 
of information.  

1) Definition: data  
Data consist of symbols that are combined into words by 

using syntax. Data are produced by humans or machines. 
They can be the result of observations of the real world, 
descriptions of abstract things, or the result of processing 
existing data. Data cannot be true or false since this decision 
is beyond the scope of data. 
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B. Information 

In the definition of information, there are two 
fundamentally different theories. The more technical 
approach characterizes information as data where context has 
been added [13]. In the more philosophical approach it 
depends on the receiver whether something is information or 
only data. Hasler Roumois [6] stated that when people 
recognize the meaning of data and consider their relevance 
they become information. Similarly, Davis and Olson [14] 
view information as data that has been processed into a form 
that is meaningful to the recipient. Dretske [15] noted about 
information: “Roughly speaking, information is that 
commodity capable of yielding knowledge, and what 
information a signal carries is what we can learn from it. If 
everything I say to you is false, then I have given you no 
information”. However, the recipient of the message may 
receive the meta information that the other person is lying, 
Dretske stated. Weggeman [12] provides the example that an 
author will look at his book as information whereas others 
may consider it initially as a collection of data. It is up to the 
receiver to consider whether the data are relevant or not. 
Weggeman argues that data becomes information even if it is 
irrelevant to the recipient, because the assessment is a form 
of recognition that leads to information. As stated in the 
example from Dretske, the recipient may receive meta 
information. For this analysis the receiver had to compare the 
message with his personal knowledge base. If he already 
knew the content, this may lead to reinforcement by the 
additional confirmation through the message. Therefore, the 
authors agree with Dretske that the receiver may achieve 
meta information, but in this case the data does not become 
information. Rainer and Cegielski [9] described information 
as organized data that have meaning and value to a recipient. 

1) Definition: information 
Data becomes information when a person receives data, 

decodes them, recognizes the meaning and considers them 
relevant. If the data do not contain anything new for the 
receiver, the data do not become information. However, they 
may result in meta information, such as confirmation of the 
known. 

C. Knowledge 

For the processing of information the existing knowledge 
is of crucial importance. Wormell, cited in Boisot and Canals 
[8], believes knowledge is enriched information by a 
person’s or a system’s own experience; it is cognitive based; 
it is not transferable, but through information we can 
communicate about it. Dretske represents the relation of 
information and knowledge as follows: “Knowledge is 
identified with information-produced (or sustained) belief, 
but the information a person receives is relative to what he 
or she already knows about the possibilities at the source” 
[15]. About knowledge Polanyi [16] said: “I shall reconsider 
human knowledge from the fact that we can know more than 
we can tell”. Thus he shows that knowledge has a secret or 
tacit part and not everything a person knows can be passed. 
Polanyi describes explicit knowledge, which in turn can be 
expressed in formal, semantic language, and tacit 
knowledge, which is personalized and therefore hard to 

express [17]. According to Nonaka [18] explicit knowledge 
is knowledge that can be articulated into formal language, 
such as words, mathematical expressions, specifications and 
computer programmes, and can be readily transmitted to 
others. This is in contrast to tacit knowledge, which is 
personalised and based upon experience, context and the 
actions of an individual; tacit knowledge resides in 
individuals who may be unaware that they possess such 
knowledge. There is also implicit knowledge, which refers to 
knowledge that is revealed in task performance without any 
corresponding phenomenal awareness; implicit knowledge is 
often expressed unintentionally. This characteristic is 
described as type dimension of knowledge [19]. For this 
article, the explicit type of knowledge represents the most 
important knowledge type, because it is the knowledge that 
can be easily externalized. Weggeman [12] firmly believes 
that information and knowledge only exist inside the person 
whereas data can exist outside a person. Davenport and 
Prusak [7] describe knowledge as bound to a person: “It 
[knowledge] originates and is applied in the mind of the 
knowers.” The transformation from information to 
knowledge takes place when the information is linked to the 
existing knowledge through a thinking process [6]. The 
authors propose the term knowledge base as the collection of 
all facts, rules, and values which are represented in the brain 
of a person. Spitzer [20] depicts that through the learning 
process links are created or dissolved in the brain, which 
results in changes of the knowledge base. Spitzer [20] points 
out that messages, which have the quality of relevance and 
novelty, can be memorized easily. 

1) Definition: knowledge 
Information becomes knowledge if a thinking process 

occurs in which the information is linked to the existing 
knowledge and is stored persistently. The quality of 
information being relevant and new, insofar as there is a 
difference to the existing knowledge, encourages the 
permanent memorization of information. Based on the input 
by the information, the knowledge base of the person may be 
extended or restructured. 

D. Knowledge Conversion 

 Nonaka and Takeuchi [3] described the conversation of 
knowledge in their SECI Model. For this work 
externalization and internalization of knowledge are of 
particular importance. Nonaka and Takeuchi describe the 
internalization as conversion from explicit to tacit knowledge 
and the externalization as conversion from tacit to explicit 
knowledge.  The authors use the concepts of externalization 
and internalization with respect to the conversion of data to 
knowledge and vice versa. Externalization enables a person 
to converse parts of the personal knowledge base, making 
them accessible to others. For example, if someone writes 
down what he knows, everyone except him will refer to this 
as data. Internalization will happen when a reader receives 
new knowledge by reading and learning from it.  

Transfer and persistent storage require an externalization 
of knowledge in a recognized and structured language. The 
various levels of messages are related to levels of semiotics, 
which are syntactic, semantic and pragmatic. Krcmar [21] 
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states that syntax declares the rules according to which 
characters can be combined to words and which can be 
combined to sentences. The relation between words and 
objects represented by the words as the relationship between 
characters is denoted by semantics. The intention of a person 
sending words as a message is explained as pragmatic. 

E. Communication 

The protagonist of systems theory, Luhmann [22], 
explained communication as a process consisting of three 
steps of selection. In the first step, the sender decides which 
information he wants to pass on. In the second step, he 
selects a single message from many possible messages. In 
the last step, the recipient selects the information out of the 
message thereby completing the communication. Based on 
Luhmann’s work, Berghaus [23] describes several results, 
which can occur if a sender is forwarding a message to a 
receiver. 

 Case 1: The receiver picks up the message and 
interprets it in the desired way. 

 Case 2: The receiver picks up the message but 
interprets it differently. 

 Case 3: The receiver does not recognize the message 
as a message. 

Only one of the three cases achieves the desired result. In 
this paper the second case and the various reasons for the 
error in communication will be considered in more detail. 
The third case plays a minor role as it is assumed that the 
message is detected as a message because only the messages 
presented as data are considered. 

III. RELATED WORK: COMMUNICATION MODELS 

A. Schema of Social Communication 

Figure 1 shows Aufermann’s [24] model for social 
communication in which two parties are involved. The 
sender encodes the statement he intends to submit in a 
message. Therefore, he uses his own character set to encode 
the message. The message is sent via a medium to the 
recipient whereby spatial and temporal distance is overcome. 
When receiving the message the recipient will use his own 
character set for the decoding of the message.  

 
Figure 1. Schema of Social Communication [24] (German) 

The model illustrates the important point of the character 
sets used by sender and recipient and the need to use only 
those characters that are within the shared character set. 

B. A Mathematical Theory of Communication 

In Shannon’s description of the operation of a 
communication system, the sender is named “information 
source” and the receiver is called “destination” [25]. 
Shannon has investigated the frequency of characters 
contained in a message, and compared the expected and the 
actual occurrence of a character.  Using the ‘entropy’ 
Shannon invented a key figure to measure the information 
contained in a message.  Due to the technical use of the 
model, specifically the control of missiles, the emphasis is on 
the transmission of the signal [26]. In addition to 
Aufermann’s schema of social communication, Shannon’s 
model describes the influence of the transmission of a signal 
by a noise source. 

C. Four Forms of Knowledge Conversion 

The SECI Model, developed by Nonaka and Takeuchi 
[3] is focused on the knowledge conversions during 
knowledge transfer. The description of four conversions 
takes place at an abstract level showing the particularities of 
each conversion. However, a detailed description of the 
individual conversions is missing. Nonaka and Takeuchi 
describe socialization as a direct knowledge transfer from the 
tacit knowledge of one person to the tacit knowledge of 
another person, enabled by action and observation. However, 
this abstract view does not show exactly how knowledge is 
transferred in this case. A situation in which socialization 
happens may arise when master and apprentice work 
together. Even though the master does not express his 
knowledge intentionally he externalizes it through his action. 
Based on the perceived action and the results of action, the 
apprentice will unconsciously obtain knowledge by 
internalization. 

D. A Hierarchical Modelling Approach to Intellectual 

Capital Development 

Ammann [19] describes knowledge conversions from 
one person to another, in which the different types of 
knowledge are taken into account. In addition to the 
knowledge conversions described in the SECI Model the 
conversion from latent or conscious knowledge to explicit 
knowledge is described. Even though Ammann’s approach 
represents knowledge transfer in greater detail, this approach 
does not give a precise description of how the transmission 
works. 

IV. MODEL OF KNOWLEDGE TRANSFER 

A message is a possible way to impart knowledge. The 
correct interpretation of the message may be prevented by 
interferences that can affect the message. As described by 
Shannon the disruption may be caused by a noise source 
disturbing the medium transmitting the message. In addition 
to the interferences from the outside that may influence the 
transport medium, the personal knowledge base of the sender 
and the receiver may also affect the transfer. The influence 
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of the transfer through the personal knowledge of sender and 
receiver can take place in four layers. The interpretation of 
the message depends on the elements that are used and 
whether they are part of the knowledge base of the receiver 
and equivalent to the elements of the sender’s knowledge 
base. 

A. Layers that Influence the Transfer 

The four layers that influence the transfer of a message 
from one person to another are code, syntactic, semantic and 
pragmatic layer. The concept of a knowledge transfer 
through different layers was influenced by the OSI 
Reference Model [27]. Figure 2 illustrates the transfer of a 
message from the sender to the receiver passing through the 
four layers. 

 
Figure 2. Knowledge Transfer through four layers 

 

1) Code Layer 
At the lowest level of the layer for transfer is the code. 

The code consists of symbols or signs that represent the 
smallest unit, which forms the basis of the higher layers. In 
the case of written language, which is the focus here, the 

smallest elements are the characters, , taken from an 

alphabet . In the case of spoken language it would be 
phonemes, or in sign language gestures. 

2) Syntactic Layer 
The second layer is constituted by the syntax that 

contains rules for the combination of signs or symbols. In 

written language, L, the characters  are combined to form 

words  by the use of production rules P. 

3) Semantic Layer 
The third layer contains the semantics that establish the 

relation between words  and meaning m. This relation, 

called semantics s(, m), connects the word to its meaning, 
which can be a real world entity or an abstract thing. 

4) Pragmatic Layer 
The top layer is the pragmatic layer. Pragmatics p(s, c) 

connects the term represented in semantics with a concept c. 
The concept contains the course of action and the aims and 
moral concepts that are represented in the human brain. They 
influence the thinking and acting of the sender. 

B. Process of a Knowledge Transfer via Messages 

The premise of the following example is the desire of a 
person, called sender, to communicate something to another 
person, called receiver. Even if the model is general, the 
focus is on the written notification. 

1) Sender: Pragmatic Layer  
The core of the message is represented in the pragmatic 

layer. The aims and moral concepts of the sender do not only 
affect the externalization of the message, but also the 
assumptions he makes about the receiver.  

2) Sender: Semantic Layer 

This layer contains all words  and their relation to the 
objects. The sender must choose appropriate words that are 
available in his personal knowledge base. Appropriate 
means, not only the term which fits best, but also which refer 
to the knowledge of the recipient. 

3) Sender: Syntactic Layer  
This layer contains the rules P according to which the 

sentences and terms are made. The words  chosen to carry 
the meaning are wrapped in sentences. 

4) Sender: Code Layer  
To transfer the message as written communication the 

sender has to write the words  by using characters  that 

are part of an alphabet  of a language. 

5) Transfer: Message  
The communication medium (e.g. letter, email) transmits 

the data from the sender to the receiver. 

6) Receiver: Code Layer  
The receiver will view the message and read the 

characters , if he knows them. In the case where the 
message contains characters from an alphabet unknown to 
the receiver, the transfer might be disrupted. With only small 
deviations of the used characters a reconstruction might be 
possible, otherwise it can lead to misinterpretation or stop the 
decryption. 

7) Receiver: Syntactic Layer  

The receiver will compose the characters  to words  
and sentences if they are part of a language L he knows. As 
in the decoding of the code small difference can be 
compensated under favourable circumstances, otherwise 
misinterpretation or stopping the decryption are the 
consequences. 

8) Receiver: Semantic Layer  
Almost simultaneously with the combination of words 

and sentences the receiver will put the terms in relation to the 
things for which they stand. The more the receiver knows the 
context and the sender of the message, the easier it is to 
capture the meaning of the text. 

9) Receiver: Pragmatic Layer  
In a final step the receiver will interpret the message in 

relation to his own aims and values. The things the receiver 
knows about the sender as well as the assumptions regarding 
the receiver that are influenced by the sender’s own values 
and aims, play an important role in the decoding of the 
message. 
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C. Influence of Overlapping Knowledge 

Knowledge about the receiver is an important 
requirement for a successful and lossless transfer of a 
message. The better the sender knows the receiver, the easier 
he can encode the message. A proper encoding of the 
message can be done by using elements that exist identically 
in the personal knowledge base of the sender as well as in the 
personal knowledge base of the receiver. If the receiver is 
unknown, only assumptions can be made to support the 
selection. The other way around it is easier for the receiver to 
decode the message if he knows the sender of the message 
very well. Figure 3 visualizes the overlapping of the 
knowledge in different layers. 

 
Figure 3. Overlapping Knowledge 

D. Example of Knowledge Transfer 

A challenge in knowledge transfer is the different 
knowledge base of sender and receiver. In companies, this 
situation may occur when a business analyst explains a 
modelled process to a technician in a department.  The 
business analyst, an expert in business process modelling 
(BPM), will interview the employees of the department to 
review the department’s processes. During the interview he 
will make notes and sketches, which he subsequently 
transfers to business process models.  

The business analyst will show and explain the modelled 
processes to the departmental employees to check that 
everything has been modelled properly so that model and 
practised processes are consistent. When explaining the 
model to the technician, the business analyst must take into 
account that the technician might not have (sufficient) 
knowledge of a business process modelling language. We 
assume that the business analyst and the technician speak the 
same language and have had similar schooling. 
Consequently, symbols that exist in their knowledge base are 
nearly equal although the business analyst might know 
additional symbols such as those used in the business process 
modelling languages. This consensus also occurs in the 
syntactical layer, which contains rules to build words, and 
the semantic layer, where things are represented through 
words. The largest differences in the knowledge base are 
probably found in the pragmatic layer. The basic concepts of 
aim and moral, that are shaped by education, culture, and 
environment, may be similar for both. However, the business 
analyst might have a larger knowledge base in the respective 
aims and concepts of BPM, while the technician might have 

a larger knowledge base in the respective aims, processes, 
and concepts of his special field.  

The business analyst, after seeing that the technician has 
not mastered a business process modelling language, will 
avoid using terms and concepts unknown to the technician. 
When explaining the model, the business analyst will 
introduce the necessary symbols, terms, and concepts to 
explain the process. He can try to use simple explanations 
and he can bring in additional information that facilitates the 
interpretation of the message. The interpretation of the 
symbols is dependent on the knowledge base of the 
interpreting person. The interpretation can be facilitated by 
restrictions; in this example, the terms used for the process 
are terms from the domain of the department as well as from 
BPM. The context the terms are used in thereby facilitates 
the correct interpretation of the process. 

V. CONCLUSION AND FUTURE DIRECTIONS 

Knowledge transfer is affected by many different 
parameters. Because of the relevance of knowledge transfer, 
it is important to understand the impact of the different 
parameters. The sociologists Luhmann and Aufermann deal 
with communication aspects but they neglect the issue of 
implementation. Shannon’s model focuses on the technical 
implementation but is restricted to the layers of code and 
syntax. The model of Nonaka and Takeuchi deals with 
organizational knowledge and knowledge conversion, but the 
practical transmission is not considered in detail. Ammann 
describes knowledge conversions in more detail. However, 
this model is still too abstract to facilitate implementation. 
The approach presented in this paper addresses these issues 
by introducing a model with different layers. The intention 
behind introducing the layers is to reduce errors on each of 
the knowledge levels. Thus the process of knowledge 
transfer is divided into several steps, which can be examined 
separately.  This makes it easier to detect and identify errors 
and facilitates the prevention of misinterpretation.  

The model is to be used for knowledge transfer in the 
area of business processes. The important knowledge of a 
company, describing the procedures for the production of 
products and services, is incorporated in business processes. 
Due to the fact that business processes represent important 
corporate knowledge they are an interesting area of 
application. With respect to the description of the various 
levels of the model, an appropriate representation will be 
used. The application of the model on business processes 
aims to reduce errors both in modelling and analysing 
business processes. 
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Abstract—Both OWL-2 and UML static class diagrams lend
themselves very well for conceptual modeling of complex in-
formation systems. To ease the choice between either of these
languages it worthwhile to clarify the differences and similarities
in the representation of different kinds of datatypes (primitive
types, enumerations, complex datatypes, and generalization of
datatypes) in static UML data models and OWL-2 ontologies.
Where similarities allow a transformation of datatypes from one
language into the other, we describe a possible transformation.
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I. INTRODUCTION

Though nowadays the Web Ontology Language (OWL)
is mostly considered as a language for knowledge repre-
sentation, it can also be used as a language for conceptual
modeling of complex information systems, i.e., as a language
for representing the entities of a certain domain and for
expressing the meaning of various, usually ambiguous terms
and to identify the relationships between these. In this re-
spect, OWL can be seen as a direct “competitor” to static
Unified Modeling Language (UML) class diagrams, which
are—e.g., in the ISO 191xx series of standards—often used
for this purpose. Known approaches for UML-to-OWL (and
reverse) transformations having this “conceptual modeling
focus” mostly neglect the subtle problem of datatype mapping,
i.e., the mapping of the OWL type system to the UML type
system and reverse. This aspect should however not be ignored,
especially as OWL-2 comes with an elaborate support for
datatype properties. In this paper, we focus on these datatypes:
We highlight the different representation of datatypes in UML
and OWL-2 and present possibilities and limitation of trans-
forming datatype definitions written in language into the other
language.

The paper is organized as follows. We start with an
overview of existing approaches for transformations between
UML and OWL-2 that take datatypes into account. Section III
gives an general overview of different kind of datatypes. The
next section shows how these datatypes can be represented in
UML and OWL-2. In Section V, we present how datatypes
defined in one language can be transformed into the other
language. How we use the transformation described before is
shown in Section VI. Section VII concludes and points out
fields of future work.

II. RELATED WORK

Several publications discuss the relation of UML and OWL
in general [1] [2] and transformations of UML class diagrams
into OWL ontologies [3] [4]. The revision of OWL-2 made

it necessary to rework the transformations from UML to
OWL-2 [5] [6]. However, datatypes play only a minor role in
these publications. The approaches have in common that UML
attributes with a primitive type are transformed into OWL-2
data properties. Enumerations become enumerated datatypes
(owl:oneOf resp. DataOneOf) and vice versa.

Tschirner et al. [7] note that datatypes can be structured.
However, this fact and its impact on a transformation is not
further discussed in the article. It is noteworthy that—in dif-
ference to all other approaches—enumerations are transformed
into sets of individuals instead of set of literals.

A special kind of extensible enumeration defined in the
ISO 19103 standard “Codelist” and its transformation from
UML to OWL-2 has been discussed in [8].

III. INTRODUCTION TO DATATYPES

In general, a datatype consists of three components: the
value space, the lexical space, and a well-defined mapping
from the lexical into the value space. The value space is the—
possible infinite—set of values that can be represented by
the datatype. The lexical space describes the syntax of the
datatype’s values. The mapping is used to map syntactically
correct values to elements of the value spaces. It is possible
that—even infinite—many syntactically different values are
mapped to the same element of the values space.

Primitive datatypes do not have an internal structure.
Examples of primitive types are character strings, logical
values, and numbers.

Enumerations are a special kind of datatypes with no
internal structure. In contrast to general primitive types the
lexical space and the value space of an enumeration are equal-
sized, well-defined finite sets. The mapping from lexical to
value space is a one-to-one mapping. An example for an
enumeration datatype are the English names of the days of
the week which consist of seven possible values.

In contrast to primitive data types complex data types have
an internal structure. These are some examples for complex
data types:

• a person’s name consisting of given name and family
name

• a physical measurement consisting of value and unit
of measurement

• an address consisting of street name, house number,
postal code and city name
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Generalization of datatypes can be defined similarly to
the generalization of element types. If a datatype A generalizes
a datatype B each date that is instance of B (i.e., its lexical
representation belongs to the lexical space of B and its value
belongs to the value space of B) is also instance of datatype
A. For example the integers generalize natural numbers. Each
natural number is also an integer.

IV. REPRESENTATION OF DATATYPES

A. Unified Modeling Language (UML)

Besides a few pre-defined primitive types UML allows
the definition of additional datatypes in class diagrams. These
can be primitive types, complex datatypes, and enumerations.
In UML, datatypes—similar to classes—can have owned at-
tributes (as well as operations which are not discussed here).
Therefore, they can be used to describe structure. Figure 1
shows examples for the three kind of datatypes.

Weekday
«enumeration»

Monday
Tuesday
Wednesday

Date
«primitive»Name

«datatype»

firstname : String
lastname : String

Fig. 1. Examples for datatypes in UML. Left: user-defined datatype with
two components. Center: user-defined primitive datatype. Right: Enumeration
with three allowed values.

In contrast to instances of classes “any instances of that
data type with the same value are considered to be equal
instances.”[9, p. 63] Although the graphical representations
of datatypes in general (instances of DataType) as well as
primitive types (instances of PrimitiveType and enumerations
(instances of Enumeration) in particular look similar to the
representation of classes (instances of Class) they are different
elements of the meta model as shown in Figure 2.

DataType

Classifier

Enumeration Class

EncapsulatedClassifier BehavioredClassifier

StructuredClassifier

PrimitiveType

Fig. 2. Extract from the UML meta model, showing the difference between
classes and datatypes.

In UML, generalizations are defined for Classifier and
therefore also for DataType. Thus inheritance/generalization
relations between datatypes can be defined in a UML class
diagram.

B. Web Ontology Language (OWL-2)

In OWL-2 three different kinds of datatypes can be distin-
guished:

1) rdfs:Literal as base datatype
2) datatypes of the OWL-2 datatype map, which is

basically a subset of the XML Schema datatypes [10].

3) datatypes that have been defined within an ontology
using DatatypeDefinition

The value space of the base datatype rdfs:Literal
is the union of the value spaces of all other datatypes.
The OWL-2 datatype map adopts the value space, lexical
space, and the restrictions for user-defined datatypes from
the XML Schema specification. Sets of values (instances of
datatypes)—so called Data Ranges—can be defined by com-
bining datatypes via common set-theoretic operations. A set of
values consisting exactly of a pre-defined list can be described
by using DataOneOf. A DatatypeRestriction allows
to define a set of values by restricting the value space of a
datatype with constraining facets. The OWL-2 datatype map
defines which restrictions are allowed. For example a number
datatype can be restricted by: less equal, greater equal, equal,
and greater.

An OWL-2 datatype is defined by assigning an Inter-
nationalized Resource Identifier (IRI) to a DataRange us-
ing a DatatypeDefinition axiom. According to the
OWL-2 DL specification this IRI must have been declared as
the name of a datatype.

Declaration

Axiom

1

Datatype

DatatypeDefinition

DataRange

datatype

entity

Entity
dataRange1 1

Fig. 3. Extract relevant for datatypes from the OWL-2 meta model.

The abstract syntax (see Figure 3) shows that a datatype
is linked indirectly (via an instance of DatatypeDefini-
tion) with its value space (an instance of a subclass of
DataRange. Therefore, it is possible to use a datatype with
no assigned values space. By definition this datatype has the
value space of rdfs:Literal.

Subclasses of DataRange (e.g., DataUnionOf) which
are used for the definition of value sets (and therefore
datatypes) have references to DataRange. Datatype is a
subclass of DataRange, too. Thus, arbitrarily nested con-
structions of datatype-defining elements are possible.

V. TRANSFORMATION OF DATATYPES

A. Primitive Types

Three cases have to be considered for the UML→ OWL-2
transformation of primitive types:

1) The datatype is one of the four pre-defined datatypes
“Boolean”, “Integer”, “String”, or “UnlimitedNatu-
ral”.

2) The datatype is one of the XML Schema datatypes.
3) The definition of the (user-defined) datatype is part

of the UML-model.
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Since OWL-2 uses the datatype-definitions from XML
Schema a datatype in case (1) can be transformed into its
corresponding datatype from XML Schema. Primitive types
can be recognized by the fact that they are contained in a
packet “UMLPrimitiveTypes”.

The transformation in case (2) is even more obvious
because a datatype is used that is also present in OWL-2. The
name of the package containing the primitive types depends
on the UML type library used. A common package name is
“XMLPrimitiveTypes”. This name can be used to recognize
primitive types falling under case (2). The XML Schema
datatype can be referenced in the ontology by adding the XSD
namespace to the type’s name.

For user-defined datatypes in case (3) a new datatype is
defined in the ontology by using a Datatype axiom. OWL-2
datatypes—like all OWL-2 model elements—are identified by
unique IRIs. Therefore, an appropriate IRI must be gener-
ated during the transformation. In UML, elements (including
datatypes) are uniquely identified by their name and package
hierarchy. Therefore, a combination of package and datatype
name can be used for the IRI.

For the transformation OWL-2→ UML primitive types are
difficult. OWL-2 offers a variety of possibilities to define new
datatypes. However, some primitive types—and probably the
most common ones—can be transformed. The primitive types
of OWL-2 derive from the XML Schema datatypes. There are
established UML-libraries for the XML datatypes. Therefore,
it is sufficient to include such a library into the transformation
process. An instance of a primitive type contained in the library
can be looked up by the IRI of the OWL-2-datatype and
references as necessary.

B. Enumerations

As mentioned in Section II, several authors have already
discussed how to transform enumerations: In OWL-2 the data
range DataOneOf is suitable for defining a datatype with
a fixed pre-defined value space. Each lexical value of the
DataOneOf data range is transformed into an Enumera-
tionLiteral instance and vice-versa. OWL-2 as well as UML
support the specification of datatypes for the elements of
an enumeration: An OWL-2 Literal instance has a datatype
attribute, an UML EnumerationLiteral instance has a classifier
attribute referencing the datatype.

Declaration( DataType( :Weekday ) )

DatatypeDefinition(
   :Weekday
   DataOneOf( "Monday" "Tuesday" "Wednesday" ) 
)

Weekday
«enumeration»

Monday
Tuesday
Wednesday

Fig. 4. Example for the transformation of an enumeration.

For the transformation OWL-2→ UML one has to consider
the fact that in OWL-2 the data range DataOneOf can be used
without a DatatypeDefinition which assigns a name to
it. Since an UML Enumeration necessarily needs a name it
can be generated based on the literals contained in the data
range.

C. Complex Data Types

OWL-2 datatypes consist of exactly one literal and are
therefore not further structured. Since OWL-2 is built upon
the Resource Description Framework (RDF) there is the theo-
retical possibility to use a blank node and the RDF-instruction
parseType="Resource" to implement complex data as
shown in this listing:

<rdf:RDF xml:base="http://example.com/persons/"
xmlns="http://example.com/persons/"
xmlns:owl="http://www.w3.org/2002/07/owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#">

<owl:Ontology rdf:about="http://example.com/persons/"/>

<owl:Class rdf:about="Person" />

<owl:NamedIndividual rdf:about="Timmi">
<rdf:type rdf:resource="Person"/>
<hasName rdf:parseType="Resource">

<first>Timmi</first>
<last>Tester</last>

</hasName>
</owl:NamedIndividual>

</rdf:RDF>

However, neither the OWL-1 nor the OWL-2 specification
mention parseType="Resource". Therefore, it is proba-
bly not a valid construct for OWL-2. Even if this notation was
valid for OWL-2 and an element type could be assigned to such
an anonymous individual, the definition of the element type
would be indistinguishable from the definition of a “normal”
element type.

The UML→ OWL-2 transformation of complex datatypes,
i.e., datatypes with owned attributes, is similar to the transfor-
mation of UML classes with owned attributes into OWL-2
classes and properties. There are two characteristics of UML
datatypes that have to be considered:

1) Values do not have an identity.
2) Every value exists only once.

Since the transformation is similar to the transformation of
classes the instances of the resulting element in the ontology
will be individuals. In OWL-2 every (typed) individual must
have a name. Therefore, the semantics for characteristic (1)
is changed: In UML, the instance of the datatype does not
have an identity. The corresponding individual in OWL-2 is
assigned with an IRI by which it can be referenced (and also
identified).

Characteristic (2) requiring that every value must exist not
more than once can be ensured by using HasKey axioms.
For every UML datatype D with owned attributes a1 . . . an
that is transformed into a OWL-2 class C with data property
dp1 . . . dpn the following axiom is added to the ontology:

HasKey( C () ( dp1 . . . dpn ) )

This axiom ensures that every occurrence of an individual with
the same values for dp1 . . . dpn is one and the same individual.

D. Generalization of datatypes

In general, the transformation of a datatype generalization
in a UML class diagram is not possible since OWL-2 has
no support for inheritance/generalization of datatypes. In the
special case of a complete generalization of datatypes with
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Declaration( Class( :Name ) )

Declaration( DataProperty( :Name_firstname ) )
DataPropertyDomain( :Name_firstname :Name )
DataPropertyRange( :Name_firstname xsd:string )

Declaration( DataProperty( :Name_lastname ) )
DataPropertyDomain( :Name_lastname :Name )
DataPropertyRange( :Name_lastname xsd:string )

HasKey( :Name () ( :Name_firstname :Name_lastname ))  

Name

firstname : String
lastname: String

«datatype»

Fig. 5. Example for the transformation of a complex datatype.

no internal strcuture (e.g., enumerations) a transformation is
possible: While the generalization of UML classes can be
transformed into an OWL-2 ObjectUnionOf class expres-
sion this is not possible for datatypes. As the name suggest,
an ObjectUnionOf can only be used for classes. Instead
an instance of DataUnionOf is used. The sub-datatypes
combined in the DataUnionOf constitute a new data range.
Using a DatatypeDefinition axiom a name is assigned
to this set of datatypes. This name is the name of the super-
datatype from UML. Figure 6 shows an example for such a
transformation.

Declaration( Datatype( :Weekday ) )
Declaration( Datatype( :WeekdayDE ) )
Declaration( Datatype( :WeekdayEN ) )

DatatypeDefinition( :WeekdayDE
     DataOneOf( "Montag" "Dienstag" "Mittwoch" ... )
)

DatatypeDefinition( :WeekdayEN
     DataOneOf( "Monday" "Tuesday" "Wednesday" ... )
)

DatatypeDefinition(
     :Weekday
     DataUnionOf( :WeekdayDE :WeekdayEN )
)

WeekdayDE

Montag
Dienstag
Mittwoch
…

«enumeration»
WeekdayEN

Monday
Tuesday
Wednesday
…

«enumeration»

Weekday
«datatype»

{complete}

Fig. 6. Example for the transformation of a generalization relation between
datatypes.

VI. IMPLEMENTATION

We have implemented the transformations presented in this
paper as part of two model-to-model transformations written in
Meta Object Facility (MOF) 2.0 Query/View/Transformation
(QVT) Relations language [11]. In contrast to other approaches
working on transfer formats (e.g., XML Metadata Exchange
(XMI) and a XML-based syntax for OWL-2) our transforma-
tion is specified using the meta-models of UML and OWL-2
only. Therefore, the transformation is independent of any
concrete syntax.

QVT-Relations is a declarative model-to-model transfor-
mation language. In addition to a textual syntax it also has a
visual syntax. An example of the visual syntax is shown in
Figure 7. During a transformation execution so called trace
classes and their instances are automatically created to record
what occurred that execution. These characteristics of QVT-
Relations make it possible to analyze the transformation easily.
Additional to manual/visual automated tests can be performed
since the output of one transformation is again a model that
can serve as the input of the other transformation.

VII. CONCLUSION AND FUTURE WORK

In this paper we have focused on the datatypes of static
data models—often neglected when working on transformation

where

C E

owl : OWL uml : UML

LiteralToEnumerationLiteral

DataTypeToDataType( odt, udt )

«domain»
lit:Literal

lexicalForm = stringValue

odt:DataType

«domain»
elit:EnumerationLiteral

name = stringValue

udt:DataType

Fig. 7. Example of a QVT-Relations rule from the OWL-2 → UML
transformation that maps OWL-2 Literals to UML EnumerationLiterals.

between UML and OWL-2. We showed differences and simi-
larities in the representation of datatypes in UML and OWL-2.
Where similarities allow a transformation of datatypes from
one language into the other we have described a possible trans-
formation and highlighted the tricky points and/or limitations.
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Abstract— This paper gives an overview of latest ontology 
engineering methodologies that are analyzed in terms of a 
representative set of criteria and aspects. The portfolio of 
criteria considers general structural aspects of ontology 
development (such as strategy for building ontologies) as well 
as project management aspects (such as recommended process 
model or the consideration of collaborative construction). 
While the study criteria principally stay generic we 
particularly try to include possible characteristics of the E-
Government domain. Whereas the study shows that none of 
the discussed methodologies is fully mature to serve as a 
domain expert centered ontology engineering methodology in 
the context of electronic service provisioning in public 
administration, it also outlines the potential of the discussed 
methodologies to which extend they can contribute to a new 
methodology in this field. 

Keywords-Ontology Engineering Methodologies; E-
Government; Comparative Study. 

I.  INTRODUCTION 

In the context of public administration, ontology 
engineering is mainly involved when applying Semantic 
Web technologies to E-Government and to the electronic 
public service provisioning process respectively. Actually, 
this domain has become an important field of research 
aiming at enhancing transparency, interoperability as well as 
citizen orientation of public agencies [1]. In fact, developing 
formal ontologies is a complex task that requires having 
significant skills in software and knowledge engineering in 
order to being able to design, implement, and maintain 
ontologies. Beyond this, it requires domain expertise in 
order to verify the correctness of domain specific 
ontologies. Whereas a domain expert (in the context of 
public administration we use the term domain expert 
synonymously with legal expert) possesses in-depth 
knowledge of the specific domain to be modeled she or he is 
very likely not to have sufficient ontology engineering skills 
at the same time. In order to reduce the complexity of 
ontology engineering for domain experts methodological 
guidelines assisted by intelligent tooling have to be applied. 

When reviewing literature on semantic E-Government 
initiatives listed in [1], only one initiative (i.e., [2]) 
mentions explicitly a specific ontology engineering 

methodology for designing semantic models. Hence, 
relevant ontologies in the E-Government sector still tend to 
be built rather on an ad hoc basis than following a well-
defined engineering process supported by adequate tools 
(similar observations are documented in [3]). As a 
consequence, the actual ontology engineering is rather done 
by software engineers than by domain experts. This 
circumstance also fosters the effect that E-Government 
projects, generally, suffer from unsustainable activities in 
the organizational environment, e.g., external stakeholders 
(such as knowledge and software engineers) leave after a 
project ends [4].  

An essential aspect in the context of public 
administration is the consideration of legal certainty. In fact, 
in ontology engineering for the public administration sector, 
legislation and enforcement of law on all governmental 
levels has to be ensured. This requires collaboration with a 
variety of different legal experts. In many cases, constraints 
probably might have to be weakly encoded, supported by 
textual explanations and links to further information and 
supporting bodies. This is necessary to reflect the special 
demands of a legal system and to safeguard legal certainty 
[5]. An ontology engineering methodology in the context of 
public administration should explicitly include steps for 
domain experts that deal with this circumstance. Hence, not 
only the validation of the formal model consistency has to 
be considered but also steps for a simple validation of legal 
aspects have to be applied.  

Consequently, it is our claim to support domain experts 
of public administration with sufficient guidelines, which 
enables them to design, implement, verify and maintain 
their semantic artifacts by themselves. A first step towards 
this goal is to review the state of the art in this field of 
research. Hence, the aim of this paper is to give an overview 
of general ontology engineering methodologies available, 
having a focus on impacts on E-Government in particular. 
The resulting overview should give valuable input to our 
overall research goal, which is to establish a “domain expert 
centered ontology engineering methodology in the context 
of electronic service provisioning in public administration”. 

The remainder of this paper is organized as follows: In 
Section II, the specific criteria and aspects for the study are 
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introduced followed by a description of a selected list of 
methodologies in terms of the presented analysis aspects in 
Section III. Section IV briefly compares the selected 
methodologies according to the chosen criteria. Section V 
lists related work in the field of evaluating ontology 
engineering methodologies. In Section VI, the work is 
concluded with the summarization of the analysis’ results. 

II. ANALYSIS ASPECTS 

In this section, the concrete aspects and criteria 
considered for the study are discussed. The portfolio of 
criteria considers general structural aspects of ontology 
development (such as strategy for building ontologies) as 
well as project management aspects (such as recommended 
life cycle) and aspects directly related to the E-Government 
domain (such as collaborative construction among public 
authorities or consideration of legal certainty):  

1) Strategy for building ontologies: With this aspect it is 
examined which strategy is used to develop ontologies. Is it, 
a) application-dependent, which means that resulting 
ontologies are designed for and usable by a specific semantic 
application only, b) application-independent, which means 
reuse of resulting ontologies is maximized by developing 
general-purpose descriptions, or c) application-
semidependent, where possible scenarios of ontology use are 
somehow limited [6]. Generally, concerning the strategy for 
building ontologies it can be argued that “… the more an 
ontology is independent of application perspectives, the less 
usable it will be. In contrast, the closer an ontology is to 
application perspectives, the less reusable it will be” [8]. 
Thus, there is always a trade-off between application-
dependent approaches that typically add some extra value to 
ontologies, since they can be immediately used in a 
particular context, and more general application-independent 
strategies that allow for simplified reuse in different 
contexts. 

2) Recommended process: This aspect examines the 
existence or recommendation of specific process models one 
has to go through in order to model ontologies, e.g., being 
aligned along the general waterfall phases or following 
iterative, cyclical or agile development models. 

3) Consideration of collaborative construction: Modeling 
an ontology of some public administration domain generally 
requires numerous authorities to be involved. Since these 
experts from different public agencies are typically locally 
distributed, it is simply not possible to develop and maintain 
all relevant information at one central point [5], particularly 
when the modeled domain is rather complex.  

4) Tool-support: Does a specific tool explicitly support 
the methodology in question? In terms of enabling domain 
experts to model ontologies, providing context is a major 
goal in order to reduce complexity of the modeling process 
[9]. Specific methodological guidelines combined with 
intelligent and human-centered tooling should overcome a 
possible lack in engineering skills.  

5) Target group: For what group of people is the 
methodology primarily designed? Traditionally an ontology 
engineering methodology is intended for knowledge and 

ontology engineering experts whereas domain experts are 
only involved in the knowledge elicitation phase. In contrast, 
we consider domain experts as the primary target group that 
should have a maximum of responsibility during the whole 
ontology life cycle. Only domain experts possess the 
respective knowledge to be modeled and the expertise to 
ensure legal certainty of resulting artifacts. Centralizing 
domain experts in the ontology engineering process should 
also boost sustainable development of semantic initiatives in 
E-Government. 

Whereas aspects 1 and 2 rather aim at enabling a 
structured discussion of the selected methodologies, aspects 
3 to 5 represent methodological requirements, which have 
been identified by conducting a number of expert interviews 
with representatives of public agencies on municipal and 
federal level in Austria. The first three aspects have been 
derived from existing comparative studies (i.e., [6]). 
However, what is new in our approach is to specifically 
focus on analyzing aspects of human-centered computing in 
ontology engineering. Beyond these 5 aspects, we initially 
identified some more (e.g., reuse), however, analysis showed 
that the investigated methodologies could not be 
differentiated along these aspects. According to Lutz and 
Stelzer [7], only criteria that enable differentiations between 
the target objects should be used in comparative studies. This 
is why such aspects have been removed from the final 
analysis. 

III. METHODOLOGIES 

Literature research resulted in a list of 20 documented 
ontology engineering methodologies mainly reported by 
Casellas [10]. The methodology developed by Uschold and 
King [11] can be considered the first approach towards 
developing a methodology for building ontologies. This 
methodology builds the foundation for many other 
approaches that have emerged over the last couple of years. 
In this study we discuss a selected list of these 
methodologies based on meeting the requirements 
represented by aspects 3 to 5 (c.f. Section II).  

Initially, we planned to exclude all methods that do not 
meet all of these 3 requirements to the following extend.  

 Aspect 3: There have to be at least recommendations 
for a collaborative development process.  

 Aspect 4: There is at least one modeling tool 
available that explicitly supports the methodology.  

 Aspect 5: The methodology has to focus on the 
domain expert as the major target group in the 
modeling process.  

In fact, one single methodology in question (i.e., 
Methodology 4) fulfills all three of these requirements in a 
reasonable way. Consequently, we revised the exclusion 
criteria that to be included in the study the methodology 
under question at least has to address one out of these three 
methodological requirements. 

A. Methodology 1 

Holsapple and Joshi [12] present a “Collaborative 
Approach to Ontology Design”. The authors discuss the 
fundamental importance of ontological commitment, which 
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is “…the agreement by multiple parties (persons and 
software systems) to adopt a particular ontology when 
communicating about the domain of interest. … Working 
toward ontological commitment should not be an 
afterthought, but rather an integral aspect of ontological 
engineering. This contention underlies the collaborative 
approach to ontology design we advocate.” [12]. 

The methodology suggests four phases in the ontology 
engineering process (aspect 2): Preparation, Anchoring, 
Iterative Improvement, and Application. In the preparation 
phase design criteria are defined, boundary conditions and 
evaluation standards are determined. This aims at both, 
guiding development of the ontology and assessing the 
degree of its success. In the anchoring phase an initial 
version of the ontology is created serving as an anchor to 
help focus the attention of collaborators. In phase 3 the 
approach uses an adaption of the Delphi method, which is a 
formal technique for integrating the individual opinions of a 
group of experts on some topic. “This gives a systematic way 
for gathering perspectives and critiques on an ontology as a 
basis for iterative improvement” [12]. Finally, in phase 4, the 
ontology is explored in various ways in order to prove the 
ontology utility. Thereby, the authors do not report about a 
concrete dependence on a specific semantic application, 
which leads to an application-independent methodology 
(aspect 1).  

By using the Delphi method a clear and structured 
collaboration process is introduced. However, this form of 
collaboration tends to be rather inflexible and heavyweight 
as feedback collection is coordinated centrally by a control 
board and not interactively and immediately shared by all 
participants. The validation of legal certainty is not explicitly 
addressed. This can be defined as evaluation standard in 
phase 1 and therefore also be included in iterative Delphi 
rounds, though (aspect 3). As the name suggests the 
methodology concentrates on the collaboration aspect only 
and does not include any guidelines concerning the actual 
modeling process, which is therefore naturally conducted by 
classical ontology engineers (aspect 5). Tool-support does 
not exist (aspect 4). 

B. Methodology 2 

DIstributed, Loosely-controlled and evolvInG 
Engineering of oNTologies (DILIGENT) represents a 
methodology that focuses on the evolution of ontologies 
instead of the initial design. Thus, the methodology supports 
an evolutionary lifecycle (aspect 2). It focusses on user-
centric ontology development and provides integration of 
automatic agents in the process of ontology evolution [13]. 

The process starts with various stakeholder-groups 
(domain experts, users, knowledge engineers, ontology 
engineers) building together an initial version of the 
ontology. The initial version results from a rather quick 
consensus about some high-level terms among all 
participants. Subsequently, users start to work with the 
ontology and locally adapt (by sub-classing) it to their 
specific needs. A control board collects change requests to 
the shared core ontology. The control board then analyses the 
various local ontologies, tries to find similarities and 

introduces a new version of the shared ontology. The control 
board also regularly revises the shared ontology in terms of 
not diverging too far. Ontology engineers are responsible for 
maintaining the ontology based on the board’s decisions. 
Users can then locally update the local ontologies in terms of 
reusing new terms instead of using their previously defined 
local terms [13]. 

With this approach reuse should be maximized among all 
users whereas not narrowing usage in different application 
scenarios (aspect 1). 

The authors argue that decentralized knowledge 
management systems are getting increasingly important and 
therefore emphasize distributed and collaborative 
construction (aspect 3).  

Domain experts in a distributed setting are supported by a 
fine-grained methodological approach based on the 
Rhetorical Structure Theory [14]. A standard Wiki is used to 
allow a traceable discussion. Snapshots of the ontology 
agreed on are imported to the Wiki, in order to visualize the 
ontology and ease the discussion of it (aspect 4).  

DILIGENT involves numerous different user groups in 
the engineering process, namely domain experts, users, 
knowledge engineers and ontology engineers. In the revision 
phase domain experts are responsible for evaluating an 
ontology from a domain point of view (does it represent the 
domain, or does it contain factual errors?). This may also 
include the validation of legal certainty as necessary for 
public administration. In fact, the methodology was also 
applied at the development of an ontology for professional 
legal knowledge [15]. However, the actual ontology 
implementation is still intended for ontology engineers 
(aspect 5). 

C. Methodology 3 

Very similar to DILIGENT (Section III.B), the Human-
Centered Ontology Engineering Methodology (HCOME) 
[16] supports the development and evaluation of “living” 
ontologies in the context of communities of knowledge 
workers. The authors mention common impediments for 
knowledge workers (or domain experts) to participate 
actively in ontology engineering: they are unfamiliar with 
formal representation languages and knowledge engineering 
principles as well as with methods and techniques for 
constructing and synthesizing ontologies. The main goal of 
HCOME therefore is to empower domain experts to evolve 
their formal conceptualizations in their day-to-day activities. 
Thus, this methodology focuses on the active participation of 
domain experts in the ontology life cycle (aspect 5). For this 
purpose, the authors also developed a Human Centered 
Ontology Engineering Environment (HCONE), which 
directly supports the development of ontologies following 
the HCOME methodology (aspect 4). 

The methodology proposes specification, 
conceptualization and exploitation as the three life cycle 
phases of ontology engineering. All involved tasks are 
performed iteratively, until a consensus has been reached 
between the participants (aspect 2). In the specification 
phase, knowledge workers are joining groups aimed at 
developing shared ontologies. Workers are discussing 
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requirements in a shared space, produce documents and 
agree on the aim and the scope of a new ontology [16]. 
Consequently, the aspect of collaborative development is 
directly addressed by this methodology (aspect 3). In the 
conceptualization phase, workers can follow any approach to 
the development of ontologies in their personal space. In the 
exploitation phase shared ontologies can be used in the 
context of specific ontology-driven applications and settings. 
However, the overall methodology is application-
independent, as it doesn’t give a recommendation for a 
specific semantic application to use (aspect 1). The 
evaluation and further development of personal ontologies 
are achieved via a recorded structured conversation in order 
to enable the tracking of changes and decisions. 

D. Methodology 4 

The “Integrated Modeling Methodology” [17] principally 
guides the process of creating application domain dependent 
parts of an organizational learning system named Advanced 
Process- Oriented Self- Directed Learning Environment 
(APOSDLE). The methodology consists of four main 
phases: Scope & Boundaries, Knowledge Acquisition, 
Modeling of Domain, and Modeling of Learning Goals. 
Validation & Revision is included as individual activity in all 
of the main phases (aspect 2). The resulting semantic 
artifacts are directly applied and exploited in the APOSDLE 
system [26], which leads to an application-dependent 
approach (aspect 1). Domain experts are considered to be an 
important stakeholder group and mostly included in the 
knowledge acquisition phase. The knowledge acquisition is 
performed with well-known state-of-the-art techniques like, 
interviews, card sorting, laddering, and concept/step/section 
listing. The authors thereby mention the problem that domain 
experts are often rarely available and scarcely motivated 
towards modeling [17] (aspect 5). 

The methodology is explicitly supported by the so-called 
Modeling WiKi (MoKi), which allows users to describe 
semantic artifacts in an informal but structured manner using 
natural language. The subsequent automatic translation into 
formal models does not require the users to have in-depth 
formal modeling skills (aspect 4). The Wiki nature of the 
MoKi naturally enables a collaborative tool that provides 
support for domain experts with hardly any knowledge 
engineering skills to model domains directly. However, the 
methodology suggests that domain experts, knowledge 
engineers and experts (coaches) collaboratively work in a 
rather agile modeling process (aspect 3). 

E. Methodology 5 

Klischewski and Ukena [2] present a methodology that 
aims at the design of semantic E-Government services driven 
by user requirements. The authors suggest a step-by-step 
design process that signals public administration authorities 
to focus on the intended common understanding of citizens 
concerning the description of public administration services’ 
interfaces. Generally, the authors describe the aim of the 
design of semantic structures in E-Government as: to support 
informational needs during service processing, to capture 
domain knowledge and to support technical implementation. 

In contrast to other approaches that focus on knowledge-
driven or domain-driven design, this methodology focuses 
on requirements-driven design that should emphasize what 
users or providers will consider as valuable information [2]. 

The proposed seven steps for the development of 
semantic E-Government services are: Identify informational 
needs, identify required information quality, create glossary 
of topics and terms, create controlled vocabulary, group and 
relate terms, design an ontology, implement semantics 
(aspect 2). While these steps themselves are generic, the 
authors also give some concrete examples how the specifics 
of E-Government are addressed. 

As already mentioned, the methodology itself is rather 
generic. Nevertheless the authors use Web Service Modeling 
Ontology (WSMO) [27] as semantic execution environment 
in their pilot scenario. However, the authors do not exclude 
any other semantic execution environments as, e.g., Web 
Ontology Language for Web Services (OWL-S) [28], which 
leads to an application-independent approach (aspect 1). 

The authors mention the fact that in service provisioning 
of the public administration domain a large number of 
different authorities might be involved. The aspect of 
collaborative construction (aspect 3) is not covered by the 
proposed methodology, though.  

Besides IT specialists also domain experts of public 
administration are identified as an important stakeholder 
group who are responsible for establishing a common 
understanding of the service interface, analyzing information 
demand and quality requirements as well as determining 
topics, terms and relations to be used. This methodology is 
directly intended for the public administration sector. 
Consequently it should also consider essential legal aspects 
of respective public administration domains. However, the 
methodology does not include any validation step where 
domain experts could ensure legal certainty. The actual 
ontology design is conducted by classical ontology engineers 
(aspect 5).  

The authors do not mention any tool support for the 
methodology (aspect 4). 

F. Methodology 6 

Developing Ontology-Grounded Methods and 
Applications (DOGMA) [18] represents an ontology 
engineering methodology that is aimed at building both 
highly reusable and usable ontologies. Concerning aspect 1, 
this is the only methodology that covers both application-
dependence as well as application-independence in one 
approach and highlights the importance of developing 
reusable as well as usable ontologies. This goal is reached by 
introducing a shared ontology base that consists of 
“plausible” domain axiomatizations and application 
axiomatizations. Application axiomatizations consist of a 
selected set of lexons from the ontology base and a specified 
set of rules to constrain the usability of these lexons [18].  

Development is supported by the so-called DOGMA 
Studio Workbench (aspect 4) that also provides plugins for a 
community layer that aims at supporting the DOGMA-
MESS methodology [19]. DOGMA-MESS emphasizes on 
providing guidelines for collaborative and 
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interorganizational ontology engineering (aspect 3). Thereby, 
the authors discuss that “a viable methodology requires not 
building a single, monolithic domain ontology by a 
knowledge engineer, but supporting domain experts in 
gradually building a sequence of increasingly complex 
versions of interrelated ontologies over time”. 

The process of ontology building is hierarchically 
structured. Every domain has a so-called Upper Common 
Ontology that is maintained by the core domain expert. The 
most important artifacts of this ontology are templates that 
describe a common knowledge definition. Over time, 
templates should become more numerous and should evolve 
during multiple iterations of development. Templates are 
then specialized into organizational specializations by the 
domain experts representing different organizations. The 
authors present a so-called Lower Common Ontology for 
negotiating the meaning of specific terms (aspect 2).  

The authors refer to the importance of domain experts in 
interorganizational ontology engineering and also include 
human-centered aspects in the respective software tool 
(aspect 5). 

G. Methodology 7 

In contrast to other ontology engineering methodologies, 
the NeOn methodology [20] does not define a rigid process 
to follow, but instead, it suggests a variety of pathways for 
developing ontologies. It defines nine different scenarios, a 
glossary of processes and activities, two ontology life cycle 
models (waterfall life cycle model, iterative-incremental life 
cycle model) as well as a set of methodological guidelines 
for different processes and activities (aspect 2) [20].  

The authors discuss the fact that due to the increase of 
online available ontologies ontology development is more 
and more becoming a reuse-centric process. Consequently, 
ontology development can be characterized as the 
construction of a network of ontologies, managed by 
different people and different organizations. Thus, the 
proposed methodology particularly aims at providing support 
for the collaborative construction of ontology networks 
(aspect 3) [20]. 

The methodology is intended for the classical ontology 
engineer who is defined as software developer or ontology 
practitioner involved in the development of ontologies. 
Hence, the methodology does not include any guidelines for 
non-experienced domain experts to autonomously develop 
ontologies. However, the methodology includes a well-
elaborated evaluation activity, which could also incorporate 
safeguarding legal certainty (aspect 5). 

The NeOn toolkit provides explicit support for 
developing ontologies following the proposed methodology 
(aspect 4). 

As it is the aim of the authors to define a generic 
framework for the development of ontologies, it is 
completely application-independent (aspect 1). 

IV. RESULTS 

As shown in Table I, it can be observed that most of the 
methodologies suggest a rather generic and application 
independent approach to ontology engineering. In contrast, 

Methodology 4 is developed for a specific domain 
(organizational learning) and system (APOSDLE) aiming at 
a rapid application of developed ontologies. Additionally, 
Methodology 6 discusses that both usability and reusability 
of ontologies are important. Hence, this methodology 
focuses on application independence as well as application 
dependence. 

The recommended processes and life cycles range from 
classical waterfall development, to iterative and incremental 
development. In our opinion, in this context no approach can 
be seen as better than another. Whereas most of the 
presented methodologies recommend only one procedural 
model Methodology 7 defines several of them. The method 
describes use-cases that should help to identify the most 
appropriate process for a given situation. 

Most of the investigated methodologies name 
collaborative construction of ontologies as an essential goal. 
Methodology 1, Methodology 2, Methodology 3, and 
Methodology 4 include explicit assistance aiming at 
structured conversations between all participants. Whereas 
the first two follow a rather centralized approach with a 
control board that manages inputs from participants, the 
other methodologies prefer a more interactive and agile 
approach resulting in faster response times. 

TABLE I.  SUMMARY OF STUDY RESULTS 

OE: Ontology Engineer; DE: Domain Expert 

 
Many methodologies identify the domain expert as a 

crucial participant in the ontology engineering process. For 
example, Methodology 6 discusses that “… an 
interorganizational ontology needs to be modeled not by 
external knowledge engineers, but by domain experts 
themselves. Only they have the tacit knowledge about the 
domain and can sufficiently assess the real impact of the 
conceptualizations and derived collaborative services on 
their organization. …” However, it is interesting to observe 
that only Methodology 3, Methodology 4, and Methodology 
6 offer explicit support for domain experts to model the 
respective ontologies, or at least parts of it, autonomously. 

Metho
dology 

Asp. 1  Asp. 2 Asp. 3 Asp. 4 Asp. 5 

1 Appl. ind. Iterative Yes No OE 

2 Appl. ind. Iterative Yes Wiki OE/DE 

3 Appl. ind. Iterative Yes HCONE DE 

4 Appl. dep. Agile Yes Moki OE/DE 

5 Appl. ind. Waterfall No No OE/DE 

6 
Appl. ind. 
Appl. dep. 

Iterative Yes 
DOGMA 

Studio 
OE/DE 

7 Appl. ind. 
Waterfall 
Iterative 

Yes 
NeOn 

Toolkit 
OE 
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V. RELATED WORK 

A very comprehensive comparative study that presents 
the most representative methodologies used in ontology 
development at that time was conducted by Fernandez-Lopez 
[6]. The study analyses methodologies against the IEEE 
Standard for Developing Software Life Cycle Processes 
(1074-1995). The author already mentions a criterion for 
collaborative and distributive construction but comes to the 
conclusion that none of the publications at that time cover 
this aspect explicitly. 

A very similar study has been conducted by Fernández-
López and Gómez-Pérez [21] that additionally introduces a 
methodology categorization. The categorization includes 
methodologies for building ontologies from scratch, 
methodologies for reengineering ontologies and 
methodologies for collaborative construction. 

The study by Beck and Pinto [22] gives a rather informal 
overview of methodologies for ontologies. The paper 
emphasizes aspects like “consider reuse” and also mentions 
life cycles and typical ontology engineering activities (e.g., 
specification, conceptualization, formalization, 
implementation, or maintenance). 

Corcho, Fernández-López, and Gómez-Pérez [23] 
additionally describe ontology tools and ontology languages 
available at that time. The authors come to the conclusion 
that future work should be driven towards the creation of a 
common workbench that supports ontology development 
during the whole life cycle, ontology management, ontology 
support as well as methodological support for building 
ontologies. 

Sandkuhl [24] provides an analysis of ontology 
development methodologies in the context of small and 
medium-sized enterprises (SMEs). The study focuses on 
reducing development time for building ontologies. Thus, the 
study analyses aspects like completeness of the 
methodology, life cycle coverage and reuse of already 
existing ontologies. 

Kim and Choi [25] present an evaluation of ontology 
development methodologies with CMM-i. Although the idea 
of taking CMM-i (a very comprehensive framework for 
organizations to assess their development and maintenance 
processes) as evaluation framework sounds promising the 
actual study does not present many valuable results. 

Casellas [10] presents the latest approach in the field of 
comparing ontology engineering methodologies. The article 
can be seen as a recommendation in terms of listing most of 
the relevant methodologies currently available. However, the 
analysis tends to focus only on the followed life cycle of the 
studied methodologies and lacks in taking more analysis 
criteria into account. 

 

VI. CONCLUSION 

Considering aspects and requirements of the E-
Government domain described in Section I and II, we come 
to the conclusion that none of the analyzed methodologies is 
fully mature to serve as a “domain expert centered ontology 
engineering methodology in the context of electronic service 

provisioning in public administration”. In fact, there is one 
single candidate (i.e., Methodology 4) that technically 
addresses all methodological requirements (see aspects 3 to 
5, Section II) in an acceptable way. Unfortunately, this 
methodology was developed for a different domain (i.e., 
organizational learning). Hence, its domain-dependence and 
application-dependence make a direct exploitation for the E-
Government domain very difficult. However, aspects and 
general guidelines of this as well as of some other 
methodologies can definitely contribute to a future 
methodology in this field. 

Methodology 7 suggests different activities and processes 
depending on a specific situation and does not follow a rigid 
workflow for every situation. In fact, a public administration 
subsumes a variety of different domains (e.g., welfare, 
health, buildings and constructions, education). This 
methodology may take into account that not each public 
domain, each public service or each modeling activity may 
fit into one single process model, as a potential advantage. 

Methodology 6 proposes that not only reusability but also 
usability of ontologies in specific ontology-driven 
applications is important. This contributes to the situation 
that domain experts in general often lack in sufficient 
abstraction abilities. Hence, in order to be able to validate 
consistency and reasonableness of resulting ontologies 
domain experts should be able to check the consequences of 
modeling decisions in respective applications immediately. 

As ontology engineering in public administration 
generally involves numerous experts from different agencies, 
expert knowledge is usually scattered over the involved 
participants. Enabling a structured conversation among all 
participants is crucial for an ontology engineering 
methodology in this context. On the one hand, this should 
lead to a collaborative construction of the domains in 
question and on the other hand should also assure the 
differentiation of responsibilities and roles. Aspects of 
Methodology 1, Methodology 2, Methodology 3, and 
Methodology 4 may valuably contribute to this requirement. 

Many methodologies include a revision or validation 
activity in the proposed process. Whereas in an engineering-
centered development approach validation activities usually 
deal with formal issues of the ontology a domain expert-
centered approach should additionally emphasize factual 
aspects. For example, Methodology 2 asks questions like 
“does it represent the domain, or does it contain factual 
errors?” In the public administration sector, also legal 
aspects have to be considered in this respect. This 
circumstance is hardly ever addressed by the studied 
methodologies. 

Methodology 4, Methodology 6 and Methodology 3 
already include some general guidance for inexperienced 
ontology engineers. In this respect, the authors of [17] 
mention the problem that domain experts are often rarely 
available and scarcely motivated towards modeling. 
Consequently, we infer that firstly, much more effort is 
necessary to develop methods and tools that further reduce 
the complexity of ontology engineering, and secondly, future 
research has to pay special attention to improving the 
commitment of domain experts.  
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To conclude, one important implication of introducing 
semantic technologies to the E-Government sector is to 
increase transparency of the decision making process as well 
as to increase the citizen orientation of public agencies. 
Proposing an ontology engineering methodology in the 
context of public administration would definitely be a next 
step for an increased matureness of such semantic initiatives. 
The requirements-driven approach to ontology engineering 
as proposed by Methodology 5 that starts with the viewpoint 
and desires of the citizens who want to consume public 
services already addresses this issue and may therefore also 
contribute to a future methodology in this field. 
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Abstract—As the amount of information increases and access
to this information gets easier, the need for personalized systems
is inevitable. A personalized system gives users the efficiency
to meet their specific preferences by increasing usability and
decreasing the unwanted content. The core component of creating
a qualified personalized system is defining semantically rich
user profiles. We propose to integrate user profiles with policy
management concept to provide a rule-based personalization.
The main contributions of this work are: developing a profiling
methodology to define semantically rich user profiles and
generating a profile-based policy management in order to satisfy
the demands of a personalized system. We demonstrated our
empirical approach for the health care domain to build a
personalized lifestyle model. This user-adaptive system will also
give the user a significant time reduction when searching specific
items for a special user profile type by restricting the options
based on the same profile when compared to a non-adaptive
system.

Keywords-Profile Management; Personalization; Policy
Enforcement; Healthcare Systems

I. I NTRODUCTION

The promising advantages of online networks create
impressive occasions for users. The success of these occasions
should be improved by adapting web services to each user’s
characteristics and behaviors. Personalized systems are the
key component to achieve this improvement. As the amount
of information increases, making decisions about information
becomes difficult. Thus, a personalized system gives users the
efficiency to meet their preferences.

Personalization is the process of giving decisions among
the given choices according to the user’s behavior, needs,
preferences, interests and demographics. Hence, users can
reach personalized contents such as customized web pages,
advertisements, music albums and restaurants that match their
profiles. Profiles can be used to describe a wide variety of
knowledge about people [1] and this knowledge can have many
levels according to the depth of the user information.

User-profile based personalization is the process of making
decisions based upon stored user profile information. We
use Friend-Of-A-Friend (FOAF) [2] ontologies to store static
user profiles. Gruber [3] defines ontology as an explicit
specification of a conceptualization. Ontologies are used to
represent information in a machine-readable fashion and to
model specific domain information by defining objects, con-
cepts and relationships. A FOAF profile is a machine-readable

page, which is describing a person, her activities and her
relations to other people and objects.

FOAF is also a consistent and common vocabulary
to describe the demographical information. Most of the
ontological information on the web generally use personal
FOAF files. There are more than 13,120,000 people using
FOAF to describe their personal profiles [4]. We propose a
user profiling methodology with multi-metamodeling by using
FOAF profiles. This methodology gives us the opportunity to
create a complex and personal profile, which is a demand for
an effective personalized system.

Policies are used to control access to resources. Policy
management in Semantic Web is used to define declarative
rules for accessing a resource and to allow users to interpret
and comply with these rules. Integrating profiles into policies
is improving personalization under the influence of policy
management.

In order to qualify personalization successfully, we are
integrating user-profile based personalization with policy
management. In this paper, we propose a personalized system
to help users choose an item from a large set of items of the
same type by filtering this large set using policies according
to their defined user profiles. We demonstrate our empirical
approach for food domain to meet the requirements of health
care domain.

Today, many people care about their health. Therefore, they
pay extra attention to what they eat, what ingredients do their
meals include and how many calories do their meals have. In
order to satisfy this demand, we focus on the food domain
ontology to perform the profile-based policy concepts in a
personalized system. A personalized system that we propose
in our case study can serve several objectives:
− nutrition information to preserve health,
− caution for people who have specific conditions, such as

allergies or diabetes,
− ingredient information of meal courses,
− calorie control mechanism to restrict a person’s daily

calorie intake.
Health care is an information-rich domain and needs to be

handled in care. User profiling in such a delicate topic requires
more abstraction and variation than a regular FOAF file. This
variation in profiles gives more efficiency in building policies
to achieve rule-based personalization.
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Our profile methodology has the capability to describe
the health domain profiles. We can describe several profiles
using these profiles, such as diabetic profile, diet profile,
individualized ingredient profile and personal profiles where
personalization needs a complex domain knowledge, such as
health. Profiles are the key ingredients to tailor a profile-based
policy management to restrict personalized rules.

This paper is organized as follows: Section 2 describes the
user personalization and explains our profiling methodology.
Section 3 expresses policy representation and policy ontology
concepts. Also, it clarifies the connection between profile and
policy ontologies. In Section 4, a case study is presented.
Additionally, the food domain ontology concepts, profile and
policy examples are demonstrated in this section. Related
Work is given in Section 5. Finally, Section 6 concludes and
gives the future direction of our work.

II. U SERPERSONALIZATION

The profile of a person is an abstract description of the
person’s demographic, social and behavioral condition. A
profile is a representation of a person’s daily or permanent
properties. In their life time, people change their minds and
their situation also changes, due to different conditions.Thus,
a static profile, which consists of these properties, has to adapt
itself. Demographic properties like a person’s occupation, age
or school can not change rapidly due to their static nature.
However, on a daily basis, a person can have different moods,
different roles and different social choices. For example,a
person, who is a doctor, can have many daily roles, such as
being a mother, a parent or a child. She may want to use
different preferences and different identifications for each of
these roles. But, as she is a person, she also has demographical
properties. So, for all these situations, we have developeda
profiling methodology to represent a person’s daily profiles
by using demographic, social and behavioral properties. This
methodology consists of a domain ontology, profile ontology
and a metaprofile ontology to represent profile attributes and
general descriptions.

A profile is the representation of demographic properties
of a person. Let us state a profile asp, a user asu and
a FOAF profile of a person asf . As we can call a FOAF
profile as a base, we can define many profiles inside the base
by using thehasProfile property,F (u) = hasProfile(P ).
These profiles are meaningful whenP has properties, which
are included byF . So, we can add data type,D, and object
type properties,O, to this definition.f ∈ F , p ∈ P , dn ∈ D,
on ∈ O;

f(u) =







hasProfile(p1), .., hasProfile(pn),
d1, d2, d3, .........., dn,

o1, o2, ......., on







(1)

In our ontology metamodel, as seen in Figure 1, we
propose a new metamodel based on OMG’s Meta-Object-
Facility(MOF)[5]. In our metamodel, FOAF documents are
our individuals. Inside FOAF documents, we use definitions

M

0

M

1

M

2MetaProfile

Profile
FOAF

Food

LOCATION

FOAF Profile

KEY

derivedFrom

instanceOf

MOF Level Our 
Ontologies

Used
Ontologies

subclass

uses

Fig. 1: Profile Methodology

and structures that are defined inside M1 level: Profile, FOAF
definition, Location and Food ontologies. Profile ontology uses
MetaProfile’s ontological definitions. Metaprofile is indepen-
dent from the domain. So, it consists of the basic propertiesto
represent a social profile and its ancestors, a behavioral profile
and its properties, and demographic properties of a person.
These representations need to be designed inside a person’s
profile. Thus, we aim to define indicators. A profile indicator,
pi , is the key property that defines a profile.p ∈ P , pi ∈ PI,
dn ∈ D, on ∈ O;

p = {pi, d1, ...dn, o1, ..., on} (2)

As an example, a diabetic profile is meaningful when a
person has diabetes or regulations including diabetes inside
the profile. Another example is a diet profile, which needs to
include the definition of diet or maximum amount of calorie
that a person should consume during the day. We develop
three types of indicators. The first one is a point-based profile
indicator,PB, which helps to define a basic profile property
that has a singular value or individual.

PB = (d1) ∨ (o1) (3)

The second one is a range-based profile indicator,RB,
which helps to define a range literal value with minimum and
maximum values.

RB = (d1min
, d1max

) (4)

The third one is a set-based profile indicator,SB, which
includes a set of individuals. Profiles with set-based profile
indicator could have individuals only described in this
set-based profile indicator.
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SB = {o1, o2, o3, o4} (5)

Set-based profile indicator can be homogeneous or
heterogeneous.

SBho = {o1, o2, o3} :
∀o ∈ SBho | o ∈ O1

SBhe = {o1, o2, o3} :
∃o1 ∈ O1 ∧ o2, o3 ∈ O2 ∧O1 6= O2

(6)

This methodology gives us the ability to construct general
profiles that can be explicitly defined in people’s attributes.
Thus, we can categorize people based on their profiles and
represent these group profiles. Group profiles,G, are a gen-
eralization of a community of people based on their profile
attributes. A group profile,g ∈ G, needs at least a profile
identifier to describe itself. Also, later, this property will be
the key to add user profiles into this group profile.

g = {a1, a2, a3, ..., an} :
∃a ∈ G | a ∈ PI ∧ PI ⊂ SB ∪RB ∪ PB

(7)

Group profiles can have these three profile identifier types:
set-based, range-based and social. These identifiers are based
on the key attribute(s) that they are constructed by. Moreover,
a group profile may need two or more profile identifiers
to describe itself. In this case, we define a set of profile
identifiers.

g = a ∧ b : a, b ∈ PI ∧ PI ⊂ SB ∪RB ∪ PB (8)

Group profiles enable us to describe a policy for
communities and persons based on their group or personal
profiles.

III. POLICY REPRESENTATION

A policy is a declarative rule set that is based on constraints
to control the behavior of entities. Policy rules define a
declarative information on what an entity can do or cannot
do. A policy consists of an entity, a constraint and a deontic
object. An entity is the subject of the policy and a constraint
defines the condition on a policy rule. A deontic object
defines the concepts of permission, prohibition, obligation and
dispensation. Permission is what an entity can do, prohibition
is what an entity can not do, obligation is what an entity should
do, and finally dispensation is what an entity need no longer
do.

There are some general requirements that any policy
representation should satisfy regardless of its field of
applicability: expressiveness, simplicity, enforceability,
scalability and analyzable [6]. In this work, by taking these
requirements and ease of use criteria into consideration,
we used Rei [7] policy language to represent policies. Rei
policy language is composed of seven ontologies: ReiPolicy,
ReiMetaPolicy, ReiEntity, ReiDeontic, ReiConstraint,
ReiAnalysis, and ReiAction.

A. Policy Ontology

In a policy ontology, a policy is shown with a triple as(S,
O, A), in which S is subject,O is object andA is action. The
subject indicates the entity that wants to access a resource, the
object indicates the resource, which is going to be accessed,
and the action indicates an operation, which the entity wants to
achieve on a resource. The set of subjects, objects and actions
is represented asS = {s1, s2, ..., si}, O = {o1, o2, ..., oj} and
A = {a1, a2, ..., ak}, respectively. The set of deontic objects,
which are used to form policy rules is represented as
DO = {Permission, Prohibition,Obligation,Dispensation}

B. Connecting Profile Ontology with Policy Ontology

In order to integrate profiling methodology into policy
management, we substitute the set of subjects with the set
of profiles, P = {p1, p2, ..., pn}. When creating policies
using Rei policy language, the subject of the policy is related
with entity:Variable class.entity:Variable is a
class ofReiEntity ontology. While creating a profile-based
policy ontology, instances of an action’s actors are now profile
instances of the profile ontology. Thus, profile instances are
used instead of the instances ofentity:Variable class
as the subject of the policy. As a result, policy subjects are
comprised of semantically rich profile ontology.

The OWL representation of aVegetarian profile defined
in entity:Variable class is as follows:
<owl:Thing rdf:about="#Vegetarian">

<rdf:type rdf:resource="&ReiEntity;Variable"/>

</owl:Thing>

The OWL representation of aVegetarian profile defined
in profile ontology is as follows:
<owl:Thing rdf:about="#Vegetarian">

<rdf:type rdf:resource="&Profile.owl;Vegetarian"/>

</owl:Thing>

In a profile-based policy management [8], policy rules are
assigned to profiles. Subjects are assigned with profiles and
access rights to objects are given to profiles. Profile-based
policy determines the ideal behaviors of the user using the user
profile information. Figure 2 shows the policy components of
the model.

A subject is represented by a profile and a profile is com-
prised of the profile ontology, which uses metaprofile ontology.
An action and an object are based on domain ontology. Profile,
action and object triple is used to form policy objects. Policy
objects are used to create policy ontology, which is also based
on the metapolicy ontology.

IV. CASE STUDY

In this section, we present a case study for personalization
by using policy management based on profiling methodology.
The following conditions are some examples for
personalization:
1. A diabetic person who is looking for a restaurant, she can
be permitted or prohibited for her meal course preferences
according to her health condition.
2. A professor who has an obligation for beverages, like not
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Fig. 2: Policy components of the model

drinking alcoholic beverages, when she is in a foreign country
at a conference.
3. A person who is on a low calorie diet for a particular day
may demand to be prohibited from choosing meal courses that
have a high calorie content.
4. A peanut allergic person may demand to be prohibited from
meal courses that include peanut.
5. A vegetarian person would like to know the meal courses
that have vegetarian ingredients.

According to these examples given above, we build a food
domain ontology. We use different sources to gather location
and profile information. Unfortunately, we could not find any
food ontology that combines all these ontologies together.
So, we developed our own food ontology to overcome this
problem. The next section explains in detail our domain
ontology.

A. Domain Knowledge

As our case study needs a domain ontology to express the
examples that are mentioned above, we build a food domain
ontology. Figure 3 shows the class hierarchy of the food
domain ontology.

Each item in a restaurant menu can be an individual
of the food domain ontology. Each individual of appetizer,
meal course, drink and dessert has an ingredient information,
which has tied toIngredient class withhasIngredient
object property. Additionally, each individual has nutrition
summary information defined with data properties. The
nutrition summary values are taken fromfatsecret [9] web
site. Figure 4 shows object and data type properties of the
food ontology, respectively.

Figure 5 shows an example ofLasagna individual of
MealCourse class.

Besides the food domain ontology, a location ontology
needs to be developed in order to provide a semantic

Fig. 3: Class hierarchy of the food domain ontology

Fig. 4: Object and Data type properties of the food ontology

connection between a place and this place’s food menu. For
this purpose, we selected the schema.org’s [10] ontology and
adapted this ontology to our case study. Schema.org’s ontology
has a property to describe a menu item, but it is a general
definition, which ranges to astring or the Thing class.
Furthermore, a connection between the menu and the food
domain ontology is a necessity. The relationship between the
location ontology and the food domain ontology can be seen
in Figure 6. This connection gives us the opportunity to build
a profile-based policy description to handle the problems in
our case study examples.

B. Profile Examples

The following examples define the profiles mentioned in the
case study. These profiles are based on the profile methodology
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Fig. 5: Lasagna individual of MealCourse class

schema.org 

schema:Food 
Establisment

schema:Menu

schema:hasMenu

Food 

food:Meal 

Course
schema:hasFood

food:ingredient

food:hasIngredient

KEY ontology Class
Property

Added Class
Added Property

Fig. 6: Location and Food Ontology Relations

that we described in Section 2.
First profile has diabetes, so she possesses aDiabetic

profile. Diabetic profile has a rule, which states thata diabetic
person can not drink an alcoholic beverage.

diabetic = canDrink(n),
∀n ∈ NonAlcoholicBeverage∪

SetBasedProfileIndicator ∪Demographic

→ n 6∈ AlcoholicBeverage

(9)

The second profile is that of a special professor profile who
does not want to drink any alcoholic beverage when she is
attending a conference in a foreign country.

professorAbroad = canDrink(n) ∧ visits(c),
∀n : n ∈ NonAlcoholicBeverage∪

SetBasedProfileIndicator ∪Demographic∧
∈ Country → n 6∈ AlcoholicBeverage∧
c 6= homeCountry(professorAbroad)∪

SetBasedProfileIndicator ∪GeoDemographic

(10)

The third profile is a behavioral profile, which describes the
diet of a person. This profile has a range-based profile indicator
to describe alowCalorie profile, which has a minimum and
maximum range in calorie calculation.

Fig. 7: FOAF profile of Prof. Bernstein

lowCalorieProfile = hasMood(lowCalorie)
lowCalorie = hasMaximum(maximumCalorie)∧

hasMinimum(minimumCalorie),
lowCalorie ∈ RangeBasedProfileIndicator ∪Mood

(11)

The fourth profile is apeanutAllergic profile who
has an allergic reaction to peanuts. This profile needs to
be defined based onhasIngredient object property that
defines ingredients of a meal course.

peanutAllergic = hasAllergic(p)
p = hasIngredient(”peanut”),
∀p : p ∈ PeanutAllergicFood∪

SetBasedProfileIndicator ∪Demographic

(12)

The last profile is aVegetarian profile who only eats
vegetarian food.

vegetarian = canEat(f)
f = hasIngredient(i), ∀i : i ∈ V egetarianFood∧

∀f : f ∈ MealCourse∪
SetBasedProfileIndicator ∪Demographic

(13)

Figure 7 shows a professor who has a FOAF profile as
mentioned in the second example of the case study. The
Professor has many different profiles inside his FOAF profile.
So, when he travels abroad for a conference and wants to have
a light lunch according to his daily diet, there will be some
restrictions on the lunch menu of the restaurant he choses.
As seen from Figure 7, he has aprofessorConference
profile and adietProfile. These profiles have preference
restrictions on alcoholic beverages and the total calorie limit
for his lunch menu.

C. Policy Examples

This section demonstrates policy examples and their Se-
mantic Web Rule Language (SWRL) [11] rules for the re-
lated case study examples. The following example shows a
prohibition for aDiabetic profile. According to this rule,
if a Diabetic profile choosesScillianScampi from
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Appetizer, she will be prohibited, becausecookingWith
property hasChardonnay individual, which hastrue value
for its hasAlcohol property.

Profile(?Diabetic) ∧Appetizer(?x)
∧cookingWith(?x, ?y) ∧ hasAlcohol(?y, true) =⇒

Prohibition

orderScillianScampi(?Diabetic, ?x)

(14)

In the second policy example,professorAbroad profile
will be permitted when she choseFruitPunch that has
false value for its booleanhasAlcohol data property.

Profile(?professorAbroad) ∧Drink(?x)
∧cookingWith(?x, ?y) ∧ hasAlcohol(?y, true)

∧hasAlcohol(?x, false) =⇒
Permission

orderFruitPunch(?professorAbroad, ?x)

(15)

The following policy example gives an obligation to the
lowCalorie profile according to the profile’s daily calorie
range for one meal course defined in the profile that has a
range between minimum 400 and maximum 500. Thus, when
she choseHerb-GrilledSalmon, if its hasCalorie
property is less than the maximum calorie defined for
lowCalorie profile, then she will be permitted to order
Herb-GrilledSalmon, otherwise she will be prohibited.

Profile(?lowCalorie)
∧hasCalorie(?Herb−GrilledSalmon, ?x)
∧hasMaximumCalorie(?lowCalorie, ?y)

∧isLessThan(?x, ?y) =⇒
Obligation

orderHerb−GrilledSalmon

(?lowCalorie, ?Herb−GrilledSalmon)

(16)

A prohibition will be given to thepeanutAllergic
profile when she chosePumpkinPie, which hasPeanut
value for itshasIngredient property.

Profile(?peanutAllergic)
∧hasIngredient(?x, ?Peanut)

=⇒ Prohibition

orderPumpkinP ie(?peanutAllergic, ?x)

(17)

The last policy example prohibits theVegetarian profile
when she choseVegetableLasagna, because the course’s
hasSauce property’s value isMeatSauce, which also
has ItalianSausage value for its hasIngredient
property. Figure 8 shows the OWL representation of this
policy.

Profile(?V egetarian)
∧hasSauce(?x, ?y)

∧hasIngredient(?y, ?ItalianSausage)
=⇒ Prohibition

orderV egetableLasagna(?V egetarian, ?x)

(18)

All these profile definitions and their integration with policies
are described manually by the domain experts.

Fig. 8: OWL representation forVegetarian profile policy

D. Practical Application

In our scenario, we used Prof. Bernstein’s FOAF profile
[12] as our FOAF Person. Firstly, we changed theFOAF URI
in order to access the metalevel profile and the hometown
property. As an example in our scenario, the professor uses
his FOAF profile to order meals through the system. When
he attends a conference in a foreign country, he chooses his
AcademicianTourist profile, which has an restriction on
alcoholic beverages. Besides, he is also on a diet. Thus, his
diet profile must be active. His FOAF profile can be seen in
Figure 7.

As he is an academician, he has an
AcademicianProfile. When he attends a conference,
he has ProfessorTouristProfile and also
DietProfile. During the conference, he wants to dine
in a good restaurant with his colleagues and his colleagues
offer to go to a place named withWinter Garden. But
first, he wants to check the menu ofWinter Garden and
uses his mobile application. After he loads his FOAF profile
and policy definitions, his mobile application checks the
restrictions connected to his profiles. The process of using
restrictions with profiles needs an ontology parser and rule
engine. This overall architecture can be seen in Figure 9.

The mobile application can query the SPARQL [13] end-
point to get the restricted or granted menu items from the
Ontology DB. As we have not developed a mobile application
yet, our mock-up for mobile application interface can be seen
in Figure 10.

In this interface, granted menu items are green, and re-
stricted menu items are red and not selectable. The mobile
application queries the Ontology DB by using the SPARQL.
An example query is given in Figure 11.

48Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-293-6

SEMAPRO 2013 : The Seventh International Conference on Advances in Semantic Processing

                            57 / 82



Restaurant Application

Ontology 

Parser

Ontology 
DB

Rule 
Engine

SPARQL
Endpoint

Fig. 9: General view of the architecture
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ORDOVR PLATE

LASAGNA

Search

Fig. 10: Mobile application example

V. RELATED WORK

Different domains need different profiling methodologies.
The spectrum of profile description in the literature is wide.
A profile is a storage that keeps the usable properties of
a user and profiling is storing this user information. In
[14], user profiles are used as a static storage document for
basic information, calendar for daily meetings and so on. As
the system becomes more complex, developing a profiling
methodology also becomes a complex task. In order to provide
services such as recommendation [15] and location based
personalization [16], a profile can include different typesof
properties like online social network information, last visited
web page and last clicked advertisement information.

User profiles can be used as a static document but it is
more convenient as a dynamic and social projection, which
saves a person’s daily activities, social roles and preferences.

SELECT DISTINCT ?Person ?Profile ?prohibition ?ingredient
WHERE{?person rdf:type foaf:Person.
?person foaf:hasProfiles ?profile.
?restaurant rdf:type location:Restaurant.
?restaurant menu:hasMenu ?menu.
?menu menu:hasFood ?MealCourse.
?MealCourse ?ObjectProperty ?ingredient.
?prohibition rdf:type reideontic:prohibition.
?prohibition reideontic:actor ?profile.
?prohibition reideontic:reiconstraint ?foodconstraint.
?foodconstraint rdf:type reiconstraint:And.
?foodconstraint ?numberOfConstraint ?firstconstraint.
?foodconstrain reiconstraint:predicate ?ObjectProperty.
?firstconstraint reiconstraint:object ?ingredient.
}

Fig. 11: SPARQL Example

In [17], a profiling methodology has been developed to store
user preferences. The study presents a User Profile Ontology
based on user characterization. This ontology provides an
extensible user profile model that focuses on the modeling
of dynamic and static user aspects. On the contrary to
[17], preference handling needs a complex methodology to
extract the possible preferences from domain knowledge and
cover these preferences inside appropriate preference types as
proposed in [18].

User profiling is also an asset for Quality of Service. In
[19], user profiling is a solution for a group of workers who
need to be authorized based on different authorization grants.
Authorization based on group and individual user profile is a
good solution. Besides, it is a strict solution and very hardto
change or adapt to different domains. These profile definitions
are convenient to be used in small data environments.

However, when data gets bigger, profiling becomes a tough
problem. Likewise in [20], profiling is designed inside social
networks and a general profile is constructed. As social net-
works emerge in time exponentially, profiling data emerges
elsewhere, so that, describing policies with such a big data
becomes a problem. In our work, we are proposing an
abstraction to profiling methodology by using metamodel
levels [5]. Thus, handling such a huge data becomes less
problematic.

User profiles can be integrated into policy management
mechanisms. There are various developed policy languages.
KAoS [21], Rei [7] and Ponder [22] are the most common
policy languages. KAoS is a DAML/OWL policy language.
It is a collection of policy and domain management services
for web services. KAoS distinguishes between authorizations
and obligations. Rei is a policy specification language based
on OWL-Lite. It allows users to express and represent the
concepts of rights, prohibitions, obligations, and dispensations.
Ponder is a declarative, object-oriented policy language for
several types of management policies for distributed systems
and also provides techniques for policy administration. Ponder
has four basic policy types: authorizations, obligations,refrains
and delegations. Tonti [6] gives a comparison of these three
policy languages.

A framework that offers tools to specify adaptation policies
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in the form of rules on profile attributes is presented in [23].
However, this is not sufficient to achieve the development
of semantically rich applications. In [8], profile-based policy
management is studied in order to make use of semantically
rich policies in terms of the personalization scope.

An ontology-based solution to personalized clinical man-
agement is presented in [24]. The proposed ontology provides
a solution for the personalized care challenges in home-
based telemonitoring scenarios, and aims to model the tasks
specified within a patient profile. Unlike this work, we use
FOAF to specify profiles and integrate them with policies for
personalization. A health care domain ontology is developed
in [25] and access control policies are created based on this
domain to manage patient’s health records.

Since there are numerous ontology developers, there are also
several food ontologies developed. A food-oriented ontology
was developed in [26]. Additionally, Cantais [27] proposesa
health care domain designed as a part of PIPS (Personalized
Information Platform for Health and Life Services) project.
However, both of these works do not fulfill the semantics
of our scope and the relationship that we need to establish
between location and food ontology. Thus, we built a new
food menu ontology to achieve the semantically rich data
representation.

VI. CONCLUSION AND FUTURE WORK

Personalization should lead users to reach person specific in-
formation and customization by preventing unwanted content.
User profiles are used to construct the personalized content
by determining the user’s choices and behaviors. User profiles
can also be used as subjects for policy management. If
profiles are well defined, they can give the exact and direct
information about user’s behaviors. We proposed an empirical
approach to user profiling and built a profile-based policy
management model to demonstrate a qualified personalized
lifestyle system. We developed a new food ontology to be
able to calculate calorie measures. Calorie measures of a
menu can be calculated with this information and this makes
the policy enforcement possible with the help of individuals
profile selections. Profile, as means of a user’s daily life role,
is used to personalize policies to be able to define different
policy rules for different daily situations. We showed policy
and profile definitions of our case study examples. We also
explained the policy rules and how we enforced these rules
by using SPARQL. Our profiling methodology gives a richer
user information to policy framework to provide a rule-based
personalization. This information is useful to simulate real
world problems into policy management.

As part of our future work, we will add new features to
the food domain ontology and build a visual tool that allows
users to create their profiles and make their meal choices
from the restricted menu list. We are currently working on
completing our mock-up based mobile application. Therefore,
we will be able to gather user experience feedbacks of the
methodology. A comparison between an user-adaptive and a
non-adaptive system in the measurement of time that is spent

for searching a specific item for a specific profile type will also
be experimented. Additionally, we will automatize our food
ontology’s calorie extraction by using FatSecret’s Platform
API [28].
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Abstract—The emergence in the last years of initiatives
like the Linked Open Data (LOD) has led to a significant
increase of the amount of structured semantic data on the
Web. Nevertheless, the wider reuse of such public semantic
data is inhibited by the difficulty for users to decide whether
a given dataset is actually suitable for their needs. This is
because semantic datasets typically cover diverse domains, do
not follow a unified way of organizing the knowledge and
may differ in a number of dimensions. With that in mind,
in this paper, we report our work in progress on a goal-
driven dataset summarization approach that may facilitate
better understanding and reuse-oriented evaluation of available
semantic data.

Keywords-Semantic Data Reuse; Semantic Data Summariza-
tion.

I. INTRODUCTION

The emergence in the last years of initiatives like the
Linked Open Data (LOD) [1] has led to a significant
increase of the amount of structured semantic datasets on
the Web. Nevertheless, while this increased availability of
such datasets yields various opportunities for organizations
and technical professionals to derive added value from
them, their wide heterogeneity and underlying complexity
makes their practical use and exploitation quite difficult and
challenging. For that, solutions that can enable the better
understanding and easier consumption of semantic datasets
are of crucial importance.

The typical use case scenario we consider in this paper
assumes some organization that wants to reuse public se-
mantic datasets to i) enrich with them its own data so as
to make the latter more usable and increase its usability
and value and ii) utilize the enriched data within knowledge
intensive applications for particular purposes (e.g., decision
support). Such tasks are typically performed by knowledge
engineers and the common problem associated to them is
the so called knowledge acquisition bottleneck, namely,
the high amount of time and effort required to acquire and
maintain the needed knowledge [2].

Our position is that the reuse of existing public semantic
data can be a promising way to (partially) alleviate the
knowledge acquisition problem. One reason for that is that
the volume and diversity of public semantic datasets are
increasing at high rates [1], resulting into a large amount of
both generic and domain-specific knowledge that is available

to use for various application scenarios. Another advantage
of the reuse approach is that the maintenance and evolution
of these datasets is the responsibility of their publishers, thus
reducing the required efforts and costs for this task in the
organization’s side.

As an example of this, consider a sport news organization
that wants to create and maintain a knowledge base about
the Spanish football league (teams, rosters, results, etc.).
The pace at which this knowledge changes is quite fast
(e.g., team rosters change at least every year, sometimes
even more frequently), meaning that the organization needs
to have a dedicated team that constantly monitors these
changes and updates the knowledge base. As much of this
information is already available in public semantic datasets
and, more importantly, it is (almost) always up to date, it
would be better for the organization to reuse this data instead
of creating it from scratch and having to maintain it.

Nevertheless, an important problem that inhibits the wider
reuse of such public semantic data is the difficulty for
knowledge engineers to decide whether a given dataset is
actually suitable for their needs. This is because semantic
datasets typically cover diverse domains, do not follow a
unified way of organizing the knowledge and differ in a
number of features including size, coverage, granularity and
descriptiveness. This makes the task of assessing whether
a dataset satisfies particular requirements (e.g., covering
adequately a particular domain) and/or comparing different
datasets to select which one is more suitable for a given
purpose quite difficult.

For instance, in the example mentioned above about data
related to the Spanish football league, one may find such
data in DBPedia[12] and Freebase[11]. To evaluate these
sources, the knowledge engineer needs to examine and
assess a variety of factors including i) the domain’s coverage,
namely, the degree to which the containing data cover the
Spanish football league (e.g., one of the sources might not
contain adequate data for a given year), or ii) the dataset’s
consistency, namely, the absence of contradictions in the data
(e.g., there might be statements suggesting that a player is
currently playing for two clubs).

As a way to tackle this problem, we envision the develop-
ment of a framework that will enable users to derive seman-
tic data summaries, namely useful descriptions, measures
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and indicators that provide a landscape yet informative view
on a dataset that enables the assessment of the latter’s
potential value. This task of semantic data summarization is
rather overlooked in the research community and has only
been addressed by a few works, e.g., [3] [4] [5], each of
which generates dataset summaries according to different
data features and by applying different criteria.

Yet, the problem with these approaches is that they treat
the summarization task in an application and user indepen-
dent way by producing generic summaries whose usefulness
is limited to an all-purpose very high level overview of
the data. By contrast, in our scenario, we are interested in
facilitating the generation of requirements-oriented and task-
specific summaries that may be significantly more helpful to
the knowledge engineers and data practitioners in their task
to locate semantic data to reuse and exploit.

To that end, in this paper, we report our work in progress
on a goal-driven data summarization framework that may
be used to examine and evaluate the suitability of semantic
data sources for reuse in particular application domains and
scenarios. Within this framework users are able to define and
execute custom summarization processes to generate useful
dataset summaries. A custom summarization process can be
seen as an orchestration of primitive predefined parameteri-
zable data analysis processes each of which may deal with a
different aspect of the data. More importantly, such a process
is linked to a particular goal/problem/need that it is supposed
to serve, thus forming a reusable knowledge component that
can be shared among multiple users with similar needs.

The structure of the rest paper is as follows: In the next
section, we outline the key aspects of our approach and
the basic components of our summarization framework. In
Section III, we discuss a particular small-scale application
of our framework in a dataset evaluation scenario, and, in
Section V, we conclude and outline our future work plans.

II. SEMANTIC DATASET SUMMARIZATION FRAMEWORK

Our proposed summarization framework aims to enable
its intended users to answer the following question: “Given
an application scenario where semantic data is required,
how suitable is a given existing dataset for the purposes
of this scenario?”. To answer this question, users normally
need to be able to: i) explicitly express the requirements that
a dataset needs to satisfy for a given task or goal and ii)
automatically measure/assess the extent to which a dataset
satisfies each of these requirements and compile a summary
report.

To implement these two capabilities, we follow a
checklist-based approach. Checklists are practically lists of
action items arranged in a systematic manner that allow
users to record the completion of each of them and they
are widely applied across multiple industries, like healthcare
or aviation, to ensure reliable and consistent execution of
complex operations [6]. In our case, we apply checklists to

define and execute custom dataset summarization tasks in the
form of lists of goal-specific requirements and associated
summarization processes. In the following paragraphs, we
explain how such tasks and processes may be represented,
created and used.

A. Summarization Task Representation

To represent custom summarization tasks according to
the aforementioned checklist paradigm, we adopt the Minim
model [7] that allows us to represent for concrete instances
of summarization tasks the following information:

• The Goals the dataset summarization task is designed
to serve. In the Minim’s terminology [7], these are
called constraints and they are used to denote the
purpose of the summarization task and the intended
use of the produced summary. This is important as
different tasks may have different purposes (e.g., the
requirements for checking whether a dataset is appro-
priate for disambiguation may be different from those
required for question answering) and, thus, the goal-
related information is crucial for selecting an already
defined task in a given application scenario.

• The Requirements (or checklist entries) against which
the summarization task evaluates the dataset. For exam-
ple, we may wish to assess whether a dataset contains
particular information about a given domain or topic
or that it satisfies particular quality criteria (e.g., con-
sistency). The number and nature of the requirements
depend practically on the goal of the summarization
task and thus they may be substantially different among
different application scenarios.

• The Data Analysis Operations that the summarization
task employs in order to assess the satisfaction of
its requirements. In the Minim’s terminology, these
operations are called rules and practically they take
many forms, from simple execution of queries to com-
plex data processing and analysis algorithms like graph
analysis or topic modeling. The assessment of a given
requirement may require the execution of multiple
operations while the same operation may be used to
assess multiple requirements.

B. Summarization Task Creation

To create a summarization task one needs to define its
goal(s), its requirements and the associated to these oper-
ations. Some high-level requirements that we have already
identified and they may be used for multiple goals are the
following:

• Evaluate the dataset’s coverage of a particular
domain/topic: This requirement aims to measure the
extent to which a dataset describes a given domain or
topic. This can be at schema level (e.g., how many and
which concepts or relations are defined), at instance
level (e.g., how many and which instances of a given
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concept or relation does the dataset have) or with more
complex operations (e.g., comparison with a corpus).

• Evaluate the dataset’s labeling adequacy and rich-
ness: This requirement aims to measure the extent
to which the dataset’s elements (concepts, instances,
relations etc.) are accompanied by representative and
comprehensible labels, in one or more languages. This
can be useful to assess two things: i) the comprehen-
sibility of the data, i.e., the ease with which human
consumers can understand and utilize the data and
ii) the quality and usefulness of a dataset as a term
thesaurus.

• Evaluate Connectivity: This requirement checks the
existence of paths between concepts or entities, i.e.,
whether it is possible to go from a given concept to
another on the graph and in what ways. This is can be
an important aspect of a dataset related, for example, to
its ability to answer queries involving particular related
entities.

Each of the above requirements can be implemented
by means of one or more data analysis operations. Some
operations we have already defined for our framework are
the following:

• Check the existence of a particular element (concept,
relation, attribute, instance, axiom) in the dataset or of a
relational path between particular concepts or instances.

• Measure the number of ambiguous entities in the
dataset.

• Measure the number of labeled entities.

C. Dataset Summary Generation

For the generation of goal-specific dataset summaries, we
are currently developing a tool that may take as input one
or more datasets and a summary goal and run on them
specified summarization tasks that correspond to this goal.
The output of this tool should be a detailed report about the
input datasets, describing whether and to what extend do
they satisfy each requirement. The next section provides a
concrete example of this output in the context of an actual
use case where we applied our framework.

III. FRAMEWORK APPLICATION

A concrete scenario where we applied our framework
involved the assessment of public datasets for the purposes
of reusing them within a semantic annotation system. In
particular, we wanted to annotate texts describing football
matches from the Spanish League by means of an in-house
ontology-based semantic entity recognition system whose
effectiveness depends on the characteristics and quality of
the available domain knowledge. For that, we wanted the
dataset to be reused to i) contain information about all the
current teams of the Spanish football league, ii) all its entities
to have at least one associated label and iii) to relate teams
with the players that current play in them.

Figure 1. Example of Formal Summarization Task Definition

To perform this assessment, we used the model of section
II to define a custom summarization task that could help us
assess the degree to which some existing datasets satisfied
these requirements. A snapshot of the formal definition of
the task where the task, its goal and its requirements are
defined, is shown in Figure 1.

We executed this task against DBPedia and Freebase,
automatically producing the summary report of table I. As
one can see the system provides a yes/no answer as to
whether each dataset satisfies each requirement but also
additional information on why this may or may not be
the case (e.g., the percentage of missing labels). The first
reason this latter feature is important is that a requirement
might not be satisfied because the relevant threshold might
have been set too high (e.g., the requirement for 100%
labeling). Thus, by showing the actual satisfaction score,
the user may decide to relax his/her constraints for the
given requirement, especially when there is no dataset fully
satisfying it. The second reason is that a requirement might
seem to be satisfied, yet that might not be actually true
for reasons pertaining to the system’s underlying methods
and/or the datasets. For example, a closer inspection of the
current roster relation in Freebase’s website reveals that its
instances do not adhere to the semantics of the relation as
there are player-team pairs that are no longer valid. Thus,
the generated summaries allow users to judge further the
suitability of the datasets and refine the requirement rules.

IV. RELATED WORK

Most approaches for semantic data summarization focus
on deriving generic goal-independent summaries that pro-
vide a high level overview of the data and highlight some
of its aspects. For instance, in [3], summaries have the form
of questions that can be answered by the dataset, while in
[4] summaries consist of the most representative concepts of
an ontology, determined based on cognitive and statistical
criteria. Nevertheless, these types of summaries are not
linked to particular goals nor are they parameterizable.

Relevant to ours work may be also found in the area of
semantic data quality where various approaches attempt to
define quality criteria and metrics for semantic data. SemRef
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Table I
EXAMPLE OF A GOAL-DRIVEN DATASET SUMMARY

Requirement DBPedia Freebase
Spanish League Coverage YES YES
At least one label per en-
tity

NO (5% of the entities has no
labels)

YES

Player-Team Relation YES (“dbpprop:currentclub”) YES (“http://freebase.com/soccer/football team/current roster”,
“http://freebase.com/soccer/football player/current team”)

[8], for example, defines such criteria for evaluating the
quality of semantic metadata with respect to how well they
describe a set of resources. A more generic framework is
Sieve [9] that allows the definition and calculation of custom
quality metrics over already available dataset metadata. In
that sense it is similar to our approach as it is parameteriz-
able and goal-driven. Nevertheless, our framework goes one
step further by allowing also the definition of generation
methods for this metadata (in the form of the data analysis
operations), thus covering a wider set of use cases.

Finally, checklist-based approaches have been recently
used in biology [10] and in scientific workflows [7], though
not yet, to the best of our knowledge, for the task of
summarizing and evaluating semantic datasets for reuse
purposes.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented our ongoing work on a frame-
work for the definition and execution of goal-driven semantic
data summarization tasks, as a way to enable organizations
and practitioners to take better decisions on whether existing
datasets are suitable for their purposes. The framework
follows the checklist paradigm and uses a formal ontological
model to represent summarization tasks by means of goals,
requirements and data analysis operations. Our immediate
future works include further technical development of the
framework, especially in relation to the management of the
datasets (a list of available datasets needs to be created
and maintained from sites like http://linkeddata.org/data-
sets, while local endpoints should be created for datasets
that currently lack ones). Moreover, additional high-level
requirements and data analysis operations will be defined,
as well as a User Interface for the definition and generation
of semantic data summaries.
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Abstract— Semantic metadata enables contextual and relevant 
data to be identified for a particular entity. The use of 
ontologies creates a bridging mechanism, whereby semantic 
metadata can be referenced and validated   to ensure that 
relevant and useful information is collected. This also ensures 
trust and logic can be attained in search functionality. The 
paper explores the foundations of the research for the design 
of an Information Gathering tool for the Business Intelligence 
Domain.  The aim of the project is to effectively present next 
to real-time knowledgeable answers to runtime user generated 
queries for extracting business intelligence. The tool will 
collect information from   disparate sources   and requires the 
implementation of semantics to safeguard the future of 
knowledge discovery and reuse. This paper summaries the 
research and conceptualisation for our Information Gathering 
tool using semantic metadata to be utilised in the area of 
Business Intelligence. 

Keywords-Semantics; Metadata; Ontology; Business 
Intelligence. 

I.  INTRODUCTION 
 

“The World Wide Web was originally built for human 
consumption, and although everything on it is machine- 
readable, this data is not machine-understandable.  It is 
very hard to automate anything on the web, and because 
of the volume of information the web contains, it is not 
possible to manage it manually” [1]. 

 
As the technological growth exponentially increases, 

the vastness of data and information available for 
consumption and reuse is equally daunting. Incorporating 
semantics, specifically semantic metadata, into search 
functionality and classification, relevance and precision 
can be enhanced. In order to successfully implement 
semantic metadata, ontologies can be utilised and these 
principles can be applied for conducting knowledge 
extraction for gaining Business Intelligence  (BI).  The 

paper discusses the fundamentals of semantic metadata 
and ontology and how their application will benefit the   
Intelligence Gathering Using Semantic Metadata and 
Ontology (IGUSMON) project, currently work in 
progress. The aim of the tool is to provide next to real- 
time knowledgeable answers to runtime user generated 
queries, from disparate sources, in noncritical multimedia 
systems focusing on BI. We present the design, which 
combines ideas discussed in  “The Semantic Web”  [2] 
with theory proposed from the study of nature, most 
notably for our research, Swarm Intelligence [3] and 
proposes how they can be applied to extract knowledge 
for BI. 

 
The outline for the paper is as follows: Section II will 

discuss the fundamentals of semantic metadata and the ad- 
vantages of having well defined concepts for appropriation. 
It further explores Swarm Intelligence and how the theory 
studied and documented from research into particular 
natural systems can help design an efficient computer 
system, with the ability to utilise logic in its decision-
making. Section III presents the design of the IGUSMON 
project algorithm and analyses the benefits and limitations 
that may be encountered during the development phase. 
Related and existing work is also identified. 

II. SEMANTIC METADATA AND ONTOLGICAL 
FUNDAMENTALS 

For the design of an Intelligence Gathering tool, the 
difference between simple information, assets and actual 
intelligence required definition and identification. 
Information encapsulates a wide range of concepts and 
phenomena. They relate to both the processes and material 
states, which are closely interrelated. Information can be: 
•  “A product, which encompasses information as an 
object, as resource, as commodity. 
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• What is carried in a channel, including the medium 
channel itself. 
•  The Contents.” [4][5][6][7] 

Information can be an asset to stakeholders and or a 
particular entity, for example, data companies such as 
Acxiom, TargusInfo and BlueKai [8]. An asset can be 
defined as a single item of ownership having exchange 
value [9][10][11][12][13]. Information assets are physical, 
hardware, software, data, communications, administrative 
and personnel resources of a computing system [14]. Every 
information asset contains some sort of information that 
we can analyse and extract intelligence from. 

Intelligence can be defined as a specialised form of 
knowledge, an activity, and an organisation. As 
knowledge, intelligence informs leaders, stakeholders or 
entities, uniquely aiding their judgment and decision-
making. As an activity, it is the means by which data and 
information are collected, their relevance to an issue 
established, interpreted to determine likely outcomes, and 
disseminated to individuals and organisations who can 
make use of it, otherwise known as consumers of 
intelligence [15]. This becomes more complicated 
depending on the situation and the stimuli that we are 
observing and impacts how we extract different 
intelligence. The application and usability of this 
intelligence simply depends upon the search criteria and 
purpose for the collection. For the objectives of the 
IGUSMON project, collected information will be 
referenced against ontologies, which will be specifically 
created for BI, to filter relevant intelligence according to 
the subjects identified. 
An important factor when collecting information that will 
be classified, as intelligence is the need for accuracy and 
trust, since the World Wide Web or information 
environment, unfortunately and inevitably provides a 
wealth of misinformation. The United States Department 
of Defense (DoD) has defined the Information 
Environment (IE) as: 

“The aggregate of individuals, organisations and 
systems (resources) that collect, process, disseminate, or 
act on information.” [16] 

Akin to reality, the virtual space is the new realm of 
warfare and dissemination of misinformation. Clausewitz 
and Tzu [17][18] theorised about warfare and military 
mentality and strategy in their respective works, and 
although the context is different, the theory can still be 
applied to virtual information warfare. Through the 
implementation of consistent semantic metadata and 
well-defined ontologies, BI will be collected, structured, 
efficiently stored and organised; ensuring they can also 
be easily retrieved and analysed when required. 
Furthermore the threat of misinformation can be 
minimised and or eliminated and trust attributed to the 

extracted knowledge. Metadata is structured 
information t h a t  describes, explains, locates, or 
otherwise makes it easier to retrieve, use, or manage an 
information resource. Metadata is often called data about 
data or information about information [19]. It is utilised 
in the classification, archiving and most importantly the 
retrieval of information, data, and resources and assets. 
If the metadata is maintained and organised correctly, the 
availability and retrieval is exponentially increased 
[20][21]. 

Jokela [20] identifies thirteen categorisations of 
metadata, of which we have identified the three main 
types of metadata that will be utilised in the IGUSMON 
project: 

• Descriptive Metadata describes a resource for 
purposes such as discovery and identification. 

•  Structural Metadata indicates how compound objects 
are put together, for example, how pages are ordered 
to form chapters. 

•  Administrative Metadata provides information to help 
manage a resource, such as when and how it was 
created, file type and other technical information and 
who can access it [19][20][21]. 

Metadata is utilised in a variety of different situations 
by varying institutions. The Police Force, Military 
facilities, Governments, Libraries, Museums, Internet 
search engines, Public and Private Sector companies are 
just a few examples of where metadata is applied and 
incorporated into everyday tasks and utilised on a daily 
basis [22]. Foulonneau and Riley [21] add: “Metadata 
allows various functions to be performed on digital 
resources, for example, discovery, interpretation, 
preservation, management, representation and the reuse of 
objects.” 

Semantics is the branch of linguistics and logic 
concerned with meaning. The two main areas are logical 
semantics, concerned with matters such as sense, 
reference, presupposition and implication, and lexical 
semantics, concerned with the analysis of word meanings 
and relations between them [23]. Semantic Metadata, or 
meaningful and useful data, are essential in today’s 
information oriented world of discovery and provide the 
foundations for developing our ontologies. 

Simply defining ontology is exigent and requires some 
background into its lexicology and etymology. Originally 
the term is from philosophy and denotes a systematic 
account of existence. In computer science and Artificial 
Intelligence, ontology is an explicit specification of a 
conceptualisation and states what exists can be represented 
[24]. 

Jokela [20] concurs: “Ontologies are conceptual 
models that map the content domain into a limited set of 
meaningful concepts.” Formal ontology aims to provide a 
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specification of the meaning of terms within a vocabulary. 
When conceptualising ontological expressions, the design 
needs to ensure that the continuants and participants are 
not stochastically determined [25]. 

By defining ontologies based on a particular domain 
[26], the algorithm [27][28] within the Intelligence 
Gathering tool will facilitate the return of intelligence in a 
structured manner and only for information predefined 
within our ontologies for BI. Figure 1 presents a 
breakdown of the thinking required behind ontology design 
and will form the foundations for developing our BI 
ontologies. 
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Fig. 1.    Visualisation of layers for Ontology Creation [2][29] 
 
The combination of utilising the semantic metadata with 
the creation of ontologies focusing on the intelligence 
domain, integrated by an algorithm, will enable the system 
to simulate and implement logic in its decision-making. 
The notions put forth by Dumontier and Hoehndorf [25] 
will also be considered, ensuring that Entities or Subjects 
can be combined with meaningful Continuants or Objects’ 
respectively [22]. The algorithm will utilise web spiders to 
collect the data, and use swarming agents to enable 
communication between the different system components, 
which include the ontologies. 
Swarm intelligence [3][30] theories, developed through 
research and study into natural systems, are often 
implemented and utilised in the design of robotic agents. 
“Theories of Self-Organisation (SO), were originally 
developed for the contextual benefit of physicists and 
chemists to describe the emergence of macroscopic 
patterns” [31][32]. However, SO can be extended to social 
insects and describe how complex collective behaviour 
may emerge from interactions along individuals that 
exhibit simple behaviour but contribute towards the same 
task. Recent research reflects that SO is indeed a major 
component of a wide range of collective phenomena in 
social insects and designers of robotic agents have applied 
this natural inspiration in the realisation of different 
robotic agents and artificial systems [22][33]. Social 
insects have limited cognitive abilities, and therefore the 

simplicity can be applied to the design of robotic agents, 
that mimic their behaviour at some level of description 
[3][31]. 

The systems of nature and their behaviours are theories, 
in the continuous processes of study and research and the 
accuracy of the exact biological science of their physical 
behaviour is not of importance for our purposes. 
“Algorithms do not have to be designed after accurate or 
true models of biological systems; efficiency, robustness 
and flexibility are the driving criteria, not biological 
accuracy” [3]. This is why we often use the term 
biologically inspired. The modelling of social insects by 
means of SO can help design artificial distributed problem 
solving devices- swarm-intelligent systems. Although 
biologically inspired swarm intelligence has an appeal to 
those developing such systems, it is however, fair to say 
that very few applications of swarm intelligence have been 
developed. One of the main reasons for this relative lack of 
success resides in the fact that swarm-intelligent systems 
are hard to ‘program’, because the paths to problem 
solving are not predefined but emergent, resulting from 
interactions among individuals and between individuals 
and their environment, as much as from the behaviours of 
the individuals themselves [3]. There are two types of 
emergence, light and strong. Light emergence, where the 
final behaviour can be deduced from the rules, is in 
contrast to strong emergence. There are philosophical 
arguments regarding this; however it is always easier to 
take a system and analyse how the behaviour results from 
the interacting rules, than it is in all but trivial cases, to 
engineer behaviour from simple interacting rules. 
Therefore, using a swarm-intelligent system to solve a 
problem requires a thorough knowledge not only of what 
individual’s behaviours must be implemented but also of 
what interactions are needed to produce such or such 
global behaviour [3]. This is where ontologies are 
introduced into the design of our system. 

The reduction of the behaviour of these agents can be 
expressed in equations [3] and have been applied in 
applications in the areas of Robotics, Information 
Operations, Evolutionary Computing, Neural Networks, 
Agent Management and others [30]. Watson adds, “Agent 
properties can be utilised in: Learning; Social Learning; 
Environmental Learning; Histories; Cognition and 
Communications” [30]. 

III. IMPLEMENTING ONTOLOGIES WITH SEMANTIC 
METADATA WITHIN THE IGUSMON PROJECT 

Web spiders enable the search and retrieval of specific 
information from the contents of a particular webpage or 
website. Furthermore, spiders can be programmed to 
search vast datasets without the need for continuous human 
interaction. Once the spider is deployed it can crawl from 
webpage to webpage, through the extraction of hyper- 
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links and therefore create a list of searchable content. 
Spiders can implement intelligence gathering through the 
collection of specific information from disparate sources, 
relationally stochastic and orthogonal. They can be 
programmed for the required level of independency, and 
will function by examining the semantic metadata of the 
digital resource. The web spiders provide an excellent 
mechanism for gathering the required websites and the 
corresponding semantic metadata for the target search, 
which will then enable the other features of the system 
to mine and structure the data for presentation in the form 
of a knowledgeable answer [22]. 

The research is in its infancy and the following 
architecture and design described is the 
conceptualisation of our algorithm for intelligence 
gathering using semantic metadata. Figure 2 illustrates the 
conceptual design of the Information Gathering tool, 
which demonstrates how the web spiders will act as a 
mechanism for gathering the raw data, before sending the 
extracted semantic metadata back to the database for 
validation with the predefined ontologies. Once the 
extracted data is verified, a data-mining [34] algorithm 
structures the data into information before returning it as a 
knowledgeable answer to the Query Management System. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.    IGUSMON Project System Architecture [22] 
 

Venturing deeper into the mechanics of the Intelligence 
Gathering tool and specifically to the core elements of the 
design, Figure 3 illustrates the System Architecture and the 
critical elements of the system, as well as how the swarming 
agents communicate. The Query Management System will 

signal the release of the web spiders from the spider 
deployment module via the database and a swarming agent. 
Collected information will be verified for relevant 
intelligence within the Validation Module via ontology 
checks. However, before the semantic metadata reaches the 
Validation Module, a final check will be conducted via a 
worker agent against the Irrelevant Data module, where 
discarded information from previous extractions, that did not 
produce positive intelligence results relating to a query, are 
stored.  
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web spiders will act as a mechanism for gathering the
raw data, before sending the extracted semantic metadata
back to the database for validation with the predefined
ontologies. Once the extracted data is verified, a data-
mining [34] algorithm structures the data into information
before returning it as a knowledgeable answer to the Query
Management System.
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Gathering tool and specifically to the core elements of the
design, Figure 3 illustrates the System Architecture and the
critical elements of the system, as well as how the swarm-
ing agents communicate. The Query Management System
will signal the release of the web spiders from the spider
deployment module via a swarming agent. Collected infor-
mation will be verified for relevant intelligence within the
Validation Module via ontology checks. However, before
the semantic metadata reaches the Validation Module, a
final check will be conducted via a worker agent against
the Irrelevant Data module, where discarded information
from previous extractions, that did not produce positive
intelligence results relating to a query, are stored. As stated
earlier, all information may prove to be intelligence and
can be utilised depending upon a particular objective or
query; therefore all extracted semantic metadata will be
stored, either in the database or the Irrelevant Data module.
The information gathered will be filtered through a data-
mining [34] algorithm and the architecture of the Data
Mining Algorithm will incorporate Floridi’s [5] Mathe-
matical Theory of Communication (MTC) in the design,
illustrated in Figure 4.

The architecture of the algorithm differs from related
work in that it focuses only on extracting semantic meta-
data for filtering against our BI ontologies. Furthermore,
the application of swarming worker agents within the
system ensures that multiple tasks are conducted concur-
rently. The benefits of this focus are anticipated to ensure
vast datasets can be quickly referenced and utilised for
extraction. The direct integration of the semantic metadata
with the ontologies will ensure that relevant knowledge
can be extracted. An obvious limitation to this method
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benefits of this focus are anticipated to ensure vast datasets 
can be quickly referenced and utilised for extraction. The 
direct integration of the semantic metadata with the 
ontologies will ensure that relevant knowledge can be 
extracted. An obvious limitation to this method will be 
determined by how much of the relevant data is attributed 
with semantic metadata. Even though semantic web methods 
have been proposed for over a decade now, data does exist 
that was created before and after, which seldom or 
minimally focuses on semantics. However this does not 
mean that semantic metadata is limited; with the 
technological growth and vast amounts of growing data, this 
limitation is becoming less finite. The other limitation that 
will impact our research will be the reach of the algorithm. 
When the conceptualisation of the algorithm is developed, 
the testing will focus on a finite number of websites for 
extraction, due to available computing power and time 
constraints. As mentioned, the focus of the IGUSMON 
project is currently immersed within this area and 
development is in progression; some of the design elements 
proposed may change as the modules are created and tested 
for feasibility. 
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web spiders will act as a mechanism for gathering the
raw data, before sending the extracted semantic metadata
back to the database for validation with the predefined
ontologies. Once the extracted data is verified, a data-
mining [34] algorithm structures the data into information
before returning it as a knowledgeable answer to the Query
Management System.
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Gathering tool and specifically to the core elements of the
design, Figure 3 illustrates the System Architecture and the
critical elements of the system, as well as how the swarm-
ing agents communicate. The Query Management System
will signal the release of the web spiders from the spider
deployment module via a swarming agent. Collected infor-
mation will be verified for relevant intelligence within the
Validation Module via ontology checks. However, before
the semantic metadata reaches the Validation Module, a
final check will be conducted via a worker agent against
the Irrelevant Data module, where discarded information
from previous extractions, that did not produce positive
intelligence results relating to a query, are stored. As stated
earlier, all information may prove to be intelligence and
can be utilised depending upon a particular objective or
query; therefore all extracted semantic metadata will be
stored, either in the database or the Irrelevant Data module.
The information gathered will be filtered through a data-
mining [34] algorithm and the architecture of the Data
Mining Algorithm will incorporate Floridi’s [5] Mathe-
matical Theory of Communication (MTC) in the design,
illustrated in Figure 4.

The architecture of the algorithm differs from related
work in that it focuses only on extracting semantic meta-
data for filtering against our BI ontologies. Furthermore,
the application of swarming worker agents within the
system ensures that multiple tasks are conducted concur-
rently. The benefits of this focus are anticipated to ensure
vast datasets can be quickly referenced and utilised for
extraction. The direct integration of the semantic metadata
with the ontologies will ensure that relevant knowledge
can be extracted. An obvious limitation to this method

 
 

A. Related Work 
 
The foundations of the research are attributed to Berners-

Lee et als. “The Semantic Web” [2], Gruber’s [24] research 
on ontologies and Bonabeau et als. [3] research on Swarm 
Intelligence. Further related work within our research 
focused on where semantic metadata and ontological 
mapping has been incorporated within the design, collection 
and extraction. Jokela [20] implements the use of semantic 
metadata within media content. Whereas, Stefanov and 
Huang’s [35] research focuses on metadata context 
management. Vlachidis et al. [36] attribute and refer to this 

concept of utilising semantic metadata as Semantic 
Annotation within their research. They incorporate Semantic 
Annotation within their mechanism responsible for 
connecting natural language and formal conceptual 
structures, observing that the incorporation of semantic 
metadata could enable new information accessibility and 
enhance existing methods and systems. The IGUSMON 
project focuses on applying these methods in the area of BI. 

IV. CONCLUSIONS AND FUTURE WORK 
Implementing ontologies into the design and application 

of the IGUSMON project, enables relevant information to 
be defined within a strict set of requirements, so that precise 
retrieval can be achieved. The sheer volume of information 
assets or intelligence that can be gathered through search 
today is overwhelming; the focus on semantic metadata 
ensures that ontologies can be developed to conceptualise 
subjects and objects and ultimately enable us to simulate 
logic in the search for valuable intelligence. The 
development of the algorithm and the creation of the 
ontologies for BI have begun. The intention for 
demonstrating the successful completion of the algorithm 
and architecture will be through the use of a user interface, 
enabling users to submit runtime generated queries. The 
design of the algorithm and overall architecture of the tool, 
will ensure that if the ontologies are modified, there will be 
minimal disruption and ensures that any expansion of search 
parameters can be integrated. Semantics enable contextual 
and relevant intelligence to be gathered; the extensibility of 
the database storing the ontologies ensures that additional 
information and specifically triplets, can be incorporated 
when a limitation is identified. This is a key factor since the 
web spiders will retrieve information specified by their 
defined semantic metadata, and as linguistics and modern 
languages have taught us throughout history, the semantics 
of words and expressions are always evolving to reflect 
changes in society. 
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Abstract—Most of the work on polarity detection consists in
finding out negative or positive words in a document using
sentiment lexical resources. Indeed, some versions of such
approaches have performed well but most of these approaches
rely only on prior polarity of words and do not exploit the
contextual polarity of words. Sentiment semantics of a term
vary from one domain to another. For example, the word
"unpredictable" conveys a positive feeling about a movie plot,
but the same word conveys negative feeling in context of
operating of a digital camera. In this work, we demonstrate
this aspect of sentiment polarity. We use TREC Blog 2006
Data collection with topics of TREC Blog 2006 and 2007 for
experimentation. The results of our experiments showed an
improvement (95%) on polarity detection. The conclusion is
that the context plays a role on the polarity of each word.

Keywords-opinion; polarity; blogs; information retrieval; query
categorization.

I. INTRODUCTION

Opinion retrieval aims at relating documents that are both
relevant to the query (topic) and express opinions about it.
It suffers from problems that are different from the ones that
occur in classical information retrieval where the subject is
identified only by keywords [14][15].

The opinion conveyed by a text can be expressed by
very subtle and varied words, therefore it is often difficult
to exactly determine it. The classification of sentiments
(polarity) is a sub-task in opinion detection [23][27]. It
consists in determining whether an opinion in a given
document is positive or negative, which has been challenged
at Text Retrieval Conference (TREC) Blog Track since 2006
[28]. The approaches explored by track participants can be
devised in two types of approaches for opinion and polarity
detection. Some of them are based on the lexicon of opinion
words, others on machine learning [17][20].

The first type of approach uses a lexicon of opinion
words. This lexicon can be general (such as SentiWordNet
[21], General Inquirer [22], Subjective Lexicon [25]), built
manually or generated automatically from the corpus (words
that contain an opinion are taken directly from the corpus).
Each word in the lexicon is associated with opinion and
polarity scores. These scores are exploited by different
approaches to compute the opinion (or polarity) score of
a document. A simple method is to assign a score equal to

the total number of words containing an opinion (or polarity)
in the document [4][20].

The second type of approach is based on machine learn-
ing. This type of approach has two aspects: the level of
the features (it is the characteristics of opinion word that
determine whether a document contains opinions or not),
and the type of classifier. The main features that are used
are: single words, bi-grams, trigrams, part of speech and
the main classifiers that are used in the polarity detection
are: SVM, Naive Bayes, Logistic Regression [5][20]. Other
works use a mixed approach (machine learning and lexicon)
[13][14].

However, most of previous work do not take into ac-
count the context of words. The context can be defined by
negation, word senses, syntactic role of words around the
given word, intensifiers (or diminishers), or the domain of
the topic. The prior polarity of a word is sometimes subject
to changes under its context. The new polarity of the word
defined by its context is called its contextual polarity. Let
us take examples to illustrate what contextual polarity is:

• Negation: Polarity assigned to the term happy is posi-
tive, but if this term is preceded by negation word such
as "not" or "never", its polarity changes and becomes
negative.

• Word sense: the word "Car" has different meanings. For
example it means "a motor vehicle with four wheels;
usually propelled by an internal combustion engine" or
"the compartment that is suspended from an airship and
that carries personnel and the cargo".

• Intensifiers: "very bad" (intensifiers), "little problem"
(diminishers).

• Domain of topic: the word "unpredictable" gives a
positive feeling while writing a movie plot but the same
word is negative about the features of a digital camera.

The above examples show that a word changes meaning
(polarity) according to several characteristics (Negation,
Word sense, Domain of topic). These characteristics are part
of polarity context. We are interested in one part of the
polarity context, it is the domains of the topic. Our basic
assumption is that a word changes its polarity from one topic
to another, e.g., "unpredictable". To investigate this question
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we propose to categorize the topics into classes (domain),
so that an opinion word has the same polarity for all topics
of the same class. Then, we determine the polarity for each
class.

In this paper, we show the impact of the context in the
polarity detection by conducting experiments on data sets
of various domains. We use TREC Blog (Text Retrieval
Conference) 2006 Data collection with topics of TREC Blog
2006 and 2007 for experimentation purposes [19]. We use a
machine learning system and simple features as number of
positive words, number of negative words, number of neutral
words, and the number of adjectives in a text to the polarity
detection. We categorize the topics into six classes (Films,
Person, Organization, Event, Product, Issue), and show that
this categorization improves the opinion detection. The goal
isn’t to use sophisticated level of linguistic analysis but it is
to show the impact of topic domain on polarity detection.

The remainder of this paper is organized as follows. In
the Section 2, we present the related work. In Section 3, we
describe the Text Retrieval Conference (TREC). Sections 4,
5 and 6 describe our experiments. We, then, conclude the
paper and give some remarks about the related future work.

In this work, we have evaluated the effectiveness of using
topic domains on sentiment detection using a standard data
collection. It is found that using topical knowledge of topics
helps increasing effectiveness of sentiment detection.

II. RELATED WORK

Few works exist that have proposed approaches to identify
the contextual polarities in opinion expressions [7][9][12].
Yi, Nasukawa, Bunescu and Niblack [9] use a lexicon
and manually developed high quality patterns to classify
contextual polarity. Their approach shows good results with
high precision (75-95%) over the set of expressions that they
evaluate.

Popescu and Etzioni [7] use an unsupervised classifica-
tion technique called relaxation labeling [10] to recognize
the contextual polarity of words. They adopt a three-stage
iterative approach to assign final polarities to words. They
use features that represent conjunctions and dependency
relations between polarity words.

Suzuki, Takamura and Okumura [12] use a bootstrapping
approach to classify the polarity of tuples of adjectives
and their target nouns in Japanese blogs. Negations (such
as "only" and "not") were taken into account when iden-
tifying contextual polarities. The problem with the above
approaches is their limitation to specific items of interest,
such as products and product features, or to tuples of
adjectives and nouns.

In contrast, the approach proposed by Wilson, Wiebe
and Homan [11] classifies the contextual polarity of all
instances of the words in a large lexicon of subjectivity
clues that appear in the corpus. Included in the lexicon

are not only adjectives, but nouns, verbs, adverbs, and
even modals. They dealt with negations on both local
and long-distance levels. Besides this, they also included
clues from surrounding sentences. It was the first work to
evaluate the effects of neutral instances on the performance
of features for discriminating between positive and negative
contextual polarity.

III. TEXT RETRIEVAL CONFERENCE TREC

Text Retrieval Conference (TREC) was stated in year
1992 with the sponsor of U.S. Department of Defense and
U.S. National Institute of standards and Technology (NIST).
The objective of the TREC is to support and encourage IR
by providing an infrastructure for evaluation of text retrieval
methodologies. This infrastructure is composed by: a test
data collection (Table I), a set of queries (Table II) and a set
of relevance assessments (qrels) (Table III).

Table I
TREC BLOG 2006 COLLECTION DETAILS [28]

Characteristic Value
Number of Unique Blogs 100,649
RSS 62%
Atom 38%
First Feed Crawl 06/12/2005
Last Feed Crawl 21/02/2006
Number of feed Fetches 753,681
Number of Permalinks 3,215,171
Number of Homepages 324,880
Total Compressed size 25 GB
Total Uncompressed size 148 GB
Feeds (Uncompressed) 38.6 GB
Permalinks (Uncompressed) 88.8 GB
Homepages (Uncompressed) 20.8 GB

Table II
STANDARD TREC BLOG TOPIC FORMAT

<top>
<num> Number: 851 </num>
<title> March of the Penguins </num>
<desc> Description:
Provide opinion of the film documentary "March of the Penguins".
</desc>
<narr> Narrative:
Relevant documents should include opinions concerning the film
documentary "March of the Penguins".
Articles or comments about penguins outside
the context of this film documentary are not relevance.
</narr>
</top>

Many tracts are considered by TREC as blog Track,
many tasks are defined in this Track for example: Opin-
ion Finding Retrieval Task and Polarity Opinion Finding
Retrieval Task. Several data collection with their relevance
judgments(baseline) for different IR tasks were provided par
TREC. For the blogs Track, TREC has released two data
collections: Blog 2006 and Blog 2008. From 2006 to 2009,
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Table III
TREC BLOG RELEVANCE JUDGEMENTS LABELS

Label Caption Description
-1 Not Judged A label of -1 means that

this document was not ex-
amined at all due to offen-
sive URL or Header

0 Not Relevant The post and its comments
are not at all relevant to
the topic

1 Relevant The post or its comments
contain some information
about the topic but no
opinion found about the
topic concerned

2 Relevante,
Negative
Opinions

The post is relevant and
contain a negative senti-
ment for the topic

3 Relevant,
Mixed
Positive and
Negative
Opinions

The post is relevant and
contain both positive and
negative opinions about
the topic

4 Relevant,
Positive
Opinions

The post is relevant and
explicitly positive about
the topic

TREC has been providing 50 new topics each year. For our
work, we choose to evaluate experimentation using TREC
blog 2006 data collection with topics of year 2006 and 2007.

IV. CATEGORIZATION OF TOPICS

We propose to classify the topics of TREC blogs 2006
and TREC blogs 2007 into six classes: TV (TV), Person
(PE), Organization (OR), Event (EV), Product (PR), Issue
(IS). This categorization was built manually and inspired by
[20] (Table IV).

Each topic of TREC blog 2006 and 2007 was marked
by two people (PHD students) called annotators. In the
instructions, annotators were asked:

• to read the descriptions, the title of each topic.

• to assign one class among the available classes.

We showed that there is small disagreement (Kappa =
0.77) between the annotators: for the topics of year 2007
"15 disagreements" and only one for 2006. To solve the
disagreements of the two annotators, a third annotator was
asked to classify these topics. Table V shows the results.

We conducted experiments on the polarity detection using
this topic categorization. We worked only with relevant
documents of these topics. We then analyzed the effects

Table IV
JUDGMENT OF ANNOTATORS FOR DIFFERENT TOPICS

ANNOTATOR 1 ANNOTATOR 2

TV PE OR EV PR IS TOT

TV 12 0 0 3 0 1 16

PE 0 20 1 0 0 0 21

OR 0 0 14 3 0 2 19

EV 0 1 0 7 0 2 10

PR 0 0 1 0 13 3 17

IS 0 0 0 2 0 15 17

TOT 12 21 16 15 13 23 100

Table V
THE FINALE TOPIC CATEGORIZATION

CLASS TOPICS 2006 TOPICS 2007 TOT

TV 9 3 12

PE 11 10 21

OR 9 8 17

EV 3 10 13

PR 5 10 15

IS 13 9 22

of this categorization. We performed experiments in two
phases. In the first phase, we performed experiments of
polarity detection without categorization of topics. In the
second phase, we use the categorization of topics to detect
polarity. The result of those experimentations was compared
with the relevance judgment of TREC.

V. POLARITY DETECTION WITHOUT CATEGORIZATION
OF TOPICS

We used a logistic regression model for our experiments.
We chose some simple and common features of polarity
detection (number of positive words, number of negative
words, number of neutral words, and the number of
adjectives), as already used in [1]. The experiments for
the polarity detection without categorization of topics are
devised in three different environments. All experiments
and their parameters are explained below:

A. First experiment
The experiment was performed using the same fea-

tures as those explained above. A cross-validations were
performed for topics of 2007. The evaluation measures
being used to report results are MAP (Mean Average
Precision) and P@10 (Precision at 10 documents). More
these measures are higher, more the detection of polarity
is better. Table VI shows the results of polarity finding
MAP and Precision. In this experiment, the data used in
the learning phase are much larger than the data used for
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the testing, because of that the results are not significant.
Therefore, before discussing other causes that could
improve these results, we conduct another experiment
using a small number of learning data for experiments
without topics categorization.

Table VI
RESULTS OF THE FIRST EXPERIMENTATION

RUN POS NEG

MAP P@10 MAP P@10

EXPERIMENT 1 0.099 0.200 0.065 0.060

B. Second experiment
In this context, the learning data was reduced from 40

to 22 topics. 22 is the maximum number of topics in a
group categorization (Table IV) and the choice of topics
of the test was done in numerical order: the first test was
done for the topics from 901 to 910, the second for the
topics from 911 to 920, the third for topics from 921 to
930, the fourth for topics from 931 to 940 and the fifth
for topics from 941 to 950.

Table VII
RESULTS OF THE SECOND EXPERIMENTATION

RUN POS NEG

MAP P@10 MAP P@10

EXPERIMENT 2 0.163 0.200 0.062 0.058

The problem that can arise is that the topics of the
same class may be in the test and in the learning, which
should be avoided. Therefore, we conduct another
experiment using a third parameter.

C. Third experiment
For this experiment, we wondered about performance

when an item of an unknown class has to be processed
for polarity detection. To test robustness, we designed
an experiment for which we train the classifier on all
classes (e.g., Event, Product, TV, Person, Organization)
but one (e.g., Issue which acts as the unknown class). For
the testing phase, we submitted topics of "Issue" class
to the classifier and measured performance. This process
was repeated for all the 6 classes. Then, we averaged the
results, which are showed in Table VIII. Notice that this
intends to evaluate our classifier in the worst situation.

The results of this last experiment are even worse than
other results. This leads to the conclusion that a model
learned from a data of this topic is not suitable for data of
another topic. Next, we present our experimentation with
the categorization of topics, and compare the results.

Table VIII
EXPERIMENTS ON THE POLARITY WITHOUT

CLASSIFICATION OF TOPICS

RUN POS NEG

MAP P@10 MAP P@10

EXPERIMENT 3 0.055 0.072 0.036 0.054

VI. DETECTION OF POLARITY WITH CATEGORIZATION
OF TOPICS

In this section, we used the same features as those used
for the detection of polarity without categorization, namely:
number of positive words, number of negative words,
number of neutral words, and the number of adjectives.
A group of topics has been created for each class. We
considered the topics of TREC 2006 and TREC 2007
classified in six classes (films, person, organization, event,
product, issue). (N-1) cross validation was performed
among topics in each group, using a Logistic Regression
model [17], where N is the number of classes (6).

The comparison between "with categorization of topics"
and "without categorization of topics" (that is, in the worst
case) intends to show the benefit of topic categorization. The
results are shown in Table IX, where MAP and P@10 are
averaged across all topics.

Table IX
COMPARISON OF RESULTS FOR THE POLARITY

POS NEG
MAP P@10 MAP P@10

WITHOUT CATEGORIZATION 0.055 0.072 0.036 0.054
WITH CATEGORIZATION 0.109 0.146 0.068 0.068
% IMPROVEMENT 98.18 102.77 85.24 26.87

These results show that the classification of topics has
improved the results for all experiments that have been
made. We considered the last experiment (the third experi-
ment in Section 4) as the baseline for comparisons because
it represents the worst case situation (with a new class
to process). A considerable improvement (98.18% Map)
can be noted in the results. These results showed that the
categorization of topics can improve the detection results of
the polarity. It should be noted that the purpose of this work
was not to improve the previous work to detect the polarity,
but rather to analyze the effects of classification on the task
of detecting opinions.

Figures 1 and 2 show an improved measurement of each
MAP TREC topic 2007 for positive and negative polarities.
These figures showed that the topics for which significant
improvement (was validated through t-test (with p < 0.05))
was found in both polarities, are those belonging to classes
"Event","Issue" or "Person"(902, 907, 908, 924, 938, etc.).

65Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-293-6

SEMAPRO 2013 : The Seventh International Conference on Advances in Semantic Processing

                            74 / 82



Figure 1. The result of Positive MAP in the various topics of TREC,
using the two approaches: with categorization "MAP-AC" and without
categorization "MAP-SC".

Figure 2. The result of Negative MAP in the various topics of TREC,
using the two approaches: with categorization "MAP-AC" and without
categorization "MAP-SC".

Tables X and XI show the improvement of few topics of this
classes. The MAP of positive and negative words for the first
approach ("without categorization") is very low compared to
the second approach ("with categorization").

Table X
THE RESULT OF FEW TOPIC (TREC) FOR POSITIVE WORDS

TOPIC MAP-SC MAP-AC Improvement %
902 0.027 0.066 144.444
907 0.073 0.172 134.690
908 0.0541 0.239 342.513
924 0.047 0.186 288.726

One reason why a significant improvement is obtained
in these classes may be due to the number of topics in the
training data sets. Topics number of class "Issue" and class
"Person" are, respectively, 22 and 21.

Table XI
THE RESULT OF FEW TOPIC (TREC) FOR NEGATIVE WORDS

TOPIC MAP-SC MAP-AC Improvement %
902 0.102 0.207 102.239
907 0.044 0.100 127.272
908 0.006 0.023 270.312
924 0.031 0.179 463.836

However, this justification does not hold for the class
"Events" where we have 13 topics in total which is less
than the class "Org" (17 topics) and the class "Prod (15)".
One possible reason could be the classification itself of the
topics. We observed that most conflicts encountered during
the categorization of topics were to decide between the
topics classified as an "Event" and the topics classified as
"Issue". For example, it was difficult to decide whether the
"Speech" of the president is an "Issue" or an "Event".

VII. CONCLUSION AND FUTURE WORK

Our work focuses on the detection of polarity in blogs.
We assume that the context plays a role on the polarity
of each word. One word changes meaning (polarity) when
used in different subjects. We proposed two approaches.
The first approach uses simple features to determine the
polarity. The second approach introduces a categorization
of topics and documents relevant to these topics. For each
class we use the simple features and Logistic Regression
classifier. A comparison of these two methods is made, the
second method gives better results than the first with more
than 95% improvement. The conclusion is that the domain
context improves the result for the polarity detection.

In our work, the ranking of the topics was built manually;
in the future, we propose to use categorization algorithms of
machine learning (i.e., Support Vector Machine (SVM) [29])
and directory services (Yahoo, Dmoz, etc.) and use different
features for each class to improve the polarity detection.
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Abstract—Semantic data management refers to a range of
techniques for the manipulation and usage of data based on
its meaning and its rapid growth gives rise to the problems
of building novel models and architectures for its distributed
management allowing efficient query processing and reasoning.
The first part of the work proposes an actor model for
distributed semantic data management based on the concept of
liquid architectures proposing an actor programming frame-
work and execution environment to store, query and reason
over structured RDF data. The motivation being to provide a
low latency, high throughput distributed platform for semantic
data. The second part of the work proposes a pay-as-you-go
model and architecture for providing OWL-based semantics
as a service including ontology construction, alignment and
noise removal from text documents according to the query
workload using hadoop map-reduce framework. The third part
of the work proposes a query model, including four initial
approaches, to generate interactive suggestions as an aid to
the user for better formulation of SPARQL queries.

Keywords-distributed semantic data management; actor-
based systems; ontology learning; ontology noise removal;
ontology alignment; hadoop map-reduce; interactive sparql
querying

I. INTRODUCTION

The goal of this paper is to present ideas for research
projects on distributed semantic data management and its
querying. The paper sketches initial approaches towards
designing novel models and architectures for it.

Section II proposes an actor model for distributed seman-
tic data managment based on the concept of liquid architec-
tures. The actor model abstraction, including a programming
model and run-time system, has been used to deploy web
services on the cloud and this paper proposes to extend it to
store semantic data which would allow decentralized query
processing and reasoning. The motivation behind it is to
develop a low latency, high throughput distributed platform
specifically for semantic data. Sections A,B,C,D explain the
actor model, proposed architecture, related work and future
work respectively.

Section III proposes a pay-as-you-go model to provide
semantics as a service which produces the research problems
of query specific ontology construction from text, noise
removal and alignment over hadoop map-reduce framework.
Sections A,B,C,D explain the owl-based semantics as a
service, related work, pay-as-you-go framework and archi-
tecture and future work.

Section IV introduces the problem of a query model
to generate interactive SPARQL query suggestions over
distributed semantic data to allow the user to formulate better
queries and presents initial three approaches towards it. Sec-
tions A,B,C,D explain the initial four approaches including
Ontology-based suggestions, Query-log based suggestions,
cache based query reformulation suggestions and exploration
based suggestion.

II. LIQUIDRDF : AN ACTOR MODEL FOR DISTRIBUTED
SEMANTIC DATA MANAGEMENT

This part of the work proposes an Actor Model for
Distributed Semantic Data Management. The foundation
of the proposed model is based on the Actor Model of
Computation. The motivation for the proposed model is to
allow the development of low latency and high throughput
platform and allow decentralized SPARQL query processing
and reasoning. Actor based Distributed Systems are built
on the concept that everyone are actors which are able to
abstract away the individual hosts and do not share any
memory, instead communicating only through messages.
The work proposes an architecture of the model based actor
programming framework and run-time system where each
actor is a liquid RDF store providing a SPARQL endpoint,
which for instance can be programmed in rdfstore-js, which
is a JavaScript implementation of RDF stores, according to
the concept of liquid architectures and a run-time system
based on the one proposed in [8]. The following subsections
sketch the actor model, programming model and the run-
time system to store and query distributed semantic data.

A. Proposed Actor Model

The Actor model is based on the concept that everything
is an Actor [3]. An Actor as a computational entity with
a behavior such that in response to each message received
can concurrently: Send a finite number of messages to other
Actors, Create a finite number of new Actors and Designate
the behavior to be used for the next message received.
Communications with other Actors occur asynchronously.
Actors abstract away the individual host. A number of actor
languages such as STAGE [4], have been proposed to build
actor based distributed systems.

The information workbench provides the front end user
interface which allows the client to pose queries and develop
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applications. The information workbench, proposed in [5],
is realized as a Web Application with AJAX-based front
end and a pure Java back-end. At its core is a semantic data
store which stores RDF data in triple stores that are accessed
through Sesame [6] APIs. The FedX model, proposed in
[7], implements the semantic store as a federation-based
model of SPARQL endpoints. The proposed work makes
use of the liquid architectures principles, as proposed in
[8] to model each RDF store providing a SPARQL end-
point as an actor allowing the development of semantic
web applications on the distributed semantic data as well
providing a decentralized query processing capabilities.

B. Proposed Architecture

In the proposed programming framework, each actor is a
liquid RDF store, which can be programmed in rdfstore-js,
that is a JavaScript implementation of RDF stores. A run-
time framework is proposed which is based on the actor
programming language execution environment which takes
care of naming system for the actors. as well as enabling
communication amongst them. The problem of changes in
distributed storage, processes and the traffic load as a result
of it is part of future work.

1) Programming Framework: Actors In the proposed
model, each actor is a liquid RDF store providing a SPARQL
end-point. The proposed architecture treats each actor both
as a semantic service provider and consumer. Each actor has
a service description describing the contents of the liquid
RDF store written in the form of SPARQL graph patterns.
Actors communicate with each other in the RDF data format.
The work also plans to add a feature to actors which would
allow them to take control of a set of actors and coordinate
them to attain specific goals.

Actor Script To begin with, the work plans to use rdfstore-
js [9], which is a JavaScript implementation of RDF store
with support for SPARQL queries, to program the liquid
RDF stores in the proposed architecture.

2) Run-Time Framework: Theater A theater represents
the execution environment of the actors. Each system has a
theater running on it, which has multiple threads or processes
of frames. The runtime should be able to compile each actor
as an independent entity but executed on a separate frame
on a separate thread or process.

Manager The manager is the module which runs on all the
systems and locates the actors and allows communication of
messages between them.

Migration & Load Balancing This module will take care
of actor allocations on different frames and their migration
across the systems.

C. Related Work

An architecture of a worldwide computing framework was
proposed in [10], which consists of a actor programming
language, a distributed run-time system and a middleware

architecture for load balancing. The proposed model in this
work can be considered as an adaptation of this framework
for the semantic web that would allow leveraging the over-
arching standards of the web and the semantic web via RDF,
SPARQL, and JavaScript to devise a viable platform for
application development. There has been related work on
storing RDF data on existing distributed platforms as in RDF
on hadoop [23], p2p systems [21] and agent based systems
[22]. This work on the other hand proposes a distributed sys-
tems designed specifically for semantic data and comparing
it with schemes to store on existing distributed platforms is
part of future work.

D. Future Work

1. Devising SPARQL query optimization strategies on
the proposed architecture for decentralized SPARQL query
processing in the proposed model where each actor evaluates
a part of the SPARQL query and transmits the partially
bound SPARQL query to other actors. Possible approaches
towards optimization can be based on the reputation-based
message routing model.
2. Devising RDFS reasoning strategies on the proposed
architecture to enable inferring new information and pre-
senting additional results for the SPARQL queries including
optimizations for forward chaining and backward chaining
approaches.
3. Application Development on the proposed architecture.

III. PAY-AS-YOU-GO FRAMEWORK AND ARCHITECTURE
FOR OWL-BASED SEMANTICS AS A SERVICE

This part of the work proposes a Pay-As-You-Go frame-
work and architecture for providing OWL-based Semantics
as a Service in the cloud. The model is related to the Data
as a Service model which is based on the concept that
the data is treated as a product and can be provided as a
service, whereas in this model the meaning of the data based
on OWL ontologies is treated as a product and provided
as a service. Schemes to interpret words have traditionally
been based on ontologies and the proposed work addresses
the problem of OWL ontology management on the cloud
in a pay-as-you-go fashion and offering the interpretation
of words based on them as a service. The documents are
stored in the cloud and the ontologies are built from them
in a pay-as-you-go manner. The ontologies are gradually
refined and aligned as needed by the query workload. The
following subsections sketch the proposed service, pay-as-
you-go model and architecture and the associated associated
research problems.

A. OWL-based Semantics as a Service

Cloud computing has emerged as a paradigm which deliv-
ers hosted services over the internet [11]. Cloud computing
relies on sharing of resources to achieve economies of scale.
These services have traditionally been classified into three
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categories : Infrastructure as a Service, Platform as a Service,
Software as a Service.

Here, the cloud provider provides OWL-based Semantics
as a Service to the client. Semantics refers to the study of
interpretation of words and the idea behind the service is
that the meaning of words can be provided as a service
over the cloud. Schemes to interpret words have traditionally
been based on ontologies. An ontology formally represents
knowledge as a set of concepts within a domain, and the
relationships between pairs of concepts. The work presents
the problem of OWL ontology management on the cloud
including the building and maintaining of OWL ontologies
in a pay-as-you-go fashion and offering the interpretation
of words based on them as a service. The proposed service
also looks to provide the user with an option to construct
an ontology using the ontologies already present in the web
using map-reduce.

Related Work Ontology as a Service was proposed in [12],
which is based on sub-ontology extraction and merging,
whereby multiple sub-ontologies are extracted from various
source ontologies, and then these extracted sub-ontologies
are merged to form a complete ontology to be used by the
user. The proposed work on the other hand proposes a pay-
as-you-go framework where the ontologies are constructed
and merged from the text documents as per the queries of the
user. In addition, the proposed work looks to remove noise
in the ontologies and provides a SPARQL query engine in
the cloud and therefore represents a more comprehensive
solution to the problem.

B. Pay-as-you-go framework

Pay-As-You-Go framework has traditionally been used for
data management [13]. The idea behind the approach has
been to provide some services immediately and gradually
form tighter integrations as needed. The factors that lead to
the concept have been very large volumes of the information
that would require significant cost in order to integrate
them upfront. This framework combines the process of
integration with the query processing and iteratively forms
the connections and refines them as per the query workload.

The proposed work utilizes this concepual framework for
managing OWL ontologies in the cloud. The documents are
stored in the cloud and the ontologies are built from them
in a pay-as-you-go manner. The ontologies are gradually
refined and aligned as needed by the query workload. The
benefit of this approach is that the entire ontology need not
be built upfront thus saving costs and the query processing
time is also reduced as only the parts of the ontology which
are frequently accessed are learned as a result the query is
processed over a much smaller part of the ontology.

Figure 1 illustrates the pay-as-you-go framework for
OWL ontology management in the cloud. The user inter-
face accepts the query as input from the user. The parser
module parses the query converting its constituent terms

Figure 1. Pay-As-You-Go Framework for OWL ontology management in
the cloud

into keywords. The ontology construction module takes the
keywords as input and uses it to set a context for which
the ontology is built from the documents. It also refers the
existing ontologies to avoid constructing the part which has
already been built earlier. The built ontology is aligned and
merged with the existing ontologies using the alignment
module, the noise removal module is invoked here to detect
and remove the inconsistencies and unsatisfiable concepts.
The RDF converter module converts the extracted ontology
to the RDF and merges it with existing RDF graph stores it
across the nodes. The RDF graphs are repartitioned accord-
ing to the query workload if necessary. The SPARQL query
executor module executes the SPARQL over the converted
RDF graph and returns the answers back to the user.

C. Pay-as-you-go architecture

Figure 2. Pay-As-You-Go Architecture of the proposed system

Figure 2 illustrates the pay-as-you-go architecture of the
proposed system. Each node illustrates a semantic web ser-
vice which is implemented using a pay-as-you-go framework
in the cloud as described earlier. Each web service releases
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a service description using OWL-S [14] specification. The
OWL-S ontology has three main parts: the service profile,
the process model and the grounding. The service profile
is used to describe what the service does. The process
model describes how a client can interact with the service.
The service grounding specifies the details that a client
needs to interact with the service. A Broker has emerged
as an important component in web services infrastructure
by facilitating the discovery and mediation amongst the web
services for the client. The proposed architecture implements
the broker in the cloud incorporating the idea that the OWL-
S service descriptions of the web services are refined over
time in a pay-as-you-go manner as per the query workload.

D. Future Work

1. Query-based learning of OWL ontology from doc-
uments in the cloud.
The proposed work aims to build a module to learn OWL
ontology from the text documents for the given query in
the cloud. The idea is to build the OWL ontology in
stages as the queries fed as input to the system using
the map-reduce framework. The benefit of this approach
is that only the relevant parts of the OWL ontology are
constructed thus saving the query processing costs. Similar
approach to contruct relevant parts of the ontology to the
given query was proposed in [15], which involves the user
and case-based reasoning. The goal of this module is to
devise an approach which constructs the relevant ontology
automatically by identifying the topic from the keywords in
the queries without involving the user using the map-reduce
framework in hadoop and also recognizes that a part of the
OWL ontology required for the new query has already been
constructed earlier and therefore builds only the required
parts.

2. Query-based noise removal in OWL ontology in the
cloud.
The proposed work aims to detects and removes noise while
the ontology using the information present in the query in the
cloud. Noise considered in the work are the inconsistencies
and the unsatisfiable concepts present in the ontologies. The
existing approaches to detect and remove them have been
presented in [16]. The goal of this part of the work is
to devise a scheme which treats the additional structural
information present in the query as valuable and uses it
during the noise removal process to resolve inconsistencies
and detect erroneous concepts in the OWL ontology using
the map-reduce framework in hadoop.

3. Query-based OWL ontology alignment in the cloud.
The proposed work aims to map and align the ontologies in
the cloud taking the help of the additional structural informa-
tion present in the query. The current approach presented in
[17] is based on particle swarm optimization. An ontology
alignment is defined as a set of correspondences between
ontological entities, i.e. classes, properties, and individuals,

of two ontologies. The goal of this module is to devise
an approach which looks to utilize the additional structural
knowledge present in the query during the alignment process
using the map-reduce framework in hadoop.

4. SPARQL query engine for OWL ontology in the
cloud.
The proposed work aims to build a SPARQL query engine
for querying OWL ontology using the map-reduce frame-
work in hadoop. One of the approaches to query OWL
ontology using SPARQL on a stand-alone machine works
by computing closure of the entire OWL ontology then
converting it to RDF graph and then processing SPARQL
queries on the resulting RDF graph. The goal of this module
is to devise an approach to identify only a portion of the
OWL ontology related to the query, compute its closure
and convert it to the RDF graph on the cloud and merge
it with the existing RDF graphs and process the query
on it. The proposed approach will reduce the execution
time considerably as the query is executed on a smaller
OWL ontology. The RDF graphs can be partitioned using
the METIS graph partitioning algorithm and stored accross
different nodes and they can be modified as per the query
workload.

5. Pay-as-you-go cloud-based OWL-S broker for se-
mantic web services.
The proposed work aims to build a cloud-based OWL-
S semantic web services broker. The model here is that
the service descriptions of the web services in the OWL-S
format are continously being refined and updated as per the
query workload. An architecture of the broker was presented
in [18], the proposed work aims to extend the broker
implementation to the cloud while making changes to the
broker protocol of advertisement and mediation which would
allow taking into account the pay-as-you-go refinements of
OWL-S service descriptions.

IV. QUERY MODEL FOR INTERACTIVE SPARQL QUERY
SUGGESTIONS OVER DISTRIBUTED SEMANTIC DATA

This part of the paper presents an overview of the research
project dealing with generating suggestions to the SPARQL
queries given by the user which are executed over distributed
semantic data. We present four approaches for it. In the first
approach, we recognize that a triple pattern is erroneous in
the query by comparing it with the RDFS/OWL ontology.
The suggestions to correct the errors in the triple patterns
are presented to the user. In our second approach, we make
use of the SPARQL query log to produce suggestions. In our
third approach, we propose to suggest modifications to the
SPARQL query being executed to the user in order to speed
up its execution. In the fourth approach, we explore the
distrubuted semantic data surrounding the entities discovered
during the query execution process looking for paths which
are equivalent to the a predicate in the query and present
them as suggestions to the user.
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A. Ontology-based suggestions

In the first approach, we make use of RDFS/OWL ontol-
ogy to generate suggestion to correct possible errors in the
query triple patterns. The approach works by taking each
predicate at level i in the SPARQL BGP and comparing
its domain and range with the domains and ranges of its
preceding and subsequent predicate at levels i-1 and i+1.
If their intersection results is empty set, we recognize this
predicate as the one which requires correction. We then
look to replace the predicate with the predicates from the
ontology being used by the user whose domain and range
matches that of the preceding and subsequent predicates in
the query. With this approach, we get a number of queries
with different predicates chosen from the ontology all of
which are presented to the user as suggestions. Future work
also consists of how the quality of service can be maintained.

B. Query-log based Suggestions

This section addresses the problem of generation
SPARQL query suggestions as they are being partially
entered by the user using the query log. We represent the
set of queries entered by the user in the form of a single
directed graph. The nodes of this graph contain the triple
patterns and the edges contain weights which represent the
number of times the triple pattern has been given as part of
a query. We normalize the different variable names given in
queries into a single set, with each variable representing the
nodes at each stage in the query log graph. We maintain a list
containing the different combinations of the two variables in
the descending order of their occurrance for each node in
the query log graph.

When the new query is being entered by the user, the triple
patterns entered are matched with the nodes in the query
log graph. To produce suggestions, the outgoing edges for
the matched node in the graph are collected and sorted in
the decreasing order of their weights and the triple patterns
which are attached to the edges presented to the user as
the next possible triple pattern and the two variables for the
triple pattern are picked from the node’s associated variable
list. We also propose the use of an ontology during the
process of generation of suggestions by re-ordering the triple
patterns based on how close they are semantically to the
user’s original query. The semantic distance is computed
using the least common ancestor method between two con-
cepts in the ontology.

C. Cache based Query Reformulation suggestions at Run-
time

This section presents an approach to generate suggestions
in order to speed up the execution of SPARQL queries. Our
approach proceeds by suggesting the modifications to the
query at run-time to the user. The query is modified by either
replacing the predicates in it with another set of predicates
chosen from a query which was issued earlier or adding

new set of predicates from an earlier query whose results
are present in the cache. This allows the remaining results
for a part of the query to be picked from the cache itself.

In order to replace or add the new predicates in the current
query, we take a sample of the intermediate results of the
query and compare it with sample of the intermediate results
of previous queries during the query execution [19]. If the
number of matches exceeds a pre-determined threshold we
generate the new query and suggest the modification to the
user to either replace it with the new predicates or add the
new ones instead, such that the intermediate results are now
picked from the cache. The scheme poses the question of
how to access the relevant samples of intermediate results
of previous query executions efficiently which we plan to
address in the future.

D. Query reformulations suggestion based on exploration

In the fourth approach, we explore the distributed se-
mantic data looking for paths which are equivalent to the
concerned predicate in the query and present them as sug-
gestions to the user. We consider an equivalent path as one
which connects the same pair of entities which the concerned
predicate in the query connects. Of course, there will be
many sets of equivalent paths which requires heuristics to
determine the set which can be used to expand the query.
The heuristic we use in this paper computes the number of
times the query predicate and an probable equivalent path
occur together. If the number of times a probable equivalent
path occuring with the query predicate exceeds a certain
threshold, we confirm it as an equivalent path and use it to
expand the query. We also propose the use of an ontology to
optimize the search process of semantically equivalent paths.
The semantic distance is computed using the least common
ancestor method between two concepts in the ontology.
Future work also consists of making use of statistics and
ontology matching techniques to precisely determine the
equivalent path.

E. Conclusions

In this part of the paper, we presented an overview of
the research project dealing with generating suggestions to
SPARQL queries given by user which are executed over
the web of linked data. We also proposed four approaches
for this problem. Related work is being done in the field
of traditional databases to generate suggestions to SQL
queries [20] and we believe extending it to SPARQL taking
into consideration the semantic web concepts of reasoning
and implicit information represents a new research direction
worth exploring.
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