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SENSORDEVICES 2016

Forward

The Seventh International Conference on Sensor Device Technologies and Applications
(SENSORDEVICES 2016), held between July 24-28, 2016 in Nice, France, continued a series of
events focusing on sensor devices themselves, the technology-capturing style of sensors,
special technologies, signal control and interfaces, and, particularly, sensors-oriented
applications.

Most of the sensor-oriented research and industry initiatives are focusing on sensor
networks, data security, exchange protocols, energy optimization, and features related to
intermittent connections. Recently, the concept of Internet-of-things gathers attention,
especially when integrating IPv4 and IIPv6 networks.

We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the
standard fora or in industry consortia, survey papers addressing the key problems and solutions
on any of the above topics short papers on work in progress, and panel proposals.

The conference had the following tracks:

 Gas sensors

 Ultrasonic and piezosensors

 Sensor devices

 Medical devices and sensors applications

 Sensor device technologies

We take here the opportunity to warmly thank all the members of the SENSORDEVICES
2016 technical program committee, as well as all the reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
SENSORDEVICES 2016. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the SENSORDEVICES 2016
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope SENSORDEVICES 2016 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress related to
sensor devices themselves as well as their applications. We also hope that Nice, France
provided a pleasant environment during the conference and everyone saved some time enjoy
the beautiful French Riviera.
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Abstract—Hazardous gas detection is one of the important
issues in the industry dealing with the toxic chemicals. The
colorimetric sensor array has been developed for detection of
the Toxic Industrial Chemicals (TICs). This study describes a
colorimetric sensor array by using printing method and
Complementary Metal Oxide Semiconductor (CMOS) image
sensor for highly sensitive gas detection system. The sensor
array is produced by the piezo inkjet-printer in order to
achieve array uniformity, cost efficiency and ability to adjust
the array thickness. The initial colors of sensor array are
changed by chemical gases within 10 seconds of exposure to
Time Weighted Average (TWA) concentration. Detection of
the color change was performed before and after a gas
exposure. This printing method of sensor array demonstrates
the potential for sensing application of sensitivity, rapidity and
it is a simple method to use.

Keywords - Hazardous Gas sensing, Inkjet printing, CMOS Image
sensor, Colorimetric sensor.

I. INTRODUCTION

Gas detection system is the most important one in
industries and recently colorimetric array of gas detection is
identified as the dominant method of application. Usually,
chemical and pH indicators are applied to configure the
array. But the array composed of a variety of dyes in a tool
can selectively determine the hazardous gas. A colorimetric
method of detecting a hazardous gas by color change has the
advantage of low cost, simplicity and can be made as a
portable device [1]. The printing method of making array is
an effective way to create the array spot on gas detection
chip and to create an accurately depositing spot with a small
amount of dye on the surface of a wide range of substrate.
Piezo inkjet technology is a versatile tool for various
fabrication processes of the substrate [2] and has advantages
of no risk of substrate damage, low cost and ease for parallel
mass production. Furthermore, printing method can take
place as an alternative method to the application of analytical

chemistry, biological sample array and the various
fabrication areas. Chip array is analyzed by the CMOS
image sensor and various chemical indicators for specific
detection of toxic gases are used to make the sensor array.
That array shows the colors that composed of red, green and
blue (RGB) and the CMOS image sensor can absorb RGB
value. The RGB value can be converted to various color
spaces that allow for quantification of color change of the
gas concentration on the linear relationship of the component
consisting of various color spaces. The hazardous gas
detection system for performing chip fabrication with
printing method, detection using CMOS image sensor and
analysis can provide great application for gas sensors in the
industry.

II. EXPERIMENTAL

A. Inkjet-printed sensor arrays

An Epson Stylus T10 is used as an inkjet printer. All
array spots are fabricated by printing method on the
polyethylene terephthalate (PET) film with four types of
chemicals or pH indicator dyes which are Methyl Red (MR),
Nitrazine Yellow (NY), Bromo Phenol Blue (BPB), and
Bromo Cresol Green (BCG). Printing of dyes prepared to use
water and ethanol based solvent for inkjet-print. Dissolved

dyes were filtered by syringe filter with 0.1㎛ pore size of

PVDF membrane. Each array is printed as spots of 2.4mm
diameter with 800nm thickness and then dried at room
temperature for 3 days to make them stable of initial color of
the array.

B. CMOS image sensor

A CMOS image sensor is a device that can absorb
photons which constitute a color or image. CMOS image
sensor converts the color to a digital value of RGB by using
analog to digital converter (ADC). The experiment was
carried out using CMOS image sensor that contains 376 x

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-494-7
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314 pixel array of 10 bit ADC [3]. Color detection based on
the CMOS image sensor was performed before and after gas
exposure. The overall test scheme is shown in Fig. 1.

C. Gas exposure test

Hydrochloric acid and ammonia gas were used in this
experiment and the standard of exposure limits is given as
the TWA concentration of each gas. TWA concentration of
hydrochloric acid was 5ppm and that of ammonia was
20ppm. The gas concentrations of the exposure test were
allowable to the level of TWA. Each of the gases used in this
study was prepared in 1 liter hermetic chamber and
vaporized from liquid phase of chemical at 60°C. After
complete vaporization, a gas was exposed to the array chips
for 10 seconds.

D. Data processing and converting of color space

The color value of RGB was measured by CMOS image
sensor after the exposure and compared with the initial color.
The average color value of 120 pixels in the center of a
2.4mm spot is converted into a digital RGB value. RGB
value is directly converted using CIELAB-CIEXYZ
conversions which allow all components of that color space
to have full 8-bit range of RGB.

III. RESULT

The sensor arrays produced by printing method were
exposed to ammonia and hydrochloric acid gases at three
different concentrations (ammonia; 5ppm, 10ppm, and
20ppm, hydrochloric acid; 1.25ppm, 2.5ppm, and 5ppm).
The color changes of an array under hydrochloric acid show
a significant change in MR and NY spots whereas BPB and
BCG spots are more sensitive to ammonia gas as shown in
Fig 2. The color changes were detected using CMOS image
sensor after gas exposure and RGB value were directly
converted to the CIE-Lab color space to calculate the color
differentiation value, as shown in Fig. 3. The color

differentiation values depend on the concentration of each
gas. Fig. 4 shows the luminance values of BCG and BPB.
Luminance values are gradually reduced as the concentration
of ammonia gas increases. This suggests that it is possible to
quantify the gas concentration based on the color change
comparison. The uniform spot array of chemical indicator is
manageable by using printing method. It is possible to
quantify a gas concentration by optimizing dye array state,
including uniformity, a suitable concentration condition, and
the thickness.

IV. CONCLUSION

Various industries, factories, and laboratories are
amongst the major places requiring the use of toxic gases
that may lead to serious problems if released, and can be
dangerous to human life. We have carried out a series of
trials to standardize the colorimetric toxic gas detection
system. In addition, further studies are underway regarding
the use of the same technology to detect 10 toxic gases and
to test the detection system under various conditions. We
believe that the toxic gas detection system will be a suitable
and sensitive device.
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Figure 1. Gas detection system based on the piezo inkjet printing method.
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Figure 2. The colorimetric sensor array and color difference of dyes.

Figure 3. Color differentiation value of CIE-Lab color space.

Figure 4. Luminance value gradient of BCG and BPB at ammonia gas.
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Abstract— The identification of herbicide residues on crop 

foliage is necessary to make crop-management decisions for 

weed pest control and to monitor pesticide residue levels on 

food crops. Electronic-nose (e-nose) methods were tested as a 

cheaper, alternative means of discriminating between 

herbicide residue types (compared with conventional 

chromatography methods), by detection of headspace volatiles 

released from inert surfaces. Detection methods were 

developed for a conducting polymer (CP)-type electronic nose 

device, the Aromascan A32S, to identify and discriminate 

among eight herbicide types from five different herbicide 

organic chemical classes including: chlorophenoxy acids, 

cyclohexenones, dinitroanilines, organoarsenics, and 

phosphonoglycines. A herbicide-specific aroma signature 

library was developed from known herbicide residues. The 

A32S e-nose effectively distinguished between eight different 

herbicide residues, correctly identifying them at frequencies 

ranging from 81-98%. The distribution of aroma class 

components, based on artificial neural net (ANN) training and 

analysis, indicated the percentage membership of aroma 

classes shared by herbicide types. Principal component 

analysis (PCA) provided indications of the relatedness of 

herbicide types based on sensor array response patterns 

(aroma profiles) of individual herbicides. PCA generated 

precise statistical values (quality factors of significance) as 

numerical indications of chemical relatedness between 

herbicides based on pairwise comparisons of headspace 

volatiles from individual herbicide types. The potential 

applications, advantages and disadvantages of e-nose methods 

(compared to current chromatographic methods) for the 

detection and identification of herbicide residues on crop 

surfaces in agronomic fields are discussed. 

Keywords- artifician olfaction; electronic aroma detection; e-

nose; pesticide residue detection; volatile organic compounds. 

I. INTRODUCTION 

The presence of pesticide residues on food crops is a 
major health concern especially on fresh fruits and leafy 
vegetables. Environmental regulations specify pesticide 
residue levels that are allowed on food products in 
commercial markets. Consequently, there is a strong need to 
determine pre-harvest and postharvest pesticide residue 
levels on the surfaces of plant products using rapid chemical-
detection methods to effectively monitor and enforce 
pesticide residue regulatory requirements for plant products 
prior to fresh food introductions into commercial markets. 

Electronic chemical-detection methods are well suited for 
rapid detections of pesticide residue levels needed for 
making pesticide-management decisions and for monitoring 
pesticide levels on food crops and produce [1]. Portable 
electronic-nose (e-nose) devices are useful for these 
applications due to rapid detections, high reproducibility, 
accurate determinations, and high sensitivity to volatile 
organic compounds (VOCs), such as commercial pesticides. 
E-nose sensors produce unique electronic signature patterns 
in response to VOCs released from chemical sources [2]-[4]. 
Electronic noses, unlike other analytical instruments, are 
capable of identifying VOCs without having to identify 
individual chemical compounds present in volatile mixtures 
[5]-[7]. Many different types of e-nose sensors have been 
developed including optical sensors [8], metal oxides [9] 
[10], semi-conducting polymers [11]-[13], and conducting 
polymers [14]-[16] for different applications. The broad 
agricultural and food industries have utilized electronic 
aroma detection (EAD) technologies to evaluate food quality 
and freshness [17]-[21], detect industrial wastes [22][23], 
diagnose plant diseases [24], and many other applications 
[25][26], including the detection of environmentally 
hazardous agricultural chemicals [27]-[29]. 

The Aromascan A32S e-nose, selected for efficacy 
testing in this pilot study, currently is commercially available 
only for specialized applications following a recent 
instrument redesign after the current study was completed. 
This instrument contains 32 conducting polymer (CP) 
sensors in the sensor array that respond to changes in 
electrical resistance (ER) when pesticide molecules adsorb to 
the surface of each sensor. The resulting combined-sensor 
output from the sensor array generates a unique aroma 
signature pattern that is specific to the gaseous volatile 
organic compounds (VOCs) present in the headspace above 
the sample analyte. Alternative e-nose technologies, such as 
carbon nanofiber (CN) and metal oxide semiconductor 
(MOS) types, also operate by measuring ER, but other e-
nose types such as quartz crystal microbalance (QCM) and 
surface acoustic wave (SAW) operate by measuring mass 
changes or frequency shifts associated with gas-analyte 
adsorption to sensors [30]. 

The objectives of this study were to 1) determine the 
capability and effectiveness of the Aromascan A32S e-nose 
to discriminate between eight different herbicide residue 
types in vitro based on analysis of headspace volatiles, 2) 
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assess the potential usefulness of these methods for making 
crop-management decisions involving detections of 
herbicide types on crop foliage for pest-control applications, 
and 3) a minor objective to determine whether principal 
component analysis (PCA) of herbicide e-nose aroma 
patterns (from the sensor array) can provide indications of 
chemical relatedness between herbicide types based on 
aroma characteristics and interactions with the sensor array. 
Six herbicide chemical classes were tested with 
representatives of each class including organoarsenics 
(cacodylic acid and MSMA), dinitroanilines (pendimethalin 
and trifluralin), a phosphoglycine (glyphosate), a cyclo- 
hexenone derivative (sethoxydim), a chlorophenoxy acid 
(2,4-D), and a chlorinated pyridine oxamic acid (triclopyr).  

This paper is composed of an introduction to pesticide 
residue detection on crops in Section 1, followed by e-nose 
experimental methods used in Section 2, describing the 
specific materials and methods used in associated with e-
nose run and analytical procedures, followed by results in 
Section 3 that provide details of experimental research 
results and findings for CP e-nose analyses of herbicide 
residues, including sensor outputs, aroma map, and QF 
analysis of PCA data. Discussion and conclusions (Section 
4) are based on e-nose experimental results, summarizing 
significant findings and efficacy compared with conventional 
chromatographic methods of pesticide residue identification. 

II. MATERIALS AND METHODS 

A. Herbicide residue samples collected for analysis 

Eight herbicides, having different chemical (pesticide) 
classes and modes of actions, were selected for this study. 
The herbicides analyzed via conductive polymer analysis 
(CPA) using an electronic-nose (e-nose), a type of electronic 
aroma detection (EAD) technology [24], included cacodylic 
acid (CA), dichlorophenoxy acetic acid (2,4-D), glyphosate 
(GL), pendimethalin (PM), sethoxydim (SE), monosodium 
acid methane arsonate (MA), triclopyr (TC), and trifluralin 
(TF). All herbicides were obtained in formulations that were 
commercially available from manufacturers, rather than from 
technical grade preparations to facilitate practical efficacy 
testing of formulations actually used in weed-control 
applications for agronomic crop production.  

B. Sample preparation and prerun procedures 

Small aliquots (10 µl) of each herbicide were analyzed 
separately at a standard concentration of 20 ppm by placing 
them into 14.8 cm3 uncapped glass vials inserted into a 500 
ml Pyrex glass sampling bottle no. 1395 (Corning Inc., 
Corning, NY) fitted with reference air, sampling, and 
exhaust ports on a polypropylene bottle cap. The sensitivity 
of CP e-noses range from 0.1 to 100 ppm [30]. Reference air 
entered the sampling bottle through a 3 mm polypropylene 
tube extending to just above the bottom of the sampling 
bottle. The sampling bottle was held in the sampling 
chamber at a constant air temperature of 25 °C and purged 
with moisture-conditioned reference air for 2 min prior to 
building headspace. The sampling bottle was sealed and 
volatiles from each herbicide analyte were allowed to build 

headspace and equilibrate for 30 min prior to each run.  
Prerun tests were performed as needed to determine sample 
air relative humidity compared with that of reference air. 
Reference air was set at 4% relative humidity at 25 °C. The 
sampling bottle cap and exhaust port were opened between 
runs to purge the previous sample with conditioned reference 
air. A reference library (recognition file) for pesticide types 
was constructed using artificial neural net training by 
defining aroma classes using reference databases of known 
pesticides. This recognition file was used to identify 
unknown samples. 

C.  Instrument configuration and run parameters 

Electronic-nose analyses of herbicides were conducted 
with an Aromascan A32S (Osmetech Inc., Wobum, MA) 
intrinsically conducting polymer (ICP) e-nose instrument 
with 32 sensors in the sensor array consisting of polypyrrole, 
polyanaline, and polythiophene sensor types with 15 volts 
across sensor paths. Eight sensors, (including sensors 11, 12, 
21-24, 31 and 32) that did not respond or did not contribute 
to the discrimination of pesticide volatiles, were turned off. 
The response sensitivities of individual sensors, measured as 
percent changes in electrical resistance response across 
sensor paths relative to base resistance (%∆R/Rbase), varied 
with the type of polymer used in the sensor matrix coating, 
the type of proprietary ring substitutions used to modify its 
conductive properties, and the type of metal ions used to 
dope the matrix to improve and modulate sensor response. 
Detailed analyses indicating relative analyte sensitivities for 
individual sensors in the array to various analyte types 
(representative of different chemical classes) were reported 
previously [24]. The block temperature of the sensor array 
was maintained at 30 °C. Reference air was preconditioned 
by passing it sequentially through a carbon filter, silica gel 
beads, inline filter, and Hepa filter to remove organic 
compounds, moisture, solid particulates, and microbes, 
respectively (to prevent interference of these factors), prior 
to humidity control and introduction into the sampling bottle. 
The flow rate of sampled reference air was maintained at 702 
cm3 min-1 with a calibrated ADM 3000 flow meter (Agilent 
Technologies, Wilmington, DE). Sensor surfaces were 
purged between runs using a 2% isopropanol wash. The 
instrument was interfaced with a personal computer via an 
RS232 cable and controlled with Aromascan Version 3.51 
software. The instrument plumbing (reference air flow route 
through the instrument) was altered for static sampling of the 
headspace by allowing air flow, maintained at 605 cm3 min-
1 flow rate, to release out of the external vent port of the 
instrument during analytical runs, closing the exhaust port on 
the sampling bottle so that headspace volatiles were taken by 
vacuum suction from a homogeneous static air mass within 
the sampling bottle to minimize headspace-dilution effects.  

D. Data acquisition parameters and run schedules 

Data from the sensor array were collected at 1 s intervals 
using a 0.2 detection threshold (y-units), a 15–20 y-max 
graph scale, and with a pattern average of five data samples 
taken per run during data acquisition. A uniform run 
schedule was used consisting of reference air 20 s, sampling 
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time 90 s, and wash 20 s, followed by 90 s of reference air 
for a total run time of 220 s. A 2 min reference air purge was 
completed between runs after each sample was removed 
from the sampling bottle.  

E. Construction of reference libraries and validation 

An e-nose aroma reference library was constructed from 
the eight herbicides included in this study. Database files 
were linked to specific aroma classes defining each herbicide 
type. All databases were constructed from sensor output data 
collected during a 20 s interval, 85-105 s into the run cycle, 
immediately prior to closing of the reference air valve at the 
end of each run. The recognition network options (neural net 
training parameters) used for each training session were: 
training threshold = 0.60, recognition threshold = 0.60, 
number of elements allowed in error = 5, learning rate = 
0.10, momentum = 0.60, error goal = 0.010 (P = 0.01), 
hidden nodes = 5, maximum iterations (epochs) = 10,000, 
using normalized input data, not actual intensity data. A 
typical neural net training required 2–35 min, depending on 
database size, using an IBM-compatible personal computer 
with a minimum of 64 mb of RAM and 350 MHz run speed. 
Neural net trainings were validated by examining training 
results to compare individual database files for similarity 
matches to each specific aroma class by test-assigned aroma 
class distributions among related aroma classes included in 
each library. The specific detailed analytical methods used 
for identification of unknowns, data processing, and 
statistical determinations followed the procedures and 
specifications indicated by Wilson et al. [24]. 

F. Principal component analysis 

Detailed pairwise comparisons of herbicide types (aroma 
classes) were determined using principal component analysis 
(PCA) algorithms provided by the Aromascan 3.51 software. 
Three-dimensional PCA was used to distinguish between 
herbicide headspace volatiles. PCA mapping parameters 
were: iterations = 30, units in Eigen values (%), and use of 
normalized input data. PCA generated a quality factor 
(statistical significance value) for each aroma comparison. 
The relatedness (distance between data clusters) of mapped 
aroma profiles between herbicide types provided indications 
of similarity in aroma elements and chemical characteristics 
as well as interactions with the sensor array. 

III. RESULTS 

A.  Identification of herbicide analytes 

The Aromascan A32S electronic nose provided 
consistent correct identifications for all eight herbicide 
residue types analyzed based on differences in sensor-array 
responses to headspace volatiles (Table 1). Individual sensor 
responses to each herbicide varied widely within the 3 to 8 
percent sensor-intensity range (% change in sensor response 
relative to base resistance) with good precision as indicated 
by low standard deviations (SD) of mean normalized values. 
Sensors 25, 26, and 30 had no responses to some herbicides. 
In particular, sensor 26 could not detect any of the 
herbicides, whereas sensors 25 and 30 were unable to detect 

four herbicides including sethoxydim, monosodium acid 
methane arsonate , triclopyr and trifluralin. 

TABLE I.  SENSOR OUTPUT RESPONSE PATTERNS FROM THE A32S E-NOSE 

SENSOR ARRAY DERIVED FROM EIGHT HERBICIDE RESIDUE TYPES 

E-nose                  Herbicide residue sensor responsesa 

Sensor CA 2,4-D GL PM SE MS TC TF 

1 4.76 4.22 5.16 5.05 3.54 4.75 6.87 3.97 

2 4.31 3.87 4.70 4.60 3.15 4.32 6.20 3.59 

3 4.92 4.49 5.35 5.21 3.74 5.02 7.08 4.22 

4 2.34 2.46 2.53 2.84 2.96 2.60 3.57 4.27 

5 2.34 2.39 2.53 2.86 2.93 2.59 3.56 4.21 

6 2.34 2.45 2.53 2.84 2.98 2.61 3.58 4.30 

7 5.19 5.34 5.31 4.88 4.83 5.83 6.84 4.64 

8 5.25 5.12 5.40 5.11 4.74 5.61 6.65 4.33 

9 4.47 4.83 4.42 4.07 4.75 4.79 5.33 3.86 

10 3.84 4.60 3.80 3.38 5.39 5.04 5.19 4.30 

13 3.54 3.66 3.43 3.37 4.67 3.89 3.77 4.67 

14 3.30 3.26 3.23 3.15 4.21 3.44 3.79 4.38 

15 3.61 3.98 3.57 3.33 4.65 4.14 4.27 4.52 

16 3.36 3.49 3.34 3.28 4.50 3.65 3.80 4.64 

17 4.59 4.49 4.06 4.36 5.65 5.27 0.42 5.15 

18 4.74 4.57 4.30 4.58 5.70 5.30 0.88 5.17 

19 4.45 4.32 4.08 4.37 5.31 5.09 0.94 4.91 

20 3.49 4.21 2.53 3.50 6.55 3.71 -2.51 5.40 

25 5.38 5.16 5.63 5.78 NR NR NR NR 

26 NR NR NR NR NR NR NR NR 

27 6.45 6.71 6.75 5.85 6.82 8.11 8.47 6.98 

28 6.38 6.21 6.58 6.01 6.63 7.49 8.27 6.60 

29 6.21 5.78 6.47 6.50 6.31 6.76 8.00 5.91 

30 4.76 4.40 4.32 5.08 NR NR NR NR 

a. Values are mean sensor response intensities; herbicide type abbrevia-
tions: cacodylic acid (CA), dichlorophenoxy acetic acid (2,4-D), glyphosate 

(GL), pendimethalin (PM), sethoxydim (SE), monosodium acid methane 

arsonate (MA), triclopyr (TC), and trifluralin (TF). 

Normalized output values from individual sensors were 
significantly different between herbicides types at the P < 
0.001 level of significance. The resulting electronic aroma 
signature patterns (EASPs) or aroma profiles for individual 
herbicides, composed of the collective outputs of all the 
sensors in the sensor array, were different and unique for 
each herbicide type. The high level of significant differences 
between sensor outputs for all of the sensors (in each aroma 
profile) provided a highly unique electronic signature to 
identify and discriminate herbicide residue types on inert 
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surfaces (in vitro) without the presence of plant volatiles 
when on crop surfaces of the same plant species.  

The instrument correctly identified individual herbicide 

residues at frequencies ranging from 81-98% among all 

herbicide residue types tested. None of the herbicides from 

any of the six chemical classes was incorrectly identified. 

Also, no herbicide from the five chemical classes was 

unsuccessfully identified or classified as unknown due to 

variations in aroma signature patterns. All of the herbicides 

were clearly assigned an aroma profile with a majority 

aroma class present in the reference library. None of the 

herbicides determinations were found to be incorrect or 

ambiguous, defined as determinations that resulted in a 

herbicide residue type being assigned to a different majority 

aroma class from separate analyses of sample replications. 

B. Discrimination between herbicide residues 

 The discrimination of herbicide residue types was further 

evaluated by determining the aroma class distributions of 

principal components of VOCs in headspace volatiles of the 

herbicide types (Table 2). Aroma class distributions indicate 

percentage components in common between herbicides 

residue types. 

 The occurrence of secondary aroma elements within the 

aroma class distribution provided some indications of 

chemical relatedness between herbicides. Cacodylic acid 

residues had a relatively large proportion of secondary 

aroma elements in common with pendimethalin (16.6%) and 

sethoxydim (11.5%). Similarly, glyphosate shared 

secondary elements of 12.5% with MSMA, while 

pendimethalin shared secondary elements of 11.9% with 

trifluralin. The proportion of secondary aroma elements 

attributed to aroma classes besides the principal aroma 

elements ranged from <1% for MSMA to highs of >16% for 

cacodylic acid. 

TABLE II.  DISTRIBUTION OF ELECTRONIC-NOSE AROMA CLASS 

COMPONENTS AMONG EIGHT HERBICIDE RESIDUE TYPES 

 
                        Aroma class distribution (%)a 

                             Herbicide residues types 

Herbicide CA 
2,4-

D 
GL PM SE MS TC TF 

CA 88.5   9.4   4.2 16.6 11.5  —  —  — 

2,4-D  9.6 92.8 —  —   2.9 12.5  —  — 

GL 4.7  3.4 87.9  —  —   5.2  —  — 

PM 2.6 —   6.5 94.4   2.3  —  — 11.0 

SE 7.2 — — — 95.0  —  —   2.9 

MS  —  0.7   2.2 —   6.1 94.3   2.8   0.6 

TC 2.9 —   2.5  1.5  —   1.4 98.4 — 

TF  —  3.3 —  5.9  —   4.6  — 98.7 

 
a. Values indicate mean percent aroma class distributions indicated for each 
herbicide type; read from left to right (by row), not top to bottom. Herbicide 
abbreviations correspond to those given in the materials and methods section 
(herbicide residue sample types) and in Table I. 

 The number of principal and secondary aroma elements 

present in the aroma profiles of individual herbicide 

residues ranged from three in sethoxydim to six in MSMA, 

with the majority having four to five total aroma elements in 

common between herbicide residues. The total percentage 

of secondary aroma elements in common between herbicide 

residues contributed to ≤ 25.0% of the aroma class 

distribution for most herbicide types with cacodylic acid 

being the exception (41.7%). The lowest total secondary 

elements in common with other herbicides occurred for 

trichlopyr (8.3%); while intermediate totals were recorded 

for sethoxydim (10.1%), MSMA (12.4%), glyphosate 

(13.3%), trifluralin (13.8%) and higher totals for 

pendimethalin (22.4%) and 2,4-D (25.0%). 

C. Principal component analysis 

Analysis of eight herbicide residues using PCA by 
pairwise comparisons of headspace volatiles (in all possible 
combinations) provided greater details of possible chemical 
relatedness and differences between individual herbicide 
types based on sensor response patterns (aroma profiles). 
The relatedness among the eight herbicide types varied 
greatly based on Euclidean distance as indicated in Table 3. 
The larger the QF value, the greater the significant 
differences for pairwise herbicide comparisons. 

TABLE III.  PAIRWISE-COMPARISONS BETWEEN AROMA PROFILES OF 

EIGHT HERBICIDE RESIDUE TYPES BASED ON 3-DIMENSIONAL PCA 

Aroma 

class 

Aroma 

class  
QF valuea 

Aroma 

class 

Aroma 

class 
QF valuea 

CA 2,4-D   1.4 2,4-D GL 1.6 

 GL   9.5*  PM 1.8 

 PM   7.1*  SE 11.5* 

 SE 35.6**  MS 69.2*** 

 MS 95.5***  TC 17.7* 

 TC 88.2***  TF 15.0* 

 TF 34.4** GL PM 11.2* 

GL SE 3.8* PM SE 22.0** 

 MS >300****  MS 231.6**** 

 TC 62.3***  TC >300**** 

 TF 15.1**  TF >300**** 

MS TC 15.3** SE MS 43.3** 

 TF 3.3*  TC 42.2** 

TC TF 31.2**  TF 7.1* 

 
 a. Statistical analysis symbols for quality factor (QF) significant 
difference levels between aroma classes were as follows: * = P < 0.05; ** = 

P < 0.01; *** = P < 0.001; **** = P < 0.0001. The percentages of the total 

variance, accounting for the variability explained by each orthogonal 
principal component (PC), were as follows: PC 1 = 91.3%; PC 2 = 7.7%. 

 

 QF values ranged from 1.4 between cacodylic acid and 

2,4-D (indicating close relatedness) to >300 between 

glyphosate and MSMA, and between pendimethalin and 

both triclopyr and trifluralin, indicating low relatedness 

between pairs. The small QF values for 2,4-D compared 
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with glyphosate (1.6) and pendimethalin (1.8) indicated 

close relationships based on aroma characteristics even 

though these herbicides are from different chemical classes. 

Cacodylic acid vs. MSMA (both organoarsenics), had a high 

QF value (95.5) suggesting low relatedness in aroma 

profiles. The comparison of the two dinitroanilines, 

pendimethalin and trifluralin, also resulted in a high QF 

value (>300) despite their chemical relatedness. Significant 

differences in R-groups may account for aroma profile 

differences between herbicides in the same chemical class. 

The relatedness between the aroma profiles of eight 

herbicide residue types, based on 3-dimensional PCA, was 

graphed as an aroma map (Figure 1). 

 
Figure 1.  E-nose aroma map showing the chemical relatedness between 

eight herbicide residue types using Principal Component Analysis (PCA). 

The percentages of the total variance for this analysis, 

accounting for the variability explained by each orthogonal 

principal component (PC), are as follows: PC 1 = 91.3%; 

PC 2 = 7.7%; and PC 3 < 0.5%, representing the x-, y-, and 

z-axis of the aroma map, respectively. A high proportion 

(99.0%) of the variation was explained by the first two 

principal components (PC 1 and PC 2). Data points of each 

herbicide type clustered closely on the aroma map with the 

exception of trifluralin. As expected, data points of 2,4-D 

were closely clustered with those of cacodylic acid, 

indicating a very close relationship based on aroma 

characteristics. 

IV. DISCUSSION AND CONCLUSIONS 

Electronic-nose devices previously have been used to 
detect pesticides including fungicides, insecticides, and 
miticides [1][31]. Déjous et al. [32] used a surface acoustic 
wave (SAW) e-nose to detect organophosphates in ambient 
air. Literature on e-nose detection of pesticides residues on 
fruits, crops, and other plant surfaces is quite limited [33]. E-
nose aroma signature libraries developed for detection of 
pesticides on crop and plant surfaces for field use must 
necessarily include the specific types of VOCs that are 

characteristic of those released from the types of plant and 
parts upon which pesticide residues are being detected.  
Previous research has demonstrated the capability of e-noses 
to discriminate between VOCs from different plant species 
and various tissue types from woody plants [34]-[36], and in 
the crop environment [37]-[39]. 

Further research on the e-nose detection of pesticides 
residues on plant surfaces, following efficacy testing in vitro 
in the present pilot study, will be required to determine 
efficacy for field crops and fresh produce subject to 
Environmental Protection Agency (EPA) pesticide residue 
regulations. E-nose data of crop pesticide residues are 
primarily qualitative and only semi-quantitative, a possible 
limitation for EPA residue testing. The detection limit for 
CP-type e-nose devices is approximately 0.1 ppm, which is 
low enough for pesticide residue testing in most countries. 
Pesticide residue concentrations do not affect aroma 
signature patterns, but only intensity of sensor responses. 
Analyses of data indicating unique aroma signature patterns, 
based on output results from the sensor array of the A32S CP 
electronic-nose, provided effective discriminations between 
headspace volatiles from herbicide residues. Discriminations 
and correct identification of herbicide sample types in vitro 
were determined at high levels of statistical confidence.  

The discrimination of pesticide residues on crop plants is 
an important function in crop management to assure that the 
appropriate active ingredient has been applied to a crop for 
pest control and harvesting operations. Herbicides are used 
for weed control and as chemical defoliants to facilitate crop 
harvesting operations. Thus, detection of herbicide residues 
is necessary to confirm application of appropriate chemicals 
to achieve desired results for specific crops. 

The use of e-nose devices for pesticide residue detection 
has several advantages over conventional methods such as 
gas chromatography (GC), liquid chromatography (LC), and 
mass spectrometry (MS). These expensive chemical analysis 
methods require laborious and time-consuming sample 
preparations, solvent extractions, reference standards of each 
pesticide, and costly analytical equipment. By comparison, 
electronic-nose methods do not require expensive sample 
preparations, chemical solvents, or pesticide standards and 
may potentially consist of relatively cheap instruments such 
as handheld portable e-nose devices for field use. 
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Abstract—An innovative mobile sensor system for alcohol 

control in the respiratory air is introduced. The gas sensor 

included in the sensor system is thermo-cyclically operated. 

Ethanol is the leading component in this context. However, 

other components occur in the breathing air which can 

influence the concentration determination of ethanol. 

Therefore, mono-ethanol samples and binary gas mixtures are 

measured by the sensor system and analyzed with a new 

calibration and evaluation procedure which is also 

incorporated in the system. The applications demonstrate a 

good substance identification capability of the sensor system 

and a very good concentration determination of the 

components.  

Keywords-alcohol control; mobile sensor system; thermo-

cyclic operation; data analysis; substance identification; 

concentration determination. 

I.  INTRODUCTION 

There is a broad field of applications for chemical 

analysis of gases and volatile organic compounds (VOCs) 

like discriminated monitoring of toxic gas leakages, online 

monitoring of volatile components in chemical and 

biochemical processes, quality monitoring in food 

processing, etc. In this context, metal oxide gas sensors 

(MOGs) are well introduced as gas sensing devices. This is 

due to the fact that they are very sensitive, have good long-

term stability and are low in price. But on the other hand, 

when these sensor devices are operated isothermally, they 

are not at all selective. That means that they cannot be used 

for sophisticated analysis of gas mixtures. Therefore, other 

approaches are necessary like a gas sensor array of MOGs 

[1] [2] or by thermos-cyclic operation of the MOG and 

simultaneous sampling of the conductance which leads to 

so-called “conduction over time profiles” (CTPs) [3] [4] [5]. 

These profiles give a fingerprint of the surface processes 

with the gas and represent the gas mixture under 

consideration. The gas specific features of the CTPs can be 

used for component identification and concentration 

determination. At the Karlsruhe Institute of Technology 

(KIT), many procedures were established to evaluate such 

signal patterns [6] and also for source localization [7]. 
In this report, we will introduce an innovative mobile 

sensor system for alcohol control in the respiratory air. In 

this context, ethanol is the leading component. But because 
also other components like acetone can occur in the 
breathing air, we consider not only mono-ethanol samples, 
but also binary gas mixtures. The analysis of these samples is 
performed with the calibration and evaluation program 
ProSens2, which is an integral component of the sensor 
system. 

In Section 2, the mobile sensor system is described. A 
short outline of the calibration and evaluation procedure 
ProSens2 is given in Section 3. In Section 4, the data 
analysis is performed, including the ethanol investigation and 
the investigation of binary ethanol-acetone mixtures as well. 
Section 5 summarizes the results of this report. 

II. MOBILE SENSOR SYSTEM 

A. Sensor System Platform And Adapter 

For breath control in the respiratory air, especially for 
alcohol control, an innovative sensor system platform was 
developed. Based on this platform, an adapter for 
smartphones was developed for mobile monitoring of the 
breathing air.  

This adapter consists of a combined and modular 
hardware- and software system, which runs an embedded 
metal oxide gas sensor in a thermos-cyclic mode and which 
determines the alcohol content on the basis of the 
measurement results via an innovative calibration- and 
evaluation procedure ProSens2 in real time. The analysis 
results will then be displayed on the smartphone. 

B. Electronics for Heater Control And Data 

Acquisition 

In order to characterize and operate semiconducting gas 

sensor elements with respect to the application, a sensor 

platform was developed which ensures a robust functioning 

of hard- and firmware. This platform supports a variety of 

commercially available metal oxide gas sensors. In this 

investigation, the sensor MLV from Applied Sensors [8] 

was used. Via its graphical user interface different 

parametrizable temperature cycles can be configured.  

The core unit of the platform is a base-board with a 

powerful micro-controller communicating with external 

modules in a master-slave-configuration. The base-board is 
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able to manage up to four gas sensor modules and features 

ambient condition monitoring.  

The platform outputs the sensor raw data (basically the 

measured voltages), which can easily be transformed into 

resistances or conductances or pre-calculated values for a 

reduced data stream. Via USB, the platform is connected to 

a standard PC where the data live visualization and the 

storage is carried out. Via Bluetooth the platform can be 

connected to mobile applications running on smart phones.  

For the measurements in this paper, a platform with the 

following specifications was used: 

 

 The temperature control allows a set-point accuracy 

of 2°C within an overall temperature range of 100 to 

500 °C. The set-point can be updated every 10ms. 

 The read-out circuit features a sampling time of 

better than 1ms. 

 Measurement voltage accuracy is around of 5 mV 

(by using a 10-bit-ADC). 

 The dynamic range of the read-out circuit is 

between 1k and 100M. 

 

C. Temperature Cycle 

Based on the above-explained electronics, several 
temperature cycles have been applied to the sensors while 
being exposed to the gas mixtures.  

 

Figure 1.  Thermo-cyclic (step-wise) temperature cycle. 

For the experiments carried out in the scope of the 
publication, the temperature cycle in the following Figure 1 
has been considered. 

III. CALIBRATION- AND EVALUATION PROCEDURE 

PROSENS2 

As mentioned above, the calibration- and evaluation 
procedure ProSens2 is included in the mobile sensor system. 
ProSens2 is an updated version of ProSens [9] to meet the 
requirements of this sensor system. ProSens2 consists like 
ProSens of a calibration part and an evaluation part.  

Using the calibration part of ProSens2, the mathematical 
calibration model is calculated based on calibration 
measurements. The mathematical calibration model is a 

parametric model and only the parameters will be transferred 
to the evaluation part of ProSens2.  

If an unknown gas sample is measured, the evaluation 
part of ProSens2 performs a substance identification and 
concentration determination of the sample, based on the 
calibration parameters. For substance identification, 
ProSens2 calculates a so-called theoretical CTP and 
compares this CTP with the real measured CTP. Only if the 
distance of theoretical CTP and measured CTP is smaller 
than a pre-determined decision threshold, ProSens2 
recognizes the unknown sample with the gas sample under 
consideration. In this case, the concentration determination 
will be performed. 

Substance identification is very important to avoid 
misleading analysis results like false alarms.  

IV. DATA ANALYSIS 

Ethanol is the leading component for alcohol control in 
the respiratory air. To investigate the performance of the 
sensor system, pure ethanol samples were analyzed in a first 
application.  

But there can be also further components in the 
respiratory air which have to be considered to avoid 
misleading results. One of these components is the acetone in 
the breathing air. Acetone is an indicator for diabetes. 
Therefore, binary ethanol-acetone gas samples were 
investigated in a second application.  

The measurements were performed with the above 
described sensor system using the cyclic variation of the 
working temperature in Figure 1. The determination of the 
mathematical calibration models and the data analysis were 
performed with the included program ProSens2. 

A. Application 1: Ethanol Investigation 

To establish the mathematical calibration model with the 
calibration part of ProSens2, three gas samples of ethanol gas 
with concentrations 50ppm, 100ppm and 175ppm were 
measured.  

To investigate the performance of the sensor system and 
the embedded evaluation procedure, three further gas 
samples were measured: ethanol with 135ppm, acetone with 
2ppm and H2 with 10ppm. 

As mentioned above, ProSens2 calculates the so-called 
theoretical CTP and compares this CTP with the real 
measured CTP. In Figure 2, the theoretical CTP and 
measured CTP of the ethanol sample is plotted. It can be 
clearly seen, that the difference between the two curves is 
very small. This means that ProSens2 recognizes that this 
sample is an ethanol gas. 

Theoretical CTP and measured CTP for acetone rsp. H2 
are shown in Figure 3 rsp. Figure 4. In both cases, the 
difference between the two curves is very large. So ProSens2 
recognizes that in both cases the measured sample is not an 
ethanol gas. 

Of course, the decision for substance identification is not 
based on the visual impression. Therefore, a “difference 
value” is calculated from the sum of quadratic differences of 
every sample point of the measured CTP and the theoretical 
CTP. Only if this difference value is smaller than a 
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predetermined decision value, ProSens2 identifies the 
unknown gas sample with the related calibrated gas mixture. 
Table 1 shows the difference value for the gas samples.  

 

Figure 2.  Comparison of measured CTP and theoretical CTP based on the 

ethanol calibration model for sample ethanol 135ppm. 

 

Figure 3.  Comparison of measured CTP and theoretical CTP based on the 

ethanol calibration model for sample aceton 2ppm. 

 

Figure 4.  Comparison of measured CTP and theoretical CTP based on the 

ethanol calibration model for sample H2 10ppm. 

It can be clearly seen that the difference values in the 

blue marked fields of Table I, which correspond not to an 

ethanol gas, are significantly larger than the difference value 

in the other field which corresponds to an ethanol gas. This 

means that ProSens2 is able to perform very good substance 

identification.  

TABLE I.  DIFFERENCE VALUES FOR THE GAS SAMPLES 

Ethanol 135ppm Acetone 2ppm H2 20ppm 

2.1e-05 7.8e-04 5.9e-04 

 
After substance identification, ProSens2 calculates the 

concentration of the ethanol sample. Table II demonstrates 
the very good analysis result. 

TABLE II.  ANALYSIS RESULTS OF THE ETHANOL INVESTIGATION 

Dosed 

Concentration 

Analyzed 

Concentration 

Relative Analysis 

Error 

135ppm 140,2ppm 5,3% 

 

B. Application 2:Binary  Ethanol-Acetone Mixture 

In a second application, binary ethanol-acetone mixtures 
were considered because additional components in the 
respiratory air can influence the ethanol concentration 
determination.  

To establish the mathematical calibration model with the 
calibration part of ProSens2, the gas samples of an ethanol-
acetone gas mixture given in Table III were again measured 
using thermo-cyclic operation of the sensor system. 

TABLE III.  ANALYSIS RESULTS OF THE ETHANOL INVESTIGATION 

Ethanol-Acetone 

in ppm 

Ethanol-Acetone 

in ppm 

Ethanol-Acetone 

in ppm 

50-0,5 50-1 50-2 

100-0,5 100-1 100-2 

175-0,5 175-1 175-2 

 
This means that only 9 samples were required for the 

establishing of the calibration model. This is a very good 
aspect because calibration measurements are very time 
consuming and expensive. 

To investigate the performance of the sensor system with 
the evaluation procedure ProSens2, three further binary 
ethanol-acetone gas mixtures and two non-binary ethanol-
acetone gas mixtures were measured in the same manner as 
the samples for calibration and analyzed together with the 
samples of the calibration process. The samples are given in 
Table IV. 

The blue marked lines in this table refer to non-binary 
ethanol-acetone gas mixtures based on the calibration model 
of the binary ethanol-acetone mixture. 
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TABLE IV.  GAS SAMPLES FOR EVALUATION 

Ethanol-Acetone 

in ppm 

Ethanol-Acetone 

in ppm 

Ethanol-Acetone 

in ppm 

50-0,5 50-1 50-2 

100-0,5 100-1 100-2 

135-0,5 135-1 135-2 

175-0,5 175-1 175-2 

Acetone in ppm 1  

H2 in ppm 20  

 
The following figures show again the comparison of 

theoretical CTP and measured CTP on the basis of the 
ethanol-acetone calibration model. In Figure 5, the two 
curves are quite together. This means that the sample is 
identified as a binary ethanol-acetone mixture. In Figures 6 
and 7, the difference between the two curves is very large. 
That means they are not identified as the binary gas mixture 
under consideration. 

 

 

Figure 5.  Comparison of measured CTP and theoretical CTP based on the 

ethanol-acetone calibration model for sample ethanol 175ppm acetone 
2ppm.  

Figure 6.  Comparison of measured CTP and theoretical CTP based on the 

ethanol-acetone calibration model for sample H2 20ppm. 

 

Figure 7.  Comparison of measured CTP and theoretical CTP based on the 

ethanol-acetone calibration model for sample acetone 1ppm. 

The following Table V shows the difference values 

between measured CTP and theoretical CTP. 

TABLE V.  DIFFERENCE VALUES FOR THE GAS SAMPLES 

Ethanol/Aceton 0,5ppm 1ppm 2ppm 

50ppm 0.0001 0.0004 0.0007 

100ppm 0.0007 0.0006 0.0023 

135ppm 0.0044 0.0018 0.0013 

175ppm 0.0002 0.0007 0.0007 

Acetone 1 ppm 0.2508  
 

H2 20 ppm 0.2955  
 

 

It can be clearly seen that the difference values in the 

blue marked fields of Table V, which do not correspond to 

ethanol-acetone gas mixtures, are significantly larger than 

the difference values in the other fields which correspond to 

ethanol-acetone samples. This means that ProSens2 is able 

to perform also in this application very good substance 

identification. 

TABLE VI.  ANALYZED CONCENTRATION VALUES OF THE ETHANNOL 

COMPONENTS IN PPM 

Ethanol/Acetone 

(dosed values) 
0,5ppm 1ppm 2 ppm 

50ppm 49,5 50,5 50,0 

100ppm 101,0 100,0 99,2 

135ppm 141.6 140,0 140,1 

175ppm 175,5 175,4 174,1 

 
After substance identification, ProSens2 calculates the 

ethanol concentration of the ethanol-acetone sample. Table 
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VI demonstrates the very good analysis results even in the 
case of a binary gas mixture with relative analysis errors 
smaller than 4%. 

V. CONCLUSION AND FUTURE WORK 

In this report, a test platform for alcohol control as a pre-
release of the later mobile electronics was developed which 
ensures a robust functioning of hard- und firmware. This 
platform supports a  sariety of commercially available metal 
oxide gas sensors. A specific aspect of the targeted 
application of breath alcohol detection is the reproducible 
generation of ethanol at nearly condensing gas atmosphere 
like it is assumed for breath monitoring. Operating the sensor 
system in a special thermo cyclic operation mode leads to 
CTPs which can be used for substance identification and 
concentration determination of the components of the gas 
mixture. Therefore, a calibration and evaluation procedure 
called ProSens2 was established. As shown in the 
application, ProSens2 is able to identify pure ethanol 
samples as well as binary ethanol-acetone mixtures in a very 
good manner and is also capable to determine the 
concentration of the ethanol samples and of the components 
of the ethanol-acetone mixtures with relative errors lower 
than 5%. 

In future work, the influence of further interfering 
components in the breathing air will be checked, including 
the interference of moisture in the respiratory air. 
Furthermore, the capability of the mobile sensor system for 
other applications will be investigated. Areas of research 
could be monitoring of diabetes, where acetone is the leading 
component, or the supervision of asthma with NO as the 
leading component.  
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Abstract—Surface acoustic wave (SAW) sensors consisting of
delay lines built on Quartz are used for fine particle detection.
Sensors based on either Rayleigh or Love waves using different
guiding layers such as silica and resin were tested. A comparison
of these different sensors capabilities has been achieved. Our SAW
sensors proved to be able to detect PM10 and PM2.5 particles
in the 0− 100 µg/m3 concentration range. The influence of the
guiding layer thickness on the Love wave sensors sensitivity was
also investigated.
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I. INTRODUCTION

According to the World Health Organization (WHO), air
pollution is responsible for approximately two million prema-
ture deaths per year. Therefore, it is of great importance to
be able to precisely measure particle concentration in the air
so that proper actions could be taken in order to reduce it.
Particles smaller than 10 microns and 2.5 microns in diameter,
respectively PM10 and PM2.5, are a major cause of health
issues since they are likely to deeply penetrate the human
lungs. Instruments currently used to measure micro particle
concentration are both large and expensive. Using micro-
acoustic devices for that purpose offers many possibilities in
terms of cost and size. They also tend to be very sensitive as
they are used for gas detection applications [1], [2]. They could
also be potentially wireless [3]. The SAW sensors designed for
this work are based on delay lines built on quartz (AT cut).
They consist of 200 nm thick aluminum interdigited electrodes
(IDTs), (cf Figure 1). The wavelength is λ = 40 µm. Since
c = f.λ, the resulted frequency for Rayleigh type waves
is f = 78.5 MHz as the wave velocity is approximately
c = 3100 m.s−1. On the other hand, the Love wave, which
is faster c = 5000 m.s−1, operates at higher frequency
f = 125 MHz.

In this paper, the experiment setup in which the SAW
sensors were tested is first described in section II. In section
III, the results of these different experiements are reported and
discussed before finishing with a short conclusion and a brief
perspective on our ongoing works.

Figure 1. Surface Acoustic Wave sensor

II. EXPERIMENTS

SAW sensors were exposed to PM2.5 particles within a
VCE1000 room in which particles concentration is monitored
using an Optical Particle Counter (Grimm OPC). PM10 and
PM2.5 micro particles are generated from a burning candle.
Particle concentration, which varies in the 0 − 100 µg/m3

range, is measured simultaneously by the OPC. The particles
adsorbed on the sensitive zone induce a gravimetric effect that
slows the acoustic wave down. The wave velocity decrease
results in a phase shift at a constant frequency (125 MHz for
Love waves and 78.5 MHz for Rayleigh waves). This phases
shift is continuously monitored using dedicated electronics [4]
. It is then compared with the particle concentration in the
room measured with the OPC. The particles are injected the
first time resulting in an increase of the concentration; the
injection is stopped when the concentration reaches approxi-
mately 100 µg/m3. As soon as the injection is stopped, particle
concentration drops down. The cycle is repeated a second time
during the experiment.

III. RESULTS

A. Love Wave Devices
Love waves are horizontally polarized surface waves. For

the Love wave to appear, it requires a guiding layer that has a
lower acoustic velocity than that of the quartz substrate. Love
wave based sensors using different guiding layers were tested
in this work.
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1) Resin guiding layer: As shown in Figure 2, sensors
using 1.8 µm thick photosensitive resin as a guiding layer re-
sponded by a phase decrease as soon as the particle concentra-
tion increased. The phase decrease is due to particle adsorption
onto the sensor’s surface. Conversely, the particles desorbed
from the surface when particle concentration dropped down
inducing the phase to increase. These sensors demonstrated a
quick response and a sensitivity of 11.5 m◦.µg−1.m3.

Figure 2. Phase response (green curve) with particle concentration variation
(red curve) for a Love wave sensor with a photo-resistive resin guiding layer.

2) Silica guiding Layer: As it is shown in Figure 3, sensors
using silica as a guiding layer also showed a quick response
and exhibited a much higher sensitivity compared to the
resin based sensors. It was approximately 50.9 m◦.µg−1.m3.
Different silica layer thicknesses from 700 nm to 1.8 µm
presented a similar behaviour.

Figure 3. Phase response (green curve) with particle concentration variation
(red curve) for a Love wave sensor with a 1.8 µm silica guiding layer.

B. Rayleigh Wave Devices
In constrast to Love wave based sensors, Figure 4 shows

that Rayleigh wave sensors did not respond at all to the
particles. Indeed, the phase was almost constant during the two
particle injection cycles. This type of devices should therefore
not be used for this type of applications.

Figure 4. Phase response (green curve) with particle concentration variation
(red curve) for a Rayleigh wave sensor.

IV. CONCLUSION

In this work, we demonstrated the potential of using
surface acoustic wave sensors for fine particle detection in
the 0 − 100 µg/m3 concentration range. In particular, Love
wave based sensors proved to be very sensitive and quick
to respond. However, this type of devices are not able to
distinguish particles by size. In particular PM10 and PM2.5
particles, which represent the biggest threat to health, would
induce the same response at equal mass. The SAW sensors
therefore require the use of a filtering system beforehand.
The design of a such filtering system and integrating it with
the SAW sensors is the focus of our current research work.
An operating prototype has been finalized and will soon be
published.
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Abstract — This paper presents a method to determine the 

octane number of gasoline products using a piezoelectric 

lateral electric field resonator. The dependence of permittivity 

of the gasoline on its octane number was measured. It has been 

shown that, for Russian gasoline grades, there is an unique 

dependence of aforementioned parameters. It has been found 

theoretically and experimentally that the frequency of the 

parallel resonance insignificantly changes with the change of 

the permittivity of gasoline contacting with free surface of the 

resonator. Our analysis shows that the value of the real part of 

the electrical impedance on the resonant frequency is 

unambiguously determined by the octane number of the 

gasoline. We provide an example of the determination of the 

octane number of an arbitrary mixture of different gasoline 

grades. We also consider the temperature of the gasoline 

sample under study. 

Keywords - octane number of gasoline; relative permittivity; 

lateral electric field excited piezoresonator; gasoline sensor. 

I.  INTRODUCTION 

Gasoline, which is widely used as engine fuel, represents 
the inflammable mixture of light hydrocarbons. The most 
important parameter of gasoline is its octane number, which 
characterizes its detonation resistance. This parameter is 
extremely important to ensure the optimal characteristics and 
durability of a working engine. Detonation is a process of 
spontaneous inflammation of air-and-fuel mixture not from 
the spark plug, but from heat of the gas mixture, which is 
compressed by the piston. In this case, burning has an 
explosive nature, which leads to the temperature excursion 
and the premature wear of the engine. In practice, the needed 
octane number is achieved by using special additives, which 
may evaporate in time. This process will lead to changes in 
the octane number of gasoline. So, in a number of cases, one 
needs to check the octane number of gasoline. At present 
time, the octane number of gasoline is determined by motor 
and research methods on special laboratory equipment [1]. 
These methods are carried out under laboratory conditions, 
with the help of expensive instrumentation and qualified 
personnel. Therefore, the development of the sensor for 
express analysis of octane number of gasoline acquired in 
fuel stations represents the prospective problem. At present, 
there exist only several papers devoted to express methods of 
octane number determination. For example, it is proposed to 

determinate the octane number of gasoline by measuring its 
viscosity [2]. But this method has not been put into practice. 
In our laboratory we develop the sensor based on the self-
excited oscillator the feedback of which contains the delay 
line based on the plate of Y – X lithium niobate with 
propagating acoustic wave with shear – horizontal 
polarization [3]. The liquid container with gasoline under 
study was placed on the path of acoustic wave. It has been 
shown that the frequency oscillation is unambiguously 
associated with the permittivity of the gasoline, which, in 
turn, is determined by its octane number [3]. It is well known 
that the lateral electric field excited piezo - resonator is 
sensitive to the change in the properties of contacting liquid 
[4]. Therefore, the aim of this paper is the development of a 
sensor for express analysis of gasoline octane number based 
on the lateral electric field excited resonator. In Section II, 
we measure the dielectric permittivity of gasoline. In Section 
III, we describe the fabrication of gasoline sensor. In Section 
IV, we theoretically analyze the sensor loaded by gasoline. 
Section V concludes the paper. 

II. THE MEASUREMENT OF THE DEPENDENCE OF THE 

RELATIVE PERMITTIVITY OF GASOLINE ON ITS OCTANE 

NUMBER 

It is obvious that, for the development of a sensor for 
express analysis of the octane number of gasoline, one 
needs to know its parameter, which is unambiguously 
determined by its octane number. As it has been pointed out, 
this parameter is permittivity. Table 1 contains the region of 
admissible values of permittivity for three octane numbers: 
80, 92, 95 and their averaged values [5]. 

TABLE I. THE REGIONS OF ADMISSIBLE VALUES OF 

PERMITTIVITY AND THEIR AVERAGED VALUES TAKEN FROM [5], AND ALSO 

MEASURED VALUES OF PERMITTIVITY FOR THREE GRADES OF GASOLINE. 

Octane number 80 92 95 

The regions of 

admissible values of 

permittivity [5] 

2 – 2.062 2.08 – 2.115 2.145 – 2.205 

Averaged values of 

permittivity [5] 2.031 2.0975 2.175 

Measured values of 
permittivity 2.084 2.148 2.2 
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The aforementioned grades of gasoline are standard for 
Russian market. We have measured the values of 
permittivity for these grades, which are also presented in 
Table 1. Below, our method of measurement is described. 

For measuring the permittivity, a plane air capacitor with 
shear dimensions of 20×20 mm

2
 and with the gap of 1 mm 

was fabricated. The capacity of this capacitor in air was 
measured with the help of the LCR meter 4285A (Agilent). 
A LCR meter is a piece of electronic test equipment used to 
measure the inductance (L), capacitance (C), and, resistance 
(R) of a component. Then, the capacitor was immersed into 
a sample of the gasoline under study and the capacity was 
measured again. With the assumption that relative 
permittivity of the air is equal to 1, the sought permittivity 
of gasoline was determined as the ratio of capacity in 
gasoline and capacity in air. The obtained data for the three 
grades of gasoline is also presented in Table 1. One can see 
that they are close to the values which are taken from 
literature. Figure 1 shows the dependence of the measured 
permittivity of the gasoline on its octane number. 

 

 

 

 

 

 

 

 

Figure 1. The dependence of measured permittivity of the gasoline on its 

octane number 

It is evident that permittivity of gasoline insignificantly 

increases with increase of the octane number. 

III. FABRICATION OF GASOLINE SENSOR  

For fabrication of the gasoline sensor, the piezoelectric 
resonator with lateral electric field based on the plate of 
lithium niobate of X cut was used (Figure 2). The plate 
thickness was equal to 0.5 mm. Two rectangular aluminum 
electrodes with shear dimensions 5×10 mm

2
 and with the gap 

between them of 3 mm were deposited in vacuum on the 
lower side of the plate.  

 

 
Figure 2. The gasoline sensor: 1 – piezoelectric plate, 2 – electrodes, 

3 – liquid container, 4 – gasoline under study, 5 – damping layer. 

The orientation of electrodes was chosen in such a way 
that lateral electric field was directed along crystallographic 
axis Y. Such orientations of the plate and lateral electric field 
lead to the excitation of longitudinal acoustic wave in the 
space between electrodes, which propagates along the 
normal to the surface and resounds between the sides of the 
plate [6]. The region around the electrodes was covered by 
the special damping layer. The metallic liquid container with 
the shear dimensions of 25 × 25 mm

2
 was placed on the 

upper side of the plate. These dimensions exceeded the sizes 
of the region of damping layer. The container was fixed to 
the plate surface with the help of gasoline-resistant epoxy. 

Figure 3 shows the frequency dependencies of the real (a) 
and imaginary (b) parts of the electrical impedance of the 
resonator with an empty liquid container. One can see that 
clearly expressed parallel resonance takes place at a 
frequency of 6.48 MHz. At that close to this frequency, the 
intensity of suppressed parasitic oscillations is significantly 
less. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The frequency dependencies of the real (a) and imaginary (b) 
parts of the electrical impedance of the empty sensor 

 

Then, we measured the frequency dependencies of real and 

imaginary parts of electrical impedance of the sensor loaded 

by the gasoline with a given octane number. These 

dependencies for values of octane numbers of 80, 92, and 95 

are presented in Figures 4, 5, and 6, respectively. All 

measurements were carried out under a laboratory 

environment with the temperature of 26
0
C and atmospheric 

pressure of 99.5 kPa. The detailed analysis has shown that, 

as an analytical parameter which is unambiguously 

associated with the octane number of the gasoline we can use 

the value of the real part of electrical impedance of the 

sensor on the frequency of parallel resonance. The resonant 

2 

1 Y 

X 

3 
4 

5 

2,0

2,1

2,1

2,1

2,2

80 84 88 92 96

Octane number

R
e

la
ti

v
e

 p
e

rm
it

ti
v
it

y

0

100

200

300

400

6,2 6,3 6,4 6,5 6,6

Frequency, MHz

R
, 
k

O
h

m

 

-200

-100

0

100

200

300

6,2 6,3 6,4 6,5 6,6

Frequency, MHz

X
, 
k

O
h

m

 

b 

a 

18Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-494-7

SENSORDEVICES 2016 : The Seventh International Conference on Sensor Device Technologies and Applications

                           29 / 109



frequency does not depend on the grade of the gasoline. The 

dependence of the maximum of real part of the impedance 

on octane number is presented in Figure 7. This dependence 

may be used as a calibration curve of the sensor. 

We have also carried out the experiment to determine 

the octane number of the arbitrary mixture of gasoline 

samples with octane values of 80 and 92. The measured 

value of the maximum of real part of impedance turns out to 

be Rmax = 20.149 kOhm. This data corresponds to the octane 

number of 82.25. 

It is obvious that, in practice, the estimation of the 

octane number of gasoline must be carried out at different 

values of environmental temperature and atmospheric 

pressure. It is well known [7] that the liquid permittivity 

strongly depends on the temperature and insignificantly 

changes with the variation in atmosphere pressure. It means 

that the estimation of octane number of gasoline by 

measuring its permittivity requires the need of temperature 

consideration. Our experiments have shown that the 

frequency of the series resonance does not depend on 

gasoline octane number (Figure 8) but unambiguously 

depends on the temperature. So, in the future work, we will 

measure the dependencies of Rmax on octane number at 

various temperature values. In this case, we will obtain the 

calibration set of curves with the temperature as parameter. 

The dependence of the frequency of series resonance on the 

temperature will also be measured. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The frequency dependencies of the real (a) and imaginary (b) 

parts of the electrical impedance for the sensor loaded by gasoline with 
octane number of 80. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The frequency dependencies of the real (a) and imaginary (b) 

parts of the electrical impedance for the sensor loaded by gasoline with 

octane number of 92. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. The frequency dependencies of the real (a) and imaginary (b) 

parts of the electrical impedance for the sensor loaded by gasoline with 

octane number of 95. 
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Figure 7. The dependence of the value of real part of the electrical 
impedance at the frequency of the parallel resonance on octane number of 

gasoline. 
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Figure 8. The dependence of the frequency of series resonance on octane 

number of gasoline. 

 

Therefore, the determination of the octane number of the 

gasoline considering its temperature will be performed in the 

following way. For the sample under study, the frequency of 

the series resonance and the value of Rmax will be measured. 

Then, by using the temperature dependence of this 

frequency, the temperature of the sample will be found. This 

will allow to choose the corresponding branch on the 

calibration set of curves and to determine the sought octane 

number by using the known value of Rmax.  
 

IV. THEORETICAL ANALYSIS OF REAL AND IMAGINARY 

PARTS OF RESONATOR LOADED BY VARIOUS GRADES OF 

GASOLINE  

In this work, we also calculated the frequency 

dependences of real and imaginary parts of the resonator 

loaded with gasoline samples with different dielectric 

permittivity.  

The theoretical analysis was carried out using the finite-

element method [8]. The geometry of the problem is shown 

in Figure 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. (a) Overview of the region of solution; (b) the central part of the 

region of solution: the plate of resonator and the gasoline layer, e1, e2 are 

electrodes, d1, d2 are damping layers. 

 

The geometrical dimensions of all elements of the sensor 

and crystallographic orientations of a plate and electrodes in 

the XY plane are accurately equal to the experimental ones. 

The width of a piezoelectric plate, the electrodes and the gap 

between them were equal to 25 mm, 5 mm and 3 mm, 

respectively. The width of the area of a covering around 

electrodes was equal to 5 mm. The upper side of a plate was 

contacted with the layer of gasoline of 2 mm thick. 

In the direction of the Z axis, the structure was implied 

to be infinite. All calculations were carried out inside a 

circle with a diameter of 100 mm. The elastic, piezoelectric 

and dielectric constants of lithium niobate and its density 

were taken from [9]. The speed of sound in gasoline and its 

density were taken from [1]. The relative permittivity of 

grades of gasoline were assumed to be equal to 2.0, 2.1, and 

2.2 respectively. The computed dependencies of real and 

imaginary parts of electrical impedance for these three 

grades of gasoline are shown in Figure 10. 
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Figure 10. Theoretical frequency dependencies of real (a) and imaginary 
(b) parts of electrical impedance for permittivity 2.0 (1), 2.1 (2) and 2.2 (3). 

 

So, it is shown that the theory and the experiment are in 

satisfactory agreement with each other. 

 

V. CONCLUSION 

In this paper, we developed a meter to measure the 

gasoline octane number based on the piezoelectric resonator 

with lateral electric field. The dependence of the relative 

permittivity of gasoline on its octane number was 

experimentally measured. It has been shown that, for 

Russian gasoline grades, there exists an unique relation of 

the aforementioned parameters. It has been theoretically and 

experimentally shown that the frequency of the parallel 

resonance insignificantly changes with the change in the 

gasoline permittivity. Analysis has shown that, as an 

analytical parameter unambiguously tied with gasoline 

octane number, one can use the value of real part of 

electrical impedance on the frequency of parallel resonance. 

An example of the determination of the octane number of an 

arbitrary mixture of different gasoline grades was given. We 

also considered the temperatures of the gasoline samples 

under study. The possibility of the consideration of the 

temperature of the gasoline sample under study is shown. 
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Abstract—The present paper discusses an experimental proce-
dure for designing a suitable coating for Microelectromechanical
systems (MEMs) based 3-axis force sensors. Several coating
shapes, sizes and materials were tested. The coated sensors
were calibrated and tested in order to characterize the effect
of the coating on the sensor characteristics such as measurement
dynamic range and resolution, the linearity of the response, as
well as the impulse response of the system. Finally guidelines for
optimal coating of the sensor are proposed.

Keywords–force; sensor; MEMs; protection; coating

I. INTRODUCTION

The development of Microelectromechanical systems
(MEMs) sensors was a revolution that produced small and
cheap sensors. This technology allowed massive production
of inexpensive and small sensors.

In tactile sensing field, force/torque MEMs based sensors
such as presented in [1], [2] and [3] have allowed low cost and
highly integrated touch sensing. This type of sensors has shown
good characteristics such as linear behavior, low hysteresis, and
good accuracy. However, because of their size and fragility,
these systems suffer from two major problems:

• The sensitive area of these sensors is small
• The maximal forces and torques that this kind of

system could support is low.

For example, the sensor presented in [1] has a maximum force
of 1 N and the sensor presented in [3] has a maximum force of
2 N. For most tactile applications, such as object manipulation,
in robotics manipulation tasks the range of forces that the
sensor should support must be at least 10 N [4].

To solve the problem of measurement range, one solution
consists in making bigger silicon based sensors, with bigger
supports. However, due to technology considerations, the size
of the sensor can not be big enough to cover a large surface
which doesn’t solve the small sensitive area problem. In
addition, using more silicon would significantly increase the
sensor cost. Another possible solution consists in protecting
the sensor with an elastic coating layer, as shown in [5] or [6].
This solution distributes the forces between the sensitive part
of the sensor and the area around which increases the sensor
dynamic range. This solution provides protection to the sensor,
increases the sensitive surface area and enables the sensor to be
interfaced with an external frame for intrinsic tactile sensing
such as presented in a previous work [7].

Coating the sensor can have many drawbacks such as the
introduction of non linearity and hysteresis. Depending on the
used elastic material, a relaxation phenomenon may appear
and significantly change the sensor response to external force.
The coating increases the dynamic measurement range by dis-
tributing the force between the sensor and the surface around
which reduces the sensor resolution. Finally, the analysis of the
forces applied on any point of the surface is complex. In [6],
the authors use a spherical coating geometry to create a soft
fingertip. The system could estimate the forces applied during
the contact with an external object as well as detect the early
slippage. In [5], the authors made a specific geometry to ensure
that the contact is established on the top flat surface of the
coating. Both papers use polyurethane as protection material.

In all review work about the protection of MEMs force
sensors as [5], [6], [8], [9] or [10] they do not analysed
more than one coating, and do not discuss why the specific
coating shape, size and material has been selected. The goal
of this paper is to provide guidelines for the design and
construction of the coating for MEMs force sensors supported
with experimental results and comparison between various
predefined coatings. The objective is to identify the coating
shape, size and material that provides the lowest alteration to
the sensor characteristics while increasing its dynamic range
and providing protection against high forces.

This paper is organized as follow: Section 2 presents the
3-axis MEMs force sensor used in our experiments as well as
its initial characteristics. Section 3 presents different coatings
used to protect the sensor and as well as their design and
construction process. In Section 4, the characterization of each
protected sensor is presented. In Section 5, the resistance to
high applied forces has been tested for two of the coated
sensors. Finally, optimal coating guidelines are deduced.

II. 3-AXIS FORCE MEMS SENSOR

The force sensor operates on the principle presented in
[5]. This consists of eight strain sensitive elements that are
attached to a stem. All these elements are made of the same
silicon crystal and have a geometry shown in Figure 1.

In this case, the sensor is made of a monocrystalline silicon
element, where the sensitive elements are eight piezoresistors,
i.e., the resistance value varies according to their deformation.
They are made by doping the underside of the silicon mem-
brane. The piezoresistors are divided according to the x and y
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(b) Piezoresistors

Figure 1. Sensor structure

axes defining the plane tangential to the membrane as shown
in Figure 1b. The eight piezoresistive elements have a similar
resistance value Ri at rest, and are placed so that they are
constrained symmetrically upon application of a force along
an axis x, y or z. Figure 2 shows schematically the deformation
of the membrane during the application of a normal force Fz

or tangential forces Fx, Fy in the plane of the membrane.

Fx,y

(a) Tangencial force

Fz

(b) Normal force

Figure 2. Transversal view of the sensor

The piezoresistors are associated to each other in a Wheat-
stone bridge arrangement according to x and y axis, as shown
in Figure 3.

R1

R2 R3

R4 R6

R5

R7

R8

Vin VA VB VC VD

(a) Wheatstone
x

y

z

R1 R2 R3 R4

R5

R6

R7

R8

Vin

Vin

Vin
VA VB

VC
 

VD

(b) Schema connection

Figure 3. Configuration and distribution of the piezoresistors

Once a force is applied to the stem, the membrane is
warped. This causes the compression or the stretching of the
piezoresistors along x and y axis, leading to a change in their
resistance values. The resistance variation affects the potentials
VA,B,C,D. The three voltages ux, uy and uz proportional to
the applied forces can be calculated as follows:

~u =

[
ux

uy

uz

]
=

[−a1 a1 0 0
0 0 a2 −a2
a3 a3 −a3 −a3

]VA

VB

VC

VD

 (1)

where a1, a2 and a3 are identified measurements gains. As
presented in [5], in theory, the measurements of the forces are
independent. In practice, there is a cross-talk between the axes
of the sensor. The forces are estimated as follows:

~f =

[
fx
fy
fz

]
=

[
Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

][
ux

uy

uz

]
−

[
bx
by
bz

]
(2)

where Sij are the components of the sensitivity matrix,
ux,y,z is the vector of measured voltages, and bx,y,z are the
components of the bias vector which is the voltages measured
when no forces are applied.

A. Characteristics of the sensor
The sensor has a linear behavior with respect to normal

and tangential forces because of the mono-crystalline nature
of the sensor and the elasticity of silicon. The used sensor has
the following characteristics:

• Membrane radius: 1000 µm

• Membrane thickness: 100 µm

• Stem radius: 575 µm

• S−1
xx,yy Sensitivity : (42.5± 1.5) mV/N

• S−1
zz Sensitivity: (150.00± 0.25) mV/N

• Fz max pressure. before deteriorating: 1.5 N

• Fx,y max strength. before deteriorating: 1 N

• max ∆Ux,y maximum voltage variation before the
deteriorating in tangential forces: 42.5 mV

• max ∆Uz maximum voltage variation before the de-
teriorating in normal forces: 225 mV

• The sensor is 5 mm long, 3.5 mm wide, and 0.8 mm
high regardless of the stem.

• Cut-off frequency: 54 Hz to 60 Hz

All sensitivity values are given for a supply voltage of 5 V.

III. CONSIDERED SENSOR COATING

In order to protect the sensor and increase its sensitivity
range, the sensor was protected as shown in [5]. The protection
is made by deposing an elastic material over the sensor so that
the forces exerted on the material will be distributed between
the sensor and the support.

The chosen elastic material is polyurethane. This choice
is entirely based on previous work results in determining the
proper type of protection, [5] or [6]. The MEMs sensor is
integrated and connected to a round PCB as shown in Figure
4 and several protections were implemented and tested.

Figure 4. MEMs force sensor connected and mounted in PCB

In this document, 5 protections are dealt with as shown in
Figure 5.

These sensors were chosen to be tested in order to deter-
mine the following points:
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(a) rA (b) rB (c) rC

(d) rD (e) F02

Figure 5. Coated MEMs force sensors

The optimal construction material: The sensors are pro-
tected with two different polyurethane resins. The difference
between the two tested materials is essentially in the hardness:

• the black polyurethane has a hardness of Shore 80
• the beige polyurethane has a hardness of Shore 40

The sensors rC, rD and F02 are protected with black
polyurethane, rA with beige polyurethane, and the sensor rB
is composed of half of each.

The influence of height: Sensors rC and rD have the
same shape, the same material but different height in order
to establish a relationship between the coating height and the
response of the sensor.

The influence of shape: Differences in behavior between
the forms of protection.

The coating procedure: Sensors rA, rB, rC and rD are
made from a mold, and the protection F02 by pouring the
material above the sensor.

IV. COATED SENSOR CHARACTERIZATION

In this section, a relatively low force range is used in order
to determine the sensor characteristics without pushing it to its
maximum supported force.

A. Experimental test bench
In order to calibrate and qualify the different coatings, a

testing system (Figure 6) was created. This system uses a
reference force sensor developed in [5] mounted on two linear
actuators (Lx80F40 Linax Jenny Science) placed along the
x and y axes. A precision screw and a pneumatic actuator
are used to move a rigid plate parallel to the reference force
system. The data acquisition system is a national instruments
acquisition board (DAQ) PXI-6225 at a frequency of 1 kHz.

B. Characterization methodology
The following measurement methodology is performed:

• Fix the sensor to measure, in its support, in the end
effector.

• Without applying any force, begin to acquire the
voltages ~u in order to calculate the offset ~b

4

5

1

3
x

y
z

2

1.Rigid surface
2.Precision screw
3.Pneumatic actuator 

4.Force sensor
5. Reference force sensor
6. Linear actuators

6

Figure 6. Testing system

• The sensor and the rigid surface are brought into
contact by the precision screw, until a force of
(1.3± 0.2) N is exerted, and is varied manually with-
out exceeding 1.6 N force.

• The two linear motors move along a predefined path,
to exert tangential forces on the sensor

• When the motion terminates, the contact is automati-
cally removed by a pneumatic actuator

• The acquisition system is stopped

The defined trajectory is designed so that the force exerted
on the sensor sweeps through all of the measurable force range,
i.e., explore both the positive and negative forces in the x
and y axes without breaking the sensor. Unfortunately, the
contact between the 3-axis force sensor and the rigid surface
has a small friction coefficient, that does not allow exertion of
tangential forces through all of the measurable force range. The
trajectory is shown in Figure 7. The used trajectory is square
in order to minimize the effects of cross-talking between the
axes.

2.50mm 

2.
50

m
m

start

Figure 7. Trajectory for the sensor characterization

The first portion of the acquired signal is used to remove
the sensor offset. At the beginning, the exerted force is null,
thus the measured voltages vector ~u is equal to the bias vector
~b.

~f = 0⇒ ~u = ~b (3)

The sensitivity matrix of each sensor can be estimated
using least squares method as follows :

{li,Si} = argmin
li,Si

n∑
j=1

(
~refj − ~fj

)2
(4)
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where ~refj is the reference measurement of forces at
sampling time j, and ~fj is the forces calculated by equation 2
at sampling time j. n is the number of samples.

C. Characterization results
At least two measures of each of the five mentioned sensors

were made. Half of the taken measures is used to calculate
the sensitivity matrix and the other is used to validate the
calibration.

The results of the experiments are shown in the Figure
8. The first row of the Figure 8 presents the results for the
measurement set used to calibrate the sensor. The second row
of Figure 8 presents the results for the measurement set used
to validate the calibration. Figure 8 shows the acquired data
at the point where the contact was removed. In fact, when the
contact is released using the pneumatic actuator, the reference
sensor begins to vibrate because the deformation due to the
introduced forces creates a mass-sting system, consequently
the last part of the acquired data of the measures is not used
to calibrate the sensor since the reference is not accurate.

Table I presents the error statistics between the reference
system and each of the 3 axis force sensors.

Measure Mean error Max error Standard
deviation

rA

fx −3.36mN 46.31mN 11.82mN
fy −8.44mN 65.00mN 15.67mN
fz 13.89mN 52.78mN 11.98mN

rB

fx −2.09mN 64.19mN 12.78mN
fy 9.29mN 70.34mN 16.56mN
fz 3.90mN 33.42mN 7.79mN

rC

fx −19.85mN 133.14mN 40.70mN
fy −24.37mN 144.11mN 35.92mN
fz 5.82mN 37.65mN 8.19mN

rD

fx −3.77mN 54.34mN 18.17mN
fy −2.87mN 51.63mN 11.92mN
fz −1.52mN 31.25mN 11.56mN

F0
2

fx 72.81mN 190.33mN 63.86mN
fy −10.53mN 69.15mN 16.67mN
fz 28.94mN 135.17mN 40.19mN

Table I. Error statistics coated sensor

The graphics of the relation between the reference forces
against the calculated forces are shown in the third row of
Figure 8.

To characterize the dynamic behavior of the sensor in the
z axis, the reference data at the instant when the contact is
released is replaced by a step function in the system input (in
order to avoid the reference sensor vibration problem). Using
these signals, the transfer function for each coated sensor is
calculated. Taking as reference the following two characteristic
transfer functions:

• Second order over-damped system

fz(s)

fzreal(s)
=

Kp

(1 + Tp1s)(1 + Tp2s)
(5)

• System with two poles and one zero

fz(s)

fzreal(s)
=

a1s + a2
s2 + a3s + a4

(6)

The constant values Kp, Tp1, Tp2, or a1,2,3,4 are found
for each sensor. These values can be calculated in different
ways. For example by the method of Harriot for over-damped
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Figure 10. Behavior of the coated force sensors to a step input

S−1
xx S−1

yy S−1
zz Cut-off freq

rA 0.675mV/N 0.675mV/N 9.5mV/N ≈ 45Hz
rB 0.425mV/N 0.370mV/N 10.5mV/N ≈ 50Hz
rC 0.8mV/N 0.8mV/N 15mV/N ≈ 35Hz
rD 0.63mV/N 0.63mV/N 13mV/N ≈ 34Hz

F02 0.74mV/N 0.4mV/N 10.5mV/N ≈ 30Hz

Table II. Error statistics coated sensor

second order systems or by minimizing the error between
the input and output. The System Identification toolbox of
MATLAB was used in order to easily determine these values.
As it can be deduced from the fourth row in Figure 8, sensors
rA and rB have a transfer function that fits with a second
order transfer function 5. The other three sensors have a well
pronounced relaxation phenomenon. As a consequence, their
transfer function fits better with the one of a system with
two poles and one zero presented in equation 6. The transfer
functions calculated for sensors are shown in the Figure.

Bode plot and phase, calculated from systems presented in
Figure 8, are shown in Figure 9.

The modelled cutoff-frequency of the sensors varies be-
tween ≈ 30 Hz for the F02 and ≈ 50 Hz for the rB. The
theoretical performance of the sensors to a step signal is shown
in Figure 10.

The characteristics of sensitivity and cut-off frequency of
each sensor are presented in Table II.

The results were obtained using a linear model of the
behavior of the sensor.
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Figure 8. Results of the coated sensor characterization

D. Results Analysis

From Figure 8 and Table I, it is clear that sensors rA, rB and
rD have similar behaviors and good matching of the estimated
forces with respect to the reference ones. However, sensors rC
and F02 have errors that are almost double compared to the
others.

Figure 8 shows that sensors rA, rB and rD preserve the
linear behavior between measurements. Additionally, the figure
shows that the sensors rC, rD and F02 have a a more significant
relaxation phenomenon.

Regarding the set-points evoked in section III. The follow-
ing analyses are made:

Material to be used: For the beige polyurethane with hard-
ness of Shore 40, the relaxation phenomenon isn’t considerable
as is shown in Figure 8. Sensors coated directly with this
material have a better dynamic behavior (rA and rB). When
two materials are combined as for the sensor rB, the problem
is that the forces are not distributed evenly in all directions (as
shown in the linearity analysis figures).

Influence of height: Sensors rC and rD have the same
shape and the same material. However they have very different
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Figure 11. Results of the selected coated sensors

behaviours. The bigger coating height in sensor rC reduces its
sensitivity to tangential forces.

Influence of the shape: Three different basic shapes were
tested. The coating used in rA and rD has the same best
linearity. Those shapes gave the best results. The shapes of
sensors F02 and rC have a wide base. This significantly
decreases their sensitivity in the shear axes. One of the biggest
problems of the coating shape used for the F02 is that the point
where the forces are applied is not centered with the sensor.

Manufacturing type of protection: The point of application
of forces in the sensor must be well defined, the F02 sensor
does not have this characteristic. In fact during the hardening
process of the polyurethane, any disturbance in the angle
affects the central point position.

V. RESISTANCE TO HIGH FORCES TEST

The coated sensors that present the best characteristics (rA
and rD) are selected for the high force test. The test consists
of repeating the same experiment presented in the previous
section by applying a higher force range. The test bench system
does not allow more than 9 N. In this test, at least 8 N was
applied to the sensor. The goal of this test is to verify if the
coating preserves its characteristics for the range needed for
object manipulation (about 10 N). The results are shown in
Figure 11.

As shown in the figure, the sensors preserve their char-
acteristics such as the linearity for the whole range of tested
forces. The two systems resisted about 9 N without breaking.
Clearly, they could go beyond this range without any problems.
After the experiment, no hysteresis was noticed nor was there
a change in their sensitivity. A more robust test bench tool
could be used to determine the maximum supported force.

VI. CONCLUSION

This paper presents an experimental procedure for de-
signing a suitable coating for MEMS based 3-axis force

sensors. Five different coatings with different shapes, sizes and
materials were calibrated, tested and characterized in order to
show the effect of the coating. The analysed characteristics
were the statistics of error in time, the linearity of the response
as well as the impulse response of the system and the final
sensitivity of the sensor.

The two sensors with the best characteristics are tested in
a larger range showing that this type of coating is desirable to
use in protecting MEMs force sensors.

The guidelines proposed in section III for the design and
construction of the coating for MEMs force sensors supported
with experimental results of section IV were analyzed and the
conclusions are:

Coating material: The relaxation of the material should
be the fastest possible one. Polyurethane Shore 40 meets this
criterion and is advised to be used as a coating material.

Influence of height: A higher coating leads to lower sensor
sensitivity to tangent forces. Thus, reducing the coating height
is advised.

Influence of the shape: The point where the forces are
exerted must be centered, so the tip of the protection must be
pointy, and the base should not be too wide.

Manufacturing type of protection: The sensors must be
made by molding.

The proposed guidelines can be used to create new coat-
ings, with different range of forces and sensitivities. Conse-
quently the force MEMs sensors can be applied in a larger set
of applications.

Further work will focus on the creation of a new coating for
a 3-axis force sensor matrix. This matrix can be used for the
development of a tactile sensing system for robotics dexterous
manipulation.
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Abstract—This paper is a short overview of some piezoelectric 
materials and devices for generating renewable electricity 
under mechanical motion actions. Piezoelectric materials, 
usually crystals or ceramics, have the capability to generate a 
small amount of current, when they are subjected to 
mechanical pressure, such as pushing, bending, twisting, and 
turning. A vibrating piezoelectric device differs from a typical 
electrical power source in that it has capacitive rather than 
inductive source impedance, and may be driven by mechanical 
vibrations of varying amplitude. Several techniques have been 
developed to extract energy from the environment. Generally, 
“vibration energy” could be converted into electrical energy by 
three techniques: electrostatic charge, magnetic fields and 
piezoelectric. Mechanical resonance frequency of piezoelectric 
bimorph transducers depends on geometric size (length, width, 
and thickness of each layer), and the piezoelectric coefficients 
of the piezoelectric material. This paper will discuss about the 
manufacturing processes and intended applications of several 
energy harvesting devices.

Keywords-renewable electricity; energy harvesting; 
vibration energy; generator; converter; piezoelectric; 
silicon on insulator (SOI).

I.  INTRODUCTION

Renewable energy replaces conventional fuels in four 
distinct areas: power generation, hot water / space heating, 
transport fuels, and rural (off-grid) energy services.

The concept of “harvesting” is relatively recent, and 
presumes the capturing of the normally lost energy 
surrounding a system and converting it into electrical energy 
that can be used to extend the lifetime of that system’s power 
supply or possibly provide an endless supply of energy to an 
electronic device, namely power harvesting.

Energy harvesting or Scavenging energy is an attractive 
concept because so many energy sources, such as: light, heat, 
and mechanical ambient vibrations that exist in our ambient 
living could be converted into usable electricity. 

Among alternative energy sources can include: water 
energy, water waves, wind, solar, heat, random vibration, 
noise, nonlinear mechanical rotations, mechanical shocks, 
etc. 

Several techniques have been proposed and developed to 
extract energy from the environment. In general, vibration 
energy could be converted into electrical energy using one of 

three techniques: electrostatic charge, magnetic fields and 
piezoelectric.

Multiple such materials, placed near each other could 
increase the electrical energy. The process of energy 
conversion in a piezoelectric material is based on the 
principle of the piezoelectric effect. The piezoelectric 
elements store electrical energy as an electric field. The 
direct piezoelectric effect describes the material’s ability to 
transform mechanical strain into electrical charge. Many 
conventional systems consist of a single piezoceramic in 
bending mode (unimorph) or two bonded piezoelectric in 
bending mode (bimorph). Cantilevered piezoelectric energy 
harvesters have been investigated in the literature for energy 
harvesting. Piezoelectric generators [1] appropriate to 
convert the smallest mechanical deformations directly into 
electrical energy. This solid state effect is free of degradation 
in a wide operation range.

Some structures can be tuned to have two natural 
frequencies relatively close to each other, resulting in the 
possibility of a broader band energy harvesting system. The 
energy produced by these materials is in many cases far too 
small to directly power an electrical device. 

Advances in low-power electronics and in energy 
harvesting technologies have enabled the conception of truly 
self-powered devices [2]. 

By driving one element to expand while contracting the 
other one, the actuator is forced to bend, creating an out-of 
plane motion and vibrations [3]. Cantilevered piezoelectric 
energy harvesters have been investigated in the literature for 
energy harvesting [4]. MEMS (Micro-electro-mechanical 
System) array with multi-cantilevers was designed with 
single cantilever behaving closer resonance frequency one 
after another [5].

The paper was structured in five sections: I. Introduction; 
II. Piezoelectric conversion; III. Piezoelectric generators; IV. 
Piezoelectric devices, and V. Conclusions and future works.

II. PIEZOELECTRIC CONVERSION

Piezoelectric materials, usually crystals or ceramics, have 
the capability to generate a small amount of current, when 
they are subjected to mechanical pressure, such as pushing, 
bending, twisting, and turning. 

Piezoelectric materials exhibit the property that if they 
are mechanically strained, they generate an electric field 
proportional to the strain [6]. Conversely, when an electric 
field is applied the material undergoes strain. These 
anisotropic relationships are described by the piezoelectric 
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strain constant, d, which gives the relationship between 
applied stresses while the electro-mechanical coupling 
coefficient, k, describes the efficiency () with which energy 
is converted between mechanical and electrical forms, and Q 
the quality factor. This latter coefficient is important in 
determining the efficiency of a resonant generator since the 
overall efficiency of a piezo element clamped to a substrate 
and cyclically compressed at its resonant frequency is [6]:  
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A. Electrostatic convertions
Electrostatic conversion is based on the formation of a 

parallel plate capacitor onto which a charge is introduced 
from an external power source. Once the external source is 
disconnected then varying the capacitor configuration (plate 
overlap area or plate separation) causes the voltage and/or 
charge on the capacitor to vary. The varying voltage or 
charge may be extracted to provide electrical energy to a 
load.

For a parallel plate capacitor with plate area A and plate 
separation d, the capacitance is approximately


V
Q

d
AC  

where ε is the dielectric constant of the insulating material 
between the plates, Q and V are the charge and the voltage 
on the capacitor, respectively. The energy stored on the 
capacitor is

QVE
2
1



If the charge is held constant, then combining (9) and (10), 
the energy becomes


A
dQE
2
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while if the voltage is constrained, the energy becomes


d

AVE
2

2


Attempts to change the stored energy by moving the 
capacitor plates cause a reaction force. This reaction force 
depends on whether the gap or the overlap area of the 

capacitor is varied and on whether the voltage or the charge 
is constrained.

III. PIEZOELECTRIC GENERATORS

Piezoelectric generators are appropriate to convert the 
smallest mechanical deformations directly into electrical 
energy. This solid state effect is free of degradation in a 
wide operation range.

The process of energy conversion in a piezoelectric 
material is based on the principle of the direct piezoelectric 
effect. When a piezoelectric element is mechanically 
stressed it generates electrical charges.

Piezo energy harvesting has been investigated only since 
the late '90s and it remains an emerging technology.

The piezoelectric elements store electrical energy as an 
electric field. The direct piezoelectric effect describes the 
material’s ability to transform mechanical strain into 
electrical charge. Figure 1 presents the piezoelectric 
generators principle.

Figure 1. Piezoelectric generators principle.

A. Piezoelectric materials
Several types of piezoelectric materials used in for 

energy harvesting devices are: PZT, piezoceramic / polymer 
composites, piezoelectric polymers, etc.

The most common types of piezoelectric materials used 
in power harvesting applications are:

a) Lead zirconate titanate, a piezoelectric ceramic, or 
piezoceramic, known as PZT; 

b) Poly(vinylidene fluoride) (PVDF). PVDF is a 
piezoelectric polymer that exhibits considerable flexibility 
when compared to PZT.

Other piezoelectric materials are Fiber-based 
piezoelectric (piezofiber) material consisting of PZT fibers 
of various diameters (15, 45, 120, and 250 μm) that were 
aligned, laminated, and molded in an epoxy (Macro Fiber 
Composite – MFC).  The Macro Fiber Composite (MFC) is 
the leading low-profile actuator and sensor offering high 
performance, durability and flexibility in a cost − 
competitive device. 

In the Table 1 we compared the electrical, piezoelectric 
and dielectric characteristics of piezoelectric materials from 
several companies (PZT - Brush Clevite Corporation, 
Morgan Advanced Materials; PXE – Philips; Piezolan - VEB 
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KKW Hermsdorf), where noted: Coupling coefficients (Keff, 
k), piezoelectric coefficients (g31, d31), strain coefficients (s), 
mechanical quality factor (Qm), Curie temperature (Tc). 

A vibrating piezoelectric device differs from a typical 
electrical power source in that it has capacitive rather than 
inductive source impedance, and may be driven by 
mechanical vibrations of varying amplitude.

A more attractive configuration is to form the 
piezoceramic into a cantilever arrangement, as shown in 
Figure 2, where layers of piezoceramics are bonded to a 
substrate, typically made from a suitable metal. This 
structure allows a lower resonant frequency to be achieved 
while producing large strains in the piezoceramic. Where 
two layers of piezo material are used, the structure is referred 
to as a bimorph. In this case, the piezo layers may either be 
connected in series or parallel. If only a single piezo layer is 
used, the structure is referred to as a unimorph [6]. 

Figure 2.  Piezoceramic cantilever resonator [6].

Piezoelectric unimorph cantilever consists of a 
piezoelectric layer which is sandwiched between two 
conducting electrodes and positioned on the top of shim 
layer. Alomari et al. [7] proposed a mathematical analysis of 
dynamic magnifier model for the piezoelectric unimorph 
beam. 

Bimorph actuators consist of two independent flat 
piezoelectric elements, stacked on top of the other. By 
driving one element to expand while contracting the other 
one, the actuator is forced to bend, creating an out-of plane 
motion and vibrations. Series and parallel operation modes 
for bimorph actuators are function of electrical connection 
and the polarization (P) orientation of piezoelectric layers 
(Figure 3). 

Series Operation refers to the case where supply voltage 
is applied across all piezo layers at once. The voltage on any 
individual layer is the supply voltage divided by the total 
number of layers. A 2-layer device wired for series 
operation uses only two wires, one attached to each outside 
electrode (Figure 3a). Parallel Operation refers to the case 
when a metallic blade is fixed between both piezoelectric 
layers and connected like in Figure 3b).

Figure 3. Series (a) and parallel (b) operation modes for bimorph actuators 
[2].

Figure 4 compares three piezoelectric sensor 
configurations: (a) A series triple layer type piezoelectric 
sensor. (b) A parallel triple layer type piezoelectric sensor. 
(c) A unimorph piezoelectric sensor [8].

Figure 4. (a) A series triple layer type piezoelectric sensor. (b) A parallel 
triple layer type piezoelectric sensor. (c) A unimorph piezoelectric sensor 

[8].

B. Spark generation
An important application of PZT elements is the 

conversion of mechanical energy into electrical energy, with 
maximum efficiency and amount of energy [9].

A PZT cylinder hit with a mechanical shock can generate 
a high voltage electrical spark that processed by electronic 
circuits is stored in special batteries (Figure 5).

Figure 5. The principle of high voltage and spark generation [8]. 

In the experimental works we performed a set-up with a 
mechanical pendulum, which applied mechanical shocks on 
a fixed PZT tore of 6 mm thickness. According to the direct 
piezoelectric effect, PZT element converted the mechanical 
energy into an electrical one. The electrical signal picked up 
on the electrodes of PZT element has been detected and 
measured with a Tektronix oscilloscope with memory. The 
voltage peak can reach hundreds of volts (Figure 6).

Figure 6. Electrical signal generated by a PZT tore of 6 mm thickness 
hit by mechanical shocks.
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A piezoelectric ceramic can be depolarized by a strong 
electric field with polarity opposite to the original poling 
voltage. The typical operating limit is between 500V/mm 
and 1 000V/mm for continuous application.

High mechanical stress can depolarize a piezoelectric 
ceramic. The limit on the applied stress is dependent on the 
type of ceramic material, and duration of the applied stress.

A part of the energy generated by the PZT transducer can 
be stored in a capacitor and can be used to power a circuit. 

IV. PIEZOELECTRIC DEVICES

Some examples of piezoelectric devices and their 
applications are presented below.

A. PVDF bimorph transducer
PVDF is a piezoelectric polymer that exhibits 

considerable flexibility when compared to PZT.
PVDF pre-polarized piezoelectric bimorph structure was 

realized on two PVDF thin films, with 25 μm thickness and 
31 pC/N d31 piezoelectric coefficient. The PVDF bimorph 
transducer started vibration at low alternative voltage, such 
as 10 V, developing more than 1 mm aperture displacement 
at its end. The piezoelectric bimorph actuators [3] can be 
well suited to be implemented in devices for laser system 
micrometry displacement. PVDF bimorph transducers have 
advantages, such as: small size and weight, greater 
flexibility, however they do not have sufficient mechanical 
rigidity so they cannot bear heavy seismic masses.

B. MEMS piezoelectric energy harvesting device
Micromachined piezoelectric cantilever having low 

resonant frequency range between 60 Hz and 200 Hz, was 
developed by Shen at al. [10] appropriate for frequency 
range, common for environmental vibration sources.

As an application, we mention the MEMS PZT 
cantilever with an integrated Si proof mass, fabricated on a 
silicon on insulator (SOI) wafer, and a 
Pt/PZT/Pt/Ti/SiO2/Si/SiO2 multilayer device is generated for 
low frequency vibration energy harvesting [9]. In 
manufacturing MEMS, thin film deposition and etching 
with patterns are used, as shown in Figure 7.

Figure 7. The schematic of the side view of a piezoelectric energy 
harvesting cantilever based on a silicon on insulator (SOI) wafer [9].

The measured impedance and phase angle of the PZT 
cantilever versus the exciting frequency are shown in Figure 
8. The resonant frequency peak in the phase angle is about 
184.16 Hz [10]. 

Figure 8. Measured resonant frequency of the PZT cantilever device [10].

A MEMS (Micro-electro-mechanical System) array with 
multi-cantilevers was designed with single cantilever 
behaving closer resonance frequency one after another [11]. 
Each cantilever is one spring–mass–damper system with one 
degree of freedom. When cantilevers with closer resonance 
frequency are connected together as an array, the available 
bandwidth covers the range of minimum to maximum 
resonance value of the cantilevers in the array. MEMS 
fabrication technology ensures the advantage of mass 
production of cantilevers with various structure parameters 
in an array. 

In the application described by Shen et al. [10], a made-
up power generator array was realized by the MEMS 
process using cantilevers with different sizes (Figure 9): 12 
mm silicon layer thickness, 3.2 mm PZT layer thickness, the 
length and width in range of 2000–3500 mm and 750–1000 
mm respectively, having the resonant frequency in the range 
of 200–400 Hz. The micro-power generator array device 
was made by many PZT film transducers, in order to capture 
low-level vibrations from the environment. 

Serial connection among cantilevers of the array was 
investigated and the prototype performed well, such as: 3.98 
mW effective electrical power and 3.93 VDC output voltage 
on the load resistance. This device is promising to support 
networks of ultra-low-power, peer-to-peer, wireless nodes.

Figure 9. Picture of power generator array prototype [11]. 
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C. Sensor network
Energy-harvesting can enable a new mode of operation, 

namely, the energy-neutral mode in which the system uses 
only as much energy as is available from the environment 
[12]. 

Figure 10. A generic sensor network node with energy harvesting device 
[13].

The power consumed by a network node can be split 
between the various functions. A structure of a general 
sensor network node is described by Benini et. al. [13], with 
the key elements shown in Figure 10. The power 
requirement of each element depends on the particular 
application.

D. Energy harvesting piezoelectric circuitry
Piezoelectric generators are appropriate to convert the 

smallest mechanical deformations directly into electrical 
energy. This solid state effect is free of degradation in a 
wide operation range. A vibrating piezoelectric device 
differs from a typical electrical power source in that it has 
capacitive rather than inductive source impedance, and may 
be driven by mechanical vibrations of varying amplitude. 
Figure 11 describes a PZT element generator with diodes 
and parallel capacitor. 

Figure 11. PZT element generator with diodes and parallel capacitor. 

The principle of charge generation by a PZT disc to an 
electronic circuit performance are the shape of the PZT 
transducer, the manner in which the transducer is mounted 
and, of course, the nature of the electrical load (Figure 12). 

Figure 12. Mechanical force applied to a PZT disc followed by an energy 
converter. 

A PZT disc compressed between two metal surfaces will 
expand in the radial direction less than a thin cylinder. So the 
way in which the material is mounted will directly affect the 
energy conversion per unit volume. The general rule 
therefore is to allow the PZT body some freedom to expand 
radially since charge generation is directly coupled to 
deformation.

Typical energy harvesting circuitry consists of voltage 
rectifier, converter and storage (Figure 13).

Figure 13. Typical energy harvesting circuitry.

Generally, the device will include an appropriate 
transducer, converter of mechanical energy to electrical one, 
chopper, dc-cc converter and high performance 
microcontroller which will control the performances, and 
stability of the all system.  

E. Low energy harvesting power source
A self-powered autonomous wireless sensor system 

composed of a power source and a wireless sensing 
communication system (Figure 14) was realized by Marsic 
et. al. [14].

Figure 14. Block diagram of a wireless sensor node powered by a vibration 
energy harvester. [14]

The design optimization [14] for low power 
consumption minimization ensures the system’s energy 
autonomous capability.

V. CONCLUSIONS AND FUTURE WORKS

Several techniques have been proposed and developed to 
extract energy from the environment. In general, “vibration 
energy” could be converted into electrical energy by three 
techniques: electrostatic charge, magnetic fields and 
piezoelectric.

Piezoelectric materials like PZT and PVDF embedded in 
different electronic configurations are suitable for 
applications, such as: unimorph, bimorph and multilayers 
transducers, energy harvesting circuitry, sensor network 
nodes with energy harvesting devices, multilayer devices 
generated for low frequency vibration energy harvesting, 
micromachining PZT cantilever, micro-power generator 
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array, energy harvesting sensor networks, networks of ultra-
low-power, peer-to-peer, wireless nodes, etc.

Mechanical resonance frequency of piezoelectric 
bimorph transducers depends on geometric size (length, 
width, and thickness of each layer), and the piezoelectric 
coefficients (d31 and s11) of the piezoelectric material.

In future work we will study the influence of mechanical 
impacts (shocks) on the behavior of piezoelectric elements 
function of the piezoelectric elements characteristics 
(material type, size, volume, thickness, impact value, etc.); in 
order to increase the values of generated electrical charges 
and device efficiency.
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TABLE I. THE ELECTRIC, PIEZOELECTRIC AND DIELECTRIC CHARACTERISTICS OF SOME PIEZOCERAMIC MATERIALS

Material property Type of Piezoceramic Material
BaTiO3 PZT - 4 PZT - 8 PXE - 4 PZT - 5A PZT - 6 Piezolan PXE - 7 PXE-11

ρ  [103 kg·m-3] - 7.5 7.6 7.5 7.45 7.45 7.4 7.75 4.50
Kp 0.354 0.58 0.50 0.55 0.60 0.42 0.35 0.52 0.43
K31 0.208 0.33 0.295 0.32 0.34 0.25 0.21 0.31 0.25
K33 0.493 0.70 0.62 0.68 0.705 0.54 0.48 0.70 0.55
Kt - 0.51 0.44 - 0.49 0.39 0.42 - -
ε  - 1300 1000 1500 1700 1050 950 700 400
d33  [10-12 m/V] 191 289 218 265 374 189 210 220 100
d31  [10-12 m/V] -79 -123 -93 -141 -170 -80 -78 -86 -44.5
g33  [10-3V·m/N] 11.4 26.1 24.5 20.0 24.8 20.4 2.0 35.4 28.2
g31  [10-3V·m/N] -4.7 -11.1 -10.5 -9.4 -11.4 -8.6 -7.3 -14 -11.2
s11E  [10-12 m2/V] 8.55 12.3 11.1 13.0 16.4 10.7 12.1 12.5 8.1
s33E [10-12 m2/V] 8.93 15.5 1.39 12.7 18.8 13.3 17.3 15.8 9.5
s11S [10-12 m2/V] 8.18 10.9 10.1 11.7 14.4 10.1 11.6 - -
s33S [10-12 m2/V] 6.76 7.9 8.5 6.8 9.46 9.2 13.3 - -
Q  500 1000 500 75 450 450 80 270
103 · tg δ  4 4 6 20 20 15 20 25
Tc     [0C]  328 300 265 365 335 290 320 400 (195)
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Abstract— Electrochemical sensors with sensitive membranes 

from amorphous materials, in particular, in case of pH elec-

trodes are traditionally fabricated by glass-blowers. For a 

more effective manufacturing, sometimes so-called blowing 

machines are used. Thereby, on the one hand a miniaturisation 

of these electrodes is limited due to technological reasons. On 

the other hand, this makes it impossible to achieve planar sen-

sors. In addition, a relatively large amount of functional special 

glass is necessary for such processes. Pulsed laser deposition 

(PLD) could provide ideal conditions to reduce the above-

mentioned drawbacks. In this contribution results of using this 

method for the fabrication of planar glass based electrochemi-

cal sensors are demonstrated, whereby an amorphous silicate 

glass is in the focus for the sensor membrane. 
 

Keywords- electrochemical sensor; pulsed laser deposition; 

planarity; sensor miniaturisation; thin film. 

 
I  INTRODUCTION 

Sensitive membranes are essential functional compo-

nents of potentiometric chemosensors. In this respect, ac-

cording to Figure 1, a distinction is made between solid-

based and liquid membranes. 

 
 

 
 

 
Figure 1.  Classification of membrane materials for electrochemical sensors 

 

For solid membranes, amorphous materials play a signif-

icant role. The reason is that especially the pH determina-

tion, which is one of the analyses performed most frequently 

worldwide, is carried out with electrochemical electrodes 

based on such membranes according to standards [1]. The 

membrane materials used here are silicated glasses with 

high electrolytic conductivity which mainly are achieved by 

using alkaline, as well as alkaline earth metal oxides, chang-

ing the silicate glass network [2] like is shown in Figure 2. 

 

 

 
Figure 2.  Two-dimensional structure of a silicate glass with network 

changing components 

●  Si,   o  brige oxygen bridge,   ʘ  separate oxygen,   X   network chang-

ing component,   +   cation 

 

Silica based electrode glasses, as a rule, are generated by 

melting their basic materials in covered platinum crucibles 

for several hours at temperatures > 1300 °C and subsequent 

quenching. For the further processing by the glassblower it 

is useful to outpour the liquid glass material, e.g., in a 

graphite flume. In this way, rods of the special glass are 

obtained. From these, glassblowers for the most parts pro-

duce basket or dome-shaped conventional pH electrodes in 

quantities of several million pieces per year in its interiors 

containing a buffer solution and an electrochemical refer-

ence system (as a rule an electrode of 2
nd

 kind). Modifying 

the glass composition makes it possible to realise similarly 

constructed silicate glass based electrodes with sensitivities 

for a number of other cations, mainly of metals of the first 

group of the periodic table [3]. 

Beside the above mentioned sensors, whose functionali-

ty is based on electrolytic conductivity, there are also probes 

with electron conducting amorphous membrane materials. 

These include redox glass [4] and chalcogenide glass elec-

trodes [5]. For both types of electrodes the selection of an 

optimal internal reference system is relatively simple. As a 

result of the predominant electron conductivity of the sensi-

tive membrane materials a direct contact of the special 

glasses with a (noble) metal is appropriate. Liquid system 

components therefore are not applicable for chemosensors 

based on such materials. From constructional view on the 

one hand it is possible to fabricate compact electrodes by 
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sticking a wire directly on the surface of the functional 

amorphous body, e.g., using a conductive varnish (see Fig-

ure 3); on the other hand, it is also possible to form a thin 

metal coating directly on the electron conducting glass by 

electro-plating (see Figure 4). 

 
 

platinum wire

polypyrrole/nafion

platinum ring with PPy

chalcogenide glass

Glass or PVC tube

copper wire

 
 
 

Figure 3.  Schematic drawing of a chalcogenide glass electrode [6] 
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glasses needed for
the sensor

electrode cap
electrical lead
(Ag or Cu wire)

coaxial cable

silver conduction laquer

elastomer

shaft glass

silver coating

redox glass  
 
 

Figure 4.  Schematic drawing of a redox glass electrode [7] 
 

Also for silicate glass based cation selective electrodes, 

due to the purpose of their application, it is an interesting 

task to replace the common liquid system components by 

solids. The functionality causing electrolytic conductivity of 

siliceous pH- but also pLi-, pNa or pK-glasses [8] requires 

an interlayer with mixed electrical properties on the reverse 

side of the sensitive membrane. A transition from an ionic 

conducting material to an electronic conductor (for example 

a metal) leads to a so called blocked interface and conse-

quently to an unfavourable measurement behaviour [9]. 

In the past, several suggestions were made to realise 

such interlayers. In the context of the investigations present-

ed here, the possibility to form thin layers of zinc oxide or 

titanium oxide between sensitive glass and a noble metal 

should be mentioned [10]. Previous work on corresponding 

all solid state glass electrodes dealed with sensors fabricated 

with precision manufacturing techniques and screen printing 

(see Figure 5a+b). Here, a clear stabilisation of the half cell 

potentials over the time could be obtained compared to a 

direct metal contacting [11]. 

Following, it is reported on investigations using PLD as 

fabrication technology to realise planar all solid state pH 

electrodes according to above described approach, in other 

words to the forming of a layer design metal/ mixed con-

ducting interlayer / cation selective amorphous membrane 

on dielectric substrates (SiO2, oxide ceramic, glass). 

Beside the realisation of an adherent metallic basic elec-

trode and a semiconducting metal oxide film special atten-

tion will be paid to the transfer of the functional sensor layer 

from a prefabricated ion selective target material by the la-

ser to the substrate. In this process, on the one hand, no ma-

terial losses may occur. On the other hand, also the target 

component must be amorphous. This paper is focused on the 

results of research work focused on this fundamental sub-

task to create all solid state pH glass layers in PLD. 

 
 

a 

 

          b 
 

Figure 5.  All solid state pH glass electrodes based on ZnO as interlayer 

   a fabricated in fine and glass mechanics according to [12] 
   b fabricated in thick film technology according to [13] 

 

 

In section II, the fabrication of the glass targets, the PLD 

process for the glass layer deposition and the characterisa-

tion of these layers are described. Results of micro-X-ray 

fluorescence analysis, X-ray photoelectron spectroscopy and 

electrochemical impedance spectroscopy are presented in 

section III. 
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II  EXPERIMENTAL 

 

A. Fabrication of the glass targets 

The targets of the sensitive pH glasses for the PLD process 

are obtained by pouring the molten glass in a preheated 

graphite mould according to Figure 6. This manufacturing 

method delivers homogeneous and also amorphous target 

materials with defined geometries. According to Figure 7 

glass cylinders were fabricated that were singularised in 

discs with a thickness of 5 mm by means of a precision saw 

(Accutom-50, Fa. Struers). 

 
 

 

 
 

Figure 6.  Pouring of molten glass in a graphite mould 
 

 

   

 
 

Figure 7.  Targets of pH glass 
 

B. PLD process 

The preparation of the thin sensory functional layers was 

carried out by sputtering methods and PLD. For this pur-

pose, a combined coating system „CREAMET 500 PLD 

S2“ of the company Creavac (see Figure 8) was used which 

provides both deposition processes. Furthermore, a simulta-

neous substrate and mask handling is possible without an 

interruption of the vacuum during the coating process. 
 

 

 
 

 

 

 

Figure 8.  Combined coating system CREAMET 500 PLD S2 of the com-

pany Fa. Creavac, sputter chamber 
left: mask and substrate handler and PLD chamber 

right: mask und substrate handler with transfer device 

With integrated substrate handler and mask change sys-

tem two sputter targets, six PLD targets and altogether five 

changeable masks can be used and combined for the pro-

cess. 

As substrates pre-cleaned glass plates consisting of soda-

lime glass with a size of 50 mm x 15 mm and a thickness of 

1 mm were used. They were pretreated with the initial plas-

ma process at a chamber pressure of 3.0 x 10
-2

 mbar under 

an argon atmosphere. As chamber pressure for the following 

sputtering processes of the adhesive layer (Ti) and the elec-

trical conducting discharge electrode (Au) a value of 7.0 x 

10
-3

 mbar was used. After finishing the sputtering processes 

the coated substrates were removed and the masks were 

changed in a so called „Load-Lock-Box“. Prepared in this 

way, the substrates were transferred in the PLD coating 

chamber using a carrier and the PLD process was started. 

The deposition of the thin pH glass films was conducted by 

a KrF excimer laser source (ComPexPro 110 of the compa-

ny Coherent) using a wave length of 248 nm, a fluence of 

5.6 J/cm2 at pulse lengths of 20 ns and a pulse frequency of 

10 Hz. The determination of the laser power before and after 

the coating process in connection with a periodical cleaning 

of the entry window ensured long-term stable and reproduc-

ible basic conditions. The PLD process was carried out at a 

chamber pressure of 3.1 x 10
-7

 mbar in a N2 atmosphere. 

The substrate was kept at room temperature. As ablation 

time of the sensitive layers a period from 10 to 30 minutes 

was selected. The substrates were positioned perpendicular 

to the plasma club (On-Axis-PLD). 

 

C. Characterisation 

The thin films of pH sensitive glasses prepared by PLD 

were comprehensively characterised with respect to material 

composition and electrochemical behaviour. A possibility 

for the nondestructive determination of homogeneity and 

material composition of thin pH glass films is micro-X-ray 

fluorescence analysis. The energy dispersive micro-X-ray 

fluorescence system M4 Tornado (Fa. Bruker Nano GmbH, 

Berlin) was used for the position-sensitive elemental analy-

sis and allows the analysis of large and inhomogeneous 

samples as well as smallest particles fast and at low vacuum 

under environmental conditions. 

With X-ray photoelectron spectroscopic measurements 

the chemical composition in the first few atomic layers of a 

material surface can be detected because of a low excitation 

energy of only 12.5 kV compared to values of other radio-

graphically methods like, e.g., µ-RFA with excitation ener-

gies up to 50 kV. 

The new pH thin film sensors presented here use gold as 

discharge material for the electrochemical potential formed 

at the sensor surface in contact with the analyte. This inter-

layer between glass substrate and pH sensitive glass layer 

was deposited by laser ablation. Thus, the existence of gold 

on the sensor surface is an indicator for the tightness of the 

PLD-based pH glass thin film. To demonstrate this tightness 

the measurement system SAGE HR 100 Compact High 
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Resolution (company SPECS Surface Nano Analyses 

GmbH) was used. The excitation of the sample was carried 

out with MgKα-radiation and an X-ray power of 250 W. To 

evaluate the electrochemical behaviour, in particular for the 

estimation of the electrical conductivity of the glass thin 

films, impedance measurements were carried out in a neu-

tral NBS buffer solution (pH= 6.86) by means of the poten-

tiostat Gamry Interface 1000 (company Gamry Instruments 

Inc.). 

In addition to the here described micro-X-ray fluores-

cence analysis and X-ray photoelectron spectroscopy, which 

allows statements about bulk properties of the target materi-

als and adsorptive contaminations as well as surface effects, 

it is also possible to use energy dispersive X-ray analysis 

and x-ray diffraction as further radiographical research 

methods. Their application shows that it is possible to real-

ise amorphous sensor membranes using PLD as thin film 

production method. 

 

III  RESULTS 
 

A. Micro-X-ray fluorescence analysis (µ-RFA) 

The results of µ-RFA demonstrate that PLD coated pH 

sensitive glass films possess a good homogeneity (see Fig-

ure 9). 
 

 

a 

b 
 

Figure 9.  PLD-based pH glass thin film on glass substrate with Au/Ti-

conducting path  10x magnification (a) and 100x magnification (b) 
 

Element mappings deliver a uniform distribution of the 

elements over the entire analysed surface; no pronounced 

defects or areas with an accumulation of an element were 

detected (see Figure 10). This ensures compared to conven-

tional glass electrodes identical conditions of the sensor 

membrane concerning the interface between measuring so-

lution/ surface. 
 

 

 

Mapping 821
600 µm

 
 

Figure 10.  Element mapping of a PLD-based pH glass thin film 

 

B. X-ray photoelectron spectroscopy (XPS) 

Both the used glass targets and the fabricated PLD-based 

pH glass thin films were investigated by means of XPS 

overview spectra and spectra of the single elements in re-

gions of their highest sensitivity. Figure 11 demonstrates in 

an exemplary manner a comparing presentation of the over-

view spectrum from a glass target and of a glass thin film 

deposited from this source by PLD. These spectra showed 

no differences in the chemical composition. In addition, a 

determination of the gold content on the surface of the pH 

thin film sensors was carried out (see Figure 12).  
 

glass target

pH glass thin film

Binding Energy [eV]

C
P

S

 
 

Figure 11.  Comparing presentation of XPS spectra from a glass target 

and a pH glass thin film obtained from this target by PLD 
 

Binding Energy [eV]

C
P

S

 
 

Figure 12. XPS spectrum obtained at a PLD based glass thin film, re-

gion of the highest sensitivity for gold 
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The spectra indicate that there are no holes in the pH 

sensitive layer and that this layer is tight because no peaks at 

the typical positions for binding energies of gold and its 

compounds are present. 

 

 

C. Electrochemical Impedance Spectroscopy (EIS) 

 Figure 13 shows results of EIS determinations using a 

pH glass thin film and a glass bead as working electrode, in 

each case a KCl-saturated silver chloride electrode as refer-

ence and a platinum sheet as counter electrode. Although 

the phase characteristic in Figure 13a is not yet understood 

advantageously, a clearly lower electrode resistance can be 

identified for the PLD based electrode (Figure 13b). By the 

way, electrodes with layers produced by PLD technology 

deliver measurement signals with a higher repeatability. 

This is due to the fact that this manufacturing process pro-

vides a better reproducibility of the thicknesses of the de-

posits.  
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Figure 13.  Impedance spectra of the 3-electrode system: thin film 

glass (a) and glass bead (b)/Ag/AgCl, KClsat./ Pt in a NBS-buffer solution 
(pH=6.86) 

 

D. pH measurement 

Previous studies, as already written above, in the main 

were carried out to coat planar metallised glass substrates 

with ion conducting selective glass films by improving and 

adapting PLD technology for this special purpose. For the 

fabrication of corresponding pH glass electrodes with con-

stant stable electrode potentials and electrode functions fol-

lowing the Nernst equation the realisation of an additional 

semi- or mixed conducting interlayer (for example zinc ox-

ide [12]) by the same technology is necessary [14]. This will 

be the subject of future projects.  

However, it could already be shown, that PLD based pH 

glass layers in direct metal contact deliver sensor sensitivi-

ties of approximately -42 mV/pH at 25 °C. Drift behaviour 

and long-term stability have to be optimised for the reasons 

outlined above by forthcoming integration of interlayers. In 

case of a positive outcome of the development with respect 

to resolution, repeatability and accuracy,  it can be expected 

to realise miniaturised planar all solid state glass electrodes 

with properties comparable to widely used sensor types. 

 

IV  CONCLUSIONS 

 

In the present contribution, results derived from the ap-

plication of PLD as a new method for the deposition of sen-

sitive electrode glasses are described. Homogeneity and 

leak-tightness of thin glass films fabricated in such way 

could be demonstrated by µ-RFA and XPS analyses. Due to 

the low thickness of the glass membrane planar PLD based 

pH sensors possess significantly smaller electrode resistanc-

es compared to conventionally fabricated ones. This fact, as 

well as the possibility to deposit the sensitive membranes on 

different sensor substrate materials (metal, ceramics) and 

also on glass offer a variety of applications, e.g. in the area 

of cell research. Here and in a lot of biomedical and bio-

technological utilisations the transparency of glass is a 

strong advantage. 

It should also be mentioned that the previously estab-

lished thin film method for the fabrication of chemosensors 

(CHEMFETs) is based on CMOS technology, mainly. This 

requires high investment and running costs and can be in-

troduced economically only if products in large quantitites 

are needed. The described sensor fabrication by means of 

PLD allows, among others, to abstain completely from us-

ing photolithographic processes and additional encapsula-

tion steps with simultaneous cost-efficiency also for small 

and medium quantities. Contrary to CHEMFETs, the sen-

sors described in this contribution work according the po-

tentiometric prinicple. Thus, future appliers can still use 

their measurement devices for conventional sensors. 
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Abstract-There are many standards set by national 
organizations and fuel producers to test and guarantee the 
quality of diesel fuel and its stability under storage conditions. 
The diesel fuel stability is related with the fuel composition that 
evolved to the modern fuels from the historical ones. The 
stability of modern diesel fuel is mainly due to the reduction of 
the oxidation processes, the result of the presence of 
unsaturated components and components with oxygen as 
organic components and cetane index improvers. The simple 
characteristic of serious degradation of diesel fuel is the 
appearance of resins and sediments. Traditional techniques for 
measuring fuel stability, like the rancimat methods, are 
relatively complex. On the user side, fast and low-cost sensing 
of the degradation of diesel and biodiesel fuel is important. The 
present paper concentrates on the construction of the capillary 
sensor which enables the examination of the presence of resin 
and degradation of the most widely used cetane improver (2-
ethyl hexyl nitrate) in one arrangement. Results of a 
development of a sensor working on the principle of 
fluorescence excited in a disposable capillary cell with high 
power light emitted diodes are presented. We discuss the 
principle of the sensor’s operation, the construction of the 
sensor, and the experimental results of testing diesel fuels 
instability. 

Keywords-biodiesel fuel stability; diesel fuel instability; 
cetane index improvers; capillary sensor; LED excited 
fluorescence.  

I. INTRODUCTION 

A. Modern diesel fuels 

Classical petro-diesel fuels are made from stable 
components of straight run distillate products of crude oil 
(alkanes) with an addition of improvers [1]. Biodiesel fuel is 
a mixture of classical petro-diesel fuel and bio-components.  

It was historically postulated that petro-diesel fuel may 
be kept in storage for prolonged periods. But modern petro-
diesel fuels include stable components (alkanes) and cracked 
material which contains olefins (alkenes) characterized by a 
double bond chemical. Alkenes are more reactive than 

alkanes. Bio-diesel components include significant amounts 
of fatty acids esters that are also characterized by the 
presence of double bonds. Oxidation of hydrocarbons with 
double bonds may lead to waxy solids or gums emerge [2]. 

One of the most important diesel fuel quality parameters 
is the ignition quality. The ignition quality depends on the 
molecular composition of the fuel and is characterized by the 
ignition delay time, which is the time between the start of 
injection and the start of combustion. The minimum cetane 
number of diesel fuel differs by region, for example in 
Europe the minimum value is 51, but in some regions of 
United States it is 40. In Europe, the major problem of the 
refineries is obtaining fuel with high cetane number.  

There are two methods to increase the cetane number. 
The first method is to reduce the content of aromatic and/or 
double bonds of fuel by hydrogenation - this is usually not 
done because of a high cost. The second method is using 
cetane improving additives – this method is preferred due to 
its low cost [3]. The alkyl nitrates and peroxides cetane 
improvers have been in use since 1921. Cetane improvers 
decompose rapidly and form free radicals when exposed to 
temperatures above 100°C. As these radicals increase the 
rate of main fuel components decomposition, the ignition 
delay is negatively affected. The use of cetane improvers in 
diesel fuel of high quality increases the engine durability [4].  

The 2-ethyl hexyl nitrate (2-EHN) is the most popular 
cetane index additive. Its production volume in 2014 was 
about 100,000 tons. The ASTM D 4046 standard test method 
is used for determining the amount of alkyl nitrate added to 
diesel fuel to judge compliance with specifications covering 
alkyl nitrates. Unimolecular decomposition of 2-EHN creates 
nitrogen dioxide (NO2), which further reacts with available 
hydrogen atoms to produce hydroxyl radicals. This effect is 
greatest at temperature and density conditions, matching the 
start-up conditions in a diesel engine, and becomes 
negligible at the highest temperature–density conditions 
found in standard engine working conditions [7]. On the 
other hand, the addition of 2-EHN to fuel improves the spray 
formation in diesel engines [8]. Therefore, 2-EHN performs 
well physically and chemically during the combustion of 
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fuel, but can also decompose slowly even at temperatures 
below 100°C [9]. Thus, 2-EHN can be an additional reason 
of the fuel instability, introducing temperature instability and 
being the initiator and promotor of oxidation of fuel.  

The results of diesel fuel instability are sediments and 
gum formation. The bio-diesel fuel has been found to be 
more prone to oxidation than the vegetable oils or petro-
diesel fuel. The effects of bio-diesel fuel instability may be 
the presence in the fuel tank of a wide variety of alcohols, 
aldehydes, peroxides, polymers, as well as the previously 
mentioned insoluble gum and sediments. The results of 
polymer and soluble waxes formation is the increase in the 
diesel fuel viscosity [5]. The changes in molecular 
composition of fuel affect its ignition characteristics. 
Therefore, fuel instability is of concern when the modern 
diesel fuel is stored over an extended period of time. Diesel 
fuel stability may be affected by a large number of 
parameters which can be categorized by oxidation, thermal 
and storage conditions [2]. The storage conditions can be 
described as exposure to air and/or light at the environment 
temperature. Oxidative properties of biodiesel are commonly 
tested according to the EN 14112 standard as rancimat and 
Iodine values, but several other methods have also been used 
in the analysis of oxidation state of oil and biodiesel [6].  

The visible effects of serious diesel fuel instability may 
be described as fuel darkening and sediments presence, as 
presented in Figure 1, on which the degradation is the effect 
of two years fuels samples storage in transparent glass 
vessels exposed to ambient light at room temperature. The 
sediments and darkening are present in cases of premium 
(Cetane Number = 59.6) and standard fuel (Cetane Number 
= 54.1) bought at a fuel station, while the own-mixed fuel 
does not seem affected by instability. All fuels above the 
formed sediment layer are transparent. The own-mixed fuel 
at the beginning of the examination was characterized by a 
worse fit for use parameters than the fuels bought at the fuel 
station. However, the mixed fuel was prepared with clear and 
fresh components with the maximum permissible 
concentration of antioxidants and the smallest concentration 
of 2-EHN (Cetane Number = 51.2). Some fuels prepared in 
such way show visual effects of instability as a conversion 
into pale and cloudy liquid. The visible effects of four weeks 
exposition to ambient light of premium fuel are presented in 
Figure 2. At first, the fuel instability process leads to fuel 
fading and cloudiness, next the dark phase forms at vessel’s 
bottom and separates from the clear fuel. Hence simple a fuel 
color evaluation is not sufficient for fuel instability 
discrimination. 

 
Figure 1.  Visible effects of fuel instability. 

 
Figure 2.  Visible effects of premium fuel cloudiness after exposition to 
ambient light for four weeks. Fuel sample in the left side container has 

been exposed to light. The sample in right side container has been keept in 
dark conditions. 

B. Optical methods and sensors for diesel fuel testing 

These are a set of spectrophotometric method used for 
diesel fuel testing. The examinations of light absorption, 
scattering, fluorescence, and chemiluminescence are 
performed. Some of them are executed in a combustion 
chamber as evidence of the combustion process [10][11]. 
Many of them are performed on processed diesel fuel sample 
and include a tedious liquid to liquid extraction with organic 
solvents. Biodiesel and diesel fuels show native fluorescence 
[12], but with very limited excitation efficiency. However, 
the diesel fuel may contain many fluorophores. The task of 
the determination of the fuel`s condition is further 
complicated by the fact that the fluorophores have different 
characteristic excitation and emission ranges in different 
samples. Despite this, ultraviolet fluorescence spectroscopy 
methods were developed to identify oils by the differences of 
their aromatic compositions. For this purpose, advanced 
measurement technology as synchronous fluorescence 
spectroscopy and time-resolved fluorescence have been 
developed. They demonstrate an improved potential for 
classification of fuels than the classic fluorescence 
spectroscopy [13][14]. But presently available spectroscopic 
methods are still characterized with some disadvantages. 
Mathematical models proposed to convert spectroscopic 
examination results into diesel fuel set of parameters work 
only with known and examined previously components [15]. 
Also, plastic disposable cuvettes are not fit for examination 
as they are slowly dissolved by diesel fuel. Quartz cuvettes 
used in spectroscopic examination require precise 
maintenance between measurements. The light sources are 
costly when as laser or lamp excitation is used. Despite these 
drawbacks, dedicated components for spectroscopic sensors 
are under development [16][17]. 

Alternative methods to spectroscopy, which include an 
examination of diesel fuel with local heating in a closed 
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capillary vessel and the examination of the dynamical rise of 
fuel in a inclined capillary, show a potential of a fast fuel fit 
for use determination [18-22]. Also, for these methods 
dedicated components have been developed [23][24]. 

But in the routine daily work, the transport business still 
demands the development of new rapid and low-cost sensors 
for reliable determination of fuel fit for use or fuel 
degradation below usefulness.  

The rest of this paper is organized as follows. Section II 
describes the idea of a multiparametric sensor for diesel fuel 
instability effects testing. Section III describes the sensor 
construction including sensor head with optrode as well as 
optoelectronics system set-up. Section IV addresses the 
experimental results of the fluorescent signal analysis. 
Section V goes into short conclusions.  

 

II. IDEA OF A MULTIPARAMETRIC SENSOR FOR DIESEL 

FUEL INSTABILITY EFFECTS TESTING  

The idea of the sensor was inspired by the need to come 
up with a low-cost measurement method of a set of diesel 
fuel instability effects in one system that would require the 
minimum of automated mechanical elements.  

The aimed-at set of diesel fuel parameters includes the 
initial state of oxidation and the serious instability effects. 
Both effects are characterized by a transparent liquid state. 
As the fuel is transparent the both fraction may be mixed 
resulting in a visibly uniform color of the fuel. The 
cloudiness of fuel is considered as an intermediate state and 
can be easily determined by human observation or with 
white light scattering measurements. 

The initial state of oxidation may be connected with  
2-EHN degradation that should lead to a reduction of its 
concentration. The concentration of 2-EHN may be 
evaluated with the direct analysis of fluorescence signal 
excited with 366nm wavelength light, selected from the 
output of the xenon discharge light source of 150W power 
with a 3nm slit [15]. Due to the relatively low power of the 
signal, the detection is made with a photon multiplying tube. 
The exit signal with a characteristic shape of double-hump is 
in the range from 380nm to 450nm.  

The serious effect of fuel instability is the presence in it 
of soluble and insoluble gums. Insoluble gums create 
sediments in tanks, while soluble gums can degrade the 
injection system. The laser inducted fluorescence, with 
argon-ion laser operating at 488 nm with the constant power 
of 100mW used as the excitation source, is presently the 
proven measurement method [25]. Due to high laser power, 
the detection is performed with a photodiode array. The 
emitted signals range from 510nm to 750nm with a 
maximum at 570nm. For the real fuels, there was always 
observed some background fluorescence, but its intensity 
was usually low compared to that of the degraded fuel. 

Both the fluorescent measurements were performed in 
our work in standard fluorescence cuvettes, 10mm x 10mm x 
45mm. A cuvette was mounted in place with a shielded 
holder, which also minimized scattered light from the cuvette 
input and output faces. The aperture for the fluorescence 
measurement was 7mm in the central portion of the cuvette. 

III. SENSOR CONSTRUCTION 

A. Sensor head 

The set of parameters of interest may be observed using 
the fluorescence excited with 488nm and 366nm radiation in 
the sample of liquid positioned in a capillary vessel using 
optical fibers as probes (Figure 3).  

 

 
Figure 3.  Scheme of the capillary sensor head. 

The use of capillary reduces significantly costs of 
measurement and in two ways.  

First, the measurement of degraded diesel fuel that is 
characterized by the presence of adhesive gums required the 
use of disposable cuvettes or a specific cleaning and washing 
process. Moreover, disposable plastic cuvettes are affected 
by diesel and biodiesel fuels. Therefore, the capillary optrode 
CV7087Q is used here as a replaceable and disposable vessel 
that is of considerably lower cost than a classical 
fluorescence cuvette. 

When a capillary optrode CV7087Q is considered, the 
approximated fluorescent aperture is 0.7mm. This 
fluorescent aperture is 10 times lower than when a classical 
cuvette is used. Therefore, the optical power used for 
excitation of fluorescence in the proposed head may be 
significantly lower (100 times) than when a commercial 
spectrophotometer is used. In the case of the laser inducted 
fluorescence and a spectroscopic cuvette, the excitation 
power is about 100mW. Therefore, in the presented case the 
high power light emitted diodes can be used as their minimal 
specified powers are 3mW from M365FP1 working at 
365nm range, and 1.5mW from M490F2 working at 490nm.  

The FG550LEC step-index multimode fiber was used as 
the light probe, as it enables positioning of the optical axis of 
the probes and the optrode in one plane. Moreover, the fiber 
is characterized by a 550µm diameter of the core, which 
allows the effective coupling with high power light emitting 
diodes, and a low numerical aperture, that reduces the 
fluorescent aperture of the head. This fiber is characterized 
by high attenuation below 400nm, but in the sections used of 
0.5m long, the attenuation is acceptable.  
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The head was also equipped with a temperature sensor 
made with LM35DT circuits. 

B. Optoelectronic system set-up. 

The sensor’s head consists of two functional blocks: the 
head proper and the optoelectronic set-up, shown in Figure 4.  

The optoelectronic set-up is divided into two parts, the 
light source and light detector, both connected to a personal 
computer equipped with spectra acquisition software and 
system script designed for measurement automation. 

As the light source, two fiber-coupled LEDs were used. 
The high power LEDs selected were Thorlabs M490F2, with 
the 490nm dominant wavelength and M365F1 with the 
365nm dominant wavelength. The diodes were connected to 
DC2100 controllers operating in the constant current mode.  

The diodes were coupled into the optical fiber switch of 
our own design, presented in [26].  

The head was connected to two spectrometers Maya 
2000pro with an optical signal divider. This enables 
simultaneous monitoring of the signal of light emitted diode 
and of the excited fluorescence. The fluorescence signal is 
measured in a 6-fibers arm, while the excitation signal uses a 
1-fiber arm. 

The system element causing the highest light damping 
was the DMC1-02 monochromator, the attenuation of which 
is about 1:1000 at analyzed wavelengths.  

IV. EXPERIMENTAL RESULTS 

In this section are presented the experimental procedures 
and the results of examination of different diesel and 
biodiesel fuels.  

The measurement procedure consists of a few steps. 
First, the background signal of for the empty optrode is 
measured, then the optrode is directly filled from the desired 
layer of the fuel in the tank and the outer optrode wall is 

wiped. Next, the signal of fluorescence is measured. Last, the 
spectra are calculated as the difference between the 
fluorescence and the background signals.  

A. Diesel and biodiesel fuels used for examination 

The operation of the sensor was examined with fuels that 
are bought at a petrol station and with mixtures prepared 
from components.  These fuels were not aged. Reference 
fuels were stored at room temperature in glass tanks in 
closed dark containers exposed to natural light. The fuel 
samples that are subject to degradation were stored in 
transparent glass tanks also exposed the same light. The 
exposition was made on a windowsill with direct sun view 
on from south direction in Warsaw. The short term aging of 
4 weeks duration was performed in winter conditions of 
sunlight, for visible effects see Figure 2. Fuels aged for two 
years were exposed to full year cycles, visible effects can be 
observed in Figure 1.  

The four different premium diesel fuels were selected for 
tests. One was a clear mixture of alkanes with no additives 
(CN=49.8), and the three others were mixtures of petrodiesel 
with additives including 2EHN – one commercial with no 
bio-component (CN=59.6) and two with a bio-component, 
one with 1% of fatty acids methyl esters (FAME) (CN=59.1) 
and second with 7% of hydrogenated vegetable oil (HVO) 
(CN=59.2). The standard commercial diesel fuel includes 7% 
of FAME (CN=54.1). 

B. Boundary examinations  

Boundary examinations included measurements of 
fluorescence of fresh fuels and two years aged fuels. In all 
mentioned in this section cases, the outer walls of the 
capillaries were cleaned after the test. Spectra of fresh fuels, 
scanned with a 1-second time frame of scanning, and excited 
with 366nm wavelength, were presented in Figure 5. 

 

 
 

Figure 4.  Sensor system scheme. 
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Figure 5.  Spectra of fresh fuels excited with 366nm wavelength. 

As stated previously, the excitation and fluorescence 
signals differ significantly, but the signal received from  
2-EHN is relatively high. The 2-EHN signal is not present in 
the 100% FAME bio-diesel fuel and in the clear premium 
petro-diesel, which can be expected as EHN is not an 
additive for such fuels. Except for the 2-EHN, the 
fluorescence signal of bio-contaminants is observed for 
commercial fuels, while the bio-diesel fuel is characterized 
with a higher signal than the premium petrodiesel. The 
biodiesel shows a small fluorescence in the range of 450-
700nm, due to aromatic components. Such fluorescence is 
not observed in the clear premium petro-diesel, which as 
previously stated is prepared from alkanes. 

In the case of gum presence examination with excitation 
at 488nm, the power of excitation and fluorescence signals 
differ so much that their observation requires using both 
arms of photo-detection with different times of scanning. In 
the presented case, the fluorescence was measured with 10-
second scanning and the excitation was measured with 5-
second scanning.  

Spectra of fuels stored for two years on windowsill 
measured with 488nm wavelength excitation are presented in 
Figure 6. The excitation signals are the same in both cases 
and do not affect the fluorescence characteristics. The 
presence of gums is evident, as a fluorescence signal in the 
range from 530nm to 700nm is present. 

 

 
Figure 6.   Spectra of commercial fuels stored two years on windowsill 

excited with 488nm vawelenght. 

In both samples, the signal is almost the same, which 
means that the concentration of gums in both cases is the 
same. That at first view may seem strange. The vertical shift 
of signals can be the result of a difference between radii of 
used capillaries, as a small variation of this parameter is 
normal. In such case, the examination of the excitation signal 
at the receiver arm enables a simple mathematical correction. 

Examinations of fresh fuels do not show any 
fluorescence signals comparable to results presented in 
Figure 6.  

C. Examination of premium commercial fuel exposed for 
light for few weeks 

We examined premium commercial diesel fuel stored at 
windowsill for up to five weeks and compared the results to 
storage of the same fuel in dark conditions. The fuel stored in 
dark condition does not show any visible changes or any 
changes when measured using the method described above. 
The change of appearance of fuel exposed to light can be 
described as follow: after one week the sample color started 
fading, after two weeks the sample becomes cloudy, and 
after five weeks there is an emergence of sludge. The sludge 
color is dark brown, similar to that of buckwheat honey, and 
it is sticky to the touch. The cleaning of outer capillary walls 
after probing of fuel exposed for five weeks need some 
attention, as sticky areas are palpable. Thus one can conclude 
that some reactions occurred in the sample under storage. It 
is interesting, that the examination of fluorescence excited at 
488nm did not show any fluorescence signals. 

The examination results of fluorescence excited at 
366nm when the fuel was stored at a windowsill are 
presented in Figure 7. The observed fluorescence signals 
show significant changes of shape and power. The signal of 
bio-contamination disappeared. The signal power has not 
monotonically reduced. The initial spectrum maxima (point 
4 in Figure 7.) after consecutive weeks of exposition shifted 
toward lower wavelength which was stable for some time 
(wavelength point 3 in Figure 7.). Local signal minima 
wavelength (point 2 in Figure 7.) were stable for some time, 
and then minima disappeared. The same effect applied to the 
first local maxima (wavelength point 1 in Figure 7).  

 

 
Figure 7.   Measurement data of fluorescence excited at 366nm for 

premium commercial fuel stored at windowsill. 
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Therefore, in the described sensor device, the difference 
of signals S(4)-S(2) values measured in point 4 and in point 
2 may be a good measure of fuel degradation. The 
wavelength at the point 4 was 408nm, and at the point 2 was 
392nm. The results of examinations are presented in Table 1, 
including results for fresh fuels, fuels degraded to five weeks 
as well as seriously degraded fuels with gum presence the 
fluorescence of which was presented in Figure 6. 

TABLE I.  FUELS CLASSYFICATION  

Fuel type Exposition 
for light 
[weeks] 

Visual report Difference of 
signals; 

S(4)-S(2) 
[a.u.] 

Premium -  
no additives 

0 transparent, light 
yellow 

0 

Premium 
commercial 

0 transparent, yellow 2585 

Premium 
commercial 

1 transparent, light 
yellow 

847 

Premium 
commercial 

2 turbid, light yellow  -18 

Premium 
commercial 

5 turbid, light yellow, 
sludge stains 

-523 

Premium 
commercial 

104 transparent, buckwheat 
honey, sediment 

-563 

Standard 
commercial 

104 transparent, buckwheat 
honey, sediment 

-346 

 
The proposed measure is lower than zero for degraded 

fuels with are characterized by the presence of turbidity and 
first appearance of gum sludge. The difference is greater than 
zero for transparent fluids. It should be noted that premium 
fuels, that do not shows fluorescence, show zero difference 
the mentioned signals. The measured signal at the excitation 
wavelength (366nm) changes significantly, as can be 
expected for fuel transparency changes.  

V.  CONCLUSIONS 

We proposed a sensor of diesel fuel degradation with 
fluorescence examination in a capillary optrode. The analysis 
of the measured signals of fresh and degraded diesel and 
biodiesel fuels showed the relationship of the degradation 
with measured and processed signals.  

On the base of data collected in the experiments we can 
set the parameters determining the initial diesel fuel 
degradation level as the difference of signals registered at 
408nm and 392nm for fuel sample excitation and 366nm. 
The seriously degraded diesel fuel is characterized by 
fluorescence signals in the range of 530nm to 700nm when 
the excitation signal is at 488nm. 

We conclude that the proposed instrumentation may be in 
future a valuable added module to the capillary sensor 
system for diesel fuel fit-for- use examinations.  
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Abstract—The experimental study reports the performance 

of Carbon nanotubes (CNT) blended Hydroxyapatite (HAp) 

composites as a  sensing material for the detection of 

methanol vapours. The main objective of the work is to 

improve the temperature dependent sensitivity of the sensor 

for lower methanol concentration. Moreover, the sensing 

ability of native HAp and CNT blended HAp thick films is 

studied in terms of operating temperature,  response / 

recovery time, maximum detection limit. Thick films of the 

native and blended materials are fabricated via screen 

printing technique. The sensing parameters are studied 

using two probe electrical methods.  The sensor substrate is 

made by means of doping of various concentrations of CNT 

in HAp.  The sensing of methanol vapours is studied at a 

fixed concentration of 100 ppm.  Native HAp substrate 

shows good sensitivity for methanol at room temperature; 

however its sensing performance is inferior to the CNT 

blended materials. The blended composites exhibit 

impressive sensing ability compared with native HAp in 

terms of sensitivity, response/ recovery time and maximum 

uptake the limit. The sensing mechanism for methanol 

detection, the role of HAp as a parent material and CNT as 

an additive, is explained using a suitable sensing mechanism.   

 

Keywords- Carbon nanotubes; Gas sensor; Hydroxyapatite; 

Methanol sensor 

 

I. INTRODUCTION 

Methanol is a liquid petrochemical volatile organic 
compound.  It is one of the most versatile compounds 
having a variety of applications in various fields. 
Methanol is a building block for many industrial 
applications. It is used as an antifreeze, solvent, fuel, and 
also denaturant for ethanol. The chemical is also a key 
component of biodiesel production.  Like most of the 
organic volatile chemicals, methanol must be handled, 
transported and used with great care. It has significant 
toxic, flammable and reactive properties, produces 
harmful effects on human health and the environment. 
Thus, to reduce methanol exposure, one should need a 
sensor that detects these vapours at low detection limit 
with accuracy and efficiency. The present work elucidates 
the development of nano material based sensing substrate 
which works at the low operating temperatures and shows 
better sensitivity for organic vapours at the lower 

detection limit. Carbon nanotubes are the most desirable 
sensor substrate with enhanced surface to volume ratio, 
small grain size and remarkable electrical characteristics 
[1]-[4]. However, the surface of native CNT is not ideal 
for gas sensing application as it has less number of active 
reaction sites available for the adsorption of  gas 
molecules [5]-[6]. This is because it has a perfect carbon- 
carbon network. The introduction of defects via; 
vacancies, functionalization or dopant, in carbon network, 
make it a desirable surface for sensing application by 
providing many active adsorption/ reaction sites [7]-[8]. 
The presence of defects drastically modifies   the structure 
and electrical properties of this material, thus creating a 
potential sensor substrate. The sensors, which are 
developed using carbon nanotubes as a dopant or 
functionalized CNT as supportive material, show 
excellent sensing characteristics. These sensors work at 
lower operating temperature compared to metal oxide 
doped material. Also, the response / recovery time for 
such sensors are found to be less long. Calcium 
Hydroxyapatite [Ca10 (PO4)6 (OH) 2], having properties 
such as porous hexagonal network, nano grain size, and 
higher specific surface area, is utilized as sensing 
substrate [9]-[14]. The surface of HAp is considered as an 
ionic conductor.  The presence of H+ and OH- ions 
(hydroxyl group) is found to be responsible for its 
conductivity at elevated temperature [15]-[17]. At low 
temperature, the conductivity is either because of proton 
transfer among OH- ions or migration of protons from 
OH- to PO4

3- ion [11], [18].   
 

OH− + OH− ↔ O2− + H2O 
or 
 
OH − + PO 4 3-   ↔ O2- + HPO4

2- + OH ↔ O2- + PO 4 3- + 
H2O + vacancy OH 

 
The protons (H+), hydroxyl ions (OH-), and oxides 

ions (O-) control the reactivity when the adsorbed 
molecules come in contact with the surface. The 
interaction of volatile organic vapours (CxHyOz) like 
methanol, ethanol and propanol etc with HAp surface 
increases its conductivity since these vapours donate a 
proton to the surface resulting in decreasing the electrical 
resistance of the material.  The present study deals with 
the utilization of sensing ability of HAp and CNT in order 
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to get desirable sensing substrates for the detection of 
methanol vapor at 300C.  

 
 
 

II. EXPERIMENTAL 

Calcium Hydroxyapatite is synthesised by following   
the path reported in our earlier publications [9]-[10]. In 
order to achieve the best sensing substrate, CNT in 
various weight concentrations is blended in HAp via 
liquid phase reinforce method under similar experimental 
condition.  A known quantity of CNT with nano HAp is 
dissolved in alcohol is and kept under magnetic stirring 
followed by sonication and allowed to dry at room 
temperature. The dried nano powder is sintered at 1000C 
for 1h in a programmable furnace to remove volatile 
compounds and water vapours.  The powder is then mixed 
mechanically in an agate mortar continually for 4-5 hours. 
Scanning Electron Microscopy (SEM), X-Ray Diffraction 
(XRD) and Brunauer-Emmett-Teller (BET) surface 
analysis are carried out to analyze the morphological and 
structural characterization of the material. The prepared 
composite materials along with native HAp is deposited 
in the form of thick films by screen printing technique. 
The area for each prepared film is kept constant. A 
schematic sensing setup is employed to examine the 
sensing ability of the material [19].  The variation in 
resistance in the presence of atmospheric air and tested 
vapours is measured for a preset concentration of 
methanol under similar experimental conditions. The 
sensitivity factor (gas response) is calculated by using the 
equation  

 

  100% 



Ra

RaRg
SresponseGas

 
                                                

where Ra and Rg represent the sensor resistance in the 
presence of atmospheric air and test gas respectively. 

 
 

 

III. RESULTS AND DISCUSSION 

A. Morphological Analysis 

 

 
     

Figure 1. SEM micrographs for  (A) Native HAp, (B) 0.5wt% CNT 
blended HAp, (C) 0.7wt% CNT bended HAp showing variations in 

surface topography due to the  presence of CNT.  

 

 

 
Figure 2. X-ray diffraction pattern of native HAp, CNT and CNT 

blended HAp material (* represents the peak for CNT): Y-axis has 

arbitrary units. 

 
The surface morphology for native HAp and  CNT 

blended HAp is shown in Fig. 1. The surface of HAp is 
covered with a large number of small grain sized 
particles. These small grains are closely arranged in a 
circular pattern over a large area. The presence of CNT in 
various concentrations significantly affects the surface 
property. 0.5wt% CNT blended HAp surface shows a 
porous structure with the small sized particle. Such 
surface increases the possibility of interaction between 
organic vapours and the sensing substrate. It seems that 
there is more compactness on the surface for 0.7wt% 
CNT, reducing the porosity. 

B. Structural Analysis 

X-ray diffraction pattern of native HAp, CNT and 
CNT blended HAp material is recorded for 2θ value 20 to 
60 degree with a scan rate 20/min on Rigaku 
diffractometer with Cu Kα1 radiation (λ=1.54À). Fig. 
2(A) shows X-rd diffractogram of native HAp synthesized 
by weight chemical precipitation method. The (2 1 1), (3 
0 0), ((0 0 2), (2 1 3), (2 2 2) planes of HAp are clearly 
observed in the diffraction pattern. All peaks exhibit 
hexagonal phase structure of HAp (JCPDS card No. 00-
009-0432) [9]-[11], [14], [15], [17]. The CNT blended 
HAp material also exhibits similar patterns. The peak for 
CNT with the plane (0 0 2) at 260 is not clearly discerned 
by diffraction pattern may be due to the small weight 
concentration of CNT in the composite material or 
presence HAp peak at the same plane. 

C. Surface area Analysis 

The adsorption-desorption isotherm along with the 
pore size distribution is displayed in Fig.3. The isotherm 
for both native HAp and 0.5wt% CNT blended HAp is 
identified as type III as it exhibits type III hysteresis loop 
having weak interaction   between adsorbent and 
adsorbate.  

A B C 
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 Figure 3. N2 adsorption/desorption isotherm (a) native HAp, (b) 0.5wt% 

CNT blended HAp and BJH pore size distribution curve (c) native HAp, 
(d) 0.5wt% CNT blended HAp. 

 

The BJH pore distribution suggests the mesoporous nature 

of the material.  The measured specific surface area of 

native HAp is 22.069 m2/g, while that of 0.5%CNT 

blended HAp is found to be 49.99 m2/g which is twice the 

surface area of HAp. 

 

D. Methanol Sensing Properties 
The response of the sensing substrate is tested at 

elevated temperature in order to select the operating 
temperature. The operating temperature is defined as the 
temperature at which the sensor has a maximum gas 
response. A profile of gas response as a function of 
temperature for a fixed concentration of methanol is 
plotted in Fig. 4(A).   

 
 

 
Figure 4(A). Sensor sensitivity (response) of native HAp and CNT 

blended HAp at variable temperature for 100 ppm concentration of 
methanol 

 
Figure 4(B). Formation of hydrogen bonding, due to dipole- dipole 

interaction between polar methanol molecule and hydroxyl ions on HAp 
surface. Electrostatic interaction between methanol and CNT molecules 

leads to enhance the sensing property of the substrate material 
 
 
Both the native HAp and CNT blended HAp materials 

show the same substrate temperature of 30 oC for getting 
maximum sensitivity in presence of 100 ppm methanol.  
The interaction of methanol molecules with HAp surface 
increases the sensitivity of the device by forming 
hydrogen bonding with HAp molecules. The methanol 
molecules interact with CNT via electrostatic interaction. 
It is believed that this interaction assists the unidirectional 
flow of electric current flowing through the tube (See Fig. 
4(B)) increasing the sensitivity of the device. The 
alteration in sensitivity as a function of CNT 
concentration in composite at room temperature (30 oC) 
for 100ppm methanol is shown in Fig 5. The response 
varies linearly with CNT concentration, attains peak value 
for 0.5wt% of CNT concentration, and afterwards, it 
decreases with increase in concentration. It shows that 
each composite material has its own impact on the 
sensitivity of the material.  However, the response of 0.5 
wt% of CNT concentration is superior with a magnitude ̴ 
600%, when exposed to methanol at room temperature 
(30 oC). This particular concentration leads to provide a 
balanced sensing layer for the gas sensing application. For 
higher concentrations, the surface modification doesn’t 
support the effective sensing phenomenon. 

 

 
Figure 5. Variation in sensitivity for different CNT concentrations in 

HAp, at room temperature (30 oC) for 100 ppm methanol 

a

) 

b 

c d 
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A comparative study of the response/ recovery time 
characteristics of native HAp and 0.5 %CNT blended 
HAp material at room temperature (30 oC) is carried out. 
The response of the material as a function of time is 
recorded by exposing the sample to detecting vapours and 
atmospheric air, respectively as shown in Fig. 6. The 
response time is 160 sec for native HAp substrate and 60 
sec for 0.5wt% of CNT concentration respectively. The 
material recovers more than 90% of its initial value after 
exposing to atmospheric air. Native HAp shows sluggish 
desorption rate due to the polar affinity (hydrogen 
bonding between methanol molecules and HAp surface). 
In case of CNT blended HAp composite material two 
possible types of physisorption may occur upon exposure 
to target molecule. One is a weak physisorption (van der 
Waals dispersion forces) between CNT molecules and 
target molecules. Being weak, forces such adsorption to 
be easily desorbed after exposing to atmospheric air at 
room temperature without any need for extra heat or 
energy resulting faster recovery time. The other is the 
formation of hydrogen bonding (stronger than van der 
Waals dispersion forces) due to the dipole-dipole 
attraction between polar methanol molecule and hydroxyl 
ions on HAp surface. It requires few minutes to recover 
its original state when the sensor is exposed to 
atmospheric air.  
 

 

 
 

 
 (a)    (b) 

Figure 6. Response/ recovery time plot for native HAp and 0.5wt% CNT 

blended HAp thick film in the presence of 100 ppm methanol. 

Continuous repeated cycles for response / recovery time at room 
temperature (30 0C), (a) native HAp, (b) 0.5% CNT blended HAp.  

 
Figure 7. Sensitivity of native HAp and 0.5% CNT blended HAp thick 

films for various concentrations of methanol vapours at room 

temperature (300C). 

The sensitivity of native HAp  and  0.5% CNT 
blended HAp  material to different methanol 
concentrations is also recorded to compare the maximum  
methanol detecting limit of the materials. The sensor is 
held at room temperature (30 oC) and exposed to various 
concentrations of methanol ranging from 100 ppm to 
6500 ppm. The nature of the graph in Fig. 7 depicts 
significant changes with increasing methanol 
concentration. The surface area and available active 
reacting sites of the HAp and CNT play an important role 
in the deposition of methanol.  Sensitivity depends on 
adsorption of the gas molecule at the available adsorption 
sites. Therefore, 0.5% CNT blended HAp shows much 
higher uptake capacity than HAp. Saturation occurs due to 
lack of adsorption sites with increasing concentration 
since the surface is covered with methanol vapours.  

 

IV. CONCLUSIONS AND FUTURE WORK 

The influence of CNT blending on HAp surface, for 

enhancement in sensing properties of methanol, has been 

studied. The sensing performance of the native HAp thick 

film and 0.5wt% CNT blended HAp thick film are  

compared in terms of sensitivity (maximum response), 

response time and reproducibility for a fixed 

concentration of methanol.  The response of the material 

in the presence of various concentrations of methanol is 

recorded to find out its maximum detection limit. The 

results corroborate that addition of CNT in small weight 

concentration dramatically ameliorates the sensing 

property of native HAp. The enhancement is attributed to 

increment in surface area and possible immobilisation of 

methanol molecules on the peripheral end corners of 

CNTs.  The study indicates the potential use of such 

blended matrix in practical sensing devices operating at 

around room temperature (30 oC). This work represents 

the first report in a series of experimentations.  This work 

will be followed by the sensing studies for higher alcohols 

such as ethanol, propanol, and butanol. In addition to this, 

oriented deposition of the CNT on HAp surface may be 
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carried out in the future for the enhancement of sensitivity 

and detecting the lowest concentration of organic vapours.  
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Abstract— This paper presents the development of a system to 
assist the inspection, repair and calibration of mechanical 
sleeves. This system contemplates a mechanical device and the 
underlying software in which the main data acquisition is 
carried out through a force sensor. The developed system 
implied the development of specific hardware, based on the 
platform Arduino, and dedicated software based on C 
programming language. A user interface to register and store 
the fulfilled tests was developed. The system allowed to 
optimize the performance and the efficiency of a 
manufacturing unit, which, until now, was done using a 
manual procedure.  

Keywords-sleeve; nozzle; force sensor; Arduino. 

I.  INTRODUCTION 
This section presents the state or art, the motivation and 

the background of the project, as well as its purposes and 
the paper structure. 

A. State of Art 
Verhagen et al. (2015) [1] argue that automation of 

engineering processes is increasingly prevalent in multiple 
lifecycle phases such as design, manufacturing and service. 
The automation of physical tasks is a long-standing 
characteristic of enterprises striving to remain competitive. 
For mass production systems in particular, the majority of 
manual labour has been replaced by automated production 
equipment, a trend that is increasingly replicated in series 
production systems. 

Limoncelli (2016) [2] tells that care should be taken 
when a process is automated because the human component 
of the process could be very important for the entire system. 
“When a process is automated the automation encapsulates 
learning thus far, permitting new people to perform the task 
without having to experience that learning.” 

Luz and Kuiawinski (2006) [3] expose that, with the 
industry evolution, relevant events were observed in the 
development of Production Engineering settings and the 
presence of the machines, manufacturing processes and 
production systems increased. Using these concepts, 
expanded methods have been created to the other branches 

of the organization, such as the commercial and services 
branches. 

Zuboff (1994) [4] quoting H. L. Arnold, an industrial 
journalist, wrote with excitement about Ford’s innovations 
that maximize the continuity of the assembly. He 
summarized the main elements of that productivity strategy, 
initially, all unnecessary movements were eliminated from 
the actions of the workers. The task was organized in order 
to require the least amount of will power consumption and 
mental effort. 

From the above, it can be assumed that automating a 
manual process can be very advantageous although it should 
be pondered if this action is beneficial to the company as it 
is to the human element. In the case of this paper, it will be 
clearly demonstrated that the developed system brings 
numberless advantages to both sides because it will reduce 
the error margin and increase the efficiency, resulting in an 
increase of effective working time of the operator.  

B. Motivation and Background 
The motivation associated with this study fits in 

upgrading/automating a mechanical sleeves test procedure of 
a multinational technological company, located in the city of 
Braga, northern Portugal. The sleeves are used by an 
electronic components assembly industrial machine; this 
machine controls the segments in order to pick the 
components and drop them in the right place of a PCB 
(printed circuit board). They have a spring inside with a 
defined pressure, which is responsible for absorbing the 
impact of SMD components (Surface Mounting Devices) 
both in the collection as well as in the placement. The state 
of this spring is critical to ensure the components application 
accuracy as well as to prevent the rejection of the electronic 
components. The spring pressure can only be applied after 
placing a nozzle (Fig. 1). 

The previous method that was used for the detection of 
the spring state was a manual process using a testing 
instrument in which the result of the applied force in the 
spring was shown using a manometer. To observe that, some 
individual weights of 200 g each were used, who exercise 
force exclusively on the spring. The pointer of the 
manometer must be between 15 and 25, resulting in a 
maximum force applied of 2.2 N. That range is 
recommended by the buyer which is also the manufacturer of 
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the industrial machine referenced above. This measurement 
system has no units which gives a non-scientific approval. 

 
 
 
 
 
 
 

Figure 1.  Example of a sleeve with the nozzle applied. 

C. Project purposes 
 As the manual diagnostic test is a time consuming 

process and it may not offer the same test conditions to all 
sleeves - this is a consequence of the weights that might be 
dropped at different heights resulting in a change in the force 
exerted in the spring. So, to address these issues, the purpose 
of this project is to develop a device associated with a 
graphical application, allowing direct contact between the 
data acquired with the operator, which results into less 
manual labour on the side of the user. 

This project contemplates two main parts, hardware and 
software. The hardware to be developed will comprise: 

• A support structure to backing the tool in the repair 
bench; 

• A motor for controlling the force to apply to the 
sleeve to be evaluated; 

• A sensor for measuring strength and all electronic 
components required.  

The software to be developed should provide: 
• An interface for interaction with the operator to 

control and analysis of the measures; 
• Graphical presentation of the force measured; 
• Organization and storage of the data acquired. 

D. Paper structure 
This paper is structured in 4 sections. In the second 

section, Technical Description, the problem analysis is 
presented as well as the way it was approached, 
demonstrating how problems were solved and which are the 
reasons that led to the chosen solutions. This section exposes 
the most important points of the development of this project. 
In the third section, Final Tests and Installation, we describe 
the final tests carried out and the method how the installation 
of the device was executed in production. In the fourth 
section, Conclusion and Future Work, we present the 
conclusions of the work carried out, as well as indicate some 
improvement proposals. 

II. TECHNICAL DESCRIPTION 
The problem to be solved arises from the need to replace 

the manual performed sleeve spring diagnostic test that, can 
be susceptible to human error, for a new device capable to 
streamline resulting in a more organized process as well as 
the integration of more and new features. 

It was established a strategy of resolution of the problem. 
In the broadest sense of the problem, the following block 
diagram was developed (Fig. 2). 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Project block diagram. 

As presented in Fig. 2, the data provided by the sensor 
should be treated by the controller and sent to the interface; 
the motor which represents the motion of the sleeve, receives 
orders from the controller that can either be subsequent of 
sensor data or orders from the operator through the interface. 
In order to store the information of each tested segment as 
well to include the date of the tests, there was a need to 
integrate a database in the software application. 

A. System Design 
In a first approach to the project it was necessary and 

important to perform several manual diagnostic tests to 
understand the whole process from scratch. If the test is 
invalid, it is necessary to repair the sleeve by changing the 
spring or, in some cases, by cleaning the inside of the 
sleeve, which is enough to restore the correct functionality 
of the spring. 

Once defined the resolution strategy it was crucial to 
begin the research about the sensor to use knowing that, it 
would be important to measure the force intensity applied in 
Newton (N) [5, 6]. 

After a research of existing sensors in the market that 
could supply this project needs, we considered the force 
sensor reference FSG015WNPB from Honeywell (Fig. 3) 
[6]. This sensor has a plunger area, a total volume of 916,16 
mm3, a measurement range between 0 to 15N, a value of 
0,5% span relativity to linearity and 0,2% of span relativity 
to repeatability, in order to detect the small force 
oscillations of the sleeve during the test.  

 
 
 
 
 
 
 

Figure 3.  Force sensor [7]. 
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The force sensor chosen is based on a Wheatstone bridge; 
by applying a force on the plunger of the sensor it will cause 
a symmetrical variation, however opposite, in the sensor 
outputs; as various forces represent variations of different 
voltage, it has a fundamental tension force ratio to 
determine the force applied. As a result of the information 
requested from the manufacturer along with this sensor, we 
also acquired an instrumentation amplifier (IA) [8, 9], with 
the reference INA122 from Texas Instruments [10]. 

The controller used was the Arduino UNO platform since 
the company already had one and it also can meet all the 
requirements necessary for the development of this project. 
With this controller it was possible to power up the circuit 
chosen. 

To control the speed and direction of the DC motor, we 
used an Arduino module of the H bridge, as it allows to 
control both directions of the motor rotation. The module 
used is based on the IC L298 from ST, which is a dual H 
bridge [11]. The motor speed can be regulated through 
PWM (Pulse Width Modulation) being able to rotate at 
different speeds allowing faster/slower testing times. 
However, in order to get proper results, once the sleeve 
approaches the sensor, the motor speed should be as slow as 
possible, and in this case the possible slowest speed is 
manifested by the PWM value of 40, on a scale from 0 to 
255. PWM values lower than 40 aren’t enough to keep the 
motor in motion.  

For position switches, we considered some roller 
switches as they are very affordable and of great efficiency.  

Figure 4 presents the sensor output circuit designed [12, 
13]. 

 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 4.  Circuit designed to read the sensor output. 

Outlined the circuit, it was essential to scale the value of 
RG (Fig. 4) being the gain (G) of the IA, G	 = 5 + (200k/RG). 
Since the circuit is powered from a 5V source it has to be 
ensured that the output does not exceed the 5V to force 
values up to 2.2 N, as it is the value of the maximum force 
applied to the spring of the sleeve. So, to calculate the gain, 
we defined as maximum value, hypothetically, applied to a 
weight of 308.8 g corresponding to an output of 0.038 V. 
For a maximum voltage of 4.8V, as a precaution, G = 
4.80/0.038 = 124. Then, RG = 200k/(124−5) = 1.6kΩ. 

In order to read the values from the sensor, we developed 
an application with the Arduino interface software (Fig. 5). 
The input considers an analogue port from the Arduino and 
depending on the ratio between the maximum and minimum 
values read there is a direct correspondence to the maximum 
and minimum values of the applied force value, 
respectively. Moreover, it is possible to make the mapping 
of values to get the current value of the force. This is only 
possible because the sensor features a linear behaviour. 

So, verifying the minimum weight and the maximum 
weight that the Arduino can read, a relationship was 
established between the weight applied and the output 
voltage. Knowing the weight being applied, easily, it is then 
converted to Newton, multiplying it by 9.8 m/s2 
(acceleration due to gravity on Earth). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Flowchart of the Arduino interface code. 

Following the flowchart (Fig. 5), the first step is to 
calculate the force in Newton; then if the operator chooses 
to begin the test, the motor will spin to the right, which 
means the sleeve will start to approach the sensor, if not, the 
motor does not spin. 

Up next, if the applied force is higher than 2.2N, the 
motor will reverse its rotation, if not, the motor will keep his 
current configuration whether is stopped or is on the move.  

If the limit switch is activated, it means that the sleeve is 
coming back, so the motor must stop, otherwise, the motor 
keeps the current configuration. 

For security reasons, we implemented an emergency 
switch. This is a way to ensure control of the system, as 
once activated cuts off the system power. This switch 
should only be activated if the sleeve, for some reason, 
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mechanical or by software, overload the sensor and reaches 
the switch.  

If there were no security system implemented, certainly 
the mechanical components could be damaged. 

The source code represented by the flowchart is executed 
every 5ms which represents a frequency of 200Hz, 
corresponding to a sensor output reading almost 
continuously, which allows to make nearly live decisions. 

Once the Arduino code was completed, the code was 
implemented in C# programming language [14, 15], with 
the purpose of creating a user friendly interface that shows 
graphically the applied force value to the segment, 
transmitted through the application on Arduino. 

It was imperative to establish a communication between 
the Arduino and the application [16]. With this purpose it 
was necessary to receive and send data through the serial 
port of the computer. 

As this application uses several distinct features such as 
establish a connection by serial port or define a graph on the 
interface, it is essential to use delegate methods it allows 
updating the UI (user interface) thread, for getting or setting 
data.  

To set the chart it was established that the Y-axis will 
represent the values of the force in mN and the X-axis will 
represent time in ms.  

The chosen chart type is a line chart. For better 
perception of the maximum peak, a label is displayed in the 
interface with this information, as well as in any place of the 
chart it is displayed a tooltip with the coordinates. 

Additionally, some other features were implemented in 
the application (Fig. 6), that result from the need to explore 
new concepts and offer different and contemplative 
solutions to the operator, such as the possibility of saving 
the chart to a file in JPG format, creation of a database (DB) 
[17] to store information regarding tests performed, or to 
print data and display it in a HTML page [18]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  User interface. 

B. Hardware Implementation 
It was known beforehand that the device to develop 

should be robust. The idea was to create a system with a 
strap to allow the sleeve to move in the horizontal plane 
(Fig.7). 

 
 
 
 
 
 
 
 
 
 
 

Figure 7.  Motion system [1- position switch; 2- motor speed limit switch; 
3- emergency switch; 4- movable part; 5-mechanical shirt; 6- 

sleeve/segment; 7- force sensor.]  

Observing Fig. 7, the motor is connected to a pulley and, 
through a strap, this is linked to another pulley as well, as 
the movable part that carries the sleeve is attached to the 
belt, this will move horizontally. To give mobility to the 
movable part, this is attached to a bearing system, so when 
the belt moves, the movable part follows this movement. To 
put the sleeve to test in the movable part it was used a 
mechanical shirt that is permanently affixed to the movable 
part, so any sleeve can be tested as long as it is embedded in 
the mechanical shirt. 

The electronic circuit was welded into a board allowing 
that all the components stay inside of the structure, thus 
protected from external disturbances. 

The structure must guarantee that the test conditions are 
the same for all segments to be tested. 

III. FINAL TESTS AND INSTALLATION 
Once the software and the hardware were completed, the 

testing phase was undertaken. At first two sleeves were 
tested, one in a good state and another in a bad state, 
previously tested through the manual system. The results 
were very positive because we found large differences in the 
graphs obtained, so then only sleeves in good condition were 
tested for being able to establish parameters that identify the 
state of any sleeve (Fig. 8). 
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Figure 8.  Sleeve in good condition. 

On the basis of these tests, it was managed to check that 
if all the graphics of sleeves that show up in conditions of 
being used, approach the symmetry between the range 
650ms and 800ms and the maximum number of force 
applied may not exceed the 2200mN. 

By testing different sleeve states, we also verified distinct 
characteristics for each spring condition. Figures 9 and 10 
are examples of graphs that represent the state of a loose 
spring (Fig. 9) and a stuck spring (Fig. 10). 

 

Figure 9.  Sleeve with a loose spring. 

 
 
 
 
 
 
 
 
 

Figure 10.  Sleeve with a stuck spring. 

A loose spring does not offer as much resistance as a 
normal one so it takes longer time to achieve the maximum 
force. Moreover, when a stuck spring is tested the opposite is 
verified because the sensor captures the oscillations that a 
spring of this type causes - several peaks may result. 

We performed several tests with segments in which it 
was previously knew the condition of them for validation. 
Afterwards, the device has been put to the test, and were 
carried out tests to about 50 segments, in which their 
condition was unknown. The application was able to 
successfully distinguish the sleeves that were ready to be 
used from sleeves that were in bad condition. Moreover, 
these results were later verified by the manual process and 
the results matched. 

Furthermore, we implemented a functionality that allows 
to calibrate the sensor over time. The calibration procedure is 
accomplished by the same way as the method that is used to 
calculate the force, in other words is based on known 
masses. The relationship between the weight applied and the 
output voltage is recalculated given the new weights. 

This calibration option is available, as seen, in the 
interface application and it is protected by password for 
security reasons. 

The calibration, as previously referred, is performed 
using two weights, both of known masses, one which 
represents the minimum value and the other the maximum 
value. For that, simply it puts the weight on the sensor and 
depending on the value that the Arduino is receiving, a high 
or low value, it is regarded as a new value for the calculation 
of the force. 

 

IV. CONCLUSION AND FUTURE WORK 
 
This paper presents the development of a mechanical 

sleeve diagnosis system through a force sensor. The defined 
objectives for this project were achieved. Concerning the 
hardware, two weights, both of known masses all the test 
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conditions to the sleeve. Regarding the software, we created 
a user interface for interaction with the operator in order to 
control and analyse the measures as well as represent them 
graphically, a DB was created for organization and storage 
of data. Additionally, it was implemented a sensor 
recalibration option as well as a function to define limits for 
analysis of the measures. 

Based on the presented results and on the feedback from 
the operators, this new device shall allow the optimization of 
the performance and efficiency of the manufacturing unit. 
The developed product will have a great utility for the 
company in the way that it presents clear advantages 
compared with their previous manual method, among others, 
it saves time, enables better decision-making ability on the 
realized test, increasing the overall efficacy. 

Furthermore, there are some ideas for future 
development, namely, to improve the user interface and to 
make the decision process of the sleeve state autonomous. 
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Abstract— The utilization of an optical fiber sensor for the
measurements of water in oil has been demonstrated.
Absorption of light by water in oil in the near infra-red region
(850 to 1650 nm) is measured with low noise level. Further,
measurements of water contamination in oil with a minimum
level of detection of around 0.002% were performed.

Keywords-bearing; lubrication monitoring; oil; water; optical
fiber.

I. INTRODUCTION

Measuring the quality of oil in real time, and suggesting
corrective actions when needed constitutes real commercial
market demand. In the past, several researches activities have
been run regarding oil quality monitoring in bearings, to
measure for example remaining lubricant life, the lubrication
film thickness or investigating the capabilities of chemical or
viscosity sensors [1-4]. Among all these parameters, one of
the priorities of the lubrication experts is to measure the
quantity of water in the oil and especially the percentage of
water saturation of the oil. Indeed, water incursion into the
oil can have a major impact on the lifespan of the bearings.
In general, depending of the type of the lubricant, the water
level accepted can be in a range of 200 ppm to 5000 ppm.

This article is focused on the development of a sensor
system based on one immersible open path optical fiber
sensor for measuring the concentration of water in oil. In
Section 2, the sensor concept is introduced and the
measurements results are presented. In Section 3,
conclusions are summarized.

Figure1. Optical sensor

II. CONFIGURATION OF THE SENSOR

An open path configuration was chosen as the sensing
element for delivering a high level of sensitivity. Optical
fiber cable, capable of operating effectively within the range
850 nm – 1650 nm, was sourced and tested to ensure a
significant level of transmission in this wavelength range. An
standard fiber connector (SMA) based miniature coupling
cell, fabricated out of brass and stainless steel, was
configured to be used as the sensing element. A photograph
of the sensing element is shown in Figure 1.

During the testing stages, the sensing element (Figure 1)
was simply immersed in the oil sampling medium. Light
from the Tungsten light source propagates through a 400 mm
length of optical fiber before traversing across an open path
space where it interacts with the sensing medium. The light
is then coupled back into a second length (400 mm also) of
optical fiber before being recorded by a spectrometer located
at the receiving end.

The use of dedicated optical fiber and a small open path
length resulted in a significant amount of light intensity
being detected by the spectrometer. The choice of the length
of open gap in turn resulted in a optimum accuracy of the
absorption measurement through the S/N ratio.

Figure 2. Light transmissions through 0.5% water in oil mixture depending
of open path length 0.5, 1, 2, 3 mm

59Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-494-7

SENSORDEVICES 2016 : The Seventh International Conference on Sensor Device Technologies and Applications

                           70 / 109



Figure 3. Light transmissions through different water in oil mixture
samples

A. Path Length
Preliminary tests were taken to record the effects of the

sensing system with regards to path length changes within
the sensing element. For this a number of sensing elements
were constructed (lengths 3 mm, 2 mm, 1 mm and 0.5 mm).

Significant sensitivity for water incursion was detected
for each of the sensing element including the smallest one of
0.5 mm (see Figure 2). Therefore, taking the signal-to-noise
ratio into consideration, the 0.5 mm sensing element was
chosen for use within the sensor for the subsequent tests.

B. Measurements
1) Sensitivity Tests

Sensitivity testing comprised seven samples of testing
liquids used during the testing stages; these were 0% and
0.5% through to 1% water content in oil (Cirkan C100). The
samples were mixed using an ultrasonic bath. The resulting
intensity spectra can be seen in Figure 3.

Figure 4. Light absorption for different water in oil mixture samples

Figure 5. Light transmission spectrums showing a difference of 200ppm
water in oil concentrations of two oil samples

The differences in the absorption percentages of the light
recorded for mixed water in oil samples (0.5% to 1%)
referenced to the light intensity recorded during the pure oil
test was calculated and can be seen in Figure 4.

2) Lower-Detection-Limit
Recently, the lower detection limit of the sensor has

become a major factor, with targets of 50 ppm water-in-oil.
To achieve this accuracy in the mixing stage necessary
mixing equipment such as a micropipette (capable of 2.5 um
deliveries) were used.

Due to constrains in access to the experimental testing rig
only one sampling experiment has been completed thus far
(at least two of every experiment has been completed up to
this stage – this was deemed necessary in order to correlate
results in an accurate manner). In order to enhance sensitivity
an increased  path length of 2 mm was chosen.

Figure 6. The Hydac, Pal and optical SKF sensors measuring in parallel in
a well controlled humidity chamber
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Figure 7. Light transmission variation (wavelenght of 1108 nm) for change
of  mineral oil saturation between 30-100%

The concentration chosen for this experiment test was
200 ppm and as can be seen from the result in Figure 5, a
significant amount of absorption was recorded.

3) In-Situ Experiments
The sensing element was placed into a bath of mineral oil

which in turn was placed into an environmental chamber
where the humidity and temperature are very well controlled.
The concentrations of the water within the sample were thus
varied by accurately changing the temperature and humidity
within the chamber.

The measurements were performed in parallel with one
Hydac aqua sensor (type AS1008-C-000) and one Pall (type
WS05S) water in oil commercially sensors for calibration
purpose (see Figure 6).

The full spectrum was recorded over a number of hours
during which the concentration of the water was gradually
increased. The concentrations were increased steadily over a
number of hours until saturation level in oil was reached
(more precisely about 100% saturated).

Figure 8. Averaged measurements for light transmission variation
(wavelenght of 1108 nm)  for change of mineral oil saturation between 30 -

100%

The measured optical transmission for the full
experimental test recorded at a wavelength of 1108 nm is
shown in Figure 7.

The results show a strong and stable response to the ever
increasing levels of water content. However, when the
sample reaches a level above saturation, the sensor records a
significant increase in measured noise levels. The sampling
frequency of the measurement was 2 Hz, and the measured
noise level can be significantly reduced using digital filtering
such as a moving point average (see Figure 8).

Although, this shows a reduction in the level of noise, it
is expected that additional averaging and filtering will further
reduce this. In fact for the response shown above and taking
a signal-to-noise level of 1 into account, the lower detection
limit of the sensor can be estimated to be below 20 ppm. The
final graph (Figure 8) simply has shown the percentage
absorption taken from the in-situ experimental results. These
percentages also correlate to experimental results previously
taken in the lab (specifically during the sensitivity testing
stage).

An interesting conclusion is that after reaching 100% oil
saturation, the measurements of the optical sensor become
apparently instable due to the free water oil content. An
important advantage of this is the possibility to autocalibrate
the sensor for different types of oils. The 100% saturation
limit can be detected very precisely.

 One more observation was done for free water region.
Based on averaging the measured signal the water content
can be estimated. All these observations make the sensor
unique.

These experimental results have shown that the sensor
portrays a significant level of resolution of 20 ppm, a wide
range of detection (20 ppm – 10000 ppm. In a future
development, microspectroanalyzers or cheap LED’s should
be integrated in the readout measurement system for scaling
down the price of the sensor unit.

III. CONCLUSIONS

The results of the experimental investigation of water
content in oil using a novel optical fiber sensor system have
resulted in the following successful outcomes:

· The saturation of water in oil (Circan 100cc) was
measured

· Measurements were done in a range of 30-100%
Relative Humidity  (RH)

· The accuracy of measuring the water concentration
is around 20 ppm (0.002%)

· The sensor shows good capabilities to measure also
emulsified water and free water

· The sensor can be easily auto calibrated for 100% oil
saturation
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Abstract— Phononic crystal sensors that have been developed 

in the last years proof being a promising sensor platform for 

different applications as liquid sensors. It has been already 

shown that the transmission spectrum of phononic structures 

depends on properties of liquids confined within a crystal. In 

comparison to known established sensor approaches, where 

sensors respond to near surface effects such as mass load, the 

distinguishing feature of proposed solutions is confining the 

liquid in resonant cavities of the phononic structure allowing 

determination of volumetric (bulk) properties of the liquid. 

Current contribution presents technological and experimental 

results of the surface acoustic wave (SAW) based phononic 

crystal liquid sensor research. The presented sensor concept 

integrates an array of periodical microfluidic channels into the 

SAW platform. Theoretical predictions underline strong 

demands regarding tolerances of phononic structure 

dimensions. As a result, the technological process of the sensor 

manufacturing had to be redesigned in a certain manner. 

Achieved results, technological challenges and solutions are 

described in current work. 

Keywords- phononic crystal sensor; liquid sensor; SAW 

sensor. 

I.  INTRODUCTION 

Developed in recent years phononic crystal liquid sensors 
[1–4] vividly demonstrate advantages of this sensor 
approach. It is necessary to move the sensor to higher 
probing frequencies in order to achieve a higher sensitivity. 
The realization of the sensor in the frequency range of 
100 MHz till several gigahertz requires application of 
different platforms for excitation and detection of acoustic 
waves. This frequency range is well developed with respect 
to surface acoustic waves (SAW) devices. The experimental 
verification of phononic crystal structures (PnC) in 
piezoelectric materials introduces well-known fabrication 
challenges. We are specifically interested in the development 
of SAW PnC liquid sensors. In comparison to well-
established SAW sensor approaches, where the sensor effect 

is gained from surface effects (such as a surface mass load 
caused by absorption of analyte molecules in a recognition 
layer), the most promising feature of this high frequency 
sensor class is its capability to measure a sound velocity and 
a bulk viscosity of liquids with a precision superior to 
established instruments. It applies an acoustic signal 
amplification of a resonant liquid-filled cavity. The 
objectives of current research are the design of a SAW based 
phononic crystal sensor with at least one element being a 
liquid, and its fabrication with a high accuracy. 

Originally, two different schemes were applied for 
building of the sensor, structures, i.e., holes and channels that 
are etched into the piezoelectric material and similar 
structures etched into an overlayer or a set of overlayers 
deposited onto the piezoelectric crystal.  

Within the first approach, the etching of deep structures 
with steep sidewalls is required. This concept was initially 
developed towards SAW based phononic crystal sensor 
realization and was previously described in details [5]. 
Figure 1 shows an example of a manufactured regular 
phononic crystal in quartz.  

 

 
Figure 1.  Etched periodical array of holes in ST-cut quartz. 
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Top edges and sidewalls allow for an idealization as a 
hole. The known limitation lies in complexity of structuring 
strong piezoelectric materials such as of lithium niobate 
(LiNbO3) or lithium tantalate (LiTaO3) substrate in a quality 
that is required to achieve an efficient structure. [5] 

However, this approach requires a piezoelectric material  
that contrasts some sensor requirements. We report on the 
development of alternative sensor approaches. As a result, 
the sensor concept applies polymer based 
microelectromechanical systems (MEMS) technology with a 
specific attention to an exceptional tolerances control was 
developed. It utilizes the structure that has been fabricated in 
overlayers instead of etched into the substrate. This approach 
allows selecting a structure material independent on the 
substrate. The schematic representation of the sensor 
utilizing this concept is demonstrated in Figure 2. 

 

 
Figure 2.  Schematic representation of sensor concept based on 

overlayer structures 

The manufacture of designed structure can be completed 
within different approaches. The manufacturing processes 
can be split into a solid state based and a polymer based one. 
A technology based on a solid state approach introduces 
several advantages, such as a high long term mechanical 
stability, application of well-established processes etc. 
However, for the proposed sensor design this approach 
appeared to be complicated for a fabrication. On the other 
hand, the polymer based technological approach opens an 
opportunity for a rapid prototyping at a relatively low cost 
and allows to simplify the technological process in general. 
Among all possible technological processes that can be 
based on Polyimid, polydimethylsiloxane (PDMS), 
Poly(methyl methacrylate) (PMMA) or epoxy-based 
negative photoresist SU-8, the chosen approach must satisfy 
initial design demands. At the same time, the respective 
technology should be adjusted in a way to obtain an expected 
sensor structure performance. 

The SU-8 negative photoresist is currently widely applied 
as a construction material for microfluidic devices, sensors 
and other applications. Due to number of advantages, such as 
chemical stability to most of fluids, controllable mechanical 
properties through the crosslinking process management, this 
photoresist can be applied for building of microfluidic 
structures for a variety of different applications [6]. 

Therefore, we have realized SU-8 based microfluidic 
structures integrated into a SAW device. A set of 
microfluidic channels acts as a liquid analyte container. They 
are periodically arranged as PnC. Several initial designs and 
influence of a phononic structure geometry on the sensor 
performance were previously discussed [7]. Despite the 
possibility of a further structure improvement, in current 
contribution we concentrate on the manufacture of designed 
structures. 

In order to achieve a mechanical performance required 
for designed structures, technological parameters of SU-8 
processing have to be reconsidered. Previously, an influence 
of technological parameters of SU-8 processing on 
mechanical properties of SU-8 layers have been studied [8–
11]. It also was demonstrated that considering a certain 
application, SU-8 layer can be differently manufactured in 
order to fulfill defined requirements. Due to staged SU-8 
processing, different improvements can be made by 
changing some of the conditions of certain technological 
steps. As it was shown in [10], the number of such 
technological parameters that directly influence on final SU-
8 layer performance can exceed thirty. Thereby, it becomes 
evident that with the consideration of certain application of 
SU-8 structures, processing parameters have to be adjusted 
in order to obtain required performance. 

The study of influencing of tensile properties of coated 
SU-8 layers has demonstrated that an increase of SU-8 
curing temperature significantly changes mechanical 
properties of SU-8 layers [8]. It was shown that high 
temperature curing of SU-8 during a post exposure bake 
(PEB, 95 °C) and hard bake (HB, 200 °C) make layers much 
more fragile. Previously published results [9] have shown 
that changes in SU-8 processing can considerably influence 
following SU-8 crosslinking. It was demonstrated how a soft 
bake conditions, an exposure dose and a post exposure bake 
parameters influence on a resolution and crack formations of 
SU-8 layers because of inner SU-8 film stress accumulated 
during processing. In [10] was shown that at low soft bake 
temperature an exposed SU-8 polymerizes at faster rate with 
reduced stress. Completely crack free structures with aspect 
ratios of 10 and 8 for trench and ridge structures have been 
achieved with the soft bake temperature of 65 °C. 

In order to complete closed microfluidic channels, the 
SU-8 adhesive bonding process should be performed. On the 
one hand, it is required to achieve well-defined structures. 
On the other hand, the fabrication process should be kept 
within several standard technological steps without necessity 
to implement complicated approaches. For this reason, the 
SU-8 bonding recipe has to be adjusted. In order to achieve a 
sufficient performance of bonding process, the polymer 
crosslinking reactions of bonding wafers should be taken 
under control. It was already shown that in order to achieve a 
sufficient bonding strength, it is necessary to apply the wafer 
with incompletely cross-linked SU-8 in order to perform a 
final mutual crosslinking step during the bonding process. At 
the same time, SU-8 should be sufficiently crosslinked to 
complete developing process. 

In current contribution, the initial results of manufactured 
sensors assessment are presented. In section II, the 

Sending IDT 

Recieving IDT 

Microfluidic channels 
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technological description of sensor manufacturing process is 
provided in details. In section III, the information regarding 
the sensor experimental setup is described. Achieved 
experimental results and a future work are underlined in 
subsequent sections “Discussion” and “Conclusions”. 

II. TECHNOLOGY 

For the fabrication of the sensor structure, following 
materials were utilized. Titanium and aluminum targets were 
used in physical vapor deposition (PVD) sputtering process 
and supplied by a local manufacturer. Structuring of metal 
layers was completed applying TI35ES positive photoresist 
in conjunction with TI Prime adhesive promoter that were 
supplied by MicroChemicals GmbH. AZ and AZ400K 
photoresist developers as well as acetone, isopropanol, 
aluminum etcher, 1-propanol and other supplies were 
ordered from Carl Roth GmbH and Sigma-Aldrich Chemie 
GmbH. Applied for structuring of microfluidic channels SU-
8-50 photoresist and mr600Dev developer were supplied by 
Micro Resist Technology GmbH.  

The deposition of metal layers was completed with LS 
500 ES physical vapor deposition equipment. For photoresist 
spin coating, SUSS Labspin manufacturing line was utilized 
with SUSS_MA6_BA6 mask aligner. Processes of SU-8 
adhesive bonding were conducted in SUSS SB6E substrate 
bonder. Manufactured SAW based phononic crystal sensors 
were analyzed with Zeiss EVO 50 scanning electron 
microscope and FTR MicroProf 300 profilometer. 

The technological process of a SAW based phononic 
crystal liquid sensor manufacturing begins with fabrication 
and analysis of SAW structures. According to the sensor 
design, the lithium niobate (LiNbO3) 128° Y-X cut wafers 
with X direction of the wave propagation were chosen as a 
substrate material. In order to excite and detect surface 
acoustic waves, the interdigitated transducers (IDTs) have 
been manufactured on the surface of the substrate. 

The manufacture of phononic structure was completed 
atop of fabricated IDTs. The phononic structure represents a 
system of periodically placed microfluidic channels closed 
from the top and the bottom with another polymer structure. 
In current work, the microfluidic structure and covering 
(interfacial) layers were fabricated utilizing SU-8 polymer. 
The structure manufacturing process involves subsequent 
layer after layer processing. In order to complete the 
structure, the wafer should be processed with two structured 
SU-8 layers. Initially interfacial SU-8 layer has to be defined 
atop of the IDTs area and then the microfluidic channels 
should be structured atop. 

An application of polymer based bonding technology 
was utilized for manufacturing of a covering layer. The 
covering layer was fabricated on a silicon wafer basis and 
then transferred to the structure. The omnicoat releasing 
layer was utilized to remove the handling wafer. SU-8 50 
covering layer was then spin coated and soft baked at the 
temperature 65°C during 3 minutes. Thereafter, the 
temperature was ramped up to 85°C at which the wafer was 
baked another 10 minutes. At the completion of the soft 
bake, the wafer was cooled down back to the room 
temperature during 40 minutes. Then, fabricated SU-8 layer 

was exposed with an exposure dose of 160 mJ/cm
2
 in 

SUSS_MA6_BA6 mask aligner. The post exposure bake of 
the covering layer was made at the temperature of 65°C 
during 2 minutes with following ramping up to 85°C where 
it was baked another 10 minutes and then cooled down to the 
room temperature during 40 minutes. After a completion of 
the covering layer, another thin layer of SU-8 5 that serve as 
an adhesive during bonding process was spin coated. As 
soon as the layer is pilled off, it was removed and rinsed in 
deionized water (DI-water). Afterwards, dried covering layer 
was applied for bonding process. 

The bonding process starts with evacuating of the 
camera. During the preheating step at the temperature of 
45°C during 3 minutes, the rest of the surface contaminations 
and SU-8 solvents supposed to be removed. After that, the 
structure was top loaded with a pressure of 1000 mBar and 
heated up to 50°C. At this temperature, the structure was 
bonded during 10 minutes and then slowly cooled down back 
to the room temperature. Thereafter, bonded with covering 
layer wafer was exposed with an exposure dose of 
160 mJ/cm

2
. Afterwards, it was post exposure baked at the 

temperature of 65°C during 2 minutes and 85°C for 10 
minutes with following cooling down back to the room 
temperature during 40 minutes. 

Completed example of SU-8 microfluidic channel is 
demonstrated in Figure 3. 
 

 
Figure 3.   Cross section of the manufactured microfluidic channel. 

III. EXPERIMENTAL 

Experimental investigations of the manufactured sensor 
were completed with the help of probe station SUSS EP6 
with high frequency probes, Figure 4. A complete 4” 
LiNbO3 128° Y-X cut wafer with IDTs and integrated 
microfluidic structures was placed on a probing table. High 
frequency probes (2 signal probes and 2 ground probes) were 
connected with a help of 50 Ohm up to 500 MHz coaxial 
cables with network analyzer in S-parameters measuring 
mode. The structure was connected as a standard 2-port 
SAW device. Analyzed liquid was manually placed in 
microfluidic structure with a micropipette. Transmission (S21 
parameter) amplitude and phase response were measured 
with Agilent4395A together with an S-parameter test set 
Agilent 87511A (100 kHz–500 MHz). Several subsequent 
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measurements were performed to reduce a measurement 
error. The repeatable sensor response was recorded for each 
measuring liquid mixture.   

 

 
Figure 4.  Experimental setup. 

Measurements were conducted directly on the wafer (4” 
LiNbO3 128° Y-X cut wafer) with fabricated microfluidic 
phononic structures and IDTs.  
Measurements were completed with binary mixtures of a 
deionized water and a 1-propanol in molar concentrations 
(X) range 0.23 – 0.507 that corresponds to the range of the 
most linear speed of sound dependence. The respective speed 
of sound and density data for water – 1-propanol mixtures 
are shown in Table 1. 

TABLE I.  PROPERTIES OF WATER AND 1-PROPANOL 

MIXTURES [12]. 

1-Propanol molar 
concentration, X 

Density, 
kg/m3 

Speed of sound, 
m/s 

Water 998 1483 

0.158 933 1472 

0.230 908 1421 

0.347 881 1367 

0.507 852 1322 

1-propanol 804 1220 

 

IV. RESULTS 

As it can be seen, the amplitude and phase measurement 
results provide a distinct sensor response on different liquids 
that filled into the microfluidic channels Figure 5-6.  

 
Figure 5.  S21 parameter (transmission) amplitude response for binary 

mixtures of water and 1-propanol with molar concentration of 1-propanol 

X = 0.23; X = 0.347; X = 0.507 

 
Figure 6.  S21 parameter (transmission) phase response  response for 

binary mixtures of water and 1-propanol with molar concentration of 1-

propanol X = 0.23; X = 0.347; X = 0.507 

The amplitude minima as well as the corresponding 
phase shift demonstrate a tendency to move in a direction of 
lower frequencies when the microfluidic channel is filled 
with a liquid with lower speed of sound. The dependence of 
phononic crystal sensor response on speed of sound of the 
liquid constituting the PnC or filling the defect (such as 
cavity) were previously demonstrated [2, 4, 13, 14]. It has 
been shown that frequency of corresponding transmission 
peak (or dip) depends mostly on changes in speed of sound 
of the liquid analyte rather than on changes in density or 
viscosity. However, in the reported case, it should be noted 
that transmission curves have two clear transmission minima 
that behave differently, Figure 5. The (local) transmission 
minimum frequencies depend on the molar ratio of 1-
propanol in water in a similar manner; however, the band 
width of the second one is much broader than the first one. 
Both, band width and amplitude change considerably with 
molar ratio. As characteristic for a dissipation mechanism, 
bandwidth decreases with an increasing depth of the dip in 
the spectrum. We assume that the second minimum 
corresponds to a complex vibration of the polymer structure 
with different contributions from the microfluidic liquid 
resonator and overlayers and radiation or mode conversion 
losses.  

The phase shift results match to the transmission 
amplitude response, Figure 6. It can be seen that the first 
phase shift corresponding to the first minimum is much 
sharper than the second one. Although we note a slight 
difference in slope we find a shift to a lower frequency when 
microfluidic channels are filled with liquids with decreasing 
speed of sound for the first transmission minima consistent 
with the amplitude findings. The phase corresponding to the 
broad band minima crosses at a frequency of about 
24.31 MHz. However, this finding is also just a consequence 
of a change in wave attenuation. 

The physical understanding is subject of ongoing 
research, specifically the analysis of the involvement of 
complex vibration mechanisms and their interaction with 
waves.  
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V. CONCLUSIONS 

The alternative approach for phononic crystal based 
sensors has been demonstrated. The SAW sensor platform 
serves as a reliable sensor platform for frequencies of several 
tens megahertz with good perspectives in a range to several 
hundreds of megahertz and perhaps up to a few gigahertz, 
very much depending on accuracy issues in fabrication of the 
downscaled feature sizes. In comparison to traditional SAW 
sensors, the phononic crystal SAW sensor can be applied to 
liquids and is sensitive to volumetric material properties such 
as speed of sound of an analyte. Our alternative overlay 
technology approach can be considered as a replacement of 
the technologically challenging approach that is based on 
realization of PnC structures directly in piezoelectric 
substrates. The experimental results demonstrate the 
feasibility of described approach. It provides a distinct and 
predictable sensor response on speed of sound of binary 
mixture of water and 1-propanol. 
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Abstract—We report on a Faraday–sensor to read out optically
test pattern recorded to magnetic stripes on smart cards in a non–
contacting way at scanning speeds of several meters per second.
The pattern densities of several bits per millimeter can be resolved
properly. The sensor employs a magneto–optical crystal of iron
doped Yttrium–Aluminum–Garnet known to exhibit one of the
highest known Verdet–constants (≈ 130 rad/Tm). It is epitaxially
grown to a rather small thickness of approximately 50µm, a small
thickness that on the one hand reduces the overall sensitivity
dramatically but on the other hand allows for a very fine pitched
spatial resolution to image the normal component of the magnetic
flux density. The to be tested specimen in the production line is
moving at a rather high speed so the optical system and the
readout electronics is geared toward rapid scan and to maintain
a rather high sustained data streaming rate onto a solid state
disk for archival purposes. Scan rates exceeding 50.000 scans per
second (@ 128 pixels per scan) were attained and the camera
still is sufficiently exposed to attain a fair signal to noise ratio.

Keywords–Faraday effect; magnetic field sensor; magnetic field
imaging; magnetic tape; quality control

I. INTRODUCTION

For compatibility reasons, most smart cards still have a
magnetic stripe to store some basic information that typically
is not cryptographically secured from inadvertent access. At
the end of the production line of such cards it is necessary to
also check with high speed scanners the successful magnetic
recording of a test pattern, which ultimately is erased again.
The characterization of these magnetic stripes that ultimately
be attachted to the back of, e.g., credit cards or smart cards
is necessary for the in–line quality control of the production
line [1]. Typical feed rates are in the several meters per second
range and the finest period of the recorded magnetic pattern
is in the tens µm–range. The magnetic sensor to be employed
needs to operate contact–free to avoid mechanical damages and
must be able to also resolve any transversal (error–) pattern to
check for cross–sectional evenness. This requirement prevents
the usage of very well known and cheap magnetic tape readout
heads, since those provide information about the magnetic flux
(actually the time derivative of the magnetic flux) as an integral
measure only.

The contribution is organized as follows. In section II the
theory on the sensing effect is detailed. Section III details the
chosen optical set–up and the problems encountered designing
the illumination unit. This is followed in section IV by the
description of the signal processing necessary to attain a
sustained data and streaming rate in excess of 10 Mbytes/s.
In the results section preliminary measurement results are
presented followed by a short conclusion.

II. FARADAY–EFFECT

We developed a sensor system using the Faraday–effect
[2], which is a magneto–optical effect rotating the plane
of polarized light dependent on the magnetic flux density
component parallel to the incident light. It’s operating principle
is depicted in Figure 1. Polarized collimated light that can
be seen as the superposition of a right– and a left–circularly
polarized light enters the medium exhibiting the Faraday–effect
[3]. The magnetic field in matter can be seen as the effect
of spinning or circularly moving charges. For the direction
of the B–field indicated in Figure 1, the two superimposed
rotating (circularly polarized) electric field vectors will affect
differently co– or counterrotating charges thus the net B–field
is diminished or enhanced in one direction or the other. Thus
effectively the direction of polarization is rotated slightly ones
superimposed again. This effect is seen in any matter to a rather
small degree. There are, however, a few materials, in particular
Yttrium-Iron-Garnet (YIG), that exhibit rather strong effects
(show a rather large so–called Verdet constant that can go up
— for near infrared light — to 130 rad/Tm).

Figure 1. Faraday effect effectively rotating the plane of linearly polarized
light (represented by its electric field vector E) dependent on the magnetic

flux density B in direction of light propagation [4].

In a sensor type application the YIG–crystal typically has
one face mirrored so the light traverses the crystal twice
thus effectively doubling the sensitivity and also giving spatial
access for placing the mirrored surface in close proximity to
a magnetized object to be measured.
To mathematically describe this phenomenon the permeability
µ needs to be treated as a non–diagonal tensor as can be seen
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from (1) [5].

B(ω) =

∣∣∣∣∣ µ1 −jµ2 0
jµ2 µ1 0
0 0 µ2

∣∣∣∣∣ ·H(ω) (1)

with:
B T vector of magnetic flux density
H A/m vector of magnetic field strength
µx Vs/Am components of permeability tensor
ω rad/s angular frequency of light

The net effect of (1) can by summed into a constant V , the
Verdet–constant (which is a function of the frequency ω of
the light used). It turns out that the largest sensitivity is seen
for light in the infrared region of the spectrum. The angle of
rotation β can then be written as:

β =

d∫
x=0

V (x) ·Bn(x) · dx (2)

with:
β radians angle of rotation
Bn(x) T magnetic flux density in the

direction of light propagation
as a function of position x

V (x) = V rad/Tm Verdet constant
d m interacting distance

With typical values of the Verdet–constant for the material YIG
in the range of 100 rad/Tm.

The Farady–sensor yields a rotation angle of the polariza-
tion that, according to (2), is averaging the normal component
of the magnetic flux density over the thickness of the crystal d.
Thus the thickness of the YIG disk must be rather thin (here
on the order of a few tens of µm) to measure very locally.
Furthermore, one is interested to measure the magnetic flux
density in a non–contacting way right at the surface of the
magnetic tape. So the distance of the crystal with respect to
the tape surface has to be kept constant and in close proximity
to the tape. This will be accomplished in the final version of
the sensor by an appropriate aerodynamic design.

The overall rotation of the polarization that can be attained
while still maintaining a sufficient spatial resolution while
realizing a non–contact measurement action is very limited
as the example shows:

For typical magnetic stripes, two coercitivities are used
(HiCo with approx. 275 to 400 mT and LoCo with 30 mT of
remanence). Given these parameters and considering the mirror
action close to the specimen effectively doubling the thickness
of d = 50µm one can estimate the maximum rotation β for
the lower remanence (B = 0.03 T) zu be

βmax = 2 · 100 · 0.03 · 50 · 10−6 = 0.15 mrad . (3)

This rotation is barely detectable with the used low cost (foil–
) polarizers resulting in an intensity modulation following
the typical cos2–rule for the recorded intensity at the camera

(Malus’–law [6]). In the presented sensor system we didn’t aim
to and probably wouldn’t be able to quantitatively measure the
locally averaged magnetic flux density but were only interested
in visualizing the presence of magnetizable domains of similar
magnetization strenghts to check for error patterns that might
be present.

III. OPTICAL SET–UP

The major problem encountered while developing this
magnetic field sensor was the required scan rate of more
than 50,000 scans per second, which is necessary in order to
accomodate the spatial resolution along the stripe direction and
realizing approximately 100 pixels perpendicular to the stripe
direction using a line–scan camera with sufficient resolution.
While there are line–scan cameras available to cope with
those requirements the problem of properly exposing them
isn’t trivial since the Faraday–cell readout requires crossed
polarizers thereby diminishing greatly any light intensity used
for illumination. Even foil polarizers attain so–called extinction
ratios greater than 1:1000, transmitting only light according to
Malus’–law (4).

I(β) = I0 · cos2(π/2− β) . (4)

In (4), I0 is the incident intensity of light to the crossed pair
of polarizers and β is the angle of rotation due to the magnetic
field in the setup.

We chose a Hamamatsu camera (type S11106-10) that has a
pixel size of 63.5µm×63.5µm and offers a spatial resolution of
128 pixels. It allows for a sustained data rate of 10 Msamples/s,
which is equivalent to approximately 64,000 scan lines per
second. In order to properly expose this camera (to a maximum
of 80% of saturation value) at its spectral peak sensitivity
(80 V/(lx s) @ 700 nm wavelength) very intensive light for
illumination is necessary as can be seen from (5) considering
the fact that the exposure time T has to be lower than 20µs
for the intended scan rates above 50.000 lines per second.

ICCD =
Uv

E · T
(5)

with:
Uv V analog out of camera (0.8 V max.)
E V/(lx s) photosensitivity (here 80 V/(lx s))
T s exposure time (here < 20µs)
ICCD illuminance at face plate

For the parameters given above and an exposure time T =
20 · 10−6s aiming for 80% of saturation voltage one requires
— at the cameras face plate 400 lx. The objective lens is
designed to yield an optical magnification of unity which,
given optical principles [6] reduces the effective aperture by
two stops. Given an objective lens with a numerical aperture
of f/2.8 becoming an f/5.6 lens thus requires an intensity of
400 · 5.62 ≈ 12800 lx from the object, which is rather much.
Using a LED illumination able to supply (at maximum) 40
lumens and employing an appropriate condenser optics this
requirements can be met, however.
Figure 2 shows the devised first prototype of the scanning–
system built using standard optical components (Linos Photon-
ics [7]). It consists of a high power LED illumination system
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Figure 2. Optical set–up of the experimental Faraday–sensor.

Figure 3. Photo of the thin–sheet Faraday cell.

(manufacturer Cree, type XRCRED-L1) delivering a luminous
flux of 40 lm at 620 nm wavelength, a high numerical aperture
collimating optics (free diameter 21.4 mm, focal length 16
mm), which collimates the emitted light into a beam of approx
12 mm diameter, the polarizer I (Linos sheet polarizer with an
extinction ratio of 1:3500 at 42% transmission for randomly
polarized white light), followed by a non–polarizing beam–
splitter that allows for a perpendicular viewing direction with
the camera path in the second arm, and a beam stop for
spurious reflections off the illuminating path. On the return
path an objective lens (free aperture f/2.8) is used to project
a focussed image (optical magnification 1:1) of the magnetic
field via the second polarizer onto the camera’s face plate. The
camera is a Hamamatsu S11106-10 camera with 128 square
pixels (63.5× 63.5µm2).

Figure 3 shows a view onto the mirrored face plate of
the Faraday crystal. The YIG–crystal is approximately 50
µm thin and is traversed twice by light thus doubling its
effective rotation. To protected it from abrasion it is coated

by a highly reflective and scratch–resistant layer of chemical
vapor deposited nano–crystalline diamond giving it this golden
color observed.

IV. SIGNAL PROCESSING

A position encoder is used to meter the feed rate of the
stripe. This encoder via a phase locked loop circuit synchro-
nizes the camera clock signals appropriately thus allowing a
bit–synchronized optical scanning of the magnetic pattern by
the camera. The analog video signal is digitized via a video
AD–converter (Analog Devices type AD9057) and stored into
a 4kB dual–ported RAM (type IDT72240). This RAM type
allows for non–synchronized writing and reading processes to
take place concurrently. By avoiding byte–by–byte memory
access and reading at least 4089 (full–minus–7–byte flag
asserted) the overhead of a single PC interrupt is split upon
more than 4000 read bytes. This allows a sustained data rate
of 10 Mbytes/s even with a medium performance Raspberry
Pi unit.

Each scan–line is analyzed for mean, maximum and min-
imum values of the magnetization and an error is flagged (a
single bit per unit length) if set thresholds are exceeded.

V. RESULTS

Preliminary results are shown in Figure 4 where 150 scan
lines with 128 pixels each are displayed. The figure shows the
normal component (out of plane direction) of the magnetic
flux density at an estimated distance of approximately 60µm
from the magnetic tape surface. One can clearly observe that
the system is able to image with the designed scan density,
although the finer pitched structures on the right hand side
seem to exhibit some problems that might be attributed to
aliasing effects [8] stemming from a still too low spatial
sampling rate for that particular testing pattern density. The
depicted result was obtained with the still experimental unit
depicted in Figure 2. The optical field imaged has a width of
approximately 12 mm, the acquisition rate was reduced to only
1000 lines per second and the video signal was acquired using
a digital storage oscilloscope.
Unfortunately it isn’t possible to ascribe numerical values to
the imaged magnetic flux density. It would be possible to do
so if the rotation angle β were measured via a fast acting
compensation scheme sweeping over all possible rotation
angles of the local polarization, but this would require a totally
different concept to be realized. For the quality control purpose
it is sufficient to simply show the presence of magnetizable
domains and not so much their actual magnetization, since that
is only dependent on the material used and wouldn’t change
along the stripe.

VI. CONCLUSION

We reported on the first version of a high scanning speed
magneto–optical system able to image and process up to (and
beyond) 50.000 scan lines (at a resolution of 128 pixels) per
second of magnetic test patterns recorded on a magnetic stripe
film. This system is designed to be included for the in–line
inspection and quality control at the production line up to
feed rates of approximately 3 meters per second (considering
necessary at least two scans per bit length at the highest
magnetic pattern density).
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Figure 4. Image (120 pixels wide) of the magnetization of a credit card.
Clearly discernible are two tracks the right one recorded with a typically

density of 210 bits per inch (8.27 bits per mm), while the left track typically
has a recording density of 75 bits per inch (2.95 bits per mm). Currently the

magnetic flux density can only be visualized qualitatively. To ascribe
numerical values of B to image intenisty values had proven to be rather

difficult.

The attached Linux–based PC (a Raspberry Pi/2 model
B) is streaming the scanned image data via a FIFO–memory
unit at a sustained rate of 10 MB/s onto a solid state disk
for archival purposes. It is further planned to have a fully
operational system by the end of this year. Improvements to
be made include a better synchronization of the camera clocks
to the position encoder signals to avoid smearing effects, a
more compact optical arrangement less prone to vibrations, a
better digital signal processing scheme, allowing to scan for
additional quality measures to still be discussed and overall a
more thourough qualification test of the complete system. Fur-
thermore, research has to be put into the question of assigning
quantitative flux denisty values to intensity values recorded
by the camera. Here a standardized calibration procedure is
definitely needed, and will be worked upon.
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Abstract—Resonator-Quantum Well Infrared Photo detectors
(R-QWIPs) are the next generation of QWIP detectors that use
resonances to increase the quantum efficiency (QE).
Collaborating with L-3 Communications - Cincinnati
Electronics, recently we explore R-QWIPs for long wavelength
applications. By using our two optimized inductively coupled
plasma (ICP) etching processes, two format (1Kx1K and
40x40) R-QWIP detectors were fabricated successfully. We
achieved a quantum efficiency of 37% for 19 quantum wells
and 35% for 8 quantum wells under a doping density of 0.5 ×
1018 cm-3. The cutoff wavelength and bandwidth of both
detectors are 10.5 µm and 2 µm respectively. The thermal
sensitivity of the large format FPA is 27.2 mK at half well-fill
(Nw/2) of 8.85 M electrons and intergration time of 4.46 ms
under F/2.5 optics.

Keywords-QWIP; resonance; FPA; electromagnetic
modeling; quantum efficiency; inductively coupled plasma (ICP)
etching; GaAs substrate removal.

I. INTRODUCTION

We established a highly reliable electromagnetic (EM)
model to calculate the quantum efficiency (QE) of an
infrared detector [1]. We subsequently applied it to design a
new detector structure, which is referred to as the resonator-

QWIP (R-QWIP) [2]. An R-QWIP consists of an active
quantum well (QW) layer, a GaAs bottom contact layer, and
a top GaAs contact layer. On the top contact layer, there is an
array of diffractive elements (DEs) that are covered with
ohmic metal and gold layers. The ohmic metal consists of
Pd/Ge/Au layers. The mesa is surrounded by a low index
material, such as epoxy, and the substrate underneath the
ground contact layer is completely removed.

When light is incident from the bottom side of the
detector, it is scattered by the DEs back to the detector
volume, and the subsequent angles of incidence are larger
than the critical angles for total internal reflection at all
detector boundaries. The light is therefore trapped inside the
pixel. By designing a properly sized detector volume, the
trapped light forms a constructive interference pattern, with
which the internal optical intensity is greatly increased,
thereby yielding a large QE. To achieve the expected
performance, the height of the DE and the thickness of the
active resonator must be uniformly and accurately realized
to within 0.05 µm accuracy and the substrates of the
detectors have to be removed totally to prevent the escape of
unabsorbed light in the detectors. To achieve these
specifications, an inductively coupled plasma (ICP) etching
tool is used to fabricate a good number of test detectors and

Figure 1. (a) The band structure of double-well QWIP material design. (b) The material layer structure.

FPAs. In an inductively coupled plasma (ICP) system, ion
density is controlled by ICP source power alone. Increasing
ICP source power increases ion density. Meanwhile, ion
energy is affected by both ICP source power and RF chuck
power. Increasing ICP power decreases induced dc bias. On
the contrary, increasing RF chuck power raises dc bias on

the chuck. Since an ICP system provides one more process
parameter than a reactive ion etching (RIE) system for
plasma control, it is more flexible to use ICP to optimize
different etching processes, such as selective (etching GaAs
over AlxGa1-xAs stop etching layer) versus non-selective
etching, or isotropic versus vertical etching [3-7]. We thus
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adopted ICP etching (selective and non-selective) over
reactive ion etching (RIE) for the fabrication of test
detectors and FPAs. Our selective ICP etching process can
yield a very high selectivity (>5000:1) and a fast GaAs
etching rate (2700Å/min). The etching surface was perfectly
smooth and mirror-like after processing. In addition to high
selectivity and smooth etching surface, the process is also
highly reproducible and shows no damage to the detector
material [8-11].

In this work, we designed an R-QWIP with a broad
resonance. When it couples to a broadband material, which
has a cutoff wavelength at 10.5 µm, infrared radiation
between 7.5 – 10.5 µm within the long wavelength infrared
(LWIR) window can be efficiently detected. Two format R-
QWIP detectors were fabricated (1K x 1K and 40 x 40). The
pixel pitch size are 20 µm and 25 µm respectively. In this
article, we will describe the material and geometry design,
fabrication and test results.

II. 10.5 µM CUTOFF R-QWIP DESIGN
To design a broadband R-QWIP with 10.5 µm cutoff, we

use a double-well structure to broaden the spectral bandwidth
of the QWIP material. In the design, each quantum well
(QW) period contains a 50-Å GaAs QW, a thin 60-Å
Al0.22Ga0.78As barrier, another 50-Å GaAs QW, followed by
a thick 500-Å Al0.22Ga0.78As barrier. To reduce the dark
current level in this long wavelength detector, a moderate
doping density ND of 0.5 × 1018 cm-3 is adopted for each
QW. If the two GaAs QWs are coupled through the thin
barrier, its bandwidth is broadened from ~1 µm to ~3 µm.
Figure 1 (a) shows the band structures of the design. Figure 1
(b) shows the material layer structure. Two types of wafer
materials are subsequently grown, 19 QW periods and 8 QW
periods. They are labeled as DX1 and DX2. The active layer
thickness of DX1 and DX2 are 1.3 µm, and 0.6 µm
respectively.

Figure 2(a) shows the R-QWIP geometry design. Each
pixel consists of 9 GaAs rings as diffractive elements (DEs)
that covered with ohmic metal and gold. The pixel size is 20
× 20 µm2 with a 25-µm pixel pitch. In this structure, the
incident light is diffracted by the DEs and reflected back to
the active layer as shown in Figure 2(b) where it is trapped
and circulated inside the pixel until it is absorbed eventually.

Gold cover

DE

Active layer

Substrate

20 µm
pixel

(a) (b)

Light

Active
layer

Metal
reflector

Diffractive
element

Figure 2. (a) The optimized R-QWIP geometry for the 7.7 – 10.5 µm band. (b) The schematic light path inside the detector.

III. R-QWIP FABRICATION

R-QWIP focal plane array (FPA) and test detector
fabrication process involves five masks. We use the first
mask to create an array of rings as DEs. By using an EVG
120 Resist Processing Cluster, 1.8µm thick AZ5214
photoresist was coated on the wafers. The resist was baked at
110C° for one minute in the system. Karl Suss MA/BA6
Contact Aligner was used to expose photoresist and align
patterns over layers. The DEs were formed by using our
optimized selective ICP etching process to etch down to the
15 Å etch-stop layer, which is shown in picture 1(b). The
optimized etching parameters were: BCl3 = 20 sccm, SF6 =
10 sccm, Ar = 10 sccm; pressure = 0.5 mTorr; RF Power = 0
W; ICP Power = 200W; and substrate temperature = 25˚C. 
Before the ICP etching, one minute oxygen plasma was used
to clean the etching surface. The etching process was
conducted in a Unaxis VLR 700 Etch System. Since the
selective etching process has a very high selectivity (greater

than 5000:1 for Al0.4Ga0.6As), 15-Å thick stop etching layer
is sufficient to define the DE height. The etch-stop layer is
also important to maintain a uniform height across the wafer
as the etching rate is higher near the wafer edge. Figure 3
shows a microscope pictures that was taken after DE etching.

Figure 3. A microscope picture taken after DE etching.
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We use second mask to delineate the ground contact area
located outside the detector area. Optimized non-selective
ICP etching recipe was used to touch the ground contact
layer. The etching parameters were: BCl3 = 50 sccm, Ar =
10 sccm; pressure = 5 mTorr; RF Power = 80 W; ICP Power
= 800W; and substrate temperature = 25˚C. In this etching, 
we apply a finite RF power to form a vertical sidewall. Since
The RF power also induces a DC voltage on the chuck,
which accelerates the ions toward the etching material, we
minimized the RF power to avoid the possible plasma
damage.

In metallization step, instead of negative photoresist, we
use positive photoresist to create a favorable undercut for
metal lift-off. In our case, the DE elements scatter UV light
during exposure, which results in the undercut. The metal
layer consists of five layers of materials, and they are:
Pd(50Å)/ Ge(200Å)/ Au(300Å)/ Pd(50Å)/ Au(5000Å). After
lift-off, the wafer was annealed in a tube furnace at 350C for
25 minutes.

The fourth mask was used to define the pixels. We
opened the pixel areas while other areas were covered with
photoresist. In the pixel areas, the metal pads were used as
etching masks, and non-selective ICP etching was utilized to
create individual pixels. The fifth mask is indium bump
mask. We coated 9 µm-thick positive photoresist (AZ9245)
and deposited 5 µm-tall indium bumps on the wafer using a
thermal evaporator. Figure 4. Shows a microscope picture
taken after indium bump deposition. The wafer was then
diced into FPAs and test detectors and candidates were bump
bonded to readout and fanout circuits. The backsides of the
detectors were then filled with low viscosity epoxy.

Figure 4. A microscope picture taken after indium bump deposition (1K
x 1K format and 25 µm pixel pitch size).

One of the most important process step is substrate
removal. Thinned QWIP FPAs offers several advantages
over un-thinned detector FPAs. Besides other general
benefits, substrate removal is specifically important for R-
QWIP. The thinned R-QWIP FPAs and test detectors
enhance the resonant effects, and the QE can rise by a factor
of 3 - 5 according to EM modeling. To remove the substrate
of FPAs and test devices, we need to mechanically lap the
substrates to within 50 µm. Our optimized selective etching
process was then use to totally remove the substrates. The
surface of the dies is uniform, smooth and mirror-like after
etching.[8]

IV. DX1 (19 QWs) R-QWIP CHARACTERISTICS

The test detector of DX1 R-QWIPs are fabricated into
groups of 40 × 40 pixel elements and they are hybridized to

Figure 5. The calculated (a) and observed (b) QE of DX1 R-QWIP under positive substrate bias at T = 10 K. The insert shows the realized
geometry, which is partly masked by an indium bump contact at the center.

fanout circuits. The fabricated pixel is shown in the insert of
figure 5(b). After backfilling with epoxy, the substrate was
removed completely. The conversion efficiency (CE) is
measured at different substrate bias v at the operating
temperature t = 10 K. The light source is a globar
monochromator. Next, the gain of the detector is deduced
from the noise measurements. From the values of CE and g,

the QE spectrum can be obtained and it is shown in figure
5(b). The maximum QE at 2 v is 36.5%. Figure 5(a) shows
the expected QE spectrum for the present detector material
and structural designs. If we assume a planar wave front as
in normal incidence, the peak at 9.7 µm will have a QE of
43%. On the other hand, if we assume a spherical wave
front as in f/2.5 optics, the main peak will be slightly
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reduced to 38%. The overall detection lineshape however remains almost the same. Comparing the calculated and

Figure 6(a) The IR image taken by the DX1 FPA. (b) The deduced QE of DX1 under negative substrate bias at T = 10 K.

observed QE spectrum in Figure 5(a) and (b), the observed
peaks are broader. These broader peaks may help to explain
the slightly lower averaged peak value from the theoretical
expectations. Even with the broadened peaks, the individual
peaks from A to D are still visible at the calculated
wavelengths, although the magnitudes of A and B peaks are
smaller than predicted. We attribute this peak suppression to
the processing imperfections and nonuniformity. Since A
and B are higher order resonances in the shorter
wavelengths, their vertical electric polarization distributions
have higher spatial frequencies and thus will be more
sensitive to the fidelity of the global detector geometry. As
seen in figure 4 and in the insert of figure 5(b), the
fabricated pixel has rounded corners and the rings are
slightly displaced from the pixel center, both are deviated
from the EM model. These imperfections may be the causes
for the lower peaks.

Although QE under positive substrate bias is consistent
with EM modeling, QE under negative bias is substantially
smaller, and it is shown in Figure 6(b). Under negative bias,
QE at -2 V are 20.5%. It is nearly a factor of 2 less than that
under positive bias. The same situation was also observed in
three separate wafer materials in earlier studies. We attribute
this polarity asymmetry to the fact that the resonant optical
intensity is highly localized along the z axis. The value of
vertical optical intensity decreases exponentially from the
maximum at the top of the active layer to zero at the bottom
of the ground contact layer. This highly localized intensity
makes the creation of photocurrent sensitive to the internal
potential drop across the QWs. It is known that the potential
drop inside a QWIP is not linear but larger at the cathode
than at the anode. The photoelectrons generated at the
cathode are then more likely to drift out of the well and
contribute to the photocurrent. The photoelectrons at the
anode, on the other hand, are prone to recombine in the
same well and do not create a photocurrent. Therefore, when
the cathode is at the top of the QW layer under positive
substrate bias, almost all optical absorptions generate
photocurrent and thus the detection QE is closer to the
absorption QE. Conversely, under negative substrate bias,

the anode situates in the high intensity region where the
QWs are less active. The detection QE is thus reduced.

In addition to the fanout circuits, we also produced a
DX1 focal plane array with the same pixel size and pitch in
a 1-megapixel format. The FPA was first characterized in an
experimental dewar using a globar monochormator. Figure
6(a) shows an infrared image taken in this experimental
dewar. The FPA operating condition is: T = 61 K, V ~ -1.1
V, F/# = 2.5, integration time τint = 3.06 ms, and signal
processing = 1-point background subtraction. Under this
operating condition, the pixel operability is 99.5% and
thermal sensitivity (NE∆T) is 45 mK. After this
measurement, the FPA was integrated into a camera that can
operate at a lower T. With a F/2.5 lens, 300 K background,
55 K cold stage T, and a lower bias of ~ -0.5 V, the
measured NE∆T is 27.2 mK at half well-fill (Nw/2) of 8.85
Me− and integration time (τint) of 4.46 ms.

V. DX2 (8 QWs) R-QWIP CHARACTERISTICS

To confirm the explanation of the polarity asymmetry,
we adopted the DX2 material structure, which has fewer
QWs (8 QWs instead of 19 QWs) but has the same total
thickness as DX1 so that they have the same resonant
structure. In DX2, the original 1.3-µm thick active layer is
divided into two material layers: a 0.6-µm thick active layer
at the top and a 0.7-µm contact layer at the bottom.

Figure 7(a) shows QE of DX2 R-QWIP under positive
bias. At 0.8 V, QE are 34.7%, which is only slightly less
than the 36.5% for DX1. The similar QEs thus confirm that
the vast majority of IR absorption indeed occurs within a
very thin layer (< 0.6 µm) next to the diffractive elements.
The nearly equal QE for different active thicknesses was
predicted in a previous study12 and is confirmed in this
experiment. The photons cycle more times in less absorbing
layers, thus yielding similar QE. Furthermore, the DX2 QE
at negative bias of -0.8 V, shown in Fig. 7(b), is 33.8%,
respectively. They are almost the same as that under
positive bias, which again confirms that all DX2 QWs are in
the high intensity region.
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Figure 7 The QE spectra of the DX2 R-QWIP under positive substrate bias (a) and under negative substrate bias (b).

VI. CONCLUSION

We designed a broadband long wavelength R-QWIP
detector. With the help of our two optimized ICP etching
processes, we fabricated a good number of FPAs and test
detectors. Using a moderate 0.5 × 1018 cm-3 doping, we
achieved 37% QE in a 19-QW detector and 35% in an 8-
QW detector at a large positive substrate bias. Similar QE
can also be obtained under negative bias in the 8-QW
detector. Despite the fact that the present readout circuit
operates on negative bias, the DX1 FPA shows a thermal
sensitivity of 27.2mK with 99.5% operability at 55 K under
F/2.5 optics and 4.46 ms integration time. Higher
sensitivity, shorter integration time, and higher operating
temperature are expected at positive bias. With nearly
double QE of DX2 relative to DX1 at negative bias, higher
performance will also be expected from the DX2 FPA. To
yield better R-QWIP performance under various operating
conditions, we are studying single-well designs with
different doping densities. Since contact mask allgner
creates some pattern defects and non-uniformity, we are
using a Step and Repeat (Stepper) Projection System to
expose and align wafers, which will yield better resolution
and more accurate alignment. The result will be reported
elsewhere.
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Abstract—Let’s think about the numerous diagnostic screening
methods. How many of them are invasive? How many of them
present side effects? How many of them are expensive? We can
affirm that the majority of the regular prophylactic checkups
are sufficiently invasive, expensive and, sometimes, painful to
discourage the subjects from participating in preemptive diag-
nostic procedures. As a consequence, in recent years, the need
for the development of low cost, non invasive, rapid tools for the
monitoring of metabolic processes has been increased. Breath
analysis, performed by means of gas sensor array, may be an
example of this kind of tools. In this paper, we will present the
development of a portable, low cost, easy to use device for breath
analysis, based on commercial semiconductor-based gas sensor
array. We will describe its design, both from a hardware and
software point of view. In addition, by describing the functionality
tests of the device and the experimental results, we will highlight
the pros and cons that come from the use of such type of low
cost adopted technology to analyze breath molecules.

Keywords–Breath analysis; Semiconductor gas sensors; Data
analysis; Low cost technology; E-noses.

I. INTRODUCTION

Many of us frequently avoid classical diagnostic procedures
(gastroscopy, colonscopy, X-rays, blood samples, magnetic res-
onance (RM), etc.) because of their costs, or because often they
are invasive, and sometimes painful, too. As a consequence, the
need for simpler, cheaper, less invasive methods of screening
is becoming more and more considerable.

Many studies have been addressed to investigate the
metabolic pathways of breath molecules in order to exploit
breath analysis to monitor the metabolic processes that occur
in human body in a non invasive way [1][2][3]. For instance,
according to [4], kidney diseases may be investigated by
analyzing the concentration of ammonia in exhaled breath;
ethane and pentane may derive from lipid per-oxygenation in
case of oxidative stress ([5]); acetone has been investigated
as a biomarker for diabetes, as it seems to be correlated with
blood glucose level ([6]).

Such studies were conducted by using chemical analysis
technologies and methodologies: selected ion flow tube mass
spectrometry, for instance, or proton transfer reaction mass
spectrometry, or gas chromatography- mass spectrometry. All
these techniques are the gold standard for gas analysis, being
very sensitive and accurate. On the other hand, they are very
expensive and time consuming; moreover, the results can be
analyzed only by specialized personnel.

As a consequence, in recent years, the idea of exploiting

gas sensor array to analyze breath molecules [7] has been
arisen. E-noses, quicker than a gas chromatograph, are able
to follow the trend in time of breath molecules. In many stud-
ies, they have been employed to monitor volatile biomarkers
related to cancer [8], or microbial infection [9], or asthma [10].
Toshiba’s recent research prototype ”Breathalyzer” [11] is able
to monitor breath acetone. Bedfont [12] Smokerlyzer detects
high concentrations of carbon monoxide present in smoker’s
breath.

Nonetheless, the technology used by the majority of such e-
noses is expensive [13] or requires complex circuitry [14][15].
Moreover, often the existing e-noses used for monitoring
breath biomarkers are not purposely designed for clinical field.
In this paper, we present the development of a device, so called
Wize Sniffer (WS) [16], able to monitor in real time a set of
breath biomarkers. In particular, the aim of our work was to
develop a device which was:

• able to analyse breath gases in real time;
• portable;
• based on low-cost technology, to foster its purchase

and use;
• easy-to-use also for non-specialized personnel, to pro-

mote its use also in home environment.

In particular, Section II lists the molecules detected by the
WS and describes the device’s general architecture; Section
III explains the WS functionality tests and the experimental
results, later discussed in Section IV.

II. THE WIZE SNIFFER, HARDWARE AND SOFTWARE

The idea of the Wize Sniffer was born in the framework of
European SEMEOTICONS (SEMEiotic Oriented Technology
for Individual’s CardiOmetabolic risk self-assessmeNt and
Self-monitoring) Project. SEMEOTICONS aims at developing
a multi-sensory platform, with the appearance of a mirror, the
so called ”Wize Mirror”, which is able to detect, in human
face, all those ”signs” related to cardio-metabolic risk. The
Wize Sniffer will be integrated in the Wize Mirror, detecting
all those molecules present in human exhaled breath related
to the noxious habits for cardio-metabolic risk (smoking,
alcohol intake, metabolic disorders).

Nonetheless, the modular configuration of the Wize
Sniffer allows for changing the gas sensors according to the
molecules to be detected, and, in addition, for using the Wize

77Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-494-7

SENSORDEVICES 2016 : The Seventh International Conference on Sensor Device Technologies and Applications

                           88 / 109



Sniffer also as a stand-alone device.

A. Molecules detected by the the WS
In this section we describe briefly the breath molecules

detected by the Wize Sniffer and how they are related to those
noxious habits for cardio-metabolic risk: metabolic disorders,
alcohol intake, smoking.

• Carbon Monoxide (CO): it is present in cigarette
smoke, very dangerous for cardio-metabolic risk. Its
baseline value for a non-smoker subject is round about
3.5ppm, and it reaches 14-30ppm in smokers;

• Oxygen and Carbon Dioxide (O2andCO2): Their
variations show how much O2 is retained in the body,
and how much CO2 is produced as a by-product
of cellular metabolism. Breathing rate influences the
level of CO2 in the blood: slow breathing rates cause
Respiratory Acidosis (i.e., increase of blood CO2

partial pressure, which may stimulate hypertension
or heart rate acceleration); Too rapid breathing rate
(hyperventilation) may provoke Respiratory Alkalosis
(i.e., decrease of CO2 concentration in blood, it no
longer fits its role of vasodilator, leading to possible
arrhythmia or heart trouble). Their baseline values are
round about 40000ppm for CO2 and 13-15% for O2;

• Hydrogen (H2): it derives from the breakdown of the
carbohydrates in the intestine and in the oral cavity by
anaerobic bacteria. Its baseline value is round about
9.1ppm;

• Ethanol (C2H6O): Ethanol derives from alcoholic
drink. It is recognized that ethanol breakdown leads
to an accumulation of free radicals into the cells, a
clear example of oxidative stress. Ethanol may cause
arrhythmias and depresses the contractility of cardiac
muscle. Its baseline value is round about 0.62ppm;

• Hydrogen Sulfide (H2S): it is a vascular relaxant
agent, and has a therapeutic effect in various cardio-
vascular diseases (myocardial injury, hypertension). Its
baseline value is round about 0.33ppm.

B. Hardware and Software
In Figure 1, the Wize Sniffer first prototype’s structure

is shown. The acquiring system is based on a gas sampling
box (of 600ml according to the tidal volume [17] and made
up of (ABS) and Delrin) where six gas sensors are placed,
and a micro-controller board. Other two gas sensors work in
flowing-regime by means of a sampling pump. A heat and
moisture exchanger (HME) filter is placed at the beginning
of a corrugated tube to absorb the water vapor present in the
breath. A flow-meter monitors the exhaled breath volume. A
flushing pump purges the chamber to recovery the sensors’
steady state between two consecutive measures.

As outlined before, our first aim was to develop a device
based on low cost technology. Indeed, we used a widely
employed opensource micro controller board to read, collect
and analyze gas sensors’ data: an Arduino Mega2560 with
Ethernet module.

Regarding the gas sensor array, optical, carbon nano
fiber (CNF), quartz crystal microbalance (QCM), metal
oxide semiconductors (MOS), conducting polymers (CP),

and surface acoustic wave (SAW), are the most common
gas sensor types employed in e-noses [7]. Although very
sensitive and able to detect concentrations lower than
10ppb, optical gas sensors are expensive and often they
cannot be miniaturized. Also CNF-based gas sensors are
expensive, especially for their fabrication and manufacturing,
too. SAW and QCM-based gas sensors have very high
sensitivity but they need complex circuitry and, in the case of
QCM-based gas sensors, they have a poor signal-to-noise ratio.

Figure 1. a) Wize Sniffer first prototype’s hardware. b) and c) show its
internal configuration.

Then, our choice was to employ MOS-based gas sensors.
They have long life, strong sensitivity, rapid recovery; in
addition, they are low cost and easy to be integrated in
the circuitry. Unfortunately, humidity strongly affects their
behavior, as well as cross-sensitivity [18]. To reduce the water
vapor present in exhaled breath from 90% up to 60% a HME
filter is used. In addition, humidity (as well as temperature)
is monitored within the gases store chamber (by means of a
Sensirion SHT11). Cross-sensitivity makes these sensors be
non-selective. This may be a problem for data processing (see
Section III). In Table I, all the used gas sensors are listed, as
well as the detected breath molecules.

TABLE I. SENSORS INTEGRATED IN THE WIZE SNIFFER’S ACQUIRING
SYSTEM

Detected molecule Sensor Best detection range
Carbon monoxide TGS2442 50-1000ppm

MQ7 20-200ppm
TGS2620 50-5000ppm

Ethanol TGS2602 1-10ppm
TGS2620 50-5000ppm

Carbon dioxide TGS4161 0-40000ppm
Oxygen MOX20 0-16%
Hydrogen sulfide TGS2602 1-10ppm
Hydrogen TGS821 10-5000ppm

TGS2602 1-10ppm
TGS2620 50-5000ppm
MQ7 20-200ppm

In a second step of our work, we will try to develop CP-
based gas sensors. Such type of sensors present the same MOS-
based gas sensors’ pros and cons, but they are highly adaptable
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and they can be configured in several ad-hoc solutions. In
particular, we will try to exploit Polyaniline sensitivity to detect
Nitric Oxide, a well-known marker for endothelial function
[19].

As outlined in the previous sections, we aimed to develop
a device which could be used not only in medical centers, but
also in home environment. Indeed, a client-server architecture
is implemented in order to send breath test results also to
a remote Personal Computer: the user, after running a test,
can forward the results to the family doctor, for instance (see
Figure 2).

Figure 2. Client- server architecture including Wize Sniffer

It means that Arduino Mega2560 is programmed to process
sensors’ raw data and to execute a daemon on port 23. It waits
a command line from the remote PC and provides the data.
A measure is considered valid if the user’s exhaled volume
equals at least 600ml (store chamber’s volume, see Figure 1).
The next section describes how the WS microcontroller board
analyzes row data.

III. EXPERIMENTAL TESTS AND DATA ANALYSIS

As described in Section II-B, semiconductor-based gas
sensors are, on one side, very low cost, very easy to be
integrated in the circuitry and very sensitive; on the other side,
they are not selective, because of cross-sensitivity, and their
behavior is strongly dependent on humidity.

Starting from raw data (see Figure 3), our aim is to
calculate, as accurately as possible, the concentrations of the
molecules present in exhaled breath and to be detected by
the Wize Sniffer. It is understandable how the cross-sensitivity
makes this aim a challenge, since there is not a single sensor
for each breath compound. Moreover, we deal with something
extremely variable: breath gases. Exhaled breath composition
is strongly influenced by factors such as heart rate, breath
flow rate [20], posture [21], ambient air [22], lung volume
[23], breath sampling [24]. Consequently, breath composition
may exhibit not only a strong inter-variability (among different
subjects), but also a marked intra-variability (relative to the
same subject). As a consequence, we have to face, on one
hand, with an uncertainty of measure which derives from all
those factors that affect the gas sensors’ behavior; on the other
hand, we have un uncertainty due to all the physiological
conditions that may influence the breath composition. This is
summarized in Figure 4. Note that, in our case, also factors
such as BMI, sex, age, subject’s lifestyle may influence the
breath composition: for example, alcohol disposal in men is

different than the one in women, and, in addition, it depends
on body mass index (BMI), as well.

Figure 3. Raw breath curves. Also temperature and humidity trends are
plotted.

Figure 4. Breath analysis performed by semiconductor-based gas sensors. In
the circles, all the influencing factors, both for breath analysis and gas

sensors’ behavior.

For these purposes, these are the experimental steps we are
following:

• to investigate the behavior of semiconductor-based gas
sensors in our measurement conditions: 30C+/-7% and
70%RH+/-5%, that are the ones that occur in the store
chamber when a breath analysis is performed (see
Figure 3);

• to investigate how the cross sensitivity affects their
output, that means, how the several molecules influ-
ence each other in the chemical interaction with the
sensors’ sensing element;

• all this knowledge about gas sensors has to be ex-
ploited and applied to perform breath analysis and
calculate molecules’ concentrations.

A. Gas Sensors’ Behavior Data Analysis
The aim of this phase of the work is to understand gas

sensors’ behavior under our measurement conditions: 30C+/-
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7% and 70%RH+/-5%. In particular, we want to study not only
their response to a well-known gas concentration, but also their
behavior when humidity increases, due to the exhaled breath.
In addition, in this phase, also the cross sensitivity has to be
addressed.

In Figure 5, the MQ7 (CO sensor) output is plotted as
a function of the humidity. The relationship between the
humidity and MQ7 output can be fitted with a power model.

Figure 5. The relationship between MQ7 sensor and humidity is plotted. A
power model is used for fitting curve.

It can be easily noted how the humidity strongly affects
such type of gas sensors; as a consequence, also the gas flow
rate indirectly influences gas sensors’ behavior: a high flow-
rate leads to a decrease in humidity, which causes (as shown in
Figure 5), an increase in sensor’s output. Keeping the humidity
constant, sensor’s output will depend on the gas concentration
(CO concentration, in this case) only (as shown in Figure 6).

Figure 6. MQ7 sensor output as a function of different carbon monoxide
concentrations. Measurement conditions: 25.98C, 65.3%RH

Unfortunately, when a breath analysis is performed, breath
flow-rate may be kept low and constant, but the humidity
inevitably rises in value. Figure 7 shows the relationship
(modeled by a power law) between MQ7 sensor’s output and
different CO concentrations.

The cross sensitivity is investigated by keeping the humid-
ity constant, of course, and by injecting in the test chamber,
where the gas sensor under investigation is placed, well-known
mixed gases concentrations (the experimental set-up is shown
in Figure 9). In this way, how the different compounds add
together and influence gas sensors’ output can be understood.
In Figure 8, the contributions of well-known carbon monoxide
and hydrogen gaseous mixes on TGS2620 sensor’s output are
shown. TGS2620, as reported in Table I, is sensitive to ethanol,
carbon monoxide and hydrogen. When, for instance, the sensor

is exposed to a gaseous mix of 100ppm of carbon monoxide
and 20ppm of hydrogen, its output (at about 28C, 61%RH) will
be 1,01V. By investigating such behavior of semiconductor gas
sensors, the ”weight” of each compound on the output can be
addressed. A simple model able to describe this phenomenon
can be based on a linear regression.

Figure 7. The relationship between MQ7 sensor’s output and well-known
CO concentrations is plotted. A power model is used for fitting curve.

Measurement conditions: 25.98C, 65.3%RH

Figure 8. The contributions of well-known carbon monoxide and hydrogen
gaseous mixes on TGS2620 sensor’s output. It can be noted that such sensor
is much sensitive to hydrogen than to carbon monoxide, especially at lower

concentrations.

Finally, as already reported in Figure 4, the knowledge
about sensors’ behavior must be applied to breath analysis
field: breath analysis, performed by semiconductor-based gas
sensors, will have to take into account also the model which
describe such type of gas sensors’ behavior.

B. Breath Test Analysis
Our aim is to develop a model in order to calculate, as

accurately as possible, the concentration of breath molecules
to be detected by the WS, in order to compare such concen-
trations with the reference ones (see Subsection II-A). This
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Figure 9. a) Experimental setup for gas sensors tests. b)The humidity is kept
constant by means of a saturated solution of NaCl placed on the bottom of

the vial. c) The data stream from sensors is read by an Arduino board.

model should be based on the data regarding the gas sensors’
behavior (see Subsection III-A), but it also has to take into
account other parameters (see Figure 4) that can influence
breath composition.

We are developing such model by using a statistical ap-
proach. Meanwhile, we are also exploiting another approach
for data analysis, more classical, based on Principal Com-
ponent Analysis and K-nearest neighbor (KNN) classification
algorithm. In Figure IV, we can see how this approach works.

For this purpose, a measurement protocol was draft and it
involved a population of 26 healthy individuals, with different
age (range 30-60 years old), habits, lifestyles, body type.
We choose healthy individuals because, in this case, we are
detecting those breath molecules related to cardio- metabolic
risk. As a consequence, the Wize Sniffer does not make
a diagnosis, but it only should help the user to monitor
his/her well-being and lifestyle. For the measuring protocol,
the methodological issues about breath sampling procedure
had been taken into account [24], since (as shown in Figure
4) the breath sampling may strongly influence the breath
composition. Actually, there is not a standardized procedure
to sample the breath. The most common methods of sampling
are three: ”alveolar sampling” (it is used if only systemic
volatile biomarkers are to be assessed), ”mixed expiratory
air sampling” (which corresponds to a whole breath sample),
”time-controlled sampling” (which corresponds to a part of
exhaled air sampled after the start of expiration, but this
method shows large variations of samples compositions). For
our purposes, mixed expiratory air sampling method was
chosen, since our interest was focused on both endogenous
and exogenous biomarkers. The individuals took a deep breath
in, held the breath for 10sec., and then exhaled once into the
corrugated tube trying to keep the expiratory flow constant and
to completely empty their lungs. The study was approved by

the Ethical Committee of the ”Azienda Ospedaliera Univer-
sitaria Pisana”, protocol n.213/2014 approved on September
25th, 2014; all patients provided a signed informed consent
before enrollment.

Figure 10. Score plot of the data analysed by Principal Component Analysis.

The raw data can be divided into 9 clusters according
to subjects’ habits: ”Healthy” (that means subjects with low
cardio-metabolic risk), ”Light Smoker”, ”Social Drinker”,
”LsHd” (that means Light Smokers, heavy drinkers), ”LsVHd”
(that means Light Smokers, very heavy drinkers), ”HsHd”
(that means Heavy Smokers, heavy drinkers), ”HsVHd” (that
means Heavy Smokers, very heavy drinkers). The KNN
classifier is able to correctly classify in 85,96% of cases.

It is important to highlight that while an alcohol
consumption up to 1-2 Alcohol unit/ day is often considered
not dangerous (in healthy subjects), smoking is considered
very noxious in any case.

IV. CONCLUSION

In this paper, we described the development of a portable,
easy-to-use device for breath analysis based on low-cost tech-
nology. In particular, the device makes use of an array of low-
cost, semiconductor-based gas sensor array.

Such type of gas sensors are, of course, very robust,
sensitive and easy to be integrated in the circuitry. That
allows for having a modular configuration for the acquiring
system and then for changing the gas sensors according to the
molecules to be detected. On the other hand, semiconductor-
based gas sensors require a very robust data post-processing
in order to take into account all the influencing factors. In the
case of breath analysis, the humidity plays an important role
in that sense, as well as the cross sensitivity.

In addition, standardized procedures for breath sampling
should be defined.

Thus, we retain that a big effort in this direction should
be devoted. Having something low-cost, portable, easy to use,
affordable to maintain, and so exploiting the great potential of
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breath analysis, may allow for a non-invasive daily monitoring
that, even if without a real current diagnostic meaning, could
represent a pre-screening in any case.
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Abstract—This paper presents the concept, developments and
preliminary results of the Horizon 2020 project named SAT406M.
The goal of this project is to develop an application based on
a wrist-worn device, conceived to be a maritime application,
and the use of European Global Navigation Satellite Systems,
particularly the Galileo system. It provides an end-to-end solution
based on the Galileo Search and Rescue service, using its
unique Return-Link-Message function, improving the mobility
and safety of citizens. In particular for this paper, we focus on
the development and the first testing results of a physiological
monitoring component included in the device. This component
will provide the Search and Rescue services with additional
information about the SAT406M user’s physiological status once
the distress alarm is triggered. The algorithm implemented
uses some stochastic techniques to deduce the SAT406M user’s
physiological status, encoded in two bits, from sensor inputs. The
results here presented, which are still preliminary results from an
intermediate stage of the project, show a good accuracy in most
of the cases, but not all of them yet. The proposed improvements,
clear and easy to implement in the algorithm, make us conclude
that it has the potential to end up determining the SAT406M
user’s physiological status with a significantly higher accuracy,
improving this way the user’s safety.

Keywords-Galileo; Personal Locator Beacon; Search and rescue;
IMU.

I. INTRODUCTION

Over the last few years, the market of the wearable smart
devices, and in particular the smartwatches market, has experi-
enced a huge growth. This has been possible, to a large extent,
thanks to the development in sensor technology. Sensors
are steadily becoming smaller, cheaper and more precise,
driven in particular by the microelectromechanical systems
(MEMS) technology. Inertial sensors, among others, have been
miniaturized, resulting in small, wearable devices suitable for
measuring the motion of its carrier. This has boosted research
and development in various fields such as robotics [1], satellite
technology [2], optics [3], human motion analysis [4], [5], [6],
[7] and many more. Taking the market of smartwatches and
smartbands as example, one can nowadays easily find wrist-

worn devices that measure the user’s heart rate [8], or track
and analyse one’s daily activity, [9].

One of the fields whose applications have the potential to
take benefit from these technologies is Search and Rescue
(SAR). In particular, the use of sensors in Personal Locator
Beacons (PLB) can still be broadly enlarged. PLBs are devices
carried by sailors, hikers and all kind of adventurers as a
safety tool. If they are in a distress situation, the PLB can
be activated, sending an alert via satellite communications.
Once the alert is sent, the PLB provides periodically the user’s
position to a SAR team, whose goal is to rescue the person in
distress as quickly and efficiently as possible. With the advent
of the Galileo technology, some unique Global Navigation
Satellite System (GNSS) features will be available for the
use of PLBs, such as the Return-Link-Message (RLM) or the
ability of sending some additional information, apart from the
user’s position.

Nowadays, PLBs are too expensive and bulky for mass
market. Moreover, it is not easy to find a wearable PLB;
the Breitling watches [10] are an example. Wearable PLBs
do not only have the advantage to be attached to the user;
they also have the possibility to include additional sensor
technology. Therefore, there is a clear opportunity for the
advent of smaller, wearable PLBs that may benefit from the
miniaturization trend of technology. In addition, given the
future multi-constellation GNSS panorama, PLBs are likely
to feature world-wide coverage for positioning and distress
message reporting. It is needless to say that this potential has
a direct impact on the quality of SAR services and safety of
distressed people.

In this paper, we present the SAT406M, a research and
development project in progress that aims to develop a wrist-
worn PLB. In particular, we focus on the PLB’s physiological
monitoring component. This component will consist of an
algorithm deducing the PLB user’s physiological status from
Inertial Measurement Unit (IMU) and GNSS inputs. MEMS
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IMUs have already been used to analyse human motion in
many contexts, that range from pedestrian dead reckoning
using one several sensors attached to the body [5], [7], to
qualitative motion analysis with the IMU placed in a pocket
[4], [6]. However, the approach of using of an IMU to deduce
the physiological status of a wearable-PLB user is new.

To present this research, we firstly explain the project in
Section II, providing insights on its foundations and key
innovative features. Secondly, in Section III, we describe
one of the innovative components of the proposed PLB, the
Physiological Monitoring component. In this same section, we
also present and interpret the preliminary results obtained at
the current stage of the project. Finally, some conclusions are
drawn in Section IV.

II. THE SAT406M CONCEPT

SAT406M is a Horizon 2020 project that aims at developing
a wrist-worn PLB, specially targeting at marine environments
and users. This beacon will be a 406MHz Cospas-Sarsat [11]
compatible one, and will integrate a Digital Selective Calling
(DSC) transceiver compatible with marine Very High Fre-
quency (VHF) radios. This H2020 project started in February
2015 and is expected to finish in February 2018.

The SAT406M concept is based in Mobit Telecom’s
SAT406 [12] (Figure 1), the world’s first affordable wrist-
worn PLB. It will make use of Thales Alenia Space MEOLUT
technology for SAR satellite solutions [13]. Even though it is
conceived to be used mainly by boaters and sailors, it can
also be a life-saving tool for travellers, pilots and all kind of
adventurers that run a constant risk and can, at some point,
be in need of the SAR services. If a SAT406M user considers
that he or she is in a critical situation, the PLB alarm can be
triggered. The alarm triggering procedure is complex enough
to avoid false alarms, but also easy enough to be executed in a
distress situation. Once this has been done, the distress alarm
is sent with an Ultra High Frequency (UHF) 406 MHz Cospas-
Sarsat compatible transmitter and a VHF DSC transceiver.

Figure 1. SAT406 PLB

Thanks to the VHF signal, the nearby boats will be aware
of a potential distress situation notified by the user, providing
them the means for assistance if necessary. Moreover, thanks
to the UHF signal located on the 406MHz frequency for

GNSS, such as Galileo, this alarm will be sent to the SAR
services. Once received, a notification of acknowledgement
will be sent to the PLB via the RLM service.

In the project, an innovative communication method is
being developed that will enhance the standard communication
between the PLB and the SAR/Galileo system, using an uplink
solution compatible with the Cospas-Sarsat standards and the
Galileo SAR downlink. In this way, the SAR data throughput
between the beacon and the SAR/Galileo system will be
increased.

One of the innovative features to be included in the up-
graded PLB device is the capability of automatically interpret
and notify distress situations. Since the PLB user may be
in a situation in which no manual alarm triggering is pos-
sible (loss of consciousness, high stress, etc.), the goal of
the physiological monitoring component is to autonomously
provide information to the SAR services about the status of
the person based on the PLB built-in sensors. This will be
done automatically each five minutes once the alarm has been
triggered for the first time.

III. PHYSIOLOGICAL MONITORING

The physiological monitoring in SAT406M is based on
motion and positioning sensor inputs. The current approach is
to deduce the user’s physiological status from IMU and GNSS
data, and to encode it in a minimal data structure to be easily
transmitted. The result of the physiological monitoring will
be then reported to the SAR services, who can take profit of
this additional information when executing the SAR operation.
No other sensors are implemented due to design and power
consumption limitations.

The selection of the physiological features to be monitored
by the algorithm is one of the crucial steps. Many aspects
define the potential distress of a person, ranging from vital
signs or motion of the body, to environmental or weather
conditions. Given the particular requirements gathered along
the project, two status worlds are defined: the ’health status’
and the ’qualitative positioning status’. These two categories
set a clear distinction about the personal user condition and
his/her whereabouts; in addition, many states can be defined
for each of these categories. At this stage of the project
development, we have defined two possible states for the
’health status’, namely ’alive’ and ’unknown’, and two pos-
sible states for qualitative positioning, namely ’in water’ and
’unknown’. Far from being exhaustive and complete for all the
potential applications, this selection of states is derived from
the SAT406M context and requirements. The definition of the
health status world’s states follows from trying to determine
the probably most valuable information for the SAR services:
knowing if the user is alive. Since the product is specifically
thought to be a maritime application, it also makes sense to
consider the states of the qualitative positioning status in the
way proposed.
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A. Input/Output

The input consists of IMU and GNSS measurements, ac-
quired in a modality conditioned by the current PLB. During
about 20 seconds each 5 minutes, these sensors will be
turned on to collect measurements. The sensors cannot be
constantly turned on because of the Cospas-Sarsat battery life
requirements. Each 5 minutes, once the data has been collected
by the sensors, they will be analysed by the physiological
monitoring algorithm, and the user’s physiological status will
be deduced. This information will then be sent to the SAR
services.

The specific IMU to be integrated in SAT406M is Bosch
Sensortech’s BMI160 [14]. Table I shows the specifications of
this IMU. If some parameter accepts several options, only the
one chosen for the project is specified. The measurements are
collected at an output data rate of 25Hz from three accelerom-
eters, measuring linear accelerations, and three gyroscopes,
measuring angular velocities. Figures 2 and 3 show examples
of accelerometer and gyroscope data respectively, collected by
an IMU on different motion situations.

TABLE I. BIM160 specifications

Accelerometer Gyroscope
Parameter Value Units Value Units
Resolution 16 bit 16 bit

Range ±4 g ±1000 ◦/s
Sensitivity 8192 LSB/g 32.8 LSB/◦/s

Sens. temperature drift ±0.03 %/K ±0.02 %/K
Sens. change over voltage ±0.01 %/V ±0.01 %/V

Zero offset ±150 mg ±3 ◦/s
Nonlinearity ±0.5 %FS ±0.1 %FS
Output noise 180 µg/

√
Hz 0.007 ◦/s/

√
Hz

Figure 2. Accelerometer. User swimming

Figure 3. Gyroscope. IMU on a boat

Figure 2 corresponds to the measurements taken by an
accelerometer placed on a person’s wrist while swimming,
breaststroke style. Figure 3 corresponds to the measurements
taken by a gyroscope placed on a boat, while it was advancing
at a speed of about 10 knots. In both cases, periodicity
is a clear feature, but the signal’s shape suggests that the
periodicity is produced by different kinds of motion. With
the information given by such features and other ones, also
provided not only by an IMU but also a GNSS receiver, the
goal is to determine the user’s physiological status, in terms
of the defined states.

Indeed, the IMU is the primary sensor used in SAT406M,
and its measurements clearly provide meaningful information
about the experienced motion. Parameters such as the mag-
nitude of the measurements, the periodicity (if any) and its
related frequency, or the amplitude of the observed signal, can
be significantly distinct when acquired in various platforms
(pedestrian, vehicle, etc.) and types of motion (standing,
swimming, walking, etc.). Additionally, GNSS data might also
be helpful to describe the context of the PLB user.

Regarding the output, it is a goal of the algorithm to
generate a minimal data structure to express the target outputs
describing the health and qualitative positioning status of the
user. Actually, the amount of information given by the output is
limited by the Cospas-Sarsat message standards, and it is only
thanks to the innovative communication method developed
by Mobit Telecom ltd. that we can send two bits encoding
the user’s physiological status. In line with this goal, the
output of two bits encodes the states ’alive’, ’unknown’ and
’immersed in water’, ’unknown’. This seems to be the most
relevant information to be given to the SAR services about
the user’s status encoded in only two bits. One can easily
deduce that there exist four possible outputs: ’Alive/In water’
(A/W), ’Alive/Unknown’ (A/?), ’Unknown/In water’ (?/W)
and ’Unknown/Unknown’ (?/?).

In fact, since the number of defined states is finite, con-
cretely set to four, one can think of the whole physiological
status determination concept as a directed graph with four
vertices. In this graph, each vertex represents one of the
possible outputs, i.e. one of the states the user can be in. At
each point in time, a probability is associated to each vertex,
representing the probability of the user being in that state. The
directed graph edges represent the possible transitions from a
state to another one. This concept can be generalized to any
number of states, and is known as ”qualitative navigation” or
”graph navigation”.

B. Algorithm

The physiological monitoring algorithm’s output is deduced
from a set of four probabilities. In order to express this, a
probability vector is defined:
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vt =


vt1
vt2
vt3
vt4

 =


PA/W

PA/?

P?/W

P?/?

 , where
∑
i

Pi = 1, Pi ≥ 0. (1)

Here, the t stands for a timestamp, meaning that this is the
probability vector representing the user’s state at time t. Hence,
each element vti represents the probability of the SAT406M
user being in state i at time t.

In order to compute the final probability vector at time t,
not only the sensors’ data is considered, but also the user’s
state at time t − 1. This is done by multiplying a stochastic
transition matrix M t by the probability vector at time t− 1:

vt =M tvt−1 =


∑4

j=1m1jv
t−1
j∑4

j=1m2jv
t−1
j∑4

j=1m3jv
t−1
j∑4

j=1m4jv
t−1
j

 =


vt1
vt2
vt3
vt4

 . (2)

Here, the term ’stochastic matrix’ refers to the fact that the
conditions

∑4
i=1mij = 1, mij ≥ 0 hold for each j. It

is apparent that each probability vector is conditioned by its
estimation on a previous epoch, leading to an iterative process.
Like the elements of the probability vector, the elements of the
transition matrix also have a clear interpretation: the element
mij represents the probability of transitioning from state j to
state i.

The determination of each of these elements depends on a
sensor-dependent contribution, determined by the values of the
parameters deduced from the raw sensor data, and a sensor-
independent contribution: a priori, if the user is in a given state,
the probability of transitioning to a different (or the same) state
may not be equal for each state.

This is expressed with the equation

mij =Wαi + (1−W )βij . (3)

In this equation,

• The αi are the sensor-dependent coefficients. They
change from time t − 1 to time t, and represent the
probability of the user being in state i according to
the data acquired between these two times. Clearly, the
equality

∑4
i=1 αi = 1 must hold.

• The βij are the data-independent (and thus also time-
independent) coefficients, and represent the probability
of the user transitioning from state i to state j a priori.
For these coefficients, the equality

∑4
i=1 βij = 1 holds.

• W is a weight, a real number between 0 and 1, that allows
to control the importance given to the information coming
from the sensors’ data.

C. Preliminary testing and results

Due to the restrictions related to the PLB’s computational
capacity, a light implementation of the algorithm described

above has been written in C++. In the next stages of the
project, this algorithm will be migrated to the final platform.

In order to validate this algorithm in realistic situations,
some test cases have been performed involving a person in a
marine environment and experiencing different situations. The
platform used to acquire IMU measurements was an iPhone
6, which includes an InvenSense MP67B IMU. This IMU
presents very similar specifications to the IMU to be integrated
in the final version of SAT406M. A smartphone platform was
selected due to the ease of use and the already available
apps to acquire measurements from the built-in sensors. The
smartphone was attached to the wrist of the person with a
water-proof case.

We acquired data in a range of situations that basically
include standing on a small boat and being immersed in water,
either swimming, slightly moving or not moving at all. For
the cases on the boat, we also collected data of the IMU not
worn by the person, but steady on a table. With these tests,
we target at the situations when the user is not wearing the
device, is sleeping, dead or unconscious lying on the floor.
Finally, we note that no GNSS data was considered at this
stage of the project. Figure 4 shows a representative sample of
the results obtained when running the algorithm with different
sets of data. The green cells correspond to true positives, i.e.
the output corresponds to the reality. For false positives, we
highlight in red the algorithm output, and we use blue to
indicate the truth. The initial probability vector has been set
to (0.25, 0.25, 0.25, 0.25) in all cases here presented. These
results correspond to one or more iterations of the algorithm
considering IMU measurements during 20.48 seconds. Again,
the algorithm will execute one iteration each 5 minutes.

Figure 4. Preliminary results

We start analysing the correct preliminary results obtained
during these tests. Looking at the table, it can be seen that
the software clearly relates the situation of the IMU being
motionless on a boat (that is, not worn by the user) to the state
(?/?), which is the desired output. The software also correctly
detects if the user is swimming. Actually, the outputs (A/W)
and (A/?) feature high, almost equal probability leading to
potential false positives -yet, the software yields a correct and
necessary information, which is the user being alive.

On the other hand, in three situations the software output is
(?/?), while the real output should be another one. Firstly, in
the case in which the user is just moving arms to avoid sinking,
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some activity is clearly detected, but since the user is moving
the arms slowly and the sea was calm, it is not clear which
kind of activity it is. Secondly, in the case where the user
simulated to be dead on water, the algorithm tends to the (?/?)
state. Yet, it must be noticed that the probability corresponding
to (?/W) is significantly higher than in the other cases. And
finally, in the case where the user was standing on a moving
boat, the software detects some activity, if we compare it to
the other cases. But since the user was almost not moving, this
small activity is still not detected by the software as (A/?). As
we can see, the current algorithm outputs tend to the states
with ’?’ if the contrary is not clear.

It is also to be noted that, in general, in the cases where
there are more than a single iteration, each iteration reinforces
the output given by the algorithm.

It must be remarked that determining the SAT406M user’s
physiological status is a challenging task. In particular, if the
user is hardly moving, being able to discern between situations
in which the user is immersed in water and situations where the
user is on some kind of boat or platform can be considerably
difficult. This is basically due to the effect of the waves, whose
range of different signals that can generate is very large, and
depends mainly on the sea conditions.

IV. FURTHER RESEARCH AND CONCLUSIONS

We have introduced the SAT406M project, which is one of
the first approaches to this kind of technology. It makes use
of the whole constellation of SAR-ready GNSS, including the
in the future full operational Galileo, that has the RLM as
remarkably useful feature.

We have focused on the algorithm determining the user’s
physiological status, information that will be sent to the SAR
services for them to act as efficiently as possible. This, in
addition to the fact that the PLB is wrist-worn, is a clear
advantage for improving the user’s safety with respect to other
PLBs. On the other hand, the small size of the PLB restricts
the memory and the computing capacity. Also, the amount
of information given to the SAR services is restricted due to
communication standards.

The algorithm for the physiological monitoring has been
designed following a rigorous mathematical approach based in
stochastic theory and state estimation techniques. Additionally,
its implementation is modular and extensible, enabling other
sources of information i.e. new sensors to be also included in
the process with low effort and minimal modifications.

The software’s performance is acceptable considering that
it is a prototype version, but it still tends excessively to the
output ’unknown’ if the contrary is not clear. This indicates
the need for fine tuning based on multiple sets of data, with
high repeatability of the simulated situations, and varying the
test person and the sea conditions.

Also, GNSS data, which is still not considered in the
software’s current version, will be considered in the future.
This kind of data will contribute mostly to the determination of
the qualitative status world. For example, if the user is moving

at high speed on a boat, he or she will probably be alive, which
might not be clearly detectable only with the IMU data. All
this will yield the identification of further parameters, and the
improvement of the currently considered ones, contributing to
the determination of the PLB user’s physiological status and
the robustness of the system.

Next steps of the project also include testing, working
and obtaining results with the final platform. In addition,
dissemination and commercial activities will be executed, to
launch this product to the mass market.

In conclusion, the product under development in the
SAT406M project has the potential to improve significantly
the safety of the PLB users, and might open the door to the
implementation of other new technologies in such devices.
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Abstract—We describe the ankle rehabilitation robot using a 

three-axis force/torque sensor. The manufactured three-axis 

force/torque sensor which can detect two directional force Fx, 

Fz and one directional torque Tz, was fabricated, and it was 

attached to an ankle rehabilitation robot. The robot was 

designed and manufactured to perform a ankle bending 

flexibility rehabilitation exercise. The results of a 

characteristics test for the developed ankle rehabilitation robot 

showed that it was safely operated while the ankle bending 

flexibility rehabilitation exercise was performed. 

Keywords-component; ankle rehabilitation robo;, 

rehabilitation exercise; three-axis force/torque sensor; rated 

output; interference error. 

I.  INTRODUCTION 

The feet of severe stroke patients are generally not so 
available as that of normal. In order to use their feet in 
everyday life, their feet must receive rehabilitation exercises. 
An ankle-bending flexibility rehabilitation exercise is 
performed to make the patient's ankle flexible. The ankle-
bending flexibility rehabilitation exercise rotates the ankle in 
a clockwise direction or counter-clockwise direction. It is 
very difficult to deal with a number of severe stroke patients 
and because of it, some of the severe stroke patients can’t 
receive adequate rehabilitation exercise.  

Developed ankle rehabilitation robot [1] was designed 
and manufactured for the unique neuromuscular facilitation 
of stroke patients. An ankle-bending rehabilitation exercise 
of patient’s ankle was performed, and the results were good. 
A torque sensor was attached to the footrest and the main 
body of the robot to measure the rotational force  of the ankle. 
Ankle rehabilitation robots [2] has been designed and 
manufactured to perform a virtual walking exercise using the 
haptic technology, and the ankle of the subject (normal) was 
tested by using the robot. The robot was operated smoothly, 
but the rotational force exerted on the ankle could not be 
measured. So, the robot can’t get the same effect as a 
rehabilitation exercise conducted by specialized 
rehabilitation therapists. The ankle rehabilitation robots 
developed so far can’t exert the same effect as a therapist, 
and can’t detect the emergency signal and return to initial 
state during the emergency situation because the robots have 
not had the multi-axis force/torque sensor. Multi-axis 
force/torque sensor for ankle rehabilitation robots must 
measure the torque of the ankle and the forces or torques 
during the emergency situation. Previously developed multi-

axis force/torque sensors are from two-axis to six-axis 
force/torque sensors [3][4], but their price are expensive, and 
they are not appropriate to adhere to the developed 
rehabilitation robot, and the rated capacity of each sensor is 
not fit. So the sensor should be newly designed and 
manufactured. 

The rest of this paper is organized as follows. Section II 
describes the design and manufacture of three-axis 
force/torque sensor. Section III describes the design of ankle 
rehabilitation robot. The acknowledgement and conclusions 
close the article. 

 

 
Figure 1.  Manufactured three-axis force/torque sensor. 

II. DESIGN AND MANUFACTURE OF THREE-AXIS 

FORCE/TORQUE SENSOR 

The three-axis force/torque sensor was designed using by 
the finite element method (FEM). The rated outputs of the 
variables for designing the three-axis force/torque sensor are 
determined by the rated force and torque of each sensor of 
the three-axis force/torque sensor are Fx=300N, Fz=100N, 

Tz=15Nm, the size of the sensor is 136mm74mm17mm, 
and the rated strain at the attaching location of strain-gage is 
about 250 mm / . The lengths l1', l1 and l2 are 5mm, 5mm 

and 10mm respectively, the widths b1 and b2 are 74mm and 
14mm, and the thicknesses t1', t1 and t2 are 1.3mm, 0.7mm 
and 1.4mm respectively. 

The three-axis force/torque sensor was fabricated by 
using the bond (M-200) and the strain gauges (N2A-13-
S1452-350, made in Micro-Measurement Company, gauge 

constant 2.03, size 35.2mm), and constructed by 
Wheatstone bridge. Figure 1 shows the photograph of the 
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manufactured three-axis force/torque sensor. The 
characteristics experiment of the three-axis force/torque sensor 
was performed with the multi-axis force/moment sensor 
calibration system developed by Kim [5] and the measuring 
device (DMP40). The maximum interference error of the 
three-axis force/torque sensor was less than 1.24%. And the 
maximum repeatability error and the maximum non-linearity 
error of each sensor were less than 0.03% and 0.02% 
respectively.  

 

 
Figure 2.  The manufactured ankle rehabilitation robot for the ankle-

bending flexibility rehabilitation exercise. 

III. DESIGN OF THE ANKLE REHABILITATION ROBOT 

Figure 2 shows the manufactured ankle rehabilitation 
robot for the ankle-bending flexibility rehabilitation exercise. 
The developed ankle rehabilitation robot is composed of a 
body, a support block, a three-axis force/torque sensor, a 
rotation motor, a motor drive, a high-speed controller, a 
battery, and so on. The Fx force sensor of the three-axis 
force/torque sensor measures the rotational force of the 
ankle. Fz force sensor and Tz torque sensor detect the force 
and torque when the emergency state is generated during the 
ankle rehabilitation exercise. Figure 3 (a) shows the graphs 
of emergency characteristic experiment of the manufactured 
ankle rehabilitation robot. Fx is the graph measuring the 
rotational force of the ankle when the ankle rehabilitation 
robot rotates, and Fz is the force that occurs because of the 
soles of wheat up, and Tz is the torque generated in the case 
that a force applied on the sole of the big toe part. The 
emergency situation is generated that more than 10 Nm 
torque or more than 10N is changed suddenly, and the 
program was designed after emergency. The ankle 
rehabilitation robot developed in this paper can securely 
carry out the ankle-bending flexibility rehabilitation of the 
patient, because the robot has the ability to stop and return to 
the initial state when an emergency situation occurs. 

Figure 3 (b) shows the graph of the characteristic 
experiment for the ankle-bending flexibility rehabilitation 
exercise using the ankle rehabilitation robot. The rotational 
force (force Fx) in the bending direction was -52.3N, and 
that in the spreading out direction was 12.1N. The force 
control in each reference rotational force was carried out 

with PI control (Kp: 0.79, Ki: 0.04), and the values of the 
reference rotational forces -52.3N and 12.1N in the bending 
direction and the spreading out direction were shaken, 
because the foot moves in each applied reference force status 
in the bending direction and the spreading out direction.  

 

 
           (a) emergency 

 

 
 (b) ankle-bending exercise 

Figure 3.  Graphs of the characteristic experiment for the emergency and 

the ankle-bending flexibility rehabilitation exercise using the robot. 

IV. CONCLUSIONS 

The three-axis force/torque sensor was designed and 
fabricated for the ankle rehabilitation robot, and its 
interference error, a non-linear error and a repeatability error 
were less than 1.24%, 0.04% and 0.04% respectively. It was 
confirmed that the developed ankle rehabilitation robot was 
operated properly in the characteristic experiment for the 
ankle-bending flexibility rehabilitation exercise. Therefore, it 
is thought that the developed ankle rehabilitation robot can 
be applied to severe stroke patient for the ankle-bending 
flexibility rehabilitation exercise.  

ACKNOWLEDGMENT 

This research was supported by Basic Science Research 
Program through the National Research Foundation of 
Korea(NRF) funded by the Ministry of Science, ICT and 
Future Planning(No. 2015R1A2A2A01002952) 

REFERENCES 

89Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-494-7

SENSORDEVICES 2016 : The Seventh International Conference on Sensor Device Technologies and Applications

                         100 / 109



[1] Z. Zhoua, Y. Zhou, N. Wang, F. Gao, K. Wei, and Q. Wang, 
"A proprioceptive neuromuscular facilitation integrated 
robotic ankle-foot system for post stroke rehabilitation", 
Robotics and Autonomous Systems, vol. 73, 2015, pp. 111-
122. 

[2] K. J. Chisholm, K. Klumper, A. Mullins, and M. Ahmadi, "A 
task oriented haptic gait rehabilitation robot", Mechatronics, 
vol. 24, no. 8, 2014, pp. 1083-1091. 

[3] G. S. Kim, “Development of a Six-Axis Force/Moment 
Sensor with Rectangular Taper Beams for an Intelligent 
Robot,” International Journal of Control, Automation, and 
Systems, vol. 5, no. 4, 2007, pp. 419-428. 

[4] K. J. Lee, and G. S. Kim, “Design of Structure of Four-Axis 
Force/Torque Sensor with Parallel Step Plate Beams,” Journal 
of Institute of Control, Robotics and Systems, vol. 20 no. 11, 
2014, pp. 1147-1152. 

[5] G. S. Kim, and J. W. Yoon, “Development of calibration 
system for multi-axis force/moment sensor and its uncertainty 
evaluation,” Korean Society Precision Engineering, vol. 24, 
no. 10, 2007, pp. 91-98. 

90Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-494-7

SENSORDEVICES 2016 : The Seventh International Conference on Sensor Device Technologies and Applications

                         101 / 109



White Light Interferometry: Correlogram Correlation  for Surface Height Gauging 
Noise stability 

 

Ilia Kiselev and Michael Drexel 
Breitmeier Messtechnik GmbH 

NanoFocus AG 
Ettlingen, Germany 

email: {kiselev, drexel}@breitmeier.de
 
 

Abstract—Established methods to gauge the surface height by 
the white light interferometry do not use the full information 
contained in a correlogram. As the result, the envelope 
evaluation methods suffer from susceptibility to noise, whereas 
the phase methods are prone to the “2-pi ambiguity”. In the 
approach of the present paper, the surface position is 
determined via the correlation of the local correlogram with a 
reference correlogram, thus benefiting from its complete 
information. Accuracy and tolerance to noise of this method is 
by more than one order of magnitude higher, than that of the 
envelope methods; the 2-pi ambiguity has not revealed itself so 
far. Another advantage of the suggested method is the 
immediate availability of a suitability criterion f or a local 
correlogram – the correlation coefficient with the reference 
correlogram.   

Keywords-Interferometry; Surface Topology; Noise 
Immunity. 

I.  INTRODUCTION  

Among sensor device technologies, the white light 
interferometry (WLI) is established as one of the most 
popular methods of surface topography evaluation. The 
challenging problem is false evaluations of the surface 
height, which are affected by different kinds of noise 
inevitably appearing during any measurement. On the one 
hand, there is a continuous search for data evaluation 
methods that are immune to noise, on the other hand, being 
aware of error inevitability, one is looking for a possibility to 
assess the confidence level of the surface height evaluation – 
on every pixel of the optical field - in order to sort out 
improper ones [1]. Although the assessment of the 
confidence level does not prevent appearance of false height 
estimations, yet it allows preventing false conclusions during 
a further surface topology analysis. 

The WLI data are primarily represented by a set of 
correlograms from different pixels. There are two commonly 
recognized ways of correlogram processing to estimate the 
surface height: the method of the correlogram envelope 
maximum/centroid calculation and the method of 
correlogram phase tracking [1][2]. Both methods have their 
own advantages and shortcomings: the first is robust when 
applied to rough torn surfaces but shows higher variations 
caused by the data noise [3]; the second one, vice versa, is 
known providing low variations / high reproducibility but 

cannot be applied to rough surfaces being prone to the 2-pi 
ambiguity [2]. Disadvantages when applying these methods 
are actually to be expected - both make use only of a part of 
the information contained in the signal. The way to go is to 
involve the complete information in a single evaluation 
procedure. There are continuous attempts to combine both 
methods in order to profit from the advantages of both of 
them [4], yet both kinds of shortcomings remain. 

The intention of the present study is to obtain a data 
evaluation procedure, which uses complete correlogram 
information, and to obtain improvement in both the noise 
tolerance and the confidence level assessment. It is suggested 
to find - in the measured intensity z-distribution – the 
interval which is most similar to the known reference 
correlogram of the interferometer. The position of the 
interval will give the position of the surface and the level of 
similarity would give the confidence level for this height 
estimation. This is exactly what is provided by the cross-
correlation function between the measured intensity 
distribution and the reference correlogram: it gives both the 
position of maximal resemblance and the level of similarity. 
Note that this method uses the complete information 
contained in the correlogram signal: both phase and envelope 
information, since its complete form is involved in 
correlation analysis. Thus, the noise stability of the 
correlogram cross-correlation method is expected to be as 
good as with the phase method, and as in the envelope 
evaluation methods no phase ambiguity should appear. 

In Section II, a short description of the method is given; 
the results of a testing of the method by correlogram and 
noise simulation are given in the subsection “A” of Section 
II; in subsection “B”, the results of an application of the 
method to measurements on smooth surface are presented. In 
this way, the subsection “A” describes mainly the influence 
of measurement noise whereas the consideration of 
subsection “B” concerns both the instrumental noise and the 
surface reflection variations.   

II. REALIZATION OF CORRELOGRAM CORRELATION 

METHOD AND TESTING OF ITS STABILITY AGAINST NOISE. 

The cross-correlation function has been used as the gauge 
of the correlogram packet position and the level of similarity. 
The employed normalized cross-correlation function is given 
by 
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  (1) 

where I is a measured pixel-correlogram, I0 is the reference 
correlogram, z is the interferometer scan coordinate. Of 
course, the cross-correlation has been calculated on the 
digitalization net, originally with the step of interferometer 
frame distance ∆z. In fact, the MATLAB function xcov has 
been employed to calculate K. The position of absolute 
maximum of K has been interpreted as the local height of 
surface relative to that of reference surface which produces 
the correlogram I0. The value Kmax < 1 (= maximum 
correlation coefficient) gives the confidence level for the 
current pixel.  

Certainly, the scan discretization interval of 
interferometer ∆z produces a too rough net: the surface has to 
be localized much more accurately. Therefore, an 
interpolation of intermediate points has been performed 
producing a net 10 times denser. In this study, a proper 
interpolation has been performed to keep the spectrum of the 
function unchanged by the interpolation. Specifically, digital 
Fourier transform of the original function is performed; the 
present harmonics are kept unchanged, but supplemented 
with harmonics of higher frequencies and zero amplitude; 
finally the reverse transformation produces the function on 
the dense net. It can be proven that such an interpolation of 
the correlograms followed by the calculation of their cross-
correlation gives the same result as the primary calculation 
of cross-correlation on the rough net followed by the 
interpolation. The latter variant lowers computation costs, 
and being much more effective, has been used in present 
study. Further accuracy elevation is achieved by the 
parabolic interpolation on the three points near the maximum 
of K. 

A. Simulation 

A simulation has been carried out in order to obtain the 
surface height assessment at different noise levels. The 
correlograms have been simulated on a digitalization net zi 
just as the harmonic modulated with the Gaussian envelope: 

 

  (2) 

 
where A is an arbitrary amplitude; z0 is the position of the 
correlogram maximum, Wλ is half-width of the correlogram; 
λ0 is its main wave length, σnoise is the noise dispersion, rand 
is the function producing normally-distributed random 
values with zero mean value and the unit dispersion. Thus, 
white noise has been used, not in complete correspondence 
with the distortion noise produced by surface 
inhomogeneities which reveal themselves mainly in 
additional phase shifts [5], but representing well the 
instrumental noise.  

Figure 1, (a)-(c) shows how the noise of different level 
distorts the correlograms. The correlogram corruption grows 
from a slight disturbance at the relative level of 0.01 to a 

very substantial packet spoiling at the 0.1-level and to 
complete correlogram distraction at the level 0.3. Following 
values have been used for the simulation: ∆z = 40 nm; λ0 = 
300 nm; Wλ = 2λ0. For the presented correlogram correlation 
(CC) method, the correlogram without noise ((2), σnoise = 0) 
has been used as reference correlogram. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Correlogram corruption at different noise levels: (a) – noise 
dispersion σnoise is 0.01 of the double correlogram amplitude; (b) σnoise = 
0.1; (c) σnoise = 0.3. The red lines show the corresponding envelope. 

For the comparison with the results of the correlogram 
correlation method, the signal envelopes have been 
calculated using the known formula of square summation of  
correlogram with its Hilbert transform [1]. The two most 
common methods to determine the correlogram position 
have been used: the parabolic approximation of half-height 
envelope followed by the determination of its maximum and 
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the calculation of the half-height envelope centroid. No 
filtration of the envelope [5] has been applied relying on the 
averaging which is automatically provided by these two 
envelope position evaluation methods owing to usage of the 
complete half-height envelope.   

As expected, the height determination has been exact at 
zero noise level by all the tested methods. The mean values 
of deviations of height estimation from the height z0 
specified in (2) have been calculated as the average over 
1000 repetitions. These deviations appearing when using the 
correlogram correlation method and the two envelope 
evaluation methods are presented in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2.  Mean deviation obtained by the two envelope methods and the 
correlogram correlation method.  

Following conclusion can be drawn from the data of Figure 
2: 
a) For white noise, the deviation of the correlogram 

correlation method is approximately 1.5 orders of 
magnitude below the errors produced by the envelope 
methods.  

b) In practice, the noise levels of about 0.1 are not rare. 
At these levels the errors of envelope methods are 
already inacceptable while that of CC are still just 
about 2-3 nm.  

c) It is known that the deviations of the phase method are 
about 7 times smaller than that of envelope methods 
[1]. Here the inaccuracy of CC is still lower. 

d) Within the CC method, the confidence estimation is 
readily available, and can be used to screen out the 
worst corrupted correlograms when calculating the 
mean value of surface height. Such a screening has 
been performed, and the result is given in Figure 2. 
The threshold maximal correlation coefficient with the 
reference correlogram here has been 0.5. All 
correlograms of lower correlation have been omitted. 
Moreover, the height deviation values produced by the 
remaining correlograms have been weighted for the 
averaging; the maximal correlation coefficients with 
the reference correlogram have been used to get the 
weights. Up to the noise level of 0.1, the error level is 
practically the same as that of pure CC, but at the noise 

level 0.3 the error is still moderate (56 nm) while other 
methods fail completely. 

The deviations from unity of the averaged correlation 
coefficients obtained by the CC for the noise levels of 0.03, 
0.10, 0.30, are correspondingly: 0.018, 0.16, 0.63. The values 
of coefficients at the lower noise level are practically 
indistinguishable from 1. 

B. Measurement on  a smooth surface 

For a validation with experimental data, a measurement 
on polished Si wafer has been evaluated. The Mirau 
interferometer, Breitmeier Messtechnik GmbH, with the 
interferometer objective Nikon CF IC EPI of x10 
magnification has been employed for this measurement.  The 
frame area of the objective is 0.66x0.89 mm2. The low 
camera resolution of 518x692 pixels has been chosen in 
order to keep data amounts reasonable. The diode light 
source has a spectrum energy distributed in the range of 490 
- 740 nm.  The sampling step size of 40 nm, minimal for the 
instrument, has been chosen. A typical correlogram is shown 
in Figure 3, on the top. On the bottom of the figure, the 
correlogram which has been chosen to be the reference one 
for the CC method is depicted. It has been just arbitrarily 
picked among the available correlagrams of the same data 
stack as one which seemingly contains low noise and form  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 3.  A typical correlogram measured on smooth surface (picture 
above) and the correlogram used as the reference correlogram (below). 
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distortions. The reference correlogram is already devoid of 
the mean level and slope and shortened in length, in order to 
exclude surplus noise. Comparing the correlogram pictures 
in Figure 3 with those of the simulation, the noise level can 
be roughly estimated to be about 0.02. The evaluated 
distributions of surface heights along a stretch of the optical 
field are illustrated in Figure 4. 

The height dispersion provided by the envelope 
maximum estimation method is 5.6 nm, the dispertion 
provided by the envelope centroid method – 9.6 nm, and of 
the CC method it is 0.45 nm. Thus, the CC demonstrates an 
accuracy 12 times higher, than that of the envelope method. 
The dispersions found correspond well to the results of the 
simulation given in Figure 2, assuming the estimated noise 
level is in the vicinity of 0.02.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Surface heights obtained by envelope and correlogram correlation 
methods on a smooth Si surface along a line segment of the optical field. 

The CC method is expected to have still higher superiority: 
its dispersion seemingly contains also a fraction of the real 
surface height variation. This part in the height dispersion by 
the envelope method is apparently negligible. Therefore, 
there is no correlation between the height profiles measured 
using both methods: their correlation coefficient amounts 
just to 0.08. Notice that the accuracy improvement by CC in 
relation to the envelope method again exceeds the accuracy 
gain commonly provided by the phase method as compared 
to the envelope method [1]. 

For a practical realization of the CC method, a reference 
correlogram is needed. Ideally, it should be measured on a 
smooth surface of the material in question and then properly 
averaged over a set of pixels. In this case, it contains also the 
particularities of surface reflection. Often it is sufficient to 
employ just one of the correlograms measured on the 
surface. Furthermore, because the form of a noiseless 
correlogram is mainly determined by the instrument itself, it 
is expected that an on mirror measured I0 will work in the 
majority of situations. Thus, there is no problem to obtain the 
reference correlogram in the practice. Especially not in a 

standard industrial application, where many surfaces are 
routinely inspected and the same I0 can be used unless the 
WLI needs a recalibration. A doubt could arise when 
thinking about using the CC method because of an allegedly 
high computation time for the cross-correlation function. But 
if done employing the very quick procedure of the fast 
Fourier transform (direct and reverse), it is, in fact, not time 
expansive. Moreover, the procedure can be further 
developed, say, resettled in the frequency domain in order to 
get a still quicker performance. 

III.  CONCLUSION AND FUTURE WORK 

The introduced correlogram correlation method uses the 
complete information contained in the correlogram and thus 
is supposed to have a noise immunity at least not lower, than 
that of the phase method. The noise immunity implies 
tolerance to both the measurement disturbances and 
imperfections of local surface reflection. At the same time, it 
is not supposed to exhibit a phase ambiguity. The first 
supposition is confirmed in the present study with the help of 
simulations and a measurement on a smooth surface: the 
accuracy of the CC method exceeds that of the envelope 
method by more than one order of magnitude. The 
confirmation of the absence of an ambiguity is a matter of 
further research, involving the evaluation of measurements 
on rough surfaces and possibly simulations.  

It is demonstrated that the CC method can be used, when 
analyzing data with a noise level at which the employment of 
the envelope estimation methods is impossible.  

Another advantage of the method is that it automatically 
provides a measure to be used for screening of inapt 
correlograms from further evaluations – the coefficient of 
correlation with a reference correlogram. This confidence 
parameter can be used for further surface structure 
evaluations. It is shown here that its application allows 
height evaluation even from very corrupted correlograms.  
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Abstract—Crude oil detection in the sea is an important task
for the prevention of oil spill and the oceanic environment
management. To measure the crude oil which is dissolved in
the seawater, a sensor based on the fluorescence spectroscopy
is widely used, because it is made up of hydrocarbon
compounds. However, most of these sensors use an ultraviolet
mercury lamp, several optical filters, and the photomultiplier
tube (PMT). These components make the sensing platform
large and expensive. To address these issues, we have
developed the fluorometer, which is composed of optical
devices having cost effectiveness and compact size, such as
complementary metal-oxide-semiconductor (CMOS) image
sensor and ultraviolet (UV) light-emitting diode (LED). In this
paper, we provide the sensing platform, the principal sensing
mechanism and the test results, which were obtained by an
experiment using two different crude oils. Through these
results, we can show the sensing performance of our novel
fluorometer for the detection of crude oil.

Keywords-crude oil detection; fluorometer; in-situ sensor;
CMOS image sensor; UV LEDs.

I. INTRODUCTION

Contamination evaluation of oil spilled in sea water is a
critical step in the procedures of ocean recovery. To this end,
a number of sensing systems have been developed to assess
the degrees of the residual contaminants in the sea water
[1][3][5][6][7]. Among those various sensing modalities, the
fluorescence spectroscopy based system has been widely
accepted because it can precisely quantify the concentration
of total petroleum hydrocarbons (TPHs) which is a mixture
of toxic chemicals originated from crude oil [2][4][8].

The main components of the fluorescence spectroscopy
system are an ultraviolet (UV) light source, e.g., UV mercury
lamp, the monochromator, multiple excitation/emission
filters, and a photomultiplier tube (PMT) optical sensor.
However, those key components of the fluorescence
spectroscopy make the system often expensive and bulky,
limiting the widespread use of the fluorescence sensing
system especially for the sea water monitoring.

In this work, we introduce a compact and cost-effective
fluorometer which is only composed of compact and low-
cost optoelectronic components such as complementary
metal-oxide-semiconductor (CMOS) image sensor, i.e., ~14
USD per chip, and UV light-emitting diode (LED), i.e., ~5
USD per chip.

In this paper, we will provide the design of our sensing
platform, the principal sensing mechanism and the test
results, which were obtained by an experiment using two
different crude oils.

II. MATERIALS AND METHODS

To demonstrate the performance of this simple
fluorometer, two different crude oils from Iraq and Russia
were utilized. Figure 1 shows the schematic representation
and experimental setup of our proposed compact and cost-
effective fluorometer. The main characteristic of the
proposed system is to employ the CMOS image sensor and
UV LED for its sensor and light source. Since the CMOS
image sensor has more than 5 mega pixels, corresponding to
the same numbers of the sensors, variation of the
fluorescence measurements was much smaller than that of
the PMT, an expensive high-end single pixel photo-detector
most widely accepted by oil spilled sea water detection
systems commercially available.

III. RESULTS AND DISCUSSION

Figure 2 shows the oil detection performance of the
proposed system. To determine the limit of detection (LOD)
of the proposed system, each oil sample was diluted by
hexane solutions ranging from 1,000 ppm to 100 ppb and the
measurements were triplicated at each concentration. In
Figure 2, the averaged pixel intensity at each concentration
has been calculated to plot the sensorgram. Figure 3 shows
the raw digital images of the fluorescence emission from the
various concentrations of the crude oils, captured by the
CMOS image sensor.

With this result, we can draw the dynamic detection
range of the proposed sensing platform. In the case of
Russian crude oil, it has a linear detection range from 1 ppm
to 1000 ppm, whereas, in the case of Iraqi crude oil, the light
intensity acquired by CMOS image sensor was saturated
between 100 ppm and 1000 ppm. Thus, the dynamic
detection range of that case is from 1 ppm to 100 ppm.
Through these two experiments, we can see that the amount
of TPHs in Iraqi crude oil is more than that in Russian crude
oil.
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Figure 1. Schematic diagram and experimental setup of the proposed
compact and cost-effective fluorometer.

Figure 2. Fluorescence based oil detection results of the proposed system
for crude oils from Iraq and Russia.

Figure 3. Raw CMOS images of the fluorescence emission from the various concentrations of the crude oils.

IV. CONCLUSIONS

In summary, a compact and cost-effective fluorometer
using UV LED and CMOS image sensor for crude oil
detection was proposed and demonstrated. According to
the experimental results, the LOD of the proposed simple
system was ranging from 1 ppm to 100 ppm or 1,000 ppm,
which is comparable to that of a commercial fluorescence
spectroscopy system, i.e., TD-500D (Turner Designs
Hydrocarbon Instruments, USA). In this presentation, we
will also discuss another experimental protocol that can
push the LOD of the proposed system down to ~10 ppb.
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Abstract—This work reports on response times of a GaAs-
based p-i-n Position-Sensitive Detector (PSD) operated in 
lateral and transverse photovoltaic modes. Visible light spots 
with wavelength values of 405, 532, and 638 nm were employed 
for measuring both static and dynamic properties of the 
proposed p-i-n PSD.  The extracted sensitivity is 4.1 mV/mm 
for the 405 nm light with a power of 3 mW while it was 14.3 
mV/mm for the 638 nm light. The measured nonlinearities 
were 1.0%1.9%, 1.7%2.25%, and 0.25%1.25% for 405, 
532, and 638 nm lights, respectively, with a power of 1 to 3 mW. 
Experimental results reveal that the shortest response time is 
available for the PSD tested with the 532 nm light. 

Keywords-GaAs HBT; p-i-n; photovoltaic; position sensitive 
detector; response time 

I.  INTRODUCTION  

After finding of Lateral Photovoltaic Effect (LPE) [1], an 
important Position-Sensitive Detector (PSD) that has its 
output of Lateral Photovoltaic Voltage (LPV) changed 
linearly with light-spot position has been widely investigated 
by using various structures [2][8]. Effects of the LPE on 
Metal-Semiconductor (MS) structures have been reported to 
show PSD’s sensitivities ranged from 12.4 to 28.8 mV/mm 
[2][4]. Currently, Si-based structures are preferred for low-
cost infra-red PSDs. However, there has been little research 
about PSDs based on GaAs-based p-i-n structures [5][7] 
which are appropriate for visible-light positioning. In this 
work, a GaAs p-i-n structure being layer-compatible to the 
base-collector junction of an InGaP-GaAs Heterojunction 
Bipolar Transistor (HBT) was utilized to fabricate a visible-
light PSD. Thus, it is possible to integrate a PSD with an 
HBT amplifier and hence to design a PSD circuit. In addition 
to wavelength and power dependences of sensing properties 
of the proposed GaAs p-i-n PSD, response times reflecting 
light-on and light-off were also addressed. Experiments and 
measurements about the proposed PSD are described in 
following section. In Section III, experimental results 
including key merits, such as sensitivity, linearity, and 
response time, are reported with theoretical discussion. 
Finally, conclusions are drawn. 
 

II.    EXPERIMENTS 
 

Fig. 1 shows a cross-sectional view of the p-i-n structure 
used to fabricate a visible-light PSD. It was grown on a 
(100)-oriented semi-insulating GaAs substrate by a Metal-
Organic Chemical Vapor Deposition (MOCVD) system and 
consisted of a n+-GaAs layer (600 nm, n+=51018 cm-3), a n-
GaAs layer (600 nm, n=11016 cm-3), and a p+-GaAs layer 
(80 nm, p+=31019 cm-3) in sequence. Actually, it is layer-
compatible with the base-collector-subcollector structure of a 
conventional InGaP-GaAs HBT. After defining an active 
region, AuGeNi was deposited as a common electrode (C) 
upon the exposed n+-GaAs layer. Finally, AuZn was 
deposited to form two electrodes (A and B) upon the p+-
GaAs layer. A spacing between electrodes A and B is as long 
as 14 mm. Point O, the center between the electrodes A and 
B, is defined as origin of light-spot position (x=0). The light-
spot position is positive (x>0) when the light spot is on the 
right side of point O. A voltage appearing between the 
electrodes A and B was measured as the LPV value while 
that between the electrodes A and C (or B and C) was 
measured as the Transverse Photovoltaic Voltage (TPV). 

III. RESULTS AND DISCUSSION 

Shown in Fig. 2(a) are the LPV values as a function of 
light-spot position for the p-i-n PSD tested with 405, 532, 
and 638 nm lights with a power of 3 mW. Common 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Cross-sectional view of a fabricated GaAs p-i-n PSD. 
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Figure 2.  LPV values as a function of light-spot position for a PSD: (a) 
tested by 405, 532, and 638 nm lights with a power of 3 mW and (b) tested 

by a 638 nm light with a power of 1, 2, and 3 mW. 

properties include: the LPV values are close to zero when the 
light spot is located at point O;  if the light spot scans 
positively, LPV values also positively increase. On the 
contrary, they are negative when x < 0; maximum of the 
absolute LPV appears at x  7 mm; and moving the light 
spot beyond either the electrode A or the electrode B leads to 
abrupt decrease in the LPV. Two of the most important 
features associated with PSD’s static sensing properties are 
sensitivity (S) and linearity. We find that the PSD tested by a 
638 nm light has the highest S of 14.3 mV/mm as compared 
to those of 4.1 and 11.6 mV/mm by 405 and 532 nm lights. 
All nonlinearities obtained are below 2.5%, showing an 
excellent linear relationship with the light-spot position. Fig. 
2(b) shows LPV values as a function of light-spot position 
for the p-i-n PSD tested by a 638 nm light with a power of 1, 
2, and 3 mW. In addition to good linearity (> 98%), the 
sensitivity is enhanced from 6.7 mV/mm at 1 mW to 11.1 
mV/mm at 2 mW and finally to 14.3 mV/mm at 3 mW. It is 
noticed that S is dependent on a number density of the initial 
electron-hole pairs. Thus, it is reasonable that (1) at the same 
power, the 405 nm light has the smallest S due to its least 
photons and (2) the larger power with more photons will lead 
to more initial electron-hole pairs. Experimental results are 
in good agreement with theoretical ones reported previously. 

Fig. 3 shows wavelength dependence of response times 
of the GaAs p-i-n PSD in a lateral photovoltaic mode. The  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Wavelength dependence of  response times of the PSD in a 
lateral photovoltaic mode. 

parameter used is the light-spot position. It is found that the 
shortest response time is available for our PSD tested by a 
532 nm light. Besides, we find that the light-spot position has 
no relevant effect on the response time. Thus, the swept time 
for holes and electrons reaching to p+- and n+-side layers, 
respectively, is considered to mainly determine the response 
time. When the 405 nm light spot is used, the swept time is 
dominated by electrons generated within the p+- to i-GaAs 
region. On the contrary, it is dominated by holes generated in 
the deep i-GaAs region for the 638 nm light. Thus, a 
response time of 604 s for the 532 nm light is the shortest 
time as compared to those of 1342 and 992 s for the 405 
and 638 nm lights. Although response times of TPV values 
are not shown here, comparisons to those of LPV ones will 
also be addressed in this presentation. 

IV. CONCLUSIONS 

GaAs-based p-i-n PSDs have been fabricated for visible-
light positioning. A PSD tested by a 3 mW 638 nm light 
shows a sensitivity of 14.3 mV/mm, resulting in a 
sensitivity-distance product of 200 mV. Nonlinearities 
obtained from the present PSD are smaller than 2.5%. 
Response times of the LPV values are 992, 604, and 
1342 s when 638, 532, and 405 nm lights were used, 
respectively, that will be compared to those of TPV ones. 
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