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SENSORDEVICES 2020

Forward

The Eleventh International Conference on Sensor Device Technologies and Applications
(SENSORDEVICES 2020), held on November 21-25, 2020, continued a series of events focusing on sensor
devices themselves, the technology-capturing style of sensors, special technologies, signal control and
interfaces, and particularly sensors-oriented applications. The evolution of the nano-and
microtechnologies, nanomaterials, and the new business services make the sensor device industry and
research on sensor-themselves very challenging.

Most of the sensor-oriented research and industry initiatives are focusing on sensor networks, data
security, exchange protocols, energy optimization, and features related to intermittent connections.
Recently, the concept of Internet-of-things gathers attention, especially when integrating IPv4 and IIPv6
networks. We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the standard fora or
in industry consortia, survey papers addressing the key problems and solutions on any of the above
topics short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the SENSORDEVICES 2020
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and effort to contribute to SENSORDEVICES 2020. We
truly believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also thank the members of the SENSORDEVICES 2020 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SENSORDEVICES 2020 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of sensor
devices technologies and applications.
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Abstract—During research focusing on radio frequency field
transmission detection from broadcasters on known frequencies
at known time and transmission in the magnetic field, anomalies
were detected in frequencies outside of the frequency scope of
the original research. Analysis of these anomalies indicated they
were linked to an ongoing power issue in which a fuse had failed
in a power transformer located approximately 1.3 miles from the
magnetic field sensor system and antenna. The research crew,
through the use of digital signal processing software, were able to
diagnose the problem and assist electrical crews with fixing the is-
sue while observing the anomaly at a distance that typically would
be outside of the range of detection. The results supplemented
previous research indicating magnetic field behavior is dissimilar
to companion electronic field behavior during propagation by
demonstration the collection of the magnetic field from an RF
broadcaster located within a Faraday cage. The magnetic field
was collected for analysis while the RF was undetectable. This
incidental researched supported the potential for use of magnetic
fields in remote sensing and remote classification of electronic
activity. Further data analysis, including a meta-analysis of
previously conducted studies which also produced anomalies
validated that at a distance the magnetic field may be a viable
candidate remote sensing of electrical activity, such as power
outages, or radio frequency activity, when a standard electrical
field antenna is less suitable.

Keywords–computational; science; magnetic; fields; low fre-
quency; human; activity; remote; sensing.

I. INTRODUCTION

The broader field of remote sensing is typically associated
with the identification of vegetation and features of a given area
using active sensors to annotate and compare the reflectance
curve signature of varying bands of the electromagnetic spec-
trum. Although typically relegated to passive sensors, it may be
possible to remotely sense and classify activity using passive
sensors to detect activity from varying emission sources and
algorithms for classification. The particular interest of this
research was the observation of such emissions and anomalies
in the magnetic field at atypical distances and the potential
for use in remote sensing and classification applications. The
intent of this research is the validate the potential for magnetic
fields to serve as a potential dimension of remote sensing and
classification of activities, particularly so when frequencies are
lower than standard use and common electrical field antennas
become cumbersome due to size requirements.

There are numerous examples of the influence of magnetic
fields on biological tissue and activity. For example, studies
have shown that grazing animals typically align north and
south when undisturbed, but near power lines (and subse-
quently the associated magnetic fields), the alignment changed
[1], and there is even a correlation with the increase in
stroke in some populations during geomagnetic storming [2].
Previous research has identified the possibility of magnetic
fields to penetrate a Faraday cage, as well as their ease of
detectability when compared to the associated electrical field
and the accompanying antenna size requirements of electrical
field detection [3].

Some of the data collected in this research was unintended
and is based on anomaly observations and identification in the
magnetic field while conducting other research in the magnetic
field. Initially the study was setup to collect signatures of basic
electrical activity at a distance, in a controlled environment,
when an anomaly occurred nearby, the focus was changed to
gather data on the anomaly. Consequent to the observation
and identification of the anomalies, research teams were able
to assist local utilities in the identification and repair of power
lines at a distance of approximately 13 miles.

In Section 2, we will describe the testing setup and method-
ology of the original research being conducted. The section
focuses on physical setup, sensor calibration and the data
collection. In Section 3, the paper focuses on the observation of
anomalies, which changed the focus of the original research
and the processing of the data, including visual analysis of
the anomalies over time in comparison to observed activities.
Section 4 primarily focuses on a forensic scrub of previously
collected data in which anomalies were observed and a com-
parison of those anomalies to known events, and in Section 5
we present our conclusions.

II. THE TESTING

The original setup of the sensor includes RF shielded boxes
to limit interference, fiber optic cable, and battery power for
both the computer and all other equipment. The sensors are
calibrated using Helmholtz coils to create a uniform magnetic
field, and the data is handled by custom created digital signal
processing software, which displays the entire collection band
and all 6 axes of the sensors on a waterfall display at once.
The software sample rate is adjusted by the band used, and the
software enables record and life Fourier transform and spectral

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4
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Figure 1. The live signal waterfall collection screen view from the digital
signal processing computers.

density processing as well as audiometric analysis (in the case
where a signal is a suspected audio transmission). More details
of the setup are provided below.

A. The Setup
Routine research was being conducted in an isolated desert

environment to reduce the man-made electromagnetic interfer-
ence. The intent of the research was waveform analysis of radio
signals transmitted at the UHF band from radios transmitted
at ground level from a distance of approximately 15 miles.

The sensors were battery powered magnetic loop antennas
placed on the ground, on a ridge approximately 500 feet in
altitude above the ground level, isolated in radio frequency
shielded boxes, and fed fiber optic cabling to reduce the
likelihood of interference. Two battery powered Linux powered
computers dedicated to digital signal processing were located
within a battery powered trailer and used for digital signal
processing to monitor the entire spectrum of frequencies which
the antenna was able to monitor.

B. Sensor Calibration
To ensure the proper calibration of the sensors and software

in the magnetic field, a standard two coil Helmholtz coil
was used, spaced apart approximately 3 feet. The coils were
powered by uniform frequency electricity to create a uniform
magnetic field between the two coils. The sensor was placed
between the coils while inside the radio frequency shield box,
and calibration adjustments were made to ensure the frequency
of the detected uniform magnetic field matched the frequency
of electricity powering the coils. Sensors were calibrated each
day before the tests were conducted [3].

C. Data Collection and Handling
Data collected by the sensors is displayed as shown in

Figure 1. The display shows a live feed from the antennas in
the entire band, with darker colors indicating stronger signals.
The x axis indicates frequency while the y axis is time, with
the current time being at the top of the screen. The darker
lines signify a strong signal detected in the frequency (x axis)
[3]. The system allows for isolate of specific frequencies and
conversion to wave form via Fast Fourier transform. Darker or
more condensed dark points appear on the screen (typically in
line form) in areas of stronger frequency presence. A strong
radio signal would place a dark line from top to bottom of the
screen in the frequency of the broadcast and for the duration of
the broadcast. Figure 2 illustrates the the setup and placement
of sensors in relation to power lines and transformers for the
duration of the collection. Exact measurements were made
using Google Maps functionality.

Figure 2. The layout and measurement of the original research site including
distances from power lines and transformer boxes that were the source of

the magnetic anomalies.

Figure 3. Waterfall display of frequency density.

III. ANOMALY OBSERVATION AND POST FOURIER
TRANSFORM ANALYSIS

The anomaly in question was noticed during routine re-
search as shown in Figure 3. The X axis represents frequency
ranging from .1 Hz to 1000 Hz, and Y axis representing time,
with the most recent being at the top of each waterfall. Each
band represents a different axis of the Cube antenna. The center
band (Y2) shows a total disruption of frequencies at the time of
power loss with the top band (Y1) showing a likely spectral
density loss at time of power loss at approximately 60 Hz.
The reduction of spectral density was significant enough to
warrant further examination, particularly given that spectral
density from human activity is often detected in the 50 and 60
Hz range [4], and a power reduction or loss at one location
would not necessarily ensure a total loss of frequency detection
on the display. Prior to the power outage, the signal and decibel
level are stable and appear as expected.

A. Visual Analysis of Power Outage
Shortly after the anomalies were noticed in the waterfall

observation screen, a power truck was observed approaching
a power line approximately 13 miles away. Times were noted
and the data was recorded for analysis as the power company
began working to isolate the problem. A post-Fourier transform
analysis of the incident as shown in Figure 4, focusing on
a single frequency, revealed a clear disruption in power and
violent shifts in both amplitude of the signal and frequency.

B. Visual Analysis of First Fix Attempt
An initial attempt by the power company to re-energize the

power lines, similar to a circuit breaker system, appeared to
have some effect for a few seconds, as shown in Figure 5, but
the power almost immediately failed. Power crews continued
working to identify and isolate the problem. Figure 5 also
demonstrates that while the decibel level dropped drastically,
there was still signal to be detected, although it was relatively
unstable.

2Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4
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Figure 4. Wave form and decibel variation after loss of power due to blown
fuse.

Figure 5. Changes in wave form, decibel level and frequency presence
during the first attempt to restore power with a blown fuse.

C. Visual Analysis of Fuse Replacement
Research crews monitoring the sensor and anomalies made

contact with the testing range and power crew, and based
on wave form activity and axis location shown in Figures 3
and 4, as well as post-fix attempt activity shown in Figure
5, speculated that it was likely a fuse that needed replacing.
Crews replaced the fuse located in the transformer box ap-
proximately 1.3 miles from the sensor as shown in Figure 2.
The attempt to restore power following the fuse change was
successful as shown in Figure 6. The return to normal decibel
level and frequency matched the frequency and decibel level
of the power line prior to the blown fuse.

IV. PRIOR DATA COMPARISON

Following the incidental research, a data scrub for com-
parison was conducted that revealed similar results of much
greater magnitude.

A. Wallops Island Launch
On the 20th of November, 2013 research in the magnetic

field was being conducted on Wallops Island against a known
launch of a Minotaur I rocket from Wallops Island, VA. Once
sensor was located approximately 4 miles from the launch site,
while the second was located 50 miles from the launch site.
Collection from the site located 50 miles away was intermittent
and not saved as it was unreliable at best, while data collection
at the 4 mile location was remarkably clear and is displayed
in Figure 7 with an offset of 16 seconds from actual launch,
with times aligning with actual recorded times with a uniform
offset of 16 seconds. The bulk of the detections appear between

Figure 6. Frequency and decibel level normalize after restoration of power
following a fuse change. The change is also depicted on the waterfall.

Figure 7. Waterfall image of the 2013 Wallops Island launch of a Minotaur I
on the 20th of November.

46 and 140 Hz. Detections of the flight were made slightly
beyond 3rd stage ignition which would place the rocket at
approximately 120 Km above the surface of the earth and 170
Km in linear distance away from the launch site.

It was originally assumed that the detections were likely
emissions from rocket but following the analysis of the data
of the power outage, a further review was conducted. To
ensure the frequencies detected were not radio or computer
hardware and no hardware or electronics were found to match
frequencies of detection as shown in Figure 8. Given the
frequency of detection compared to the frequencies used in
Figure 8, it is possible the signals detected were the result
electromagnetic field induction by the rocket passing through
the earths magnetic field.

V. CONCLUSION

Previous research documented the apparent ability of mag-
netic fields associated with a radio frequency broadcast to
penetrate a Faraday cage [3], while the associated radio
frequency remained undetectable. The previous conclusion
warranted further research into the propagation of magnetic
fields. The results of this inadvertent study serve to validate
the original premise that magnetic fields appear to behave
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Figure 8. Table 4-12 from the Minotaur I users guide, showing operating,
radio and telemetry frequencies during the use of the Minotaur I [5]

differently than their electrical field partners and that further
research is warranted.

Specifically in this case, waveform and spectral density
coupled with visual isolation were adequate to remotely
classify or ”remotely sense” electrical activity. To further
research the viability of this phenomena and its applicability
in the field of remote sensing, research should move to blind
testing methods, as well as electromagnetically challenging
environments. Further research should also include duplication
of this event in varying electromagnetic environments to test
against algorithms for detection when compared to similar but
intentional disruptive events. Results may serve to determine
if a difference in a blown fuse and induced events such as a
light switch can be determined amongst the varying levels of
environmental noise.

Finally, if validated, the potential for characterization of
space launches by electromagnetic field detection via magnetic
loop antennas offers yet another axis of data collection in
the field of remote sensing of human activity and potentially
in electronic activity classification. The potential has a wide
variety of public safety applications, such as alternative and
supplementary geo-location of aircraft travel, including po-
tentially those who have lost power in emergency situations
resulting in a loss of radio and transponder broadcast.
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Abstract—Atomic Force Microscopy (AFM) measurement 
results of the deflection shape and ISO 25178 roughness 
parameters of the diaphragm of an adhesive wafer bonded 
Silicon-on-Insulator (SOI) based Capacitive Micromachined 
Ultrasonic Transducer (CMUT) has been presented. The AFM 
measurements were carried out using the dynamic mode 
operation of an atomic force microscope to achieve higher 
resolution. The measurement results were used to construct the 
3D deflection shape of the CMUT diaphragm with actual 
height parameters. The measured deflection shape of the 
CMUT diaphragm can be used to determine the stiffness, 
residual stress, and other physical parameters in a CMUT 
diaphragm to facilitate more accurate calibration and CMUT 
sensitivity. 

Keywords-CMUT; SOI; AFM; Dynamic mode; Residual 
stress. 

I. INTRODUCTION 

Capacitive Micromachined Ultrasonic Transducers 
(CMUT) are advantageous over the piezoelectric ultrasonic 
transducers as they offer superior sensitivity, better temporal 
and axial resolution, higher fractional bandwidth, and higher 
energy transduction efficiency [1]. CMUTs also offer lower 
mechanical impedance, lower self-heating, lower dielectric 
loss, lower internal loss, and better thermal dissipation than 
their piezoelectric counterparts [1]-[4]. All of these positive 
features of CMUTs translate into better image quality as has 
been experimentally verified in [5]-[7]. Additionally, unlike 
the piezoelectric transducers, the CMUTs can be batch 
fabricated with sub-micrometer resolution using CMOS 
compatible highly matured conventional microelectronic 
fabrication techniques to reduce per unit production cost [7]. 

The CMUTs rely on electrostatic or acoustic vibration of 
a thin diaphragm which is separated from a fixed backplate 
by a thin airgap or vacuum space to generate ultrasound in a 
surrounding medium (transmit mode) or to generate an 
electrical signal corresponding to an incident ultrasound 
wave on the diaphragm (receive mode) [1]-[3]. As the 
CMUTs rely on the vibration of a diaphragm to transmit or 
receive ultrasound, accurate measurement of the deflection 
profile (shape) of the diagram and surface roughness is 
crucial for proper characterization of transducer operation 
[8].  

The deflection profile of a diaphragm depends on the 
stiffness of the diaphragm that in turn depends on the shape 
of the diaphragm, support conditions, homogeneity of the 
diaphragm material, residual stress, Poisson ratio, diaphragm 

thickness uniformity and the shape of the cavity. The CMUT 
cavity is either a sealed vacuum entity or filled with 
atmospheric air if the diaphragm has perforations.  

A CMUT diaphragm experiences different types of 
stresses, such as tensile or compressive residual stress due to 
the fabrication process, stress due to atmospheric pressure 
indentation (vacuum cavity), and stress due to the expansion 
of the trapped residual gas in the sealed cavity during 
fabrication [9]. Fabrication process induced imperfections 
may also contribute to cavity shape alternations, diaphragm 
thickness variation, and the quality of the diaphragm. 
Consequently, such structural imperfections affect the 
electrostatic pressure generation during transmit operation or 
capacitive readout during ultrasound reception. A 
measurement of the diaphragm deflection profile and surface 
roughness can be used to determine proper balance of 
laminate thickness of different materials used to fabricate the 
diaphragm, improve thickness uniformity of the diaphragm, 
material properties adjustments by modifying fabrication 
process parameters and steps to achieve optimized residual 
stress. All of these will contribute to superior yield, superior 
array operation, and better imaging resolution. 

Optical profilometry is one of the widely used techniques 
for surface characterization in microfabrication applications. 
White Light Interferometry (WLI), Confocal Laser Scanning 
(CLS) microscopy, and Confocal Grid Structured 
Illumination (CGSI) microscopy are commonly used 
techniques to characterize thinfilm thickness, reflectivity, 
and height measurement. Stylus based contact profilometry 
techniques are also used but that needs additional fabrication 
steps to prepare the sample and imposes risk of device 
damage. Possible uses of different optical profilometry 
techniques for CMUT characterization are available in [9]. 

In this context, this paper presents initial results of the 
dynamic (tapping) mode AFM characterization of the 
deflection profile of a CMUT diaphragm [10][11]. The 
measurements were carried out using a FlexAFM™ with 
C3000 controller from Nanosurf™ [10]. Relative advantages 
and disadvantages of AFM as compared to optical systems 
have also been discussed in the context of CMUT diaphragm 
deflection profile characterization. 

The rest of the paper has been organized in the following 
way: In Section II, major specifications of the measured 
CMUT sample are given. Section III provides a brief 
theoretical description of the dynamic mode AFM, Section 
IV provides AFM measurement set up and data processing 
and finally Section V makes the concluding remarks.  
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II. CMUT SPECIFICATIONS

A cross section of the measured CMUT sample is shown 
in Figure 1 and the device specifications are provided in 
Table I. The CMUT was fabricated using an adhesive wafer 
bonding technique using BCB as the dielectric spacer and the 
device layer of an SOI wafer was used to realize the CMUT 
diaphragm [12].  

Figure 2 shows a Scanning Electron Microscope (SEM) 
image of one of the diced CMUT cell array. The array was 
fabricated for an automotive collision avoidance application. 
Detailed description of the fabrication process is available in 
[12]. 

TABLE I. CMUT CELL SPECIFICATIONS

Parameter Value Unit 
Diaphragm laminate thickness 800 nm 
Gold layer thickness  100 nm 
Silicon device layer thickness 700 nm 
Cavity thickness 1 m 
Cavity width 28 m 
Sidewall width 10 m 
Bottom wafer thickness 500 m 

Figure 1. Cross-section of the measured CMUT cell.  

The array has 40 x 40 CMUT cells with specifications as 
listed in Table I in a footprint area of 1870 x 1870 m2. 

Figure 2. SEM image of a singulated CMUT die.  

III. AFM DYNAMIC MODE OPERATION

An AFM technique creates a 3D topography of the 
sample's surface using a cantilever probe with a sharp tip as 
the probe or the sample is scanned in x-y plane [10][11]. As 
an AFM provides the vertical height data directly from 
measurements, the technique is very different from an optical 
imaging microscope, which measures a two-dimensional 
projection of a sample's surface [13].  

Despite the advantages of the optical systems as 
summarized in [13], as a two-dimensional image from an 
optical system does not have any height information in it, 
such images must infer the height information from the 
image or rotate the sample to see feature heights [13]. The 
AFM also provides various types of surface measurements 
and can generate images at atomic resolution with angstrom 
scale resolution height information for both conducting and 
insulating surfaces with minimum sample preparation [14]. 
In [15], it has been mentioned that the spatial and "Z" 
resolution of the AFM is much better than that could be 
obtained by an optical profilometer whatever optical system 
is used. In [15], it has also been mentioned that the AFM 
images are more faithful to nanoscale surface topographic 
variations compared to optical profilometers. Furthermore, 
an AFM measuring system is free of any errors related to 
optical focusing, depth of field adjustment, or sample 
illumination angles. Consequently, an AFM allows one to 
measure surface topography with unprecedented resolution 
and accuracy [16]. As the capacitance change during the 
CMUT diaphragm vibration is very small (attofarad to 
femtofarad range) corresponding to picometer range 
deflection of the CMUT diaphragm, precision measurement 
of the diaphragm deflection profile is crucial for proper 
characterization of CMUT operation to improve imaging 
resolution. 

For the current research work, the AFM measurements 
were done using a FlexAFM™ from Nanosurf™ operating 
in dynamic mode. The dynamic mode was chosen over the 
static mode due to the fact that the static mode AFM does 
not achieve atomic resolution due to the mesoscopic 
properties of the tip, which induces a contact zone dispersed 
over many atoms as opposed to a single atom [11]. 
Additionally, the dynamic mode offers the following 
advantages: (1) gentle interaction of the probe tip with the 
surface during tapping to preserve the sharpness of the tip to 
improve accuracy, (2) minimized torsional forces between 
the probe and the sample, and (3) by using the cantilever’s 
oscillation amplitude as the feedback parameter, the user is 
able to fine-tune the interaction between probe and sample 
between different regimes- such as attractive and repulsive 
ones- to control the tip–surface distance on an atomic scale 
[10].  

The dynamic mode operation of an AFM is illustrated 
conceptually in Figure 3. During operation, the cantilever is 
forced to vibrate at its resonance frequency using a piezo 
element. As the oscillating cantilever is brought closer to the 
sample surface, it experiences a repulsive force that increases 
the resonance frequency of the cantilever.and its vibration 
amplitude decreases [10]. The vibration amplitude of the  
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Figure 3. AFM dynamic mode operation. 

cantilever is detected using a laser and photodiode based 
detection system as shown in Figure 3.  

Figure 4. FlexAFM Spect-0067 data processing steps. 

The measured laser beam deflection or cantilever 
vibration amplitude is then used as an input for a feedback 
loop that keeps the tip–sample interaction constant by 
changing the tip height. The output of this feedback loop 
thus corresponds to the local sample height. This amplitude 
reduction is a direct measure of the feature height on the 
sample surface that is mapped in a 2-D x-y plane [10][11]. 

IV. THE AFM MEASUREMENT SET UP FOR CMUT

The AFM measurements of the CMUT sample were 
done using FlexAFM™ with C3000 controller from 
Nanosurf™ operating in dynamic mode with active vibration 
isolation and acoustic isolation.  

An ACLA™ cantilever with nominal spring constant of 
58 N/m was used to collect the data. The ACLA™ probes 
are silicon probes with long cantilevers used for tapping 
mode and other applications that allow for larger laser 
clearance, and have aluminum coating on the reflex side to 
increase laser signal quality. Detailed measurement setup 
instructions are available in [17].  

Once the AFM measurement was done, the height data 
was processed following standard AFM data processing 
steps as shown in Figure 4. The generated pseudo-color view 
of the surface is shown in Figure 5. The Gwyddion™ [18] 
AFM data processing software has been used next to 
generate a 3-D height image of the surface as shown in 
Figure 6. The statistical roughness parameters following IS0 
25178 have been extracted using Gwyddion™ and provided 
in Table II.  

As the AFM data are usually collected as line scans along 
the x axis that are concatenated together to form a two- 
dimensional image, the scanning speed in the x direction is 
considerably higher than the scanning speed in the y
direction. As a result, the x profiles are less affected by low 
frequency noise and thermal drift of the sample as compared 
to the y profile [18]. 

Consequently, standardized one dimensional roughness 
parameters are considered more accurate [18]. Accordingly, 
the one dimensional roughness parameters for a scan line 
centered approximately at the middle of the CMUT 
diaphragm along the y-axis direction as shown in Figure 7 
was extracted using Gwyddion™ and are plotted in Figure 8. 

Figure 5. Pseudo-color image of the sample. 
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Figure 6. 3D height image of the sample.  

TABLE II. STATISTICAL ROUGHNESS PARAMETERS

Parameter Value Unit 

RMS roughness, qS 10.50 nm 

Mean-sqaure roughness, aS 9.08 nm 

Skew ( skS ) 0.06925 

Excess kurtosis -1.185 

Maximum peak height, pS 19.24 nm 

Maximum pit depth, VS 19.01 nm 

Maximum height, ZS 38.25 nm 

Projected area:            2025 µm² 
Surface area 2026 µm² 
Volume 38.50 µm³ 

Corresponding texture and waviness data are also shown. 
Detailed roughness parameters along this scan line are 
provided in Table III. The waviness average along this 
particular scanning line as determined from Gwyddion™ is 
8.77 nm with a cut-off wavelength of 7.69 m. The same 
measurement was carried out along a y-axis scanning line as 
shown in Figure 9 and the corresponding texture, roughness, 
and waviness parameters are shown in Figure10. Finally, the 
waviness parameters are plotted for an arbitrary diagonal 
direction as shown in Figure 11 and the corresponding 
waviness profile is shown in Figure 12.  

Figure 7. Scan line to determine standardized roughness parameters along 
the x-axis direction. 

Figure 8. Roughness, texture, and waviness profile along an x-directional 
scan line as shown in Figure 7. 

TABLE III. ONE DIMENSIONLA ROUGHNESS PARAMETERS

Parameter Value Unit 

Cut-off 7.69 m 

Roughness average ( aR )  3.09 nm 

Root mean square roughness ( qR ) 4.87 nm 

Maximum height of the roughness ( tR ) 34.58 nm 

Maximum roughness valley depth ( vR ) 10.67 nm 

Maximum roughness peak height ( pR ) 23.91 nm 

Average maximum height of the roughness ( tmR ) 17.92 nm 

Average maximum roughness valley depth ( vmR ) 6.97 nm 

Average maximum roughness peak height ( pmR ) 10.95 nm 

Average third highest peak to third lowest valley 

height ( 3zR ) 
20.34 nm 

Average third highest peak to third lowest valley 

height ( 3zR ISO) 
14.38 nm 

Average maximum height of the profile ( zR ) 20.83 nm 

Average maximum height of the roughness ( zR ISO) 17.92 nm 

Maximum peak to valley roughness ( maxyR R ) 34.58 nm 

Skewness ( skR ) 1.87 

Kurtosis ( kuR ) 10.46 

Waviness average ( aW ) 8.77 nm 

Root mean square waviness ( qW ) 10.16 nm 

Figure 9. Scan line to determine standardized roughness parameters along 
the y-axis direction. 
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Figure 10. Roughness, texture, and waviness profile along an y-directional 
scan line as shown in Figure 9. 

Figure 11. Scan line to determine standardized roughness parameters along 
an arbitrary diagnonal direction. 

Figure 12. Waviness profile along an arbitrary diagnonal direction as 
shown in Figure 11. 

Figure 13. Pseudo-color image of the surface after applying a Gaussian 
filter. 

Figure 14. Roughness, texture, and waviness profile along the x-directional 
scan as shown in Figure 13 after applying a Gaussian filter. 

Figure 15. Waviness profile measurement over a length on filtered data. 

Topview 

Bottom view 

Figure 16. 3D top and bottom views of the deflection profile after Gaussian 
filtering. 

Figures 7-12 show that using an AFM it is extremely 
convenient to measure the CMUT diaphragm deflection 
profile with a very high degree of precision along any 
direction from which physical properties such as stiffness, 
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residual stress, etc. of the diaphragm laminate can be 
extracted using appropriate mathematical models. 

Further processing of the AFM data using a Gaussian 
filter removes the high frequency roughness artifacts further 
and provides a smoothed out deflection shape of the CMUT 
diaphragm along an x directional scan line as shown in 
Figure 13. A 40 pixel magnitude Gaussian filter was used. 

The smoothed texture, roughness, and waviness profiles 
are provided in Figure 14 for comparison. Corresponding 
waviness values over a length of 7.66 micrometers (two red 
markers) are shown in Figure 15. The waviness average 
height ( aW ) for this scanned profile is 8.85 nm and 

maximum height is 11.18 nm to 10.67 nm over this range 
shows almost a flat surface. Corresponding top and bottom 
view of the 3D deflection profile are shown in Figure 16.  

V. CONCLUSIONS

The presented dynamic mode AFM measurement and 
data analysis of a CMUT diaphragm appears to be a valuable 
method to evaluate the deflection profile of a CMUT 
diaphragm with a very high degree of precision. Main 
advantage of the proposed method is that the height data is 
measured directly with nanometer scale precision instead of 
inferring from a 2D projection of an optical image. Such 
deflection profiles can be used to determine the residual 
stress and other physical parameters of a CMUT diaphragm 
to aid in fine tuning of the process parameters to optimize 
CMUT diaphragm vibrational characteristics to obtain high 
quality images. Additionally, the dynamic mode enables to 
measure the deflection shape of insulating materials, thus 
enabling to measure the diaphragm shapes where the 
diaphragm has an insulating top surface. Overall, the 
dynamic mode AFM can provide high accuracy high 
resolution nanometer scale measurements to characterize 
CMUT surfaces. 
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Abstract— The physical model of a piezoelectric road energy 

harvester is successfully illustrated in this work. The principle 

governing the design of the piezoelectric elements of the 

harvester has been explained in detail. The design of the 

piezoelectric elements has been determined by various 

simulations in Matlab, and the plots of which have been 

represented thoroughly. Based on the Matlab results, a physical 

model of the piezoelectric energy harvester has been successfully 

designed using SolidWorks. The dynamic analysis of the 

harvester is used to elucidate the operation of the design. Finally, 

the stress and displacements plots are used to validate the 

proposed design of the piezoelectric road energy harvester. 

 

Keywords - piezoelectric; road energy harvester; modelling. 

 

I. INTRODUCTION 

With the increase in fossil fuel usage, the imminent 
depletion of non-renewable sources of energy and the negative 
costs associated with it occurred as a consequence of the 
overall ecology [1]. The need for environmentally friendly and 
renewable energy sources has been on the rise for the best part 
of the past two decades. While solar and wind energies have 
proved to be immensely promising in being able to suffice 
more applications than previously envisioned [2]-[5], their true 
potential remains untapped by some countries that cannot 
boast of the same geological advantages as comparing to 
others [6]. Consequently, to remedy some of these difficulties, 
kinetic energy harvesting has garnered tremendous attention in 
recent years aided by the advancements made in the field of 
piezoelectricity.   

A popular application of kinetic energy harvesting using 
the principles of piezoelectricity is the piezoelectric road 
energy harvester. The idea is to utilize the wasted kinetic 
energy emanated by vehicles on the road (vibrations) by 
converting it to electrical energy which may be used for other 
applications. The ability of piezoelectric materials to generate 
electric potential when subjected to ambient vibrations has 
been well documented in numerous pieces of past research [7]-
[9].Piezoelectric energy generation from kinetic energy can be  
obtained by two major approaches: the cantilever beam tactic 

 
 

 
 
 
 
and the impact-based approach.  

Piezoelectric cantilever beams have been found to be 
highly sensitive to minute ambient vibrations, thus generating 
power at a small scale, making it a viable option for potentially 
powering low power motion sensors, radar systems and speed 
detectors [10]. While the previous study considered the use of 
the principle of impedance matching to maximize power 
output from the piezoelectric cantilever beams, studies 
considering the use of piezoelectric beams fixed at both ends 
[11] have shown to produce much larger deformations and 
thus, marginally improving the power output of the energy 
harvesting system. Moreover, the efficiency of these 
harvesters is heavily dependent on the speed of the vehicles on 
the road which indicated the scope for improvement in terms 
of frequency tuning for covering larger distances. Apart from 
the vehicle velocity analysis, other practical considerations 
such as the position of the harvester along  particular length of 
road, as well as the effect of road surface irregularities on 
power generation of a piezoelectric road harvester has given 
rise to new perspectives with regards to improving the 
efficiency of such harvesting systems [12]. Cantilever beam 
based piezoelectric energy harvesters also offer numerous 
opportunities for further research with regards to altering its 
individual components, especially the tip mass. The use of a 
single tip mass for multiple piezoelectric cantilevers [13] 
illustrates a much simpler circuit structure as it eliminated the 
use of multiple rectifier circuits, as well as made the system 
behaviour more lucid as the cantilever oscillations became 
much more predictable. As a result, power estimation for the 
system is readily obtainable. 

The scientific inquiry into piezoelectric road energy 
harvesters has also led to improvements being made in the 
digital space, wherein empirical data may be easily compared 
with digitally computed results from software packages [14] 
that are specially dedicated to analysing and accruing road, 
environmental and piezoelectric material data over numerous 
years and thus, providing an increased degree of validity, 
which can aid future applications. Various pieces of research 
have also focused on the materials most suitable to amass 
maximum energy from the road harvesters, with complex 
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composite films providing one of the best results in this 
domain [15].   

Apart from piezoelectricity, electromagnetic approaches 
that can convert kinetic energy into usable forms of electricity 
(as road harvesters) have also been studied extensively in the 
past [16]. Moreover, these approaches have been further 
extended into the mobile domain as opposed to the stationary 
domain (road harvesters) wherein the heat energy dissipated 
by vehicle suspension systems especially, the shock absorbers 
has been electromagnetically converted into electrical energy 
by incorporating regenerative shock absorbers [17].  

In this paper, the aim is to evaluate the performance of an 
impact based piezoelectric energy harvester consisting of 
cylindrical piezoelectric elements that are embedded into a 
robust steel structure that can endure the forces exerted by 
various vehicles passing on the road, which is the main 
contribution of this study. The actuation of the harvester is 
done through a separate hydraulic mechanism [18] with minor 
changes, which transmits the forces exerted by the vehicles 
into a hydraulic piston, which then stresses the piezoelectric 
block to cause electricity generation.     

The structure of the paper is organized as follows: Section 
2 presents the principle of the piezoelectric road energy 
harvester; analysis of the proposed piezoelectric road energy 
harvester is conducted in Section 3; Section 4 illustrates the 
design process of the piezoelectric module; stress analysis of 
the piezoelectric road energy harvester is conducted in Section 
5; and finally the conclusion is given in Section 6.  
 

II. THE PRINCIPLE 

 The piezoelectric material has been used in the form of a 

transformer model [19] as shown in Figure 1:  

 

 

 

Figure 1. The piezoelectric generator transformer model 

 

 The transformer model illustrates two sides: the primary 

side and the secondary side. The primary side of the 

transformer uses the mechanical and dynamic properties of 

the piezoelectric material to model an analogous electrical 

representation, in which the damping constant of the 

piezoelectric material Bm is considered as a resistance, mass 

Mm as an inductor and the mechanical compliance Cm as a 

capacitor. The input source on the primary side is the input 

force F, which is induced mechanically. The resultant current 

on the primary side is the velocity of the piezoelectric layers 

caused due to the mechanical deformation corresponding to 

the applied force F. Fo represents the internal force 

responsible for the electrical energy generation on the 

secondary side of the transformer model.      

 
 

Figure 2. Mechanical realization of piezoelectric generator model 

 

 

On the secondary side, ZL represents the load connected to 

the piezoelectric model. CP' is the blocked capacitance while 

V is the potential difference across the load ZL. I is the 

resultant current generated while IO is the current 

corresponding to the internal force Fo of the piezoelectric 

material. The mechanical realization of this model is shown 

in Figure 2.  

 

III. ANALYSIS                                             

The design of the piezoelectric cylinders is based on the 

simulations performed in Matlab. These simulations are 

performed taking the maximum possible force that can be 

exerted on the piezoelectric energy harvesting system into 

consideration, i.e., the force exerted by the weight of a loaded 

truck. The input force is in the form of two pulses, assuming 

that only the first two sets of wheels have passed over the 

piezoelectric energy harvesting system. Thus in theory, the 

bigger the vehicle, the larger is the power generated. 

However, the corresponding mechanical structure of the 

piezoelectric energy harvester has to be robust to endure the 

stresses exerted by such heavy vehicles, which will be 

discussed further in Section 5. The energy harvesting system 

considers six piezoelectric cells being embedded in one 

mechanical assembly.   

    A circular cross section for the piezoelectric material is 

deemed most appropriate for the piezoelectric energy 

harvester. This is because a cylindrical structure is much 

easier to manufacture for future mass production without 

incurring excessive production costs. The initial iterations 

take into consideration different diameters and thicknesses 

based on which power and voltage are calculated. For 

thickness ranging from 1 to 10 cm, the power plot is 

discontinuous as the curve would go back to zero soon after 

the first impact. Moreover, the plot for power generated for 

diameters ranging from 1 to 10 cm also shows tremendous 

variations. Hence, the thickness to area ratio is a critical factor 

in determining the optimum power generated, which is 

helpful in determining the dimensions of the piezoelectric 

cylinder.  

     The goal is to achieve sustained oscillations for the 

piezoelectric cylinder after impact in order to generate 
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continuous power and thus facilitate continuous energy 

generation, which can later be used in various applications. 

Hence, further iterations are conducted by varying the 

thickness of the piezoelectric cylinder to up to 20 cm. The 

diameter of the cylinder is restricted to a value below 10 cm.    

    The most suitable results are obtained when the 

piezoelectric material is designed according to dimensions 

mentioned in Table 1, the result of which will be used to 

determine the resultant mean power over the time interval [0, 

200] seconds.  

TABLE 1. DIMENSIONS OF THE PIEZOELECTRIC CYLINDER  

Diameter 6.5 cm 

Thickness 18 cm 

 

   The resultant plots for input force, voltage and power 

generated versus time are shown in Figure 3.  

 

Figure 3. Input force, voltage, power versus time 

 

 

    The peak values obtained from Figure 4 for voltage and 

power at first impact are listed in Table 2. 

TABLE II. RESULTANT PEAK VALUES FOR VOLTAGE AND 

POWER  

Voltage 200 V 

Power 478.1 W 

 

    According to the Table 1, the resultant mean power over 

the time interval [0, 200] seconds is also calculated as shown 

in Figure 4.  

 
 

Figure 4. Calculation of mean power 

 

 

    Thus from Figure 4, it is clear that at thickness 18 cm, the 

mean power obtained is 233W. Further, using the 

optimization curve function in Matlab, Figure 3 is replotted to 

obtain the optimized values for power and voltage, which is 

shown in Figure 5 below.  

 
Figure 5. Optimized voltage and power versus time 

 

TABLE III. RESULTANT PEAK VALUES FOR OPTIMIZED 

VOLTAGE AND POWER  

Voltage 407.6V 

Power 2810W 

          

   The optimized values of voltage and power after the first 

impact obtained from Figure 5 is shown in Table 3. For a 

value of maximum possible input force (weight of the 

vehicle), the corresponding power and voltage outputs are 

successfully calculated using Matlab. 
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IV. DESIGN OF THE PIEZOELECTRIC MODULE 

 

    The actual force exerted by the vehicle is a complex 

calculation owing to the effect of vehicle suspension systems 

and that of the module itself. The initial design of the 

piezoelectric road energy harvester are inclusive of a spring 

system which aided the movement of the pressuring plate 

back to its initial position. However, a problem identified with 

this design being that the tendency of the springs that causes 

an oscillating effect to the pressuring plate and thus, making 

the system unstable with poor feasibility. Consequently, a 

solution identified to this problem being that the inclusion of 

dampers so as to disintegrate the oscillations produced by the 

springs, and stabilize the spring back motion of the pressuring 

plate. Thus, the dynamic action of the entire system is more 

controlled with added protection offered to the piezoelectric 

cylinders through energy dissipation carried out by the 

dampers.  

     However, the power generation potential of the 

piezoelectric cylinders is predicated mainly on the impact-

based approach of the pressuring plate caused by the 

movement of vehicles on the road. The inclusion of dampers 

causes the movement of the pressuring plate to slow down 

with the entire scenario liable to be analysed in a quasi-static 

state rather than an impulsive impact based state. This affects 

the power generation capacity of the piezoelectric cylinders.  

     The best solution to combat this problem is to make use of 

an embedded system of thick steel block and piezoelectric 

cylinders. The elasticity modulus of steel could be used 

favourably to perform the spring and damping action 

simultaneously. This of course, depends on the applied stress 

being within the elastic limit of the steel. Hence, it is 

imperative to design the steel block in a manner in which its 

height exceeded that of the piezoelectric cylinders. Due to this 

fact, the pressuring plate would first make contact with the 

steel during the impact while causing it to elastically 

compress and gradually exposing the piezoelectric cylinders 

to the input stress. This ensures the durability of the 

piezoelectric cylinders by preventing cracking and sudden 

buckling due to high value of the input stress (impulse). The 

proposed method thus advocates the use of cheap and easily 

available grade of steel, which can be easily replaced as part 

of planned and regular maintenance routines.  

     The grade of steel used for the steel block is AISI 304 

stainless steel. This grade of stainless steel is the most 

commonly used and cheapest grade of steel available 

commercially. The material properties for AISI 304 stainless 

steel is shown in Table 4.  

 

TABLE IV. PROPERTIES OF AISI 304 STAINLESS STEEL  

 Physical properties  metric 

1. Density 8 g/cc 

2. Hardness B 70 

3. Ultimate tensile strength 505 Mpa 

4. Yield tensile strength 215 Mpa 

5. Modulus of elasticity  200 Gpa 

6. Poisson’s ratio 0.29 

7. Shear modulus 86 Gpa 

    The material used for the piezoelectric cylinders is PZT-

5H. The material properties for PZT-5H is shown in Table 5.  

 

TABLE V. MATERIAL PROPERTIES OF PZT-5H  

1. Density 7.4 g/cc 

2. D33 585e-12 

3. K33 0.59 

4. K(eff) 0.53 

5. Modulus of Rupture 61.5 MPa 

6. Damping Constant  5e-8 

 

     The selection of the PZT-5H material is based on the 

comparatively higher values of D33 (piezoelectric 

coefficient), K33 (piezoelectric coupling coefficient) and 

K(eff) (effective piezoelectric coupling coefficient) against 

the other grades of commercially available piezoelectric 

material [20]. The material PZT-5H is specifically picked 

considering the application used in this study.  

4.1. Dynamics of the system  

    In order to calculate the acceleration of the piezoelectric 

bodies within the module when stressed by the vehicle above, 

it is essential to consider the following 2-DOF mass and 

spring damper system, as shown in Figure 6.  

 

                           
 

Figure 6. 2 DOF mass-spring-damper system 

 

 

     In Figure 6, Ms represents the mass of the vehicle while Ks 

and Cs resemble the spring constant and damping constant for 

its suspension system, respectively. Similarly, Mns represents 

the combined mass of the piezoelectric cylinders within the 

module while Kt and Ct resemble its spring constant and 

damping constant, respectively.  

     The force exerted due to the vertical acceleration of the 

vehicle suspension system is the same force responsible for 

stressing the piezoelectric material within the module. The 
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free body diagram of the two masses in the system yields the 

following two equations:  

 

     ( ) ( )s s s ns s s ns sM Z K Z Z C Z Z
  

                (1) 

     
ns ns t ns t ns s sM Z K Z C Z M Z

  

                    (2)  

  

 
Figure 7. Piezoelectric energy harvester module  

 

 

Thus, the acting force on the piezoelectric module depends 

on the vertical acceleration of the vehicle during motion. 

The module design is shown in Figure 7. 

 

V. STRESS ANALYSIS OF HARVESTER 

 

     Stress analysis of the module was essential in determining 

the mechanical feasibility of the proposed design [21]. The 

acting force on the upper plate of the module was fixed as per 

the value discussed in the previous section. The stress analysis 

of the piezoelectric cylinders is as shown in Figure 8. From 

this dynamic analysis, it is shown that the stress exerted on 

the piezoelectric cylinder is approximately 0.8 MPa, which is 

less than the modulus of rupture for the PZT-5H material. 

Hence, the piezoelectric cylinders can be expected to operate 

as expected according to the calculations presented in the 

previous section.  

     Figure 9 represents the displacement plot for the 

piezoelectric cylinders under applied stress. Hence, the 

maximum displacement occurs at the upper layer of the 

piezoelectric cylinder with a value of approximately 2.4e-2 

mm (as expected). The stress analysis of the steel block with 

the upper pressuring plate is as shown in Figure 10. The 

maximum stress experienced by the steel block is within the 

elastic limit of the material. Thus, the validity of the design is 

verified.  

 
 

Figure 8. Stress analysis for piezoelectric cylinders 

 

 

 
 

Figure 9. Displacement plot for piezoelectric cylinders 

 

 
 

Figure 10. Stress plot for steel block with upper plate 
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VI. CONCLUSION 

     The material selections for the steel block and the 

piezoelectric cylinders are justified according to the method 

of application desired. The piezoelectric cylinders are 

designed according to the value of the input force (weight of 

the vehicle). For a value of maximum possible input force 

(weight of the vehicle), the corresponding power and voltage 

outputs are successfully calculated using Matlab. The average 

power over the time interval [0, 200] seconds, as a result of 

this design is theoretically obtained to be close to 233W, 

which is larger than that of the previous attempts. The design 

of the energy harvester is successfully validated via stress 

analysis in SolidWorks. The actual calculation for input force 

is successfully illustrated in Section 4 of this study. The 

expected price of the proposed energy generator is 

approximately $550 and the expected life of the proposed 

device is about 5 years. Future work will focus on a 

proposition of installation method of converter in real 

situation, which can hold much more load.  
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Abstract—Using a new concept of request/response in a two-
way-to-way traffic light controlled crossroad, the redesign of 
the trajectories can be accomplished by the application of 
methods for navigation, guidance and combination of expert 
knowledge of vehicle road traffic control. In this work, the bi-
directional communication between the Vehicles (V2V), 
between vehicles and Infrastructures (V2I)) is performed 
through Visible Light Communication (VLC), using the street 
lamps and the traffic signaling to broadcast the information. 
Data is encoded, modulated and converted into light signals 
emitted by the transmitters. Tetra-chromatic white sources are 
used, providing a different data channel for each chip. As 
receivers and decoders, SiC Wavelength Division Multiplexer 
(WDM) devices, with light filtering properties, are considered. 
A Vehicle-to-Everything (V2X) traffic scenario is proposed, 
and bidirectional communication between the infrastructure 
and the vehicles is tested, using the VLC request/response 
concept. A phasing traffic flow is developed as a proof of 
concept. The experimental results confirm the cooperative 
VLC architecture. A significant increase in traffic throughput 
with the least dependency on infrastructure is achieved.

Keywords- Vehicular Communication; Light Fidelity, Visible 
Light Communication, white LEDs, SiC photodetectors, OOK 
modulation scheme, Traffic control. 

I. INTRODUCTION

Connected Autonomous Vehicles (CAVs) [1][2][3]. To 
increase the efficiency of traffic management and control, 
many efforts have been made. Two technical challenges 
were considered: trajectory redesign and real-time traffic 
planning. Our goal is to increase the safety and throughput 
of traffic intersections using VLC connected cooperative 
driving. 

For vehicular communications, two emerging 
technological trends in the vehicular industry are reshaping 
the physical world, which are corresponding to the self-
driving and remote driving technologies [4][5]. To enable 
both driving technologies, massive Vehicle-to-Everything 
(V2X) communications will be studied and incorporated in 
6G [ 6 ]. V2X communication technologies give new 
possibilities to autonomous cars, since they create the 
opportunity for constant cooperation among different 

vehicles and between vehicles and intelligent road 
infrastructure, thus making tasks like route planning and 
accident avoidance much easier. Communication between 
fixed locations and vehicles is essential to transfer 
information in real time. Here, the communication is 
performed through VLC [7][8] using the street lamps and 
the traffic signaling to broadcast the information.  

The proposed system is composed of several 
transmitters, the street lights and the traffic signals, which 
transmit map information and traffic messages required to 
the moving vehicles. Data is encoded, modulated and 
converted into light signals emitted by the transmitters. 
Then, this information is transferred to receivers installed in 
the vehicles. Tetra-chromatic white sources are used 
providing a different data channel for each chip. The 
receiver modules include a photodetector based on a tandem 
a-SiC:H/a-Si:H pin/pin light controlled filter [9][10][11]. 

In this work, a two-way communication between 
vehicles and the traffic lights is implemented, using VLC. 
The redesign of the trajectory, inside a complex intersection, 
is presented. Street lamps and traffic lights broadcast the 
information. The On-vehicle VLC receivers decode the 
messages and perform V2V distance measurements. An I2X 
traffic scenario is proposed and characterized. A phasing 
traffic flow is developed as a Proof-of-Concept (PoC). The 
arrival of vehicles is controlled and scheduled to cross the 
intersection at times that minimize delays. Delays between 
left-turns and forward movements are also allocated. The 
simulated results confirm that the redesign of the 
intersection and its management through the cooperative 
request/response VLC architecture allows to increase the 
safety and to decrease the trip delay. 

In this paper, a traffic scenario for a light controlled 
crossroad is proposed, along with the transmitter to receiver 
setup. The paper is organized as follow. After the 
introduction (Section I), in Section II, the performance of a 
cooperative driving system is analyzed. To achieve 
cooperative vehicular communications (I2X), streams of 
messages containing the ID physical address of the emitters 
are used, transmitting a codeword that is received and 
decoded by the SiC pin/pin devices. As a PoC, in Section 
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III, a traffic scenario with bidirectional cooperative 
communication between the infrastructures and the vehicles 
is presented and tested. Finally, in Section IV, conclusions 
are addressed. 

II. VEHICULAR COMMUNICATION 

Vehicular communication using visible light is analysed 
using redesign concepts were the request/response idea 
between the vehicles and the infrastructures is implemented. 

A. Redesign Concepts  

The redesign of the traffic-actuated controller uses a 
vehicle request/respond message information.  

VRU’s

Pedestrian Phase 2Phase 1 Phase 6Phase 3 Phase 4 Phase 5

or or

a) 

1

Request
distance

Message
distance

Street Lamps

b) 

VRU’s

TF 1

TF 2

TF 3

TF 4

TF 5

TF 6

c) 
Figure 1. a) Representation of phasing diagram. b) Physical area and 

channelization. c) Timing function configuration.

This information generates phase durations appropriate 
to accommodate the demand on each cycle. Examples of the 
representation of a redesigned phasing diagram, a functional 
area with two-way-two-way intersection and a timing 
function configuration are presented in Figure 1. In Figure 

1a, a phasing diagram is displayed. Each Timing Function 
(TF) controls only one movement. Since two movements 
can proceed simultaneously without conflict as shown in 
Figure 1b, hence two of the timing functions will always 
have simultaneous control, as exemplified in Figure 1c. The 
problem that the traffic-actuated intersection manager has to 
solve is to allocate the reservations among a set of drivers in 
a way that a specific objective is maximized. Signal timing 
involves the determination of the appropriate cycle length  
and apportionment of time among competing movements 
and phases. The timing apportionment is constrained by 
minimum “green” times that must be imposed to provide 
pedestrians to cross and to ensure that motorist expectancy 
is not violated.  

The use of both navigation and lane control signs to 
communicate lane restrictions is demanding. Downstream 
from that location (request distance in Figure 1b), lane 
restrictions should be obeyed. Vehicles may receive their 
intentions (e.g., whether they will turn left or continue 
straight and turn right) or specifically the need to interact 
with a trafic controler at a nearby crossroad (message 
distance in Figure 1b). In the sequence, a traffic message 
coming from a transmitter nearby the crossroad will inform 
the drivers of the location of their destination (i.e., the 
intended intersection exit leg). 

B. Virtual V2X scenario . 

To build the I2V, it is proposed a simplified cluster of 
unit square cells in an orthogonal topology that fills all the 
service area. To realize both the communication and the 
street illumination, white light tetra-chromatic sources are 
used providing a different data channel for each chip. At 
each node, only one chip of the LED is modulated for data 
transmission, the Red (R: 626 nm), the Green (G: 530 nm), 
the Blue (B: 470 nm) or the Violet (V) while the others 
provide constant current for white perception. Thus, each 
transmitter, X i,j, carries its own color, X, (RGBV) as well as 
its horizontal and vertical ID position in the surrounding 
network (i,j). In the PoC, was assumed that the crossroad is 
located in the interception of line 2 with column 3, and the 
emitters at the nodes along the roadside (Figure 2).  

The VLC photosensitive receiver is a double pin/pin 
photodetector based on a tandem heterostructure, p-i'(a -
SiC:H)-n/p-i(a-Si:H)-n. [ 12 ][ 13 ]. To receive the I2V 
information from several transmitters, the receiver must be 
located at the overlap of the circles that set the transmission 
range of each transmitter. The nine possible overlaps are 
displayed in Figure 2 for each unit square cell. When a 
probe vehicle enters the streetlight´s capture range, the 
receiver replies to the light signal, and assigns a unique ID 
and the traffic message [14]. 
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Figure 2 .V2X lighting plan model and generated joint footprints in a 
crossroad (LED array=RGBV color spots). 

Four traffic flows were considered: One from West (W) 
with three vehicles (“a”, “c”, “d”) approaching the 
crossroad, Vehicle a with straight movement and Vehicle c
and Vehicle d with left turn only. In the second flow, 
Vehicle b from East (E), approaches the interception with 
left turn only. In the third flow, Vehicle e, oncoming from 
South (S), has e right-turn approach. Finally, in the fourth 
flow, Vehicle f, coming from North, goes straight. Using the 
I2V communication, each street lamp (transmitter) sends a 
message, which is received and processed by a SiC receiver, 
located at the vehicle’s rooftop. Using the headlights as 
transmitters, the information is resent to a leader vehicle 
(V2V) or, depending on the predefined occupied lane, a 
“request” message to go forward or turn right (right lane) or 
to turn left (left lane) is sent directly to a crossroad receiver 
(V2I), at the traffic light, interconnected to a local manager 
that feeds one or more signal heads. For crossroad 
coordination, a emitting local controller located at the light 
signal, sends a “response” message to the intersection 
approaching vehicles. In the following, bidirectional 
communication is stablished (V2I2V). 

To build the V2V system, the follower sends the 
message that is received by the leader and can be 
retransmitted to the next car or to the infrastructure [15]. 
The leader vehicle infers the drive distance and the relative 
speed between them [16]. This information can be directed 
to the next car (V2V) or to an infrastructure (V2I).  

For the intersection manager crossing coordination, the 
vehicle and the intersection manager exchange information 
through two specific types of messages, “request” (V2I) and 
“response” (I2V). Inside the request distance, an approach 
“request” is sent, using as emitter the headlights. To receive 
the “requests”, two different receivers are located at the 
same traffic light, facing the cross roads (local controller of 

the traffic light). The “request” contains all the information 
that is necessary for a vehicle’s space-time reservation for 
its intersection crossing. Intersection manager uses this 
information to convert it in a sequence of timed rectangular 
spaces that each assigned vehicle needs to occupy the 
intersection. An intersection manager’s acknowledge is sent 
from the traffic signal over the facing receiver to the in car 
application of the head vehicle. The response includes both 
the infrastructure and the vehicle identifications and the 
“confirmed vehicle” message. Once the response is received 
(message distance in Figure 1b), the vehicle is required to 
follow the occupancy trajectories (footprint regions, Figure 
2) provided by the intersection manager. If a request has any 
potential risk of collision with all other vehicles that have 
already been approved to cross the intersection, the control 
manager only sends back to the vehicle (V2I) the “response” 
after the risk of conflict is exceeded.  

C. Coding/decoding Techniques 

To encode the messages, an on-off keying (OOK) 
modulation scheme was used. The codification of the optical 
signals is synchronized and includes the information related 
to the ID position of the transmitters and the message to 
broadcast. We have considered a 32 bits codification as 
described in Figure 3.  
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Figure 3 Frame structure representations. a) Codification used to drive 
the headlights of a vehicle in a request message from footprint #8. R3,2 , G3,1, 

and V2,1 are the transmitted node packet, in a time slot .b) Encoded message 
response of the controller to the request message of the vehicle in positio 

#8 (R3,2 , G3,1, and V2,1). 

Each frame is divided into three or four blocks 
depending on the kind of transmitter: street lamps, 
headlamps (Figure 3a) or traffic light (Figure 3b). We 
assigned the first block to the synchronization (SYNC) in a 
[10101] pattern and the last one to the message to transmit 
(Payload Data). A stop bit is used at the end of each frame. 
Thus, R3,2 , G3,1, and V21 are the transmitted node packets, in 
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a time slot by the headlamps. In Figure 3b, the second block 
(INFO) in a pattern [000000] means that a response message 
is being sent by the controller manager. Here, the signal 
controller responds to the request of the vehicle located in 
position # 8 (R3,2, G3,3, and V23) at the request time. This 
response is received in the unit cell adjacent to the crossroad 
(message distance, Figure 1b) that shares a common node 
(R3,2) with the request distance (see Figure 2).  

In Figure 4, a MUX signal due to the joint transmission 
of four R, G, B and V optical signals, in a data frame, is 
displayed. The bit sequence (on the top of the figure) was 
chosen to allow all the on/off sixteen possible combinations 
of the four input channels (24).  
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Figure 4.  MUX signal of the calibrated cell. On the top the transmitted 
channels packets [R, G, B, V] are depicted. A received MUX signal is also 

superimposed to exemplify the decoding algorithm. 

Results show that the code signal presents as much 
separated levels as the on/off possible combinations of the 
input channels, allowing decoding the transmitted 
information [9]. All the levels (d0-d15) are pointed out at the 
correspondent levels, and displayed as horizontal dotted 
lines. In the right hand side, the match between MUX levels 
and the 4 bits binary code assigned to each level is shown. 
For demonstration of the decoding technique, the signal 
transmitted in Figure 3a and received, in the same frame of 
time, is also added (dotted curve). Hence, the signal can be 
decoded by assigning each output level (d0-d15) to a 4- digit 
binary code [XR, XG, XB, XV], with X=1 if the channel is on
and X=0 if it is off. 

III. VEHICULAR COMMUNICATION 

Vehicular communication based on LED assisted 
navigation is analyzed and the proof of concept presented. 

A. Led assisted navigation, position and travel direction 

In Figure 5, for a I2V communication, the normalized MUX 
signals acquired by a receiver at the crossroad, in positions 
#1, #2, #4, #6 or #8, confirms the decoding process.  
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Figure 5. Normalized MUX signals acquired by a receiver at the 
crossroad, in positions #1, #2, #4, #6 or #8 On the top the transmitted 

channels packets [R, G, B, V] are decoded. 

On the right hand side of the figure, the match between 
MUX levels and the 4 bits binary code ascribed to each 
higher level is shown. Decoding, when the four channels 
overlap (#1), is set on the top of the figure to direct into the 
packet sent by each node. After decoding the MUX signals, 
and taking into account, the frame structure (Figure 3), the 
position of the receiver in the unit cell and its ID in the 
network is revealed [ 17 ]. The footprint position comes 
directly from the synchronism block, where all the received 
channels are, simultaneously, on or off and is pointed out in 
the right hand of Figure 5. For instance, in #4 the maximum 
amplitude detected corresponds to the binary word [1011], 
meaning that it has received the joint transmission from the 
red, blue and violet channels. Each decoded message 
carries, also, the transmitter’s node address. So, the next 
block of six bits gives it ID. In position #4 the network 
location of the transmitters are R3,4 [011;100], B2,4 [010;100] 
and V2,3 [010;011 ]. The last block is reserved for the traffic 
message (Payload data). The stop bit (0) is used always at 
the end of each frame. 

To compute the point-to-point along a path, we need the 
data along the path. Taking into account Figure 1 and Figure 
5, in this example, Vehicle a enters the crossroad in position 
#8 and it goes straight to position #2 (Phase1, TF1), while 
vehicle c turn left, moving across position 1 (Phase2, TF2). 
In Phase3, TF3, Vehicle b, coming from East and Vehicle d
coming from West, both turn left. The speed of Vehicle b 
was reduced, maintaining a safe distance between Vehicle b
and Vehicle a. Results show that, as the receiver moves 
between generated point regions, the received information 
pattern changes. The vehicle speed can be calculated by 
measuring the actual travelled distance overtime, using the 
ID´s transmitters tracking. Two measurements are required: 
distance and elapsed time. The distance is fixed while the 
elapsed time will be obtained through the instants where the 
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number of received channels changes. Between two 
consecutive data sets, there is a navigation data bit transition 
(channel is missing or added). It was observed that when the 
receiver moves from #8 to # 2 (Figure 7) one ID channels 
was lost (B2,4) and one are added (V2,3). Here, the 4-bynary 
bit code has changed from [1101] to [1110] while Vehicle c
and d change theirs from [1111] to [0011] and Vehicle b to 
[1100]. The spacing between reference points is fixed while 
the correspondent time integrated by the receiver varies and 
depends on the vehicle’s speed. The receivers compute the 
geographical position in the successive instants (path) and 
infer the vehicle’s speed. In the following, this data will be 
transmitted to another leader vehicle through the V2V 
communication or to control manager at the traffic light 
through V2I. 

B. Cooperative system and phasing diagram 

To model the worst-case scenario, vehicles approaching 
the intersection from different flows are assumed to have a 
conflicting trajectory (Figure 2). Two instants are 
considered for each vehicle, the request time (t) and the 
response time (t’). All the requests contain vehicle positions 
and approach speeds. If a follower exists (Vehicle d), the 
request message from its leader includes the position and 
speed previously received by V2V. This information alerts 
the controller to a later request message (V2I), confirmed by 
the follow vehicle. In the PoC we have assumed that 
ta<tc<td, and ta<tb<tc. 
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Figure 6. MUX signals and the assigned decoded messages (at the top of 
the figure) from vehicles b, e and f at different request and response times 

(I2V). 

As an example, in Figure 6, the I2V MUX signals 
received and decode (on the top of the figure) by the 
receivers of the vehicles b, e and f are also displayed at 
request (te) and (t’b and t’f) response times. In the right side, 

the received channels for each vehicle are identified by its 
4-digit binary codes and associated positions in the unit cell 
After decoding we have assigned position #4 (R3,4 G4,4 V4,3) 
for Vehicle e, position #1 (R3,4 G3,5 B2,4 V2,5) for Vehicle b
and position #8 (R1,4 G1,3 V2,3) to Vehicle f , respectively at 

theirs request and response times te , t’b and t’f . Here, t’e<t’f. 

C. Traffic Signal Phasing in a V2X Communication  

A phasing diagram and a timing function configuration 
were presented in Figure 1, for functional areas with two-
way-two-way intersection. A traffic scenario was simulated 
(Figure 2) using the new concept of VLC request/response 
messages. A brief look into the process of timing traffic 
signals is given in Figure 7.  
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Figure 7  Requested phasing of traffic flows: pedestrian phase, Phase 1 
(W straight flow), Phase 2 (W straight and left flows), Phase 3(W and E 

left flows), Phase 4 (N and S straight flows). t[x] is the request time from the 
Vehicle x and t’[X] the correspondent response time from the manage 

controller. 

Redesign traffic-actuated controller uses a, b, c, d, e and 
f vehicles requesting and responding message information to 
generate phase durations appropriate to accommodate the 
demand on each cycle. Each driving vehicle is assigned an 
individualized time to request (t) and access (t´) the 
intersection. The exclusive pedestrian stage, “Walk” interval 
begins at the end of Phase 5 (see Figure 1). 

A first-come-first-serve approach could be realized by 
accelerating or decelerating the vehicles such that they 
arrive at the intersection when gaps in the conflicting traffic 
flows and pedestrians have been created. However, a one-
by-one service policy at high vehicle arrival rates is not 
efficient. From the capacity point of view, it is more 
efficient if Vehicle c is given access at t’c before Vehicle b, 
at t’b to the intersection and Vehicle d is given access at t’d

before Vehicle e, at t’e then, forming a west left turn of set 
of vehicles (platoon) before giving way to the fourth phase 
(north and south conflicting flows), as stated in Figure 7.  
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The speed of Vehicle e was reduced, keeping a safe 
distance between Vehicle e and Vehicle d. 

IV. CONCLUSIONS 

This paper presents a new concept of request/response 
for the redesign and management of a trajectory in a two-
way-two-way traffic lights controlled crossroad, using VLC 
between connected cars. The connected vehicles receive 
information from the network (I2V), interact with each other 
(V2V) and also with the infrastructure (V2I), using the 
request redesign distance concept. In parallel, a control 
manager coordinates the crossroad and interacts with the 
vehicles (I2V) using the response redesign distance concept. 
A simulated traffic scenario was presented and a generic 
model of cooperative transmission for vehicular 
communication services was established. As a PoC, a 
phasing of traffic flows is suggested. The 
simulated/experimental results confirmed that the proposed 
cooperative VLC architecture is suitable for the intended 
applications. The introduction of VLC between connected 
vehicles and the surrounding infrastructure allows the direct 
monitoring of relative speed thresholds and inter-vehicle 
spacing.  
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Abstract— During the last decades, the potential impact 
of indoor air quality on human health has stimulated an 
interest in hazardous compounds survey, such as carbon 
monoxide (CO). The detection of these compounds has 
consequently become a vital need. To address this issue, 
we propose a Surface Acoustic Wave (SAW) device 
functionalized with metallocorroles used for the selective 
detection of CO. Here, we insist on the necessity to detect 
CO in the presence of interferents, such as O2 that is 
obviously present in the air, carbon dioxide (CO2) 
present in significant quantity in urban area (400 ppm) 
and humidity (H2O) which is a well-known interferent in 
the case of SAW-based gas sensors. Here, we report on 
the interest of a differential configuration of the sensor 
that takes advantage of accurate organic layers, to 
improve the stability of the sensor’s signal and lower the 
sensitivity to interferents. As an introduction, we 
provide the context of this study and introduce the two 
main components of our sensor, which are the SAW 
device and the metallocorroles.  

Keywords- Gas sensor; Carbon monoxide; SAW; 
metallocorroles. 

I. INTRODUCTION 

Indoor air quality monitoring has become a subject of 
increasing importance since a few decades [1]. Among 
gases (such as CO, CO2, NOx, etc) produced by combustion 
or delivered (such as formaldehyde, benzene, ethylene 
glycol) by furniture, detection of carbon monoxide is of 
great importance due to its characteristic: this colorless, 
tasteless and odorless gas is impossible to detect by human 
beings. Moreover, the LCLo is about 5 000 ppm in 5 minutes 
[2]. The French Institute for Health Surveillance (INVS) 
reports that accidental domestic poisoning by the CO affects 
about 1000 households [3], and is responsible for about 100 
deaths in France each year. So, both individuals and 
industrials interests on that topic have led to the 
development of new solutions to measure carbon monoxide 
concentration in the air [3][4].  

In this paper, a new type of carbon monoxide sensor 
relying on nitrogen-based macrocyclic molecules that show 
a great affinity towards this gas is studied. In this paper, we 
firstly present experimental data to attest the efficiency of 
cobalt corroles to trap CO molecules with high selectivity, 
and secondly, we establish the capability of a Surface 
Acoustic Wave (SAW) device to probe the mechanical 
properties of the corroles layer to reveal the adsorption of 
the target gas. Among the technologies available, we chose 
the SAW devices for their ability to deliver real time 
response, low power consumption, high sensitivity to 
gravimetric perturbation, stability and eligibility in wireless 
sensor [5][6][7]. Their intrinsic lack of selectivity represents 
the major disadvantage of this technology. But we intend to 
overcome that issue by the association with highly selective 
cobalt corroles. Indeed, the robustness of SAW devices in 
delay line configuration allows for the deposition of a 
selective layer compatible with its normal operation [8][9]. 
Finally, we propose a differential configuration for the 
sensor to overcome the sensitivity to outer parameters and 
interferent gases. In that purpose, a reference device based 
on copper corroles was implemented as part of the sensor. 
Measurements of carbon monoxide concentration in the 
100-7000 ppm range in the presence of major interferents, 
such as O2, CO2 and H2O (humidity) were achieved. Based 
on the experimental results, we have shown the capability of 
cobalt corroles as sensing material as well as the interest of 
copper corroles as part of a reference device to improve the 
stability of the phase signal. The advantage of the 
differential configuration in terms of sensitivity and 
repeatability of the measurements is discussed as a 
conclusion. 

In Section II, we describe the configuration and 
manufacturing of the SAW device as well as the gas 
sorption properties of both copper and cobalt corroles used 
for the functionalization of our sensor. In Section III, we 
show CO measurements, in presence of major interferents, 
that emphasize the advantage of the differential 
configuration. In the conclusion, based on the presented 
data, we highlight the validity of our approach for the 
development of a selective CO sensor. 
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II. MATERIALS AND METHODS

In this section, the design and fabrication of the SAW 
device are briefly described as well as the surface 
functionalization process. The sorption properties of 
metallocorroles are also exposed emphasizing their interest 
for the functionalization of the sensor’s surface.  

A. Surface Acoustic Wave sensor 

In designing our sensor, we chose a double delay line 
configuration allowing for differential measurement. Fig. 1 
shows the geometry of the sensor composed of these two 
delay lines. Both lines are composed of two Inter-Digitated 
Transducers (IDT) for both generation and detection of the 
acoustic wave at the input and output of the delay line. The 
IDTs are made of aluminum deposited on YXl36 quartz and 
shaped by mean of a lift-off process using negative 
photoresist. In order to allow the Love-mode acoustic wave 
to propagate at the surface of the device, a silica guiding 
layer is deposited by mean of a PECVD technique on top of 
the IDTs. Both IDTs consist of 50 splitted finger pairs with a 
grating period of 10 µm yielding an acoustic wavelength 
equal to 40 µm. The aperture of the delay lines represents 75 
wavelengths and the propagation path length is 5 mm. As the 
wave velocity approaches 5100 m.s-1, the frequency 
operation is in the vicinity of 125 MHz. 

Figure 1. SAW device used for the manufacturing of the gas sensors. 

The first line is coated with cobalt corroles, described in 
the next section, which allows for the selective trapping of 
carbon monoxide. The second line is coated with copper 
corroles, which does not show affinity to carbon monoxide. 
The first will be used to measure the target gas concentration 
and the second will be used as a reference for this 
measurement. The deposition of the metallocorroles is 
achieved by mean of a spray-coating technique. To ensure 
the reproducibility of the deposition process, the amount of 
corroles deposited on the SAW’s surface is monitored by 
mean of the gravimetric sensitivity of the SAW sensor. 

B. Metallocorroles as functionalization layer 

The metallocorrole [5,10,15-tris(2,6-dichlorophenyl) 
corrolato]cobalt(III), named here cobalt corrole, was 
synthesized as already described in our previous work [10]. 
The reactivity of the complex was studied by adsorption 
measurements in static and dynamic conditions. The gas 
adsorption isotherms for CO, O2 and CO2 recorded at 298 K 
are shown in Fig. 2a. Solid lines represent the fitting curves 
using a triple-site Langmuir model for CO and a single one 
for O2 and N2. The isotherms show that the cobalt corrole 
presents a high CO uptake and low adsorption capacities for 

N2 and O2. For these two last gases, the uptake values are 
respectively equal to 1.9 cm3.g-1 and 4.8 cm3.g-1, 
respectively. The cobalt corrole shows a CO sorption volume 
equal to 21.9 cm3.g-1 (2.7% (w/w)) at 1 atm and the isotherm 
can be described by a combination of two different 
processes. The first one is assigned to an adsorption 
phenomenon with a high affinity in the low-pressure range 
(0-0.05 atm) thanks to the coordination of one carbon 
monoxide molecule on the cobalt center. These outcomes 
make cobalt corroles an suitable compound for the 
functionalization of the measurement line. 

(a) 

(b) 
Figure 2. a) Adsorption isotherms of CO (blue), O2 (pink) and N2 (red) for 
cobalt corrole recorded at 298 K; b) Adsorption isotherms of CO (blue) for 
cobalt corrole compared to CO (green), O2 (pink) and N2 (red) for copper 

corrole recorded at 298 K.  

In view to design a differential configuration of the sensor, 
the use of an accurate organic layer with no affinity for CO is 
required as a reference sample using a two delay lines system 
(vide infra) in order to reduce the outer parameters as well as 
interfering compounds. As a result, the copper complex 
[5,10,15-tris(2,6-dichlorophenyl)corrolato] copper(III) was 
chosen for the reference line, since this complex shows no 
sorption properties of CO (Fig. 2b). 

III. RESULTS AND DISCUSSION

Fig. 3 shows the signal on the measurement line 
functionalized with cobalt corroles (red curve) and the 
reference line covered with copper corroles (blue curve). 
One can notice a drift of the phase attributed to outer 
parameters. The black curve represents the differential signal 
obtained by subtracting the phase of the reference to the 
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phase of the measurement line. This differential signal (green 
curve) shows the compensation of the phase drift that results 
in a stable basic level of the signal.  

Fig. 4 shows a series of measurements of CO 
concentrations in various conditions with (Diff) and without 
(Raw) the use of the differential system. We notice a 
dramatic reduction of the measurements dispersion when 
using the differential system. A statistical characterization of 
these data reveals that the standard deviation induced by CO2

at 20 000 ppm is reduced by a factor 4.5 compared to an 
ideal case in pure nitrogen. In the case of oxygen at 20%, 
which is one of the main interferents, the deviation is greatly 
reduced by a factor 30. These results emphasize the interest 
of a differential configuration of the sensor to improve the 
repeatability of the measurements. It also strengthens our 
will to synthesize organic compounds for the development of 
a well-designed reference line. 

Figure 3. Comparison between phase signals from the measurement line (in 
red), the reference line (in blue) and the differential signal (in green).  

Figure 4. Influence of the differential acquisition on the repeatability of the 
measurements of 7000 ppm of CO in various carrier gases. Raw data 
represent the signal from the measurement line and the Diff data the 

differential signal. The mean value is represented by the cross. 

The impact of O2 and CO2 at high concentration has been 
determined. As expected from previous works [11], a linear 
correlation between CO concentration, from 100 ppm to 
7000 ppm, and the phase shift velocity undergone by the 

sensor is observed. Experimental results, presented in Fig. 5, 
show that this linear behavior stands regardless of the 
composition of the carrier gas for both measurement line 
and differential sensor. From there, the sensitivity of the 
sensors could be determined. In pure nitrogen, the 
measurement line sensitivity is 263±124 n°/s/ppm. The 
uncertainty on the sensitivity drops dramatically in the case 
of the differential sensor for which the sensitivity is 238±6.5 
n°/s/ppm. It appears that in the presence of 20% of oxygen 
the uncertainty remains equivalent for both sensor 
configurations. In the presence of CO2 at 20 000 ppm the 
measurement line sensitivity is 166±29 n°/s/ppm while the 
differential sensor exhibits a selectivity of 225±3 n°/s/ppm. 
The same characterization was made in the presence of water 
in the carrier gas and a spectacular difference between the 
raw measurements without reference and the differential 
acquisition has been observed. As shown in Fig. 5, the 
uncertainty on the sensor sensitivity is divided by 50 with the 
use of a differential acquisition. 

(a) 

(b) 
Figure 5. a) Measurement line sensitivity in presence of oxygen (blue), 

carbon dioxide (red) and humidity (pink) on the carrier gas. b) Differential 
sensor’s sensitivity in the presence of the same interferent. 

The effect of the other pollutant gas, such as H2 or H2S, 
on the sensor selectivity will draw our attention in further 
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works. Even if the quartz substrate used for the 
manufacturing of the sensor is a temperature compensated 
AT-cut, a sensitivity to temperature may rise from the 
functionalization of the device. The effect of temperature on 
the sensor stability will, consequently, provide a focus of 
work.

IV. CONCLUSION

In this research, we developed an original sensor for 
carbon monoxide monitoring based on a SAW device and 
metallocorroles. This approach takes advantage of the 
intrinsic high sensitivity to gravimetric phenomena of SAW 
sensors, combined with CO selective sorption capabilities of 
the cobalt corroles. Copper corroles have been exploited for 
the development of a dedicated reference line. We have 
shown that the use of a proper reference line as part of a 
differential sensor provides improvement in the repeatability 
of the measurements and allows for the diminution of the 
uncertainty in the sensor sensitivity. These results pave the 
way for the detection of other gases with acoustic waves 
devices associated with dedicated functionalization 
compounds for the development of a multi-gas monitoring 
system. 
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Abstract— This paper investigates the applicability of an 

intuitive wayfinding system in complex buildings using Visible 

Light Communication (VLC). Data from the sender is encoded, 

modulated and converted into light signals emitted by the 

transmitters. Tetra-chromatic white sources, located in ceiling 

landmarks, are used providing a different data channel for 

each chip. At the mobile receivers, the modulated light signals, 

containing the ID and the 3D geographical position of the 

transmitter and wayfinding information, is received by SiC 

photodetector with light filtering and demultiplexing 

properties. The effect of the location of the Access Points (APs) 

is evaluated and a model for the cellular networks is analyzed 

using orthogonal topologies. A 3D localization design, 

demonstrated by a prototype implementation, is presented. 

Uplink transmission is also implemented and the 3D best route 

to navigate calculated. The results showed that the system 

allows determining the position of a mobile target inside the 

network, to infer the travel direction along the time and to 

interact with information received optimizing the route 

towards the destination. 

 
Keywords- Visible Light Communication; Indoor navigation; 

Bidirectional Communication; Wayfinding; Optical 

sensors;Multiplexing/demultiplexing techniques. 

I. INTRODUCTION 

Optical wireless communication has been widely 

studied during the last years in short-range applications. 

Therefore, communications within personal working/living 

spaces are highly demanded. Multi-device connectivity can 

tell users, from any device, where they are, where they need 

to be and what they need to do when they get there. In the 

future accurate indoor positioning might not be viable by 

sole utilizing RF communications. Research has shown that 

compared to outdoors, people tend to lose orientation a lot 

easier within complex buildings [1] [2]. Fine-grained indoor 

localization can be useful enabling several applications [3] 

[4].  

To support people’s wayfinding activities in unfamiliar 

indoor environments, a method able to generate ceiling 

landmark route instructions using VLC is proposed. VLC is 

a data transmission technology [5] [6]. It can be easily used 

in indoor environments using the existing LED lighting 

infrastructure with few modifications [7] [8]. This means 

that the LEDs are twofold by providing illumination as well 

as communication. Research is still needed to design LED 

arrangements that can optimize communication performance 

while meeting the illumination constraints.  

Each luminaire for downlink transmission become a 

single cell in which the optical access point (AP) is located 

in the ceiling. Data from the sender (the map information 

and the path messages necessary to wayfinding) is encoded, 

modulated and converted into light signals emitted by the 

transmitters. Tetra-chromatic white sources are used 

providing a different data channel for each chip. The use of 

white polychromatic LEDs in the ceiling offers also, the 

possibility of Wavelength Division Multiplexing (WDM) 

which enhances the transmission data rate. To receive the 

mapped information generated from the ceiling light in 

visual light form, the users are equipped with a receiver 

module that displays this fabricated information in the 

mobile terminal. Receiver modules includes a photodetector 

based on a tandem a-SiC:H/a-Si:H pin/pin light controlled 

filter [9] [10] [11] that multiplexes the different optical 

channels, performs different filtering processes 

(amplification, switching, and wavelength conversion) and 

finally decodes the encoded signals, recovering the 

transmitted information. This kind of receiver has proved to 

be adequate when used in large indoor environments with a 

2D building model [12]. However, vertical positioning is 

also important [13] [14]. 3D tracking is difficult by the need 
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for additional coverage for passages between floors (e.g., 

stairs, elevators).  

In this paper, a dynamic LED-assisted positioning and 

navigation VLC system is proposed. A 3D model for the 

building is established. The transmitted information, indoor 

position, motion direction, as well as bi-directional 

communication are determined. The proposed LED aided 

system involves wireless communication, smart sensoring 

and optical sources network, building up a transdisciplinary 

approach framed in cyber-physical systems. 

The paper is organized as follows. After the 

introduction (Section I), in Section II, a VLC scenario for 

large environments is established and the dynamic 

navigation system explained. In Section III, the protocol 

communication is presented and the encoding techniques 

used analyzed. In Section IV, the wayfinding evaluation is 

discussed. Finally, in Section V, conclusions and future 

trends are addressed.  

II. DYNAMIC NAVIGATION SYSTEM 

When we are looking for the shortest route to a place, we 

want to be guided on a direct, shortest path to our 

destination. A destination can be targeted by user request to 

the Central Manager (CM).  

The dynamic navigation system is composed of several 

transmitters, which send the map information and path 

messages required to wayfinding. Mobile optical receivers, 

using joint transmission, extracts theirs location to perform 

positioning and, concomitantly, the transmitted data from 

each transmitter. To synchronize the signals from multiple 

LEDs, the transmitters use different ID´s, such that the 

signal is constructively at the receiver. Bidirectional 

communication between the emitters and the receivers is 

available in strategic optical access point (Li-Fi zone). 
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Figure1. Illustration of the 3D virtual floorplan. 

The indoor environment chosen is a shopping center 

with several floors. The 3D virtual floorplan with the 

information about the number of floors and the nodes 

localization is draft in Figure 1.  

The ground floor is level 0, and the user can go both 

below and above from there. Each unit cell can be referred 

as Ci,j,k were i, j, k are respectively the line, the row and the 

level of the top left node of each unit cell. To exemplify, 

Cell C2,1 is depicted in the figure for levels -1, 0, 1 and 2. 

Therefore, each node, X i,j,k carries its own color, X, 

(RGBV), as well as its horizontal (line and row) and vertical 

(level) ID position in the network (i,j,k). For data 

transmission commercially available polychromatic white 

LEDs were used. 
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Figure 2 . Illustration of the proposed scenario. Ceiling plans for the LED 

array layout in a 3D building, for even and odd floors. The footprint 

regions assigned to the overlaps are pointed out in Figure 1. 

In Figure 2, the ceiling plans for the LED array layout in 

a 3D building, for even and odd floors is shown (R,G,B,V 

are the modulated color spots for data transmission in each 

level). A multi-layer orthogonal geometry with lines and 

rows for each floor was considered for a square unit cell 

framed with four tetra-chromatic LEDs. Only one chip, in 

Footprint Overlap

#1 R+G+B+V

#2 R+G+B

#3 R+B

#4 R+B+V

#5 B+V

#6 G+B+V

#7 G+V

#8 R+G+V

#9 R+G
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each node, is modulated, the Red (R; 626 nm), the Green 

(G;530 nm), the Blue (B; 470 nm) and the Violet (V; 390 

nm)], the other have a dc driving current for white 

perception [15]. To receive the information from several 

transmitters, the receiver must be positioned where the 

circles from each transmitter overlaps, producing at the 

receiver, a multiplexed (MUX) signal that, after 

demultiplexing, acts twofold as a positioning system and a 

data transmitter. The overlap regions, the footprints, are also 

pointed out in Figure 1. Nine reference points, for each unit 

cell, are identified and give a fine grained resolution in the 

localization of the mobile device across each cell. The user 

positions is represented as 𝑃 (𝑥, 𝑦, z) by providing the 

horizontal positions (𝑥, 𝑦) and the correct floor number z. 

By integrating floor number information into the previous 

2D system [16], the overall performance of the system will 

not be significantly affected as this time the 2D positions are 

more important and the floor detection accuracy is high 

enough to handle automatic floor plan changes. Also, there 

needs to be stairs or an elevator to enable a connection 

between the floors. 

The VLC photosensitive sensor, in the receiver module, 

is a double pin/pin photodetector based on a tandem 

heterostructure, p-i'(a -SiC:H)-n/p-i(a-Si:H)-n sandwiched 

between two transparent contacts [3]. The device is an 

active filter able to identify the wavelengths and intensities 

of the impinging optical signals. Its quick response enables 

the possibility of high speed communications [ 17 ]. Bi-

directional communication between VLC emitters and 

receivers is available at a VLC ready handheld device 

through a CM interconnected with a billboard receiver 

located in a Li-Fi zone.   

Different users are considered. Depending on the time 

available, they can find a friend, shop, have a meal or rest. 

When arriving, they notify the controller manager (CM) of 

their location (x,y,z), asking for help to find the best way for 

their needs. A code identifies each user. If a user wishes to 

find a friend both need previously to combine a common 

code for the schedule meeting. The first arriving initiates the 

alert notification to be triggered when the other is in his 

floor vicinity and generates a buddy list for the meeting. The 

buddy finder service uses the location information from the 

network’s VLC location from both users to determine their 

proximity and sends a response message with the location 

and path of the meeting point. 

III. COMMUNICATION PROTOCOL. 

An on-off keying modulation scheme was used to code 

the information. To create a communication protocol and 

overcome the technology constraints, a 64 bits data frame 

was designed. In Figure 3, it is displayed the representation 

of one original encoded message, in a time slot. Here, the 

transmitted node packet (R4,4,0 ; G4,3,0; B3,4,0 ;  V3,3,0 ) from cell 

C4,3,0 (ground floor Hall; Figure 2) are displayed.  

Several control fields are used depending on the type of 

transmitter. The synchronism (Sync) is the first and the next 

are used for the identification of the ceiling. A stop bit is 

always used at the end of each frame. For the luminaires, the 

cell ID (x,y,z) begin the second block while for the CM 

transmitter a pattern [000] precedes this identification. 

 

 
Figure 3 .Data frame structure. Representation of one original encoded 

message, in a time slot: R4,4,0 ; G4,3,0; B3,4,0 and V3,3,0  are the transmitted node 

packet from the unit cell C4,3,0 in the network. 

Those sequences are followed by a new block (pin1) with 

the password of the user if a request is needed, if not this 

block is set at zero and the user only receives its own 

location. The last block is used to transmit the wayfinding 

message and may include, in the beginning, the code of the 

request meeting (pin2). 

 The same synchronization header [10101], in an ON-

OFF pattern, is imposed simultaneously to all emitters. Each 

color signal (RGBV) carries its own ID-BIT. Cell’s IDs are 

encoded using a binary representation for the decimal 

number. At the beginning of the binary code of the z 

coordinate an extra bit was added to represent the flor's sign: 

setting that bit to 0 is for a positive number, and setting it to 

1 for a negative number, the remaining 3 bits indicate the 

absolute value of the z coordinate. The last bits, in the 

frame, are reserved for the message send by the Xi,j,k node 

(payload data). When bidirectional communication is 

required, the user has to register by choosing a user name 

with 4 decimal numbers, each one associated to a colour 

channel. Here, each channel (RGBV) needs a binary 4-digid 

code. The decimal numbers assigned to each ID block are 

pointed out in the Figure 3. Results show that R4,4,0, G4,3,0 , 
B3,4,0 and V3,3,0 are the transmitted node packets, in a time 

slot, from an AP (C4,3,0) located in level 0. In this location, 

an identified user 9119 [1001, 0001, 0001, 1001] receives 

his response message [wayfinding needs] from the 

infrastructure. 
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In Figure 4, a MUX signal received by the user located 

in footprint #6 bellow AP C4,3,1,  and the decoded 

information (in the top of the figure) are shown. The data 

acquisition was obtained with the presence of environment 

light. For demonstration of the decoding technique, the 

signal received; in the same frame of time due to the joint 

transmission of four calibrated R, G, B and V optical signals 

is superimposed. The bit sequence for the calibrated cell 

was chosen to allow all the on/off sixteen possible 

combinations of the four RGBV input channels (2
4
). Results 

show that the code signal presents as much separated levels 

as the on/off possible combinations of the input channels, 

allowing decoding the transmitted information. All the 

ordered levels (d0-d15) are pointed out at the correspondent 

levels, and are displayed as horizontal dotted lines. In the 

right hand side the match between MUX levels and the 

RGBV 4 bits binary code assigned to each level is shown. 

Here, 0 means that the channel is off and 1 that it is on. 

Comparing the calibrated levels (d0-d15) with the different 

assigned 4-digit binary code, the decoding is 

straightforward. 
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Figure 4 MUX/DEMUX signals received in the first floor in cell  C4,3,1 

footprint #6. On the top the received information is decoded. The MUX 
signal of the calibrated cell in the same frame of time is superimposed 

After decoding the MUX signals, and taking into 

account, the frame structure (Figure 3), the position of the 

receiver and its ID in the network is revealed [15]. The 

footprint position comes directly from the synchronism 

block, where all the received channels are, simultaneously, 

on or off. In the received MUX signal, the maximum 

amplitude detected corresponds to the binary word [0111], 

meaning that it has only received the overlap transmission 

from the green (G), blue (B) and the violet (V) channels 

(footprint #6). The next block of ten bits gives de ID of the 

received nodes. In footprint #6, the network location of the 

received signal are G3,3,1 [011;011:0001], B4,4,1 

[100;100;0001] and V4,3,1 [100;001;0001]. The next 4 bits 

identifies the user code [1001, 1001, 1001, 1001] and finally 

the last block is reserved for the transmission of the 

wayfinding message (Payload data). The stop bit (0) is used 

always at the end of each frame. 

IV. WAYFINDING EVALUATION 

The evaluation of the system is performed and the 

experimental results  discussed bellow  

 

A. Fine grained positioning and travel direction 

To compute the point-to-point along a path, we need the 

data along the path. As a proof of concept, in the lab, a 

navigation data bit transition was tested by moving the 

receiver along a known pattern path. In Figure 5, the MUX 

signal acquired by a user, as well as the decoded 

information, is displayed in different instants. The 

visualized cells, paths and the reference points (footprints) 

are also shown. The user enters the floor 1 (see Figures 1 

and 2) by line #7 (C4,1,1), it goes to position #1(t0) and it can 

chooses the supermarket at C5,2,1 or the kinder garden at 

C3,2,1 zones, being directed by the CM into one of the two 

indicated directions (C4,2,1 # 5, C4,2,1; # 9) where he arrives at 

t3 passing through footprints #3 (t1) and #1(t2) from the next 

cell.  
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Figure 5 Fine-grained indoor localization and navigation in successive 

instants. On the top the transmitted channels packets are decoded [R, G, B, 

V] in the successive instants. 
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Results show that the location and path of a mobile 

receiver was obtained based on the dynamic LED-based 

navigation system. As the receiver moves between 

generated point regions, the received information pattern 

changes. Between two consecutive data sets, there is always 

a navigation data bit transition (channels are missing or 

added). For instance, when the receiver moves in the reverse 

direction, from C4,1,1 #3 to C4,1,1 # 1 two different ID 

channels are added (G3,1,1 and V4,1,1). Here, the 4-bynary bit 

code has changed from [1010] to [1111]. In the forward 

direction (C4,2,1),  the added channels have the same colour 

but different ID (G3,3,1 and V4,3,1). So, just by tracking the 

path in successive instant the direction of the receiver is 

known. Going forward corresponds to crossing lines #3 and 

#7, turning left cross of line #5 and turning right to line #9. 

Main results show that fine grained localization is achieved 

by detecting the wavelengths of the received channels in 

each region. The location and path of a mobile receiver was 

obtained based on the dynamic LED-based navigation 

system. In an orthogonal layout, the square topology is the 

best. It allows crossroads and the client can walk easily in 

the horizontal, vertical or both directions.  

 

B. Bi-directional Communication: Buddy services. 
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Figure 6 .  MUX/DEMUX signals assigned to a “request”.  MUX signal 

received by the CM receiver from two users (“2015” and “7261”) at different 

locations (C4,1,1; #1 and C2,3,-1; #1  ) in successive instants (t0 and t1). On 

the top the transmitted channels packets are decoded [Xi,j]. 

Bi-directional communication is available at ready 

handheld device through a control manager (CM) 

interconnected with a billboard receiver located at each unit 

cells in a Li-Fi zone (Ci,j,k , #1). In Figure 6, the MUX 

synchronized signals from two identify users are displayed. 

In the right side, the match between the MUX signal and the 

4-binary code is pointed out. On the top the decoded 

channels packets are shown [R, G, B, V]. Taking into 

account Figure 2, results show that in a time slot, two 

identified users (“2015” and “7261”; pin1) have successively 

(t0, t1) request to the buddy wayfinding services, the right 

track (wayfinding data) for their previously scheduled 

meeting, pin2 [0011/3;]. At the right hand of the figure the 

scenario is illustrated. In the proposed scenario, user “2015” 

initiates the alert notification (C4,1,1; t0) to be triggered in his 

floor vicinity (level 1) and initializes the buddy list that 

includes all the users who have the same meeting code 

(pin2:[0011]; 3). User “7261” arrives later (C2,3,-1; t1), 

identifies himself and uses the same code in the buddy 

wayfinding services to track the best way to the scheduled 

meeting. For route coordination the CM sends a 

personalized “response” message at the requested position 

(C2,3-1). In this message the buddy finder service uses the 

location information from both to determine their proximity 

and sends a response message to user “7261” with the best 

route to the meeting.  

V. CONCLUSIONS  

This paper proposes a generating method of ceiling 

landmark route instructions using VLC. Each luminaire for 

downlink transmission becomes a single cell in which the 

optical access point is located in the ceiling. Data from the 

sender is encoded, modulated and converted into light 

signals emitted by the transmitters. The mobile users are 

scattered within the overlap discs of each cell. For lighting, 

data transmission and positioning, white LEDs were used. A 

SiC optical MUX/DEMUX mobile receiver decodes the 

data and, based on the synchronism and ID of the joint 

transmitters, it infers its path location, timing and user 

flows.  

A 3D building model for large indoor environments was 

presented, and a VLC scenario in a three level building was 

established. The communication protocol was presented. Bi-

directional communication between the infrastructure and 

the mobile receiver was analysed. Global results show that 

the location of a mobile receiver, concomitant with data 

transmission is achieved. The dynamic LED-aided VLC 

navigation system enables to determine the position of a 

mobile target inside the network, to infer the travel direction 

along the time and to interact with received information.  

The VLC system, when applied to large building, can 

help to find the shortest path to a place, guiding the users on 

a direct, shortest path to their destinations. Research is still 

necessary to optimize the coverage; effects as 

synchronization, shadowing and ambient light could be 
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minimized through MIMO techniques. Also, the design 

concerning the LED arrangements has to be improved in 

future, to optimize the communication performance while 

meeting the illumination constraints. 

Minding the benefits of VLC, it is expected that this type 

of communication will have an important role in positioning 

applications. Moving towards real implementation, the 

performances of such systems still need to improve. As a 

future goal, we plan to finalize the embedded application, 

for experimenting in several network layouts. Effects as 

synchronization, shadowing and ambient light noise will be 

minimized by distributing lighting sources (MIMO 

techniques) to optimize the coverage. 
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Abstract—The influence of post-processing conditions on the 

magnetic properties of amorphous and nanocrystalline 

microwires has been analyzed, paying attention on the effect of 

magnetoelastic and magnetocrystalline anisotropies on the 

hysteresis loops of Fe-, Ni- and Co-rich microwires. We 

demonstrated that the selection of appropriate chemical 

composition and geometry of as-prepared microwires and 

appropriate post-processing consisting of annealing or glass-

coated removal allow tuning of magnetic properties of glass-

coated microwires. Magnetic hardening of the microwires can 

be achieved by the devitrification of Fe-Pt-Si microwires.  

Keywords- magnetic microwires; magnetic softness; hysteresis 

loops; internal stresses; magnetic anisotropy. 

I.  INTRODUCTION  

A family of amorphous and nanocrystalline materials 

prepared using rapid melt quenching is one of the most 

promising families of soft magnetic materials with a number 

of advantages, such as excellent magnetic softness, fast and 

inexpensive manufacturing process, dimensionality suitable 

for various sensor applications, and good mechanical 

properties [1]-[6]. Such excellent physical properties have 

been reported in amorphous materials with either planar 

(ribbons) [1]-[3] or cylindrical (wires) geometry [4]-[6].  

Amorphous and nanocrystalline wires can present quite 

peculiar magnetic properties, such as spontaneous magnetic 

bistability associated with single and large Barkhausen jump 

[7]-[9] or Giant Magneto-Impedance, GMI, effect [10]-[13]. 

In spite that both large Barkhausen and GMI effect have 

been also observed in crystalline wires [14][15], as well as 

in properly heat treated amorphous ribbons [3][12]. 

However, fast single domain wall, DW, propagation and 

high GMI effect have been observed in amorphous magnetic 

wires even without any post-processing [7]-[13].  

These features of amorphous and nanocrystalline 

microwires can be attributed to the combination of 

cylindrical geometry together with the specific 

magnetoelastic anisotropy. The latter is linked with the 

internal stresses distribution characteristic of rapid melt 

quenching, allowing to obtain a core-shell domain structure 

either with a high circumferential magnetic permeability (in 

negative magnetostrictive Co-rich compositions), or with 

the presence of an axially magnetized single inner domain 

responsible for the observation of a single and the large 

Barkhausen jump and the associated single DW propagation 

[16][17]. 

The main interest in GMI effect is justified by extremely 

high impedance sensitivity to an external magnetic field (up 

to 10 %/A/m) reported for magnetic microwires [18]-[20]. 

Several sensor applications, such as magnetic compass and 

acceleration sensors integrated in Complementary Metal-

Oxide-Semiconductor (CMOS) circuits, reduced-sized 

magnetometer suitable for magnetic field mapping, 

detection of a biomagnetic field with the pico-Tesla 

sensitivity, magnetoelastic and temperature sensors have 

been developed [10][12][20]-[22]. 

On the other hand, magnetically bistable microwires are 

suitable various applications. Single and controllable DW 

propagation is suitable for magnetic logic, magnetic 

memory and electronic surveillance [23]-[26]. The former 

application is based on use of magnetic tags containing 

several microwires with well-defined coercivities 

(characteristic for magnetically bistable microwire) [26]. 

This application requires a variety of coercivity, Hc, values 

that can be achieved by the Hc tunability (either by 

compositional Hc dependence or influence of heat 

treatments on Hc -values). Accordingly, microwires with 

rectangular hysteresis loops and plurality of coercivities are 

requested in electronic surveillance applications. 

The additional advantages of glass-coated microwires 

are excellent corrosion and mechanical properties, 

biocompatibility, fast and simple fabrication method and 
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reduced dimensionality [4][5][27]-[30]. Such features allow 

to extend the applications possibilities. 

As reported elsewhere, magnetic properties of 

amorphous microwires are affected by the fabrication 

conditions (like quenching rate or glass-coating thickness), 

chemical composition of the metallic alloy and post-

processing conditions [9][12][15]. Accordingly, we will 

analyze the influence of various factors on the magnetic 

properties of glass-coated microwires and provide the 

guideline for selection of appropriate post-processing for 

optimization of properties of magnetic microwires. 
In section 2, we present the description of the 

experimental techniques, while in section 3 we describe the 
results on effect of fabrication and post-processing 
conditions on hysteresis loops of the microwires.  

II. EXPERIMENTAL DETAILS 

We prepared and analyzed amorphous glass-coated 

microwires based on Fe-, Co- and Ni- alloys with minor 

metalloid additions (Si, B, C) necessary for preparation of 

amorphous alloys [9][15]. The employed Taylor-Ulitovsky 

technique is described earlier elsewhere [15]. 

We studied as-prepared and annealed samples. The 

annealing temperature, Tann, was between 200 °C to 700 °C 

for annealing time, tann, up to 256 min. Typically, the 

crystallization of amorphous microwires was reported for 

Tann ≥ 490 °C [31].  

Hysteresis loops of single microwires have been 

measured using the fluxmetric method previously described 

in details elsewhere [32]. In order to compare the samples 

with different compositions and subjected to different post-

processing, we represent the hysteresis loops as the 

normalized magnetization, M/M0, versus magnetic field, H, 

where M is the magnetic moment at a given magnetic field 

and M0 is the magnetic moment of the sample at the 

maximum magnetic field amplitude, Hm.  

In the case of magnetically hard microwires, the 

hysteresis loops have been measured using vibrating sample 

magnetometer by Physical Properties Measurements System 

by Quantum design.  

The magnetostriction coefficient, λs, of the studied 

microwire, was evaluated by the Small Angle Magnetization 

Rotation (SAMR) method recently adapted for microwire 

[33].  

III. EXPERIMENTAL RESULTS AND DISCUSSION 

The magnetostriction coefficient, λs, sign and value 

affects the hysteresis loops of amorphous microwires (see 

Figure 1). The character of hysteresis loops of amorphous 

microwires with positive and negative λs-values is quite 

different: microwires with positive λs-values present 

rectangular hysteresis loops, while hysteresis loops of 

microwires with negative λs-values are almost non-

hysteretic with low coercitivity, Hc, values. Such influence 

must be attributed to the fact that the magnetoelastic 

anisotropy is the main source of magnetic anisotropy in 

amorphous materials [33]. 

The rectangular hysteresis loop observed in Fe-rich 

microwires with positive λs-values was interpreted in terms 

of axial magnetic anisotropy intrinsically related to a 

peculiar domain structure consisting of inner axially 

magnetized single domain and the outer domain shell with 

radial magnetization orientation [17].  

The remagnetization of such microwires is running by 

the single and large Barkhausen jump within the inner 

domain [8][17]. Perfectly rectangular hysteresis loop 

character is related to an extremely fast magnetization 

switching by single domain wall propagation. Such 

microwires with rectangular hysteresis loops are suitable for 

the electronic surveillance applications. However, plurality 

of Hc-values is required for such applications. One of the 

possibilities to tune the Hc-values is the control of the 

internal stresses. 

There are several factors responsible for the internal 

stresses value and distribution: (i) the difference in the 

thermal expansion coefficients of metallic alloy nucleus 

solidifying simultaneously with the glass coating 

surrounding it; (ii) the quenching stresses itself related to the 

rapid solidification of the metallic alloy nucleus from the 

surface inside the wire axis; and (iii) the drawing stresses 

[34]-[37].  

Most theoretical evaluations of the internal stresses 

value and distribution show that the largest internal stresses 

are associated with the difference in the thermal expansion 

coefficients of the metallic alloy and the glass coating [34]-

[37]. Accordingly, we must assume that the internal stresses 

value inside the metallic nucleus can be tuned by the ρ -ratio 
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Figure 1. Hysteresis loops of magnetic microwires 

Fe75B9Si12C4 with positive (a) Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 

with vanishing (b) and Co77.5Si15B7.5 with negative (c) λs 

values. 

35Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4

SENSORDEVICES 2020 : The Eleventh International Conference on Sensor Device Technologies and Applications

                           43 / 118



between the metallic nucleus diameter, d, and the total 

microwire diameter, D (ρ = d/D) [34]-[37].  

Provided below hysteresis loops of Fe70B15Si10C5 

microwires with different ρ–ratio experimentally confirm 

such assumption (see Figure 2). The difference of the 

hysteresis loops of microwires with the same chemical 

composition must be related to different internal stresses, σi, 

values. Indeed, the magnetoelastic anisotropy, Kme, is given 

by [8][9][34][38]: 

 

Kme=3/2 λsσi                  (1) 

Naturally, controllable glass-coating removal is the other 

route to tune hysteresis loops of glass-coated microwires. 

The chemical etching of the glass-coating of 

Co
68.5

Si
14.5

B
14.5

Y
2.5 microwire with higher negative λs-values 

allows transformation of linear hysteresis loop into 

rectangular (see Figure 3). As previously reported, after 

etching in 10% HF for 50 min, the glass-coating thickness 

decreases from 8.5 to 4 μm [39]. Accordingly, chemical 

etching of the glass-coating makes Co-rich microwires 

suitable for the electronic surveillance applications. Such 

remarkable influence of chemical etching must be 

associated with the relaxation of the internal stresses related 

to different thermal expansion coefficients of glass coating 

and metallic alloy. Accordingly, one can assume that the 

annealing allowing internal stresses relaxation must be the 

other route for adapting of glass-coated microwires for the 

electronic surveillance applications. Furthermore, such 

processing allows to keep the flexible and insulating glass 

coating. 

In the case of Fe70B15Si10C5 amorphous microwires, 

annealing allows a slight coercivity decrease, however the 

shape of the hysteresis loops remains the same (see Figure 

4). 

More remarkable and complex annealing influence is 

observed in Fe-Ni based microwires. As-prepared 

Fe62Ni15.5Si7.5B15 microwires present rectangular hysteresis 

loops (see Figure 5a) as expected for microwires with 
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Figure 2. Hysteresis loops of Fe70B15Si10C5 amorphous microwires 
with different metallic nucleus diameter d and total diameters D: with  

ρ = 0.63; d = 15 μm (а); ρ = 0.48; d = 10.8 μm (b); ρ = 0.26; d = 6 μm 

(c); ρ = 0.16; d = 3 μm (d) and Hc(ρ) dependence of the same 

microwires(e).  
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Figure 3. Hysteresis loops of as-prepared (a), and subjected to 
chemical etching for 50 min (b) Co

68.5
Si

14.5
B

14.5
Y

2.5
 

microwires, adapted from [38]. 
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positive λs-values (about 27 × 10
−6

). After annealing of 

Fe62Ni15.5Si7.5B15 microwires, a remarkable increase in 

coercivity, Hc, is generally observed (see Figures 5b–f). The 

hysteresis loop character remains unchanged: all hysteresis 

loops present rectangular shape. 

One of the origins of a rather different effect of 

annealing on coercivity of Fe and Fe-Ni based microwires 

can be a domain wall stabilization due to directional 

ordering of atomic pairs being considered [41]–[44]. 

However, local nano-sized precipitations and clustering 

observed in annealed Fe-Ni based microwires by the atom 

probe tomography can be the other origin of remarkable 

magnetic hardening and complex Hc(tann) dependence [42]. 

Furthermore, atom pair ordering and hence DW stabilization 

is reported for Fe-Ni and Fe-Co amorphous alloys [41]–

[44]. Such DW stabilization is considered as the main origin 

of the Hc rising upon annealing observed in amorphous 

materials containing two or more ferromagnetic elements 

[43][44]. Accordingly, annealing of Fe-Ni based microwires 

allows considerable variation of coercivity in Fe-Ni based 

microwire with rectangular hysteresis loops. 

Even more remarkable hardening upon conventional 

annealing has been reported in a variety of Co-rich 

microwires with vanishing λs-values [31][32]. Thus, 

transformation of linear hysteresis loop with low coercivity 

(Hc ≈ 4 A/m) into rectangular with Hc ≈ 90 A/m and 

considerable magnetic hardening are observed in 

Fe3.6Co69.2Ni1B12.5Si11Mo1.5C1.2 microwire upon annealing 

without stress (see Figure 6).  

Observed annealing influence must be attributed to the 

internal stresses relaxation and rising of the inner axially 

magnetized inner core diameter. Similar evolution of 

hysteresis loops upon annealing is confirmed in various Co-

based microwires with low and negative λs-values [9][45]. 

Consequently, similarly to glass-coating removal, annealing 

of Co-rich microwires allows for obtaining magnetically 

bistable Co-rich microwires. 

On the other hand, magnetically hard and semi-hard 

wires are desirable for various applications like the 

electronic article surveillance, compass needles, motors, 

tachometers, magnetic tips for magnetic force microscopy, 
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or dentistry [46]. For this purpose, Fe50Pt40Si10 microwires 

have been prepared. As-prepared Fe50Pt40Si10 microwires 

present amorphous structure. Magnetic hardening in 

Fe50Pt40Si10 microwires has been observed after annealing 

(see Figure 7). In this case, after devitrification of 

amorphous Fe50Pt40Si10 microwire, Hc ≈ 40 kA/m is 

observed. Such magnetic hardening has been attributed to 

the formation of L10-type superstructure after 

crystallization of as-prepared amorphous precursor. As can 

be appreciated, magnetic hardening is observed in a wide 

temperatures range. 

 

 

IV. CONCLUSIONS 

We showed that the magnetic properties of amorphous 

magnetic microwires can be tuned either in as-prepared state 

or by controlling the magnetoelastic anisotropy through the 

magnetostriction coefficient value and by the internal 

stresses values related to the fabrication conditions and 

geometry of microwires. Furthermore, appropriate post-

processing (including either conventional heat treatment, 

heat treatment in the presence of applied stress or magnetic 

field, or glass-coating removal) allows further tuning of 

magnetic properties of magnetic microwires. We showed 

that the microwires with coercivities from 1 A/m to 40 

kA/m can be prepared. Future work will focus on the 

influence of external stimuli (temperature, stresses) on the 

magnetic properties of magnetic microwires. 
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Abstract—This abstract presents a comparison between three 

types of surface acoustic wave (SAW) sensors for measurement 

of particulate matter PM10 and PM2.5 and surface cleaning of 

sensors after saturation. The first SAW sensor is a Love wave 

device based on SiO2/AT-quartz cut substrate, the second one is 

a Rayleigh wave sensor based Lithium Niobate (LiNbO3) 128° 

YX LiNbO3 and the last one is a Pseudo wave sensor on SiO2/41° 

YX LiNbO3. The SAW sensors are used in combination with a 3 

Lpm cascade impactor to classify particulates by size before 

being measured. The sensitivity was investigated using two type 

of aerosols PM2.5 and PM10 in the [0-200] µg/m3 concentration 

range. The sensors based on AT-Quartz show higher sensitivity 

for particulates matter measurements.  

Keywords-PM2.5; PM10; SAW sensors; Lithium Niobate; 

Quartz. 

I. INTRODUCTION  

      Particulate matter (PM) causes over 7 million premature 

deaths per year worldwide according to World Health 

organization [1]. PM can cause health effects like dangerous 

pneumonia diseases [2] and environmental damage. Over the 

last years, PM measurement has become a very important 

axis of research. Since the existing monitoring systems are of 

a considerable size and too expensive, miniaturization of 

monitoring systems has become one of the hot spot in actual 

research. The equipment of measurements has to be instantly 

reactive by performing measurements in real time. In our 

team, we have developed a system that combines a 

miniaturized cascade impactor features elastic surface 

acoustic wave sensor SAW [3]. This system takes advantage 

of a 3 Lpm cascade impactor as filtration system to separate 

PM10 and PM2.5 and integrated SAW sensors for real time 

measurement. The purpose of this study is to compare the 

sensitivity of three types of SAW sensor based on different 

piezoelectric substrates. The first sensor exploits Love waves 

on an AT-cut Quartz substrate, these having already been 

studied in previous works [3] but whose k² value is not 

sufficient to allow a potential cleaning of the surface. The 

second one is based on Rayleigh waves on a 128° YX LiNbO3 

substrates and the third one is a Pseudo Surface Acoustic 

Wave (PSAW) on 41°YX LiNbO3. A layer of silica with a 

thickness of 1.5 µm is deposited on the top of the PSAW and 

Love SAW sensors as a guiding layer with shear velocity 

lower than the substrates (3764 m/s). Lately, PSAW devices 

have become attractive in  several sensing applications such 

as liquid sensing [4] and biosensing [5]. PSAW can be 

generated on 36°YX LiTaO3 and 41°YX LiNbO3. The PSAW 

SAW crystals have a high electromechanical coupling factor 

and better temperature stability. The SAW sensors 

characteristics beside test conditions will be discussed in the 

section 2. The sensitivity results obtained will be presented in 

the last section. 

II. EXPERIMENTAL  

     SAW sensors consisting of delay lines are fabricated using 

a conventional photolithography process. The input and 

output interdigital transducers (IDT) consist of double finger 

pairs with a periodicity p of 10 µm and wavelength λ of 40 

µm. The region lying between the two IDTs constitutes the 

sensing area. Prior to conducting the measurements of the 

sensor’s responses, the electrical characterization was 

performed to measure the insertion loss and the phase 

response vs frequency. This step allows the validation of 

sensors before testing. The working frequency of delay lines 

are described in Table 1 for the three types of sensors.   

TABLE I.  CARACTERISTICS OF SAW SENSORS  

Substrate 
Type of wave 

Working 

frequency 

(MHz) 

Velocity 

(m/s) 

Electomechan

-ical coupling 

factor (k2) (%) 

AT-Quartz Love wave 125 5100 0.14 

128° YX 

LiNbO3  
Rayleigh wave 100 

3950 5.5  

41° YX 
LiNbO3 

PSAW wave 115 
4450 17.2 

 

     SAW sensors were exposed to PM2.5 and PM10 particles 

by an experimental set-up bench consisting of 1 m3 chamber, 
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the particle’s generator AGK 2000 (Palas® Model AGK 

2000) and the optical reference system FIDAS® 100. For the 

generation of PM, sodium chloride (NaCl) was used, while 

PM10 is derived from silicon carbide (SiC). The 

concentration of these two types of particles evolving 

between 0 and 200 μg/m3. When the particles fall on the 

sensor surface, the propagation of the acoustic waves is 

perturbed. Accordingly, the particle’s concentration can be 

determined by measuring the phase velocity shift of the wave 

from the phase signal with a dedicated electronic open loop 

interrogation [4]. 

III.  RESULTS AND DISCUSSION 

     Figure 1 and 2 present plots of phase variation dϕ/dt of 

sensors based AT-Quartz (in red), 128° YX LiNbO3 (in 

black) and 41° YX LiNbO3 (in blue) with the concentration 

of PM2.5 and PM10, respectively, measured with the optical 

system FIDAS®. 

 

 
Figure 1.   Phase derivative of SAW sensors based on AT-Quartz substrate  

(red) 128° YX LiNbO3 substrate (black)  and 41° YX LiNbO3 substrate as a 

function of PM2.5 concentration. 

 
Figure 2.  Phase derivative of SAW sensors based on AT-Quartz substrate 

(red) 128° YX LiNbO3 substrate (black) and 41° YX LiNbO3 substrate as a 
function of PM10 concentration. 

According to these results, Love wave sensors based on AT 

quartz cut shows the best sensitivity for both PM2.5 and 

PM10. In the second range, Rayleigh wave based 128° YX 

LiNbO3 shows higher sensitivity than PSAW wave sensors 

for both type of particles PM10 and PM 2.5. The sensors 

sensitivity is estimated by applying a linear fit of the plotted 

data. The sensitivity of sensor based on Quartz is 3.10-4 °s-

1μg-1m3 for PM 2.5 and 5.10-5 °s-1μg-1m3 for PM 10. The 

sensitivity is approximately 3 times lower for the 128° YX 

LiNbO3 based sensors (1.10-4s-1μg-1m3 for PM 2.5 and 1.10-

5 ° s-1μg-1m3 for PM 10) and 5 times for the 41° YX LiNbO3 

(6.10- 5 s-1μg-1m3 for PM2.5 and 1.10-4 ° s-1μg-1m3 ). The 

dispersion of response points observed in the case of PM10 

measurement can be explained by the fact that most adhesion 

forces depend linearly on the diameter of the particles [5]. As 

a result, smaller particles settle more on the sensor surface, 

unlike larger particles, which are rebounded. Work is 

underway to develop a layer to overcome this phenomenon. 
Although the sensitivities of the sensors made from these last 

two substrates are less good than for quartz, they nevertheless 

seem interesting and sufficient to allow both a measurement 

of the particles targeted in environment while allowing the 

cleaning of the sensors to be tested once they will be used and 

fouled. 

 

ACKNOWLEDGMENT 

     This work has been supported by the French RENATECH 

network and its FEMTO-ST technological facility. 

REFERENCES 

[1] ‘Air pollution’. https://www.who.int/news-room/fact-

sheets/detail/ambient-(outdoor)-air-quality-and-health 

(accessed Oct. 24, 2019). 

[2] H. Lin and al., ‘Particle size and chemical constituents of 

ambient particulate pollution associated with cardiovascular 

mortality in Guangzhou, China’, Environmental Pollution, vol. 

208, pp. 758–766, Jan. 2016, doi: 

10.1016/j.envpol.2015.10.056. 

[3] L. Djoumi, M. Vanotti, and V. Blondeau-Patissier, ‘Real Time 

Cascade Impactor Based On Surface Acoustic Wave Delay 

Lines for PM10 and PM2.5 Mass Concentration 

Measurement’, Sensors (Basel), vol. 18, pp. 255-266, Jan. 

2018, doi: 10.3390/s18010255. 

[4] J. Hechner and W. Soluch, ‘Pseudo surface acoustic wave dual 

delay line on 41°YX LiNbO3 for liquid sensors’, Sensors and 

Actuators B: Chemical, vol. 111–112, pp. 436–440, Nov. 

2005, doi: 10.1016/j.snb.2005.03.042. 

[5] E. Berkenpas, P. Millard, and M. Pereira da Cunha, ‘Detection 

of Escherichia coli O157:H7 with langasite pure shear 

horizontal surface acoustic wave sensors’, Biosensors and 

Bioelectronics, vol. 21, no. 12, pp. 2255–2262, Jun. 2006, doi: 

10.1016/j.bios.2005.11.005. 

 

 

 

 

41Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4

SENSORDEVICES 2020 : The Eleventh International Conference on Sensor Device Technologies and Applications

                           49 / 118



Simultaneous Localization and Communication Methods

Using Short-Time and Narrow-Band Acoustic Signals

Masanari Nakamura

Hokkaido University
Sapporo 060-0814, Japan
Email: masanari@ist.

hokudai.ac.jp

Hiromichi Hashizume

National Institute of Informatics
Tokyo 101-8430, Japan

Email: has@nii.ac.jp

Masanori Sugimoto

Hokkaido University
Sapporo 060-0814, Japan

Email: sugi@ist.
hokudai.ac.jp

Abstract—In this paper, we describe simultaneous localization
and communication methods using acoustic signals transmitted
simultaneously from multiple speakers. In the case where short-
time and narrow-band acoustic signals are used, the interference
of signals could cause a systematic error of localization and com-
munication depending on the modulation value. To reduce this
systematic error, a noninterference region was constituted in the
received signal, and localization and demodulation were processed
using this region. Through simulation and real-environment
experiments, it was confirmed that the proposed method can
reduce the systematic error.

Keywords–indoor localization; TDoA; acoustic signal; acoustic
communication; DPSK.

I. INTRODUCTION

Mobile devices, such as smartphones, tablets, and smart
glasses are widely used nowadays. Complementing these is the
location data of mobile devices, which are employed in various
services. Outside a building, mobile devices can precisely
locate themselves via the Global Navigation Satellite System
(GNSS). However, inside a building, the GNSS could make
large errors due to shielding. To circumvent this, alternative
methods for indoor environments have been widely researched
[1].

In this paper, we describe the indoor localization method
using acoustic signals. Acoustic signals simultaneously trans-
mitted by speakers installed in an indoor environment are
captured by a microphone. The location of the microphone is
estimated by using the Time Difference of Arrival (TDoA) of
these signals. As a microphone is embedded in mobile devices,
this system can localize mobile devices without any additional
hardware.

With regard to localization performance, the precision
of localization mainly depends on the transmitted signal. In
general, the wider the bandwidth of the signal, the more
precise is the TDoA estimation. However, from the viewpoint
of scalability, it is desirable to have as narrow a bandwidth
as possible. Similarly, the longer the length of the signal, the
more precise is the TDoA estimation due to the signal-to-noise
ratio (SNR). However, from the viewpoint of the update rate, it
is desirable that the length of the signal be as short as possible.

Herein, if signals for localization can contain some in-
formation, it simultaneously enables acoustic communication.
Therefore, acoustic signals can be used more efficiently and

could expand the range of applications. For indoor acoustic
communication, some methods have been proposed [2][3]. As
errors due to multipath propagation occur, using Differential
Phase-Shift Keying (DPSK) is desirable as it can cancel these
errors. However, if short-time and narrow-band acoustic sig-
nals are used, the communication performance deteriorates due
to interference between the signals transmitted simultaneously
by different speakers. In addition, when the acoustic signals
are modulated, the estimated TDoA have systematic errors
depending on the modulated values.

In this paper, we propose simultaneous localization and
communication methods that can reduce the above systematic
error using short-time and narrow-band signals. In the received
signal of our proposed method, there is a region where each
signal is orthogonal to each other. As the TDoA estimation and
demodulation are processed using this region, our proposed
method reduces the systematic error due to interference.

To concisely discuss the influence of signal interference
on localization and communication, we evaluated the azimuth
estimation performance by the TDoA of two speakers as one-
dimensional localization.

The remainder of this paper is structured as follows.
Section II shows the details of the issues dealt with herein and
the related research. Section III describes the proposed method.
In Section IV, comparative evaluations of the conventional and
proposed methods, performed under simulation and real envi-
ronments are discussed. Section V presents the experimental
results and discussions. Conclusions are provided in Section
VI.

II. RELATED WORK

Herein, we describe the problem while performing azimuth
estimation using two speakers and communication by DPSK
simultaneously using short-time and narrow-band signals. To
describe these processes of transmitting and receiving acoustic
signals, we use the chirp signals as an example. The i-th signals
simultaneously transmitted from the left and right speakers are

siR(t) =

{
sin(2π(f1t+

1
2α12t

2) + ϕRi ) 0 ≤ t ≤ T
0 otherwise

(1)

siL(t) =

{
sin(2π(f3t+

1
2α34t

2) + ϕLi ) 0 ≤ t ≤ T
0 otherwise

(2)
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Figure 1. Illustration of the received signals.

Figure 2. Hyperbola of TDoA (black lines) and its asymptote (red lines).

where ϕRi and ϕLi are DPSK modulation values and α12 =
(f2 − f1)/T , α34 = (f4 − f3)/T . We call these signals a
symbol. The received signal can be expressed as

ri(t) = aRs
i
R(t− tR) + aLs

i
L(t− tL) (3)

where tR and tL represent the reception times of the
left and right signals of the speaker. The analytic signals
corresponding to the above signals are

eR(t) =

{
exp(j2π(f1t+

1
2α12t

2)) 0 ≤ t ≤ T
0 otherwise

(4)

eL(t) =

{
exp(j2π(f3t+

1
2α34t

2)) 0 ≤ t ≤ T
0 otherwise

(5)

The received signal is processed using the matched filter with
analytic signals as follows:

ciR(t) =

∫ t+T

t

ri(τ)eR(τ − t)dτ

=

∫ t+T

t

aRs
i
R(τ − tR)eR(τ − t)dτ

+

∫ t+T

t

aLs
i
L(τ − tL)eR(τ − t)dτ (6)

The reception time of speaker R is estimated as follows:

tR = arg max
t

|ciR(t)| (7)

If the second term
∫ t+T

t
siL(τ − tL)eR(τ − t)dτ in (6) is not

zero, the time that has the maximum value of
∣∣ciR(t)∣∣ could

not match the true reception time, and some error occurs in
the estimated value of the reception time. As the phases of
each term in (6) depend on ϕRi and ϕLi in (1) and (2), the
error in reception time could change depending on the DPSK
modulation value. To calculate TDoA, a similar process is

applied to estimate the reception time of speaker L’s signal tL;
subsequently, an error of the same type occurs in tL estimation.

When the following the Orthogonal Frequency Division
Multiplexing (OFDM) signals are used instead of chirp signals,
the above systematic error would occur. This is because siR(t)
and siL(t) are not orthogonal except where the microphone is
located at the same distance from the speakers R and L.

siR(t) =

{ ∑K
k=1 sin(2πf

R
k t+ ψR

k + ϕRi ) 0 ≤ t ≤ T
0 otherwise

(8)

siL(t) =

{ ∑K
k=1 sin(2πf

L
k t+ ψL

k + ϕLi ) 0 ≤ t ≤ T
0 otherwise

(9)

In (8), (9), ψR
K and ψL

k are the initial phases that determine
the waveform of the OFDM signal.

The second term in (6) that represents interference de-
creases as the length and bandwidth of the signal increase.
Therefore, in conventional methods, such as chirp signal-based
[4][5], OFDM-based [6][7][8], and CDMA-based methods
[9][10][11][12], and random signal methods [13][14], inter-
ference was avoided by setting the length and bandwidth of
signals to sufficiently large values.

In this paper, we propose a method that can reduce the
above systematic errors with short-time and narrow-band sig-
nals. Our proposed method is an extension of the localization
method FDM-PAM [15][16][17] to enable simultaneous com-
munication.

III. PROPOSED METHOD

In this section, we propose simultaneous localization and
communication methods that can reduce the systematic error
using short-time and narrow-band signals.

A. Transmission Signal

In our proposed method, the speakers R and L transmit the
following signals simultaneously,

siR(t) ={
sin(2πf1t+ ϕRi ) + sin(2πf2t+ ϕRi + π) 0 ≤ t ≤ T

0 otherwise
(10)

siL(t) ={
sin(2πf3t+ ϕLi ) + sin(2πf4t+ ϕLi + π) 0 ≤ t ≤ T

0 otherwise
(11)

where frequency fn is set to fn = f1 + ((n− 1)/(T/2)).

B. TDoA Estimation and Demodulation

The process of TDoA estimation for the i-th symbol is
described below. The signals transmitted from the left and right
speakers are received by the microphone as follows:

ri(t) = aRs
i
R(t− tR) + aLs

i
L(t− tL) (12)
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Figure 3. Speaker and microphone arrangement.

Figure 4. Frequency spectrum of the signal transmitted by speaker R.

The received signal is processed using the matched filter with
analytic signals as follows:

eR(t) =

{
exp(j2πf1t) + exp(j(2πf2t+ π)) 0 ≤ t ≤ T

0 otherwise
(13)

eL(t) =

{
exp(j2πf3t) + exp(j(2πf4t+ π)) 0 ≤ t ≤ T

0 otherwise
(14)

Calculate the temporary reception time t′R,t′L as follows.

t′R = arg max
t

|ciR(t)| (15)

t′L = arg max
t

|ciL(t)| (16)

where ciR and ciL are

ciR(t) =

∫ t+T

t

ri(τ)eR(τ − t)dτ (17)

ciL(t) =

∫ t+T

t

ri(τ)eL(τ − t)dτ. (18)

Figure 1 indicates an illustration of received signal. Here,
suppose the absolute value of TDoA |∆t| = |tL − tR| is less
than T/4. From the definition of fn and the appendix, if the
signal of length T/2 is cut out of the overlapped region of the
received signal (Figure 1), sine waves that compose the cut-
out signal are mutually orthogonal. As shown in Figure 1, the
signal of length T/2 is obtained by cutting out a region from
t′L+(T/4) to t′L+(3T/4) or from t′R+(T/4) to t′R+(3T/4).

In the following, tmax is the reference time of cutting out. To
avoid the error due to the influence of (17), (18), tmax is set to
t′R or t′L as follows. |ciR(t′R)| is larger than or equal to |ciL(t′L)|,
tmax is set to t′R. If |ciR(t′R)| is less than |ciL(t′L)|, tmax is set
to t′L. In this section, we take tmax = t′R as an example. The
same is obviously true for the case of t′max = tL.

The cut-out signal ric(t) is represented as follows:

ric(t) = aR sin(2πf1(t+ tmax +
T

4
) + ϕRi )

+ aR sin(2πf2(t+ tmax +
T

4
) + ϕRi )

+ aL sin(2πf3(t+ tmax +
T

4
+ ∆t) + ϕLi )

+ aL sin(2πf4(t+ tmax +
T

4
+ ∆t) + ϕLi ) (19)

where ric(t) = 0 for t < 0, t > T/2. To obtain the phase
value of each sine wave of (19), the inner product of ric(t)
and complex sine wave is calculated as follows:

cin =

∫ T/2

0

ric(t) exp(−j2πfnt)dt (20)

ci1, ci2, ci3 and ci4 can be represented as follows (see Appendix
for details):

ci1 =
aRT

4j
exp(j(2πf1(tmax +

T

4
) + ϕRi )) (21)

ci2 =
aRT

4j
exp(j(2πf2(tmax +

T

4
) + ϕRi )) (22)

ci3 =
aLT

4j
exp(j(2πf3(tmax +

T

4
+ ∆t) + ϕLi )) (23)

ci4 =
aLT

4j
exp(j(2πf4(tmax +

T

4
+ ∆t) + ϕLi )). (24)

The phase values of jci1, jci2, jci3, jci4 can be calculated as
follows:

ϕi1 = 2πf1(tmax +
T

4
) + ϕRi (25)

ϕi2 = 2πf2(tmax +
T

4
) + ϕRi (26)

ϕi3 = 2πf3(tmax +
T

4
+ ∆t) + ϕLi (27)

ϕi4 = 2πf4(tmax +
T

4
+ ∆t) + ϕLi (28)

The phase differences of each speaker’s signal are

ϕi2 − ϕi1 = 2π(f2 − f1)(tmax +
T

4
) + (ϕRi − ϕRi )

= 2π
1

T/2
(tmax +

T

4
) (29)

ϕi4 − ϕi3 = 2π(f4 − f3)(tmax +
T

4
+ ∆t) + (ϕLi − ϕLi )

= 2π
1

T/2
(tmax +

T

4
+ ∆t). (30)

from the definition of fn. Therefore, TDoA ∆t can be
calculated as follows:

∆t =
(ϕi4 − ϕi3)− (ϕi2 − ϕi1)

2π
(T/2) (31)
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(a) Azimuth estimation: chirp method. (b) Azimuth estimation: OFDM method. (c) Azimuth estimation: proposed method.

(d) Demodulation: chirp method. (e) Demodulation: OFDM method. (f) Demodulation: proposed method.

Figure 5. Simulation results (Legends indicate the azimuth θ of the microphone’s location).

TABLE I. ENCODED VALUES.

Figure 6. Experimental setup for the real environment.

In (29) and (30), the modulation values ϕRi and ϕLi are
canceled out. Therefore, our proposed method can obtain
TDoA without systematic error due to modulation values.

In our proposed method, signals are demodulated by using
phase difference between successive symbols [18]. As the
reference time of demodulation, we utilized the first symbol’s
tmax.

C. Azimuth Estimation
In this section, we describe the process of converting

TDoA ∆t to azimuth. The relation between TDoA ∆t and
the locations of speakers and a microphone is as follows:

c∆t =
√
(xL − x)T (xL − x)−

√
(xR − x)T (xR − x)

(32)

where xR, xL, x denote the 2D locations of the speakers R,
L, and the microphone. c denotes the speed of sound.

Equation (32) indicates a hyperbola. The hyperbola asymp-
totically approaches a straight line passing through the origin.

Figure 7. Experimental environment.

Hence, the azimuth can be calculated using this straight line.
Figure 2 shows the hyperbola of TDoA and its asymptote. In
Figure 2 the length of baseline is set to 24 cm. In this paper,
the front direction of the speakers is set to 0 degree and the
right direction is set to positive, as shown in Figure 3. The
azimuth θ can be calculated by using TDoA ∆t as follows:

θ = tan−1(
c∆t√

B2 − c2∆t2
) (33)

where B is the length of the baseline.

IV. EXPERIMENTS

In this section, we conduct simulation and real-environment
experiments.

A. Simulation Experiments
1) Experimental Setting: To evaluate the influence of inter-

ference and modulation, we conduct the following simulation
experiment. Chirp signals and OFDM signals are used for
comparison with our proposed method. The chirp signals are
given by (1) and (2), and its parameters are f1 = 2.5 kHz,
f2 = 4.5 kHz, f3 = 4.5 kHz, f4 = 6.5 kHz, and T = 2 ms.
The OFDM signals are given by (8), (9), and its parameters
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(a) Azimuth estimation: chirp method. (b) Azimuth estimation: OFDM method. (c) Azimuth estimation: proposed method.

(d) Demodulation: chirp method. (e) Demodulation: OFDM method. (f) Demodulation: proposed method.

Figure 8. Measurement results of the proposed method (Legends indicate the azimuth θ of the microphone’s location).

(a) Azimuth estimation: chirp method. (b) Demodulation: chirp method.

Figure 9. Simulation results that reflect the amplitude of received signals.

(a) Chirp method. (b) Proposed method.

Figure 10. Demodulation error of each symbol (Legends indicate speaker).

are f1 = 3 kHz, f2 = 4 kHz, f3 = 5 kHz, f4 = 6 kHz,
ψR
1 = ψL

1 = 0, ψR
2 = ψL

2 = π and T = 2 ms. To evaluate
the validity of these method as a comparator, we compare the
frequency spectrum of these method. In Figure 4, although
the frequency spectrum of each method does not match, the
bandwidths are almost the same. Thus, the chirp and OFDM
signals are considered to be appropriate as a comparator. We
call the localization with these signals as the chirp method
and OFDM method, respectively. The reception times of these
methods are estimated by the matched filter. The parameters of
the proposed method are f1 = 3 kHz, f2 = 4 kHz, f3 = 5 kHz,
f4 = 6 kHz, and T = 2 ms. To avoid the effects of aliasing, the
sampling rate was set to 960 kHz. Figure 3 shows the location
of the speakers and a microphone. The microphone’s locations
were 9 points, which correspond to the azimuths of -40 degrees

to 40 degrees in steps of 10 degrees shown in Figure 3. In this
simulation, the amplitudes of the received signals were set to
the same value for all locations. The number of symbol values
of ϕRi and ϕLi was set to 4. To cover all combinations of ϕRi
and ϕLi , the values of symbol sequence were set as shown in
Table I.

2) Results: Figure 5 shows the azimuth estimation error
and demodulation error of DPSK for each location. Figures
5a and 5d show that a systematic error occurs in the chirp
method due to interference between the signals transmitted by
speakers R and L at all locations. Figures 5b and 5e show
that a systematic error occurs in the OFDM method due to
interference without the location where the azimuth θ equals 0
degree. This is because TDoA is zero at θ = 0 degree. Figures
5c and 5f shows that our proposed method has no systematic
error due to interference at all locations.

B. Real Environmental Experiments
1) Experimental Settings: To confirm the effectiveness of

our proposed method, we conducted experiments in a real
environment. The signals and locations of the speakers and
a microphone are the same as in the simulation experiments.
In the real-environment experiments, the symbol sequence
having the encoded values in Table I were measured 15 times
at each location. Therefore, the number of localizations was
15 × 16 = 240 and the number of demodulation values was
15× 15 = 225. The transmission interval of symbols was set
to 100 ms.

The configuration of the measurement system is shown
in Figure 6. For the transmission system, we used a tablet
PC (Microsoft Surface Go) as a signal generator, an am-
plifier (Fostex AP20d), and speakers (Fostex PT20K). For
the receiving system, we used a microphone (Audiotechnica
AT9904), an amplifier (Audiotechnica AT-MA2), and a laptop
(Mouse Computer m-Book P500X2-M2S10) as the recorder.
The sampling rate was set to 48 kHz. Figure 7 shows the
experimental environment.
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2) Results: Figure 8 shows the azimuth estimation and
demodulation error of each location. With regard to azimuth
estimation, our proposed method shows the best estimation
performance from Figures 8a, 8b, and 8c. The standard devia-
tion of azimuth estimation by the chirp, OFDM, and proposed
methods were within 7.36, 3.93, and 1.15 degrees, respectively.
As for DPSK, the demodulation performance of each method
were similar in Figures 8d, 8e, and 8f. The standard deviation
of demodulation by the chirp, OFDM, and proposed methods
were within 3.73, 2.27, and, 2.95 degrees, respectively.

V. DISCUSSION

In this section, we discuss the cause for systematic and
random errors in real-environment experiments.

A. Systematic error of azimuth estimation

According to Figures 5 and 8, there are clear differences
between simulation and real-environment experiments, and the
received noises are not enough to explain these differences.
In this section, we discuss the causes for this mismatch. In
our proposed method, although systematic errors depending on
the modulation value do not occur, there are some systematic
errors at each location. We consider that these errors are caused
by multipath signals reflected from the walls or ceilings in the
room as there is no law on the relation between systematic
errors and locations.

According to the conventional methods, in addition to the
multipath signals, the amplitude of the received signal that
depends on the location could be one of the reasons. Therefore,
we conducted simulations that consider the received amplitude
of real-environment experiments. Figure 9 shows the results
of these simulations of the chirp method. These figures show
that the systematic errors change in response to the received
amplitude. Thus, in the conventional methods, the received
amplitude is a factor in the difference of the systematic error
between simulation and real-environment experiments.

B. Random error of demodulation

In this section, we discuss the reason why the standard
deviation of the proposed method tends to be larger than the
OFDM method, as shown in Section IV. Figure 10 shows
the error of each symbol for the 16-symbol sequence (Table
I) repeated 15 times at the received location with maximum
standard deviation. Although the errors of the chirp method
in Figure 10a contains periodic systematic errors and random
errors, its random error is smaller than that of the proposed
method (Figure 10b) as the signal length used in the OFDM
method is twice as long as in our proposed method. Therefore,
our proposed method has a disadvantage in terms of SNR, and
its performance might be worse than conventional methods
when systematic errors are small.

VI. CONCLUSIONS

In this paper, we proposed highly precise localization
and communication methods using short-time and narrow-
band acoustic signals. The simulation and real-environment
experiments showed that our proposed method could reduce
systematic errors compared to the conventional methods as
interference between the acoustic signals could be avoided.

APPENDIX

The inner product of the sine wave and the complex sine
wave can be defined as∫ T

0

sin(2πfat+ ϕ) exp(−j2πfbt)dt

=
T

2j
exp(j(

(2π(fa − fb)T

2
))sinc(

2π(fa − fb)T

2
)

− T

2j
exp(−j(2π(fa + fb)T

2
+ ϕ))sinc(

2π(fa + fb)T

2
)

(34)

where sinc(x ) is the sinc function sinc(x ) = sin(x )/x . If
2π(fa + fb)T/2 is set to a large enough value,∫ T

0

sin(2πfat+ ϕ) exp(−j2πfbt)dt

≈ T

2j
exp(j(

2π(fa − fb)T

2
))sinc(

2π(fa − fb)T

2
) (35)

If (fa − fb)T is an integer and non-zero value, Equation (35)
is 0. This means that the sine wave sin(2πfat + ϕ) and the
complex sine wave exp(−j2πfbt) are orthogonal.
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Abstract—We study the optical properties of a polymer 

photonic membrane to keep the human body in thermal 

comfort. We show theoretically that the periodic structuration 

of the membrane with air holes modulates the optical response 

in the Mid-Infrared range. We found that the modulation of 

the optical spectrum allows to decrease the required ambient 

temperature by about 0.5 °C to maintain the normal skin 

temperature of 34 °C. The structured membrane is flexible and 

can easily be added to usual textiles. 

Keywords-photonic membrane; Mid-Infrared; thermal comfort. 

I.  INTRODUCTION 

A large part of the energy consumed is used to regulate 
the temperature of residential buildings. Reducing this 
consumption will have a positive impact on the economy and 
the environment. In previous studies, the importance of 
personal thermoregulation was investigated and 
demonstrated in different ways [1][2]. Photonic crystals have 
been recently proposed to control the propagation of 
electromagnetic waves in the Mid-Infrared range for several 
applications from thermophotovoltaic systems to thermal 
textile [3]. For radiative cooling, Raphaeli et al. presented a 
metal-dielectric photonic structure, reflective in the visible 
and having high emissivity in the Mid-Infrared [4]. More 
recently, we have demonstrated the efficiency of a structured 
polymer membrane to maintain an individual thermal 
comfort in indoor rooms [5]. Our objective here is to 
demonstrate that a polymer membrane can act both as a 
sensor by the modification of its structural parameters and as 
a passive actuator by modifying its thermal properties. 

In this work, we propose to study numerically a 
polyethylene (PE) membrane drilled with air holes following 
a triangular array, as illustrated in Figure 1. The structured 
membrane is characterized by three geometrical parameters, 
the thickness (h), the diameter of the hole (D) and the period 
of the array (P). 

 
Figure 1. 3D and top-view representation of the polymer photonic 
membrane. The red dotted lines represent the elementary unit cell. 

In section II, we discuss the effect of structuration of the 
PE membrane in the Mid-IR range. In section III, we 
investigate the thermal properties of the photonic membrane 
to maintain the thermal comfort of the human body. 

II. OPTICAL PROPERTIES 

We performed the numerical calculation with the help of 
the Finite Element Method (FEM), considering an incident 
wave coming from the human body and launched in air 
medium normally to the photonic membrane. To simulate the 
interaction wave-photonic membrane, we used the 
commercial COMSOL software to solve the Maxwell 
equations. The elementary unit cell is defined Figure 1, 
where we applied the Periodic Boundary Conditions (PBC) 
along the two directions x and y to build the periodic 
membrane. We thus calculated the reflection (R) and 
transmission (T) coefficients and deducing the absorption 
coefficient (A) by the formula A = 1 – R – T. Figure 2(a) 
shows the evolution of the reflection R (black), transmission 
T (blue) and absorption A (red) in the wavelength range [5-
15 μm] for a non-structured membrane of thickness h = 4 
μm. The blue light shaded area corresponds to the human 
body radiation calculated at 34 °C following the Planck law. 
One can see that, for a thickness h = 4 μm, the transmission 
is comprised between 80% and 100% with an average 
absorption less than 10%. It means that the PE membrane is 
almost transparent in the Mid-IR. 

Figure 2 (b) reports the same calculation of the 
coefficients when the membrane is structured with the set of 
geometrical parameters: h = 4 μm, D = 5.5 μm and P = 7 μm. 
The comparison between the spectrum of the simple 
membrane (a) and the structured one (b), shows the 
occurrence of new peaks and dips between 6 and 7 μm (see 
Figure 2(c)). It means that the structuration clearly affects the 
scattering coefficients at low wavelength. The modulus of 
the calculated electric field shows that the two peaks (A and 
C) correspond to guided modes inside the membrane. With 
respect to the middle plane of the membrane, the first one 
(A) is antisymmetric while the second one (C) is symmetric. 
The peak B corresponds to a mode confined in the air hole. 
This latter gives rise to an asymmetric peak and comes from 
the interaction of the localized mode B with the incident 
wave, known as a Fano-like resonance. 
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Figure 2. (a, b) Reflection (black), transmission (blue) and absorption (red) 
spectra for the (a) non structured and (b) structured PE membrane with the 
geometrical parameters: h = 4 µm, D = 5.5 µm and P = 7 µm. (c) 
Magnification of the reflection curve in (b) in the wavelength range [5-7] 
µm. Human body radiation at 34 °C is indicated by the shaded region. (d) 
Snapshots of the modulus of the electric field for the three peaks of 
reflection A, B and C.  

In order to show the effect of geometrical parameters on 
the photonic membrane spectrum (that could happen when 
using active polymer reacting to parameters, such as 
temperature or humidity), we homothetically increase the 
three parameters h, D and P. Figure 3 shows the spectrum for 
the set of geometrical parameters: h = 5.1 μm, D = 7.1 μm 
and P = 9 μm.  

 
Figure 3. Reflection (black), transmission (blue) and absorption (red) spectra 
for the structured PE membrane with the geometrical parameters: h = 5.1 
μm, D = 7.1 μm and P = 9 μm. 

One can see that the photonic effect has been shifted to 
higher wavelengths. With these chosen parameters, peaks 
and dips now occur in the vicinity of 9 μm. Therefore, a 
variation of the geometrical parameters offers the possibility 
to span the full range of radiation of the human body at the 
skin temperature 34 °C. 

III. THERMAL PROPERTIES 

We then investigated the thermal properties of the 
photonic membrane, considering an unidimensional heat 
model previously developed [2]. The two volumes of control 
in our case are: the human body standing and relaxed and the 
PE membrane. The emissivity of the human body and 
environment is assumed to be equal to the unity. In the 

thermal model, we have considered all conduction, 
convection and radiative heat flows between the human body 
and the indoor room, through the photonic membrane. The 
resolution of the thermal equations leads to a balance where 
the temperatures depend on the scattering coefficients 
calculated in the previous part. 

To estimate the efficiency of the photonic membranes we 
proceed to the calculation of the required ambient 
temperature to achieve the skin temperature of 34 °C. This 
latter is considered as a reference for a comfort feeling of the 
human body. 

Figure 4 represents the evolution of the required ambient 
temperature as a function of different set of parameters of the 
photonic membrane. The blue curve corresponds to the 
ambient temperature for a non-structured membrane, drawn 
as a reference. For the structured one, we have considered 
different scaling factors, taking from reference [5]: α1 (h = 4 
μm, D = 5.5 μm, P = 7 μm), α3 (5.1 μm, 7.1 μm, 9 μm), α5 
(6.3 μm,8.6 μm, 11 μm), α7 (7.4 μm, 10.2 μm, 13 μm) and α9 
(8.6 μm, 11.8 μm, 15 μm). Figure 4 shows that for the non-
structured membrane with a thickness of 8.6 μm (α9), the 
comfort skin temperature of 34 °C can be reached with an 
ambient temperature of 25.5 °C.  

 
Figure 4. Evolution of the required ambient temperature to achieve 34 °C as 
a function of geometrical parameters for a skin covered with a non-
structured (blue) and structured (red) membrane. 

On the other hand, when the same membrane is drilled with 
air holes of diameters 11.8μm and a period of 15 μm, an 
ambient temperature of 25 °C is sufficient to achieve the skin 
comfort. It means that the latter structured membrane 
minimizes the necessary external temperature to maintain the 
human body in thermal comfort by almost 0.5 °C. 

IV. CONCLUSION AND FUTURE WORK 

In conclusion, we have demonstrated theoretically that a 
change in the structuration parameters of a polymer 
membrane can modulate the optical coefficient in the Mid-IR 
range. We show that, with an appropriate design of polymer 
photonic membrane, we can efficiently modulate the thermal 
radiation emitted from the human body. Compared to a 
regular PE textile, the photonic membrane maintains the 
thermal comfort of the human body with a lower ambient 
temperature of 0.5 °C. In addition, we seek to study photonic 
membranes based on active polymer, sensitive to ambient 
temperature, to study a textile membrane which acts both as 
a sensor and a passive actuator. 

A 

B 
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Abstract—A visible light bi-directional data transmission 

system based on visible light communication using white tri-

chromatic LEDs is presented. The proposed communication 

system allows indoor navigation for a mobile autonomous 

picking robot moving in a warehouse. Downlink 

communication from the infrastructure to the mobile device 

allows positioning, navigation services and data transmission.  

White LEDs are used at the lamps infra-structure to illuminate 

the space and to transmit data and provide positioning. An a-

SiC:H/a-Si:H pin-pin photodiode is used at the receiver unit to 

decode the transmitted data and infer location. Different 

coding schemes are proposed, considering the need to prevent 

flickering effects in downlink communication. 

Keywords- visible light communication; white LED; on-off 

keying, indoor navigation; bidirectional communication. 

I. INTRODUCTION  

The connection of people and physical objects with the 
Internet gave rise to new demands on the performance of 
communication networks, regarding essentially, transmission 
data rates. This created new challenges to develop 
communication networks operating at higher data rates and 
reduced latency, ensuring simultaneously energy saving and 
cost reduction solutions. The combination of these features is 
thus the key for higher system capacity and massive device 
connectivity. In order to accomplish this goal, it is expected 
that the next-generation of communication networks will 
integrate several different complementary access 
technologies, addressing thus the challenge to explore other 
ranges of the electromagnetic spectrum, also suitable for 
communication. 

Non-guided optical communications are currently a 
competitive technology, that in a few application areas can 
be considered as alternative to radio transmission systems or 
guided optical communication systems. It operates in the 
near infrared or visible range, using lasers or Light emitting 
Diodes (LED) as optical sources. Wireless Optical 
Communication (WOC) technology can be used indoor or 
outdoor, using four generic system configurations, i.e., 
directed Line-Of-Sight (LOS), non-directed LOS, diffused, 
and quasi diffused. Outdoor wireless optical communication 
operating in the infrared range are also named as Free-Space 
Optical (FSO) communication. Optical communication 
operating in the visible range, either indoor or outdoor, are 

labelled as Visible Light Communication (VLC) and use 
white LEDs or single-color LEDs [1], to code and transmit 
the information data [2]. 

In VLC, data are basically transmitted by switching on 
and off the LEDs at a higher rate that the human eye can 
discern [3]. This technology is nested on the ubiquitous use 
of LEDs for lighting solutions. LEDs provide high energy 
efficiency when compared to conventional, almost obsolete, 
incandescent and fluorescent lamps, and at the same time are 
much more reliable and environmentally friendly, as they are 
mercury free. Thus, VLC is a precursor optical 
communication technology for large scale integration with 
other conventional widespread communication technologies, 
either indoor or outdoor [4][5]. 

Main advantages when compared to radio technology are 
free licensed spectrum, immunity from electromagnetic 
interference and, less power and weight/volume 
requirements [6]. Therefore, VLC finds application in many 
fields ranging from smart systems (transportation, targeted 
advertisement, health care monitoring), safe communication 
at RF hazardous places (petrochemical industries, mining) or 
RF undesirable locations (hospitals, aircrafts), indoor 
navigation and localization services [7], specific networks 
(underwater, near field, high speed data communication, 
Internet of Things network) to energy efficient systems as 
home automation and domotics [8]. 

Indoor navigation based on VLC are attractive solutions 
for Indoor Positioning Systems (IPS), as Global Positioning 
Systems (GPS) signals are strongly absorbed by the 
buildings and other wireless solutions need to be used. IPS 
based on VLC can be used for multiple purposes. Main 
applications include accessibility aids for visually impaired, 
navigation in large indoors areas (such as museum guided 
tours, shopping malls, airports, bus or train stations, parking 
lots), targeted advertising, augmented reality, indoor 
robotics, asset tracking and warehouses, among others.  

Nowadays, retail market has several online and offline 
channels of sales and services like same day delivery or store 
pickups. Costumers preferences have evolved forcing 
companies to reduce the order-to-delivery time which 
demands an increased logistics and new enterprise models 
based very often on technological innovation [9]. 

Warehousing is designed to provide value and service 
quality to clients and customers, which corresponds simply 
to deliver in the shortest possible time [10]. In this field, 
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flexible automation is the best solution for warehouses to 
gain a competitive advantage. Order picking is one of the 
most labor intensive and expensive activity in every 
warehouse, where high efficiency is a demand to improve 
the delivery process. Any underperformance of the order-
picking process can affect the whole supply chain and lead to 
unsatisfactory service and high operational cost for the 
warehouse. Thus, under the dual goal of efficiency and save 
labor costs, modern warehouses are evolving to new levels 
of automation using a diverse type of driverless vehicles, 
such as, mobile picking robots, self-driving forklifts, 
autonomous inventory robots or unmanned aerial vehicles 
[11]. 

Mobile robotic picking solutions that provide the 
transport of goods to the packaging station operated by a 
human worker can add a new level of efficiency to the 
process. These autonomous machines typically carry carts or 
racks following a previously defined route in the warehouse 
to move products to the packaging stations. These 
autonomous vehicles take advantage of sensing technology 
development and advanced algorithms to infer optimized 
routes. The vehicle movement inside the warehouse lays on 
indoor localization and indoor navigation techniques based 
on WiFi communication technology [12][13]. 

In this paper, we propose an indoor localization system 
[14 ][15 ] designed with white RGB LEDs and a pinpin 
photodiode based on a-SiC:H/a-Si:H with a simple On-Off 
modulation scheme [16][17 ]. The system is designed to 
establish bidirectional communication between a static 
infrastructure and the mobile picking robot. The LED 
luminaires at the warehouse ceiling are used to lighten the 
warehouse space, and to transmit information about 
positioning and available racks. The picking robots 
communicate with the ceiling luminaires to send information 
about the rack that is being removed and carried to the 
packaging station. The system uses bi-directional 
communication which demands different codification 
schemes to establish both uplink and downlink 
communication between LED luminaires and mobile robots. 
This communication uses three different communication 
channels ensured by 3 different wavelength emitters of white 
tri-chromatic LEDs. 

During the past decades, channel coding has been used 
extensively in most digital transmission systems. It is now 
widely used also in optical communication, which, however, 
brings in several challenges to the code design and 
implementation. In the specific case of optical links based on 
VLC, the use of on-off keying intensity modulation (OOK 
IM) to carry digital information into LED light signal may 
affect the light brightness. This is due to the distribution of 
information bits 1’s and 0’s in the transmitted data frames, as 
LEDs are turned on or off whether the data bits are 1 or 0. 
This procedure is prone to produce unbalanced light intensity 
as long runs of 1’s and 0’s may cause light intensity 
fluctuation over a short period, which may exceed the 
persistence of the human eye and cause noticeable brightness 
change, i.e., flicker. 

To ensure a stable and dimmable illumination, 
modulation and coding technologies of VLC systems must 

be able to provide flicker mitigation and dimming support 
[18] to avoid perceivable brightness fluctuation, as suggested 
in IEEE Standard 802.15.7 [19]. 

Different approaches to overcome this undesirable effect 
make use of Forward Error Correction (FEC) codes followed 
by DC-balanced Run-Length Limiting (RLL) line codes 
(e.g., Manchester codes), which break long runs of the same 
symbols in the code word (i.e., 1 s or 0 s). However, as RLL 
line codes have code rates less than 1, the transmission 
efficiency of VLC systems can be decreased, which in 
certain applications will affect the system performance. 
Other solutions use auxiliary coding techniques, such as code 
puncturing, scrambling, RLL line codes or even advanced 
coding schemes such as Low-Fensity Parity Check (LDPC) 
codes and turbo codes [8]. In the proposed application, the 
transmission speed is not a critical issue, as the whole 
process is mainly dependent on the mobile robot speed along 
the warehouse. Thus, the use of run-length limiting line 
codes is adequate as far as the code word for downlink 
communication balances the distribution of symbols. In 
uplink communication these effects are negligible as the 
optical source from the mobile robot is used only for data 
communication and not for illumination. 

The simultaneous use of three different wavelengths 
corresponds to wavelength multiplexing which demands 
demultiplexing of the generated photocurrent signal by the 
photodiode receiver. This task was accomplished using a 
photodetector based on a-SiC:H/a-Si:H with operation in the 
visible spectrum. Its sensitivity to different wavelengths can 
be tuned using steady state light illumination [20 ]. This 
feature is used in the decoding strategy to infer the optical 
signals received by the photodetector [21].  

II. COMMUNICATION CHANNELS  

The proposed VLC system includes an indoor scenario of 
bidirectional infrastructure-to-device communication. The 
LED luminaires at the warehouse ceiling are used to perform 
three tasks, namely, room illumination, position/navigation 
services and data transmission. The picking robots 
communicate with the ceiling luminaires to send information 
about the rack that is being removed and carried to the 
packaging station.  

The proposed system is composed of the transmitter and 
the receiver modules, located at the infra-structure and at the 
picking robot. Downlink communication is established from 
the ceiling luminaires to the picking robots and uplink 
communication is from the picking robot to the 
correspondent ceiling lamp where the movable rack belongs. 
The optical source of the transmitter at the ceiling lamps is 
composed of four white RGB LEDs while at the robot it is a 
multicolor LED or three different single-color LEDs placed 
at the top of the robot. Coding and modulation of the 
transmitters allow the transmission of the encoded data 
signal using on-off modulation. Different coding schemes 
are proposed to establish uplink and downlink 
communication. The receiver modules are placed at the 
ceiling lamps and at the robot. It includes demodulation and 
decoding of the electrical signal generated at the photodiode. 
The transmission channel of the optical link is free space 
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propagation. In Figure 1, it is displayed the communication 
channels established between the lamps and the mobile 
robots. 

 

 

 
Figure 1. Communication channels established between the 

lamps at the ceiling and the mobile robots. 

A. Transmitters and receivers 

The transmitter proposed in this VLC system uses ceiling 
lamps based on commercial white LEDs with red, green and 
blue emitters (w-RGB LEDs). Each LED luminaire at the 
ceiling is composed of four white LEDs placed at the corners 
of a square. The w-RGB LEDs are designed for general 
illumination providing therefore, high output power (550 
mcd, 850 mcd and 320 mcd, for the red, green and blue 
emitters, respectively) and wide viewing angle. Analysis of 
the output light spectrum demonstrates the presence of three 
distinct gaussian peaks located in the blue (460 nm – 480 
nm), green (520 nm – 540 nm) and red (619 nm – 624 nm) 
regions. 

The receiver module includes a photodetector to 
transform the light signal into an electric signal that is later 
demodulated and decoded to extract the transmitted 
information. The photodetector used for the transduction of 
the optical signal is a monolithic heterojunction composed of 
two pin structures based on a-Si:H and a-SiC:H and built on 
a glass substrate between two transparent electrical contacts. 
The device operates in the visible spectrum and exhibits two 
different absorption regions due to the presence of the two 
absorber layers in each pin structure. Selective absorption of 
long and short wavelengths can be achieved by adding 
steady state illumination of short wavelength (400 nm) to the 
photodetector. When this background light soaks the device, 
from the side of the a-SiC:H pin structure (front 
illumination), long wavelengths (red and green) provide 
amplification of the photocurrent, while short wavelengths 
(blue) attenuate the signal. Under background illumination, 
from the side of the a-Si:H pin structure (back illumination), 
the behavior is reversed. Signal amplification is obtained for 
shorter wavelengths and attenuation for longer wavelengths. 
The quantification of the signal amplification under front and 
back optical bias is evaluated by the optical gain, defined at 
each wavelength as the ratio between the signal magnitude 
measured with and without optical bias. For the red, green 
and blue light the front optical gain under 400 nm 
background light is, respectively, 5, 3.5 and 1.3, while the 
back optical gains, is, for the same wavelengths, 0.6, 0.6 and 
1.7.  

In Figure 2, it is displayed the configuration of the 
luminaire with the four tri-chromatic white LEDs. With this 
configuration all emitters (red, green and blue) are switched 

on to provide uniform white lighting in the indoor area. 
However, only specific emitters are modulated at a 
frequency imperceptible to the human eye. 

 

 
 

Figure 2. Configuration of the RGB white LEDs of the ceiling 

lamp showing the optical patterns generated by the red and blue 

modulated emitters (red emitters at each left side: R and R’, and 

blue emitters at each right side: B and B’). 

Each of these lamps illuminates an area as shown Figure 
2. All green emitters of the lamp are modulated with the 
same coding scheme to transmit the unique identification of 
the lamp. Red emitters at the left corners of the square are 
also modulated, using different frequencies, while the blue 
emitters remain on in a steady state. The top emitter is pulsed 
at half frequency of the bottom one. At the right side, a 
similar modulation scheme is used for the blue emitters, and 
here the red emitters stay on in steady state. Under this 
configuration the illumination pattern in the area covered by 
the light supplied by the lamps allows the definition of the 
unit navigation cell. Inside this area any receiver will be able 
to receive the identification of the emission luminaire 
(supplied by the green emitters) and make the 
correspondence to the spatial position. Increased position 
accuracy within each navigation cell is obtained through the 
optical pattern established by the red and blue modulated 
emitters of each lamp. Top emitters are assigned to the north 
cardinal direction inside the navigation cell, while bottom 
emitters to the south, and left and fight emitters, respectively, 
to the west and east directions. The illumination of the 
indoor space is done using different luminaires placed 
contiguously at the ceiling, which enables successive 
identification of each luminaire. In Figure 3, it is displayed 
the spatial organization of adjacent navigation cells with the 
illustration of the different nine cardinal sub-sections. Each 
of these regions can contain 4 racks, which spatial position is 
assigned by the correspondent quadrant (first, second, third 
and fourth).  

 

 
 

Figure 3. Spatial organization of the navigation cell and 

respective cardinal sub-sections. 
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B. Network topology 

The network established between the luminaires and the 
mobile robots demands the definition of specific coding 
schemes to enable the accurate identification of signal 
transmitters and receivers. The downlink channel from the 
ceiling lamps to the mobile robot provides positioning 
information which enables navigation services and 
information about the available racks in each area. The 
uplink channel from the mobile robot to ceiling lamps 
provides information about the removed rack by each robot. 
Ceiling lamps provide information about location and about 
the presence of racks in the area covered by the unit 
navigation. As these luminaires use slow and fast modulated 
red/blue emitters and green emitters, the data frame structure 
is defined differently, depending on the type of emitter. In 
the downlink coding scheme, each frame in each channel is a 
word of 32 bits, divided into four blocks. An on-off keying 
modulation scheme was used with a 32-bit codification 
(logical state 1: light on and logical state 0: light off). The 
first and the last blocks ensure synchronism between the 
emitter and the receptor for correct demodulation of the 
transmitted signal. The first block (4 bits) is composed of 
two idle bits (logical value 1) and two start bits (logical value 
0) and the fourth block by two stop bits (logical value 0) and 
two idle bits (logical value 1). The second block is a word of 
12 bits. In the fast and slow red and/or blue emitters, this 
word contains the information on the position within the 
navigation cell, which is assigned to the frequency. Slow 
emitters have a frequency half of the fast emitters. The green 
emitter is used to carry the identification of the unit cell. Its 
format was designed to ensure safe decode of the signals and 
prevent errors. It is a 12 bits word where the logic state of 
each bit never changes simultaneously with the other fast and 
slow red and blue emitters. The format of the word code is 
0XXXX00YYYY0, where XXXX addresses the line and 
YYYY the column of the unit navigation cell. The third 
block of every emitter is a 12 bits word, reserved for the 
transmission of the information related to the available racks 
inside each navigation area. As the area covered by the 
navigation unit comprises nine cardinal sub-sections 
containing four quadrants each, it is necessary 9 x 4 = 36 bits 
to infer which of these spatial positions, i.e. racks, are 
available. Each of the channels (12 bits available) transmits 
information about 3 sub-sections, using 4 bits for each. The 
first bit is assigned to the first quadrant, the second to the 
second quadrant and so on. Slow emitters of each navigation 
cell transmit information about northwest, north and 
northeast directions, fast emitters at the bottom about 
southwest, south and southeast, and the green emitters about 
west, center and east positions.  

When the picking robot reaches the desired position 
defined by the route, it will remove the rack and carry it to 
the packaging station. It will be necessary for the robot to 
inform the ceiling lamp which rack will be removed from the 
correspondent navigation cell. Thus, a dedicated channel 
establishing communication from the picking robots to the 
ceiling lamps is needed to register which rack will be 
temporarily out of the corresponding position inside the 

navigation unit. This communication will be enabled by 
VLC using a multicolor LED or three different single-color 
LEDs placed at the top of the robot. The establishment of 
communication demands the identification of both partners 
(lamp and robot). The uplink channel uses three wavelengths 
and the info is coded in a 3x32 bits word with a simple 
structure of four blocks: two synchronization blocks (2x4 
bits) located at the beginning and at the end of the word and 
two informative blocks (2x12 bits) in the middle. The first 12 
bits block contains the identification of the ceiling luminaire 
that is illuminating the robot (red emitter) and the 
identification of the robot responsible for picking the rack 
(green emitter). Bits of the blue emitter identification block 
are all assigned to zero. This will demonstrate that the origin 
of the communication comes from the robot, as in the words 
from the ceiling luminaires this block is sequentially fulfilled 
of ones and zeros codes. Flickering effects are negligible, as 
these LEDs are used only to transmit information and not for 
lighting.  

III. RESULTS AND DISCUSSION 

The test case used to validate the proposed 
communication scheme is displayed in Figure 4, that shows 
the specific blocks of the 32 bits word of each emitter 
assigned to the lamps and to the mobile robot. 
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Figure 4 Codification of the optical signals transmitted by the: 

a) ceiling lamp; b) mobile picking robot. 
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In the code transmitted by the ceiling lamp (Figure 4a), 
the green transmitters send the code 
1100 | 000010000100 | 0000 0000 0000 | 0011, which 
corresponds to the navigation cell with identification 1-2 
(line 1: 0001, column 2: 0010) and to the information that 
there is no rack placed in the position west, center and east of 
the same cell. Slow emitters transmit the 
1100 | 111111000000 | 0011 0011 0011 | 0011 code which 
identifies them as top emitters inside the navigation unit cell 
and states that in northwest, north and northeast sub-sections 
the third and fourth quadrants contain available racks that 
can be picked by the robot. In these quadrants, the 1st and 2nd 
quadrants are empty of available racks. Fast emitters transmit 
the code 1100 | 111000111000 | 1100 1100 1100 | 0011 
which represents their position as bottom emitters in the 
navigation unit cell and informs that in the southwest, south 
and southeast sub-sections the 1st and 2nd quadrants contain 
available racks to be moved while the 3rd and 4th racks are 
not accessible as they are empty 

In Figure 5, it is displayed the photocurrent signal 
measured by the mobile robot under variable conditions of 
optical bias (without and with front/back steady state 
background light). The signal was acquired in position (9) of 
the navigation cell 1-2, when the picking robot moves in the 
forward lane to remove a rack of the first quadrant of sub-
section southwest (SE). 
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Figure 5 Photocurrent signal (measured without and with front/back steady 
state light) measured at position (9) of the navigation cell 1-2 after removing 
the contribution from the green emitters At the top it is displayed the optical 

signal of each emitter. 
 

 
The signal was acquired in position (9) of the navigation 

cell 1-2, when the picking robot moves in the forward lane to 
remove a rack of the first quadrant of sub-section southwest 
(SE). At this position the optical excitation comes from the 
fast red and blue emitters and from the slow blue emitter. 
The displayed output signal has already been removed of the 
contribution due to the green optical excitation. In the graph, 
the trigger event allows easy synchronization and 
identification of each transmitted frame. This is noticeable 
by the highest peaks of the front photocurrent signal 
(represented in the graphs by the magenta line), as well as by 
the idle bits (all emitters are set to 1). This combination 

results in photocurrent amplification when the device is 
soaked by front steady state illumination. By opposition, the 
same signal under back background light is decreased. 

Then, it is necessary to decode the next blocks of the 

data frame. It is assumed that in the front photocurrent the 

highest levels correspond to the presence of the red light, 

while the lowest ones to its absence, which allows the 

immediate recognition of the ON-OFF states for the red 

channel. The same reasoning can be used to analyze the 

back-photocurrent signal. Here the highest levels are 

assigned to the presence of the blue input signal and the 

lowest levels to its nonexistence, which allows the decoding 

of the blue channel. However, at the regions where there are 

two different signals transmitted by the same wavelength, 

this approach is not feasible, as it is necessary to infer which 

of these is channels is on or off. The approach used to 

decode each optical state was based on the use of a 

calibration curve. This was obtained by scaling all the 

possible signal output levels (Figure 6, solid black line) and 

measuring the photocurrent signal under front optical bias 

using two red and two blue optical signals. The driving 

current of each LED emitter was adjusted to provide 

different levels of photo excitation. On the right side of the 

picture in Figure 6, it is shown the label of the modulated 

emitters that correspond to each photocurrent level.  
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Figure 6  Front photocurrent signal acquired along the forward path at 
position (9). In superposition it is displayed the calibration grid. 

Contribution from the green emitters has been removed.  

 

In Figure 7, it is displayed the front photocurrent signal 
due to the optical signal transmitted by the robot after 
removing a specific rack at the third quadrant of the south 
sector inside the navigation cell 1-2.  
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 Figure 7 Front photocurrent signal transmitted by the robot when removing 
a rack. In superposition it is placed the calibration curve with 8 levels. 

 

The calibration curve obtained with the 8 possible 
combinations is also displayed for decoding purposes. 

IV. CONCLUSION  

Simultaneous navigation and data transmission based on 
visible light communication was presented and discussed 
using bidirectional communication between infrastructure 
and autonomous vehicle in an indoors scenario. The 
infrastructure is the ceiling luminaire and the autonomous 
vehicle a mobile warehouse picking robot. The transmitted 
data is encoded in a 32 bits word, defined using specific data 
frames in each direction of the communication to ensure 
information transmission. Codification of the optical signals 
ensured synchronization between frames and was also 
designed to shield the decoding process from errors that 
might provide wrong identification of the correspondent 
spatial position and to minimize flickering effects.  
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Abstract—Although the use of sensors is extended in the 

environmental monitoring, there are some variables which 

cannot be directly measured and must be estimated. The 

velocity of sportive turfgrass is one of them. In this paper, we 

attempt to estimate the velocity in two putting greens of a golf 

course, before and after a maintenance action, by the 

measurement of agronomic variables with digital devices. We 

measure the soil moisture and temperature, the canopy 

temperature and the Normalised Difference Vegetation Index. 

The measurements are performed during five months in two 

putting greens of Agrostis stolonifera.  The results indicated that 

the monitoring of a single agronomic parameter is not useful to 

evaluate the recovery of the putting green. The agronomic 

variables showed a total recovery 22 after the maintenance 

action. Meanwhile, the data of velocity indicates that full 

recovery was not achieved after 124 days. Finally, we use the 

agronomic variables to estimate the velocity. A multiple 

regression model was defined with Normalised Difference 

Vegetation Index, soil moisture, and soil temperature. Then, 

those variables are included in an artificial neural network 

model to generate graphics, which can be used by greenkeepers 

to estimate the velocity. The model archived 70% of correctly 

classified cases. Graphics of classification to be used by the 

greenkeepers, which include the estimated velocity based on soil 

moisture and Normalised Difference Vegetation Index, for four 

different temperatures are generated.  

Keywords-velocity of the putting greens; soil moisture; soil 

temperature; Normalized Difference Vegetation Index; turfgrass 

I.  INTRODUCTION  

In the last decades, the use of sensing devices for 
environmental monitoring has become more and more 
popular. One of the areas in which the use of sensors has arisen 
more useful is the motorisation of crops. The use of Wireless 
Sensor Networks (WSN) in agriculture, as part of precision 
agriculture systems, provides higher sustainability and 
profitability of the activity. The sensors can be used to monitor 
the soil, the plants or the water as it was said in a survey about 
the Internet of Things (IoT) for agriculture [1]. The same 
systems can be applied for turfgrass monitoring in gardens or 
sportive areas such as golf courses, Football or Rugby camps.  

Nonetheless, in many cases, there are variables which 
cannot be easily measured with the current sensors or digital 
devices. Some examples are the sportive parameters of 
turfgrass such as velocity, firmness or traction. Nowadays, for 
the measurement of the aforementioned variables, analogic 

devices must be used, which require from the human action 
and cannot be connected with a WSN of an IoT system. Even 
though autonomous digital devices cannot measure those 
parameters, there exist the possibility to estimate them upon 
other parameters. It is usual to combine different easy-to-
measure parameters to estimate another parameter, which is 
not possible to measure it directly. This technique is known as 
multi-sensor data fusion, and we can find several examples of 
its applications for agriculture such as phenotyping [2], or 
estimating the evapotranspiration [3].  

In some cases, a simple linear regression model can be 
used to estimate the seek parameters. Nonetheless, 
occasionally the use of artificial intelligence (AI) systems 
must attain better results. In [4], authors proposed the use of 
soil temperature, moisture and pH values to estimate farmland 
soil carbon sink factors using multi-sensor data fusion and 
artificial neural network (ANN). Therefore, we can affirm that 
these techniques have been already used to estimate 
parameters in agriculture.  

Though, none of these techniques or methods has been 
used in sportive grass management. Unlike other examples 
found in agriculture, the use of estimating parameters in 
sportive turfgrass has a low direct impact on the sustainability 
of the activity. Nonetheless, the estimation of parameters such 
as velocity, firmness or traction of grass has an impact on the 
quality of the game of the users. Apart from the assumption 
that not all the greenkeepers have the devices or the time to 
monitor the status of the turfgrass, the measurement of 
velocity is one of the most tedious actions. It is generally 
measured only before a tournament. Besides this, the velocity 
is an excellent indicator of putting green status. The velocity 
might be controlled by changing some of the management 
variables. Some of the maintenance actions, such as aeration, 
have a dramatic effect on the velocity causing an abrupt 
reduction. 

The aim of the paper is to evaluate if the data gathered 
from digital sensing devices can be used to estimate the green 
velocity to monitor its recovery after aeration. The objective 
is to reduce the time required in the regular field monitoring 
in the golf courses. To have enough data to test the 
effectiveness of the results of ANN, we gathered measures 
before and after the maintenance action during several 
months. Data is analysed to determine which parameter or 
parameters can be used to estimate green velocity. We want to 
confirm two hypotheses, the first one if a single variable can 
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be used to estimate the putting green recovery as it can be done 
with the velocity. The second one is to determine if Multi-
sensor data fusion and ANN can be used to estimate the 
velocity.  

The remainder of this paper is structured as follows. 
Section 2 outlines the related work in the field of turfgrass 
monitoring. The test bench is described in Section 3. Section 
4 presented our results and their applicability. Finally, the 
conclusions are summarised in Section 5. 

II. RELATED WORK 

In this section, we described the existing efforts in 
turfgrass monitoring and multi-sensor data fusion with AI in 
agriculture. 

Although the interest in turfgrass monitoring is lower than 
in other farming systems, we can found several examples. 
Marin et al. [5] proposed the use of remote sensing to evaluate 
the turfgrass coverage by analysing the histograms of gathered 
images. They work oriented to ornamental lawns rather than 
sportive grasses. Parra et al. presented a new methodology for 
the identification of the weed plant in sportive turfgrass [6]. 
The authors use remote sensing images and image processing 
techniques based on edge detection to detect weed plants. 

Straw et al. measured multiple parameters in natural 
turfgrass sports fields to identify short-term spatiotemporal 
relationship [7]. The authors gather data about soil and plant 
variables finding some interesting correlations, for example, 
between Normalized Difference Vegetation Index (NDVI) 
and surface hardness. Nonetheless, in this paper, no sportive 
variables are measured, estimated or correlated. More 
examples of the multi-sensor approach are found for 
grasslands. In [8], Ouyang et al. analysed vegetation dynamics 
by utilising the standardised NDVI data gathered with 
different remote sensing sources. By combining NDVI values, 
they were able to estimate the biomass. A parallel proposal 
was presented by Reddersen et al. [9]. In this case, the authors 
select and extensively managed grassland and several 
measures are gathered in the experimental area. The measured 
parameters included Leaf area index, ultrasonic sward height, 
and 12 vegetation indices to estimate the biomass for different 
species. The combination of different measured variables 
offers reasonable estimations of plant biomass. The objective 
in [8] and [9] was somehow similar to our aim, determine the 
value of a parameter which is hard to measure (the biomass) 
with other easy-to-measure variables (NDVI).  

Focusing on our objective, the estimation of velocity in the 
putting green, no one paper has been found that details the 
existence of a relation of agronomic variables and velocity. 
The only paper where the velocity of the putting green was 
measured we found is [10]. In [10], Rana and Askew evaluate 
the if Poa pratensis (one of the species that composes the 
green) has an effect on ball rolling behaviour. To do so, they 
measure the rolling behaviour in the putting gree, using a 
high-speed camera. Their results indicate that no effect was 
found on ball velocity regardless of tested surface (different 
grass species). Nonetheless, we are going to analyse more 
parameters to find a correlation between surface and velocity.  

We can affirm that currently there is no one technique 
which can be used to measure in-situ the green velocity, which 

can be integrated into IoT systems. Furthermore, no one 
authors have presented the possibility to estimate the velocity 
basing on multi-sensor data fusion with or without AI system.  

III. TEST BENCH 

In this section, the description of the studied area, the 
measured parameters and used equipment are detailed.  

A. Description of the studied area 

The studied area is two greens, green two and green 17, of 
the “Encin Golf Course” located at the region of Madrid 
(Spain). The greens are the part of the golf course in which the 
velocity becomes critical; therefore, it is essential to measure 
this parameter. Although many greens might have a low or 
null slope in the studied greens, we can identify areas with 
certain slopes as can be seen in Figure 1. 

The green is composed of Agrostis stolonifera T1 and 
presents a small incidence of Poa annua as an undesired plant. 
The greens are mowed, as average,  three times per week. The 
height of the grass in the green area is between 3 and 4mm. 
The greens are irrigated every day after sunrise according to 
the recommendations of the Food and Agriculture 
Organization. In each one of the greens, we have identified 
three areas to be measured.  

After starting the measurements, a maintenance action, 
green aeration, was carried out. Among the existing 
techniques for improving the green aeration, we have applied 
the half-inch-diameter hollow tines. It was done from 23rd to 
29th of March. The first measurement was carried out the 24th 
of February of 2020 with the green in normal status. In the 2nd 
of April, the greens were monitored after the maintenance 
actions. After this date, the greens are monitored once or twice 
per month according to the time disposal and the restrictions 
due to the COVID. A total of 8 records have been performed, 
finishing the experiment on 31st of July of 2020. Table 1 
details the days in which the greens are monitored and the 
label that we are going to use for each day. The label indicates 
the time pass after the maintenance action. 

B. Measured parameters  

We measure a total of four agronomic parameters (two 
forms the soil and two from the vegetation) using digital 
devices, and the green velocity as a sportive parameter. The 
monitored parameters are the soil moisture (SM), soil 
temperature (ST), canopy temperature (CT), and NDVI.  

 

 

Figure 1.  Image of Green 2 took on 1/07/2020 
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TABLE I.  SUMMARY OF MEASUREMENTS 

Nº of 

measurement 
Day Label 

Description 

1 24/02/2020 -1 
Before the 

maintenance action 

2 02/04/2020 0 
Just after the 

maintenance action 

3 20/04/2020 1 After the 

maintenance action 

4 19/05/2020 2 

5 02/06/2020 3 

6 16/06/2020 4 

7 17/07/2020 5 

8 31/07/2020 6 

 
The soil moisture is measured with the TDR 350 

FieldScout [11] at 5cm. In each point, we gather three 
measurements and only the mean value is used in this paper. 
The TDR was configured according to the instructions, and 
the selected soil type was set on the sand. The soil temperature 
is also measured with the TDR at 5cm. Again, three records 
are done in each one of the measured points.  

The CT is measured using an infrared thermometer. We 
have used the Fluke 561 [12]. Three records are performed in 
each one of the monitored areas, and again, the mean value is 
used. For the NDVI measurement, we have used the Handheld 
Crop Sensor GreenSeeker [13]. Since this device allows to 
perform a scan of the measured area, and the mean value is 
automatically calculated, we used this option. Both devices 
are considered as remote sensing devices and have been used 
at 1m above the soil.  

Finally, to measure the green velocity, we have used a 
stimpmeter. The stimpmeter is a tool designed by the United 
States Golf Association in 1930 used to measure the velocity 
of a golf ball in the green area. This measurement is performed 
manually using the stimpmeter and three golf balls. Although 
this is the official process to obtain the velocity of the green 
and it is used in before the most important championships, the 
process is tedious and might be affected by the person who is 
performing the measures.  

IV. RESULTS 

In this section, we present our results. First, the evolution 
of monitored parameters after the aeration is displayed. Then, 
the existing correlations and the use of ANN are analysed. 

A. Evolution of sensed variables 

In order to verify one of our main hypothesis, we are going 
to present the recorded values of all monitored parameters 
(including the measured with digital devices and with 
stimpmeter). 

First, we present the measured values of soil 
measurements. Figure 2 a) and b) represent the mean and the 
Fisher Least significant difference (LSD) intervals of 
measured soil moisture and soil temperature for the studied 
period. Regarding the soil moisture, Figure 2 a), the detected 
change is a constant increase of soil moisture, unless in data 

gathered in the second measurement after the maintenance. 
This increase is explained by a modification in irrigation due 
to the increase in the temperature, which must be compensated 
by a higher amount of applied irrigation. Apparently, no 
relation between the green recovery and the soil moisture can 
be detected. Concerning the soil temperature, Figure 2 b), 
again the general trend is due to the changes in environmental 
conditions. Nonetheless, we can identify that just after the 
aeration of the green (measure 0) the temperature of soil 
increases. This fact is caused by the change of surface during 
the aeration action, when part of the surface, previously 
covered by grass, changes to sand. Since the sand has different 
thermic properties than the green plants, the value of soil 
temperature increases. After 22 days (measure 1), the soil 
temperature lowers again and present similar values than 
before the maintenance action. Therefore, we can affirm that 
in terms of soil temperature, the disturbance caused by the 
aeration of the greens is recovered after 22 days.  

Following, we are going to detail the results of monitored 
vegetation variables, see Figure 3 a) and b). The results of CT, 
Figure 3 a) are similar to the results of soil temperature. 
Although the values are a bit lower due to the capability of 
reducing the temperature of healthy plants, the observed trend 
is the same. There is an increase of CT just after the 
maintenance action due to the introduced modification in the 
surface. The increase of CT is corrected in the next measure 
(Measure 1).  

Concerning the NDVI, Figure 3 b), the measured NDVI 
just after the maintenance was much lower than the NDVI 
before the maintenance. Again, this alteration is corrected 
after 22 days. Thus we can affirm that considering the 
agronomic variables, the disturbance of the aeration of greens 
is recovered in less than 22 days.  Finally, we analyse the 
evolution of green velocity in Figure 4. 

 

a)    

b)    

Figure 2.  Evolution on measured soil variables as mean value and Fisher 

LSD intervals 
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This is the variable that truly indicates us the recovery of 
the green after the aeration. We can identify that although 
there is a recovery in measures 1 and 2, the green is not 
entirely recovered after measure 6 (31/07/2020). We must 
clarify that the velocities of 7 feet are appropriate for playing. 
Even so, we cannot consider that green is recovered until the 
measured velocity is equal to the velocity measured in 
measure -1 (before the action).  

Thus, we can affirm that the simple measure of agronomic 
variables cannot inform us about the recovery of the green 
after maintenance action, at least in the case of aeration. 
According to the measured agronomic variables, we will 
establish the recovery of the green in Measure 1, 22 days after 
the aeration. On the other hand, attending to the green 
velocity, the recovery of green will be reached in Measure 6, 
124 days after the aeration. Therefore we need to discard our 
first hypothesis.  

B. Using agronomic variables to predict the green velocity 

Our second hypothesis is that the combination of two or 
more agronomic values can be used to predict the green 
velocity, allowing the evaluation of the recovery. In order to 
evaluate this option, different tools are proposed. First, a 
multiple regression, including agronomic variables as 
independent variables and the velocity as dependent variables, 
is presented.  

Following, and with the purpose of developing a graphics 
useful for greenkeepers, the application of the ANN is 
proposed. Despite there are other AI more powerful than 
ANN, such as Support Vector Machine (SVM), we focus on 
ANN as the first step of applying AI to gathered data. Other 
authors compared the performance of SVM with ANN of 
biological data and SVM showed slightly better accuracy, 
80% for ANN and 85% for SVM[14]. 

 

a)    

b)    

Figure 3.  Evolution on measured vegetation variables as mean value and 

Fisher LSD intervals 

 

Figure 4.  Evolution on measured velocity as mean value and Fisher LSD 

intervals 

Concerning the multiple regression, a first attempt is 
performed including all the variables and selecting the 
ordinary minimum squares as adjusting procedure. The 
generated model has an R2 of 0.63. Nonetheless, the results of 
statistical software pointed out that some of the CTs might be 
extracted to simplify the model. After extract this value from 
the model, the R2 has not changed; its value is 0.63. In Figure 
5, we can compare the observed value of velocity and the 
predicted value according to the generated model. We can 
identify that the lower errors are linked to values of velocity 
between 6.7 and 7.8 feet. The proposed mathematical model 
is presented in (1). 

 
𝑉 (𝑓𝑒𝑒𝑡) =  3.296 × 𝑆𝑀 (%) + 7.059 × 𝑁𝐷𝑉𝐼 + 0.115 × 𝑆𝑇 (º𝐶)     (1) 

 
where: 

V is the velocity of the green 
SM is the soil moisture 
ST is the soil temperature 

 
Although the proposed model confirms our hypothesis, the 

combination of three agronomic variables can be used to 
estimate the green recovery or velocity, and one more step 
must be carried out. Besides the application of proposed above 
model can be useful and its accuracy indicated by the R2, it is 
almost useless for the daily monitoring activities. Considering 
the different tasks of greenkeepers if we expect that the 
proposed model is adopted we need to avoid the use of 
equations and present the results in a more easy-to-apply and 
straightforward way. Therefore, and with the aim of 
generating a series of graphics, an ANN model is created. It 
will be easier for the greenkeepers to use the classification 
graphics of the ANN than the application of (1).  

The proposed ANN has three input neurons (soil moisture, 
soil temperature and NDVI), two hidden layers, and six output 
neurons. In order to simplify our variables, the velocity was 
included without decimals in the model. The velocity values 
go from 5 to 10 feet. The rest of the variables are maintained 
as they are. The probability was set as proportional to the 
observed and the cost of error equal to all groups. Finally, the 
sphere of influence was determined by jackknifing.  

From the total of 48 observations, most of the cases have 
a measured velocity of 7 and 8 feet, with 25 and 15 
observations. The optimised value of jackknifing during the 
training was set on 0.073. The results of the proposed ANN 
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pointed out that 70.83% of cases were classified correctly. The 
percentage of correct classification is shown in Table 2.  

According to our results, we can affirm that as found in the 
regression, the highest error are linked to the most extreme 
velocities (5, 9 and 10 feet with 0% of correct classified cases). 
The best accuracy, 88% of correct classified cased, is related 
to the central velocity, 7 feet. Now, we compare the results of 
ANN with the regression model. Even that we use the discrete 
values of velocity values in the regression, the R2 of the newly 
generated model is 0.60. Thus, we can affirm that ANN not 
only offers a more straightforward way to use their results for 
greenkeepers, the classification graphics but also offers the 
best accuracy compared with regression models. 

Finally, we present in Figure 6, the summary of 
classification graphics obtained. Since in our model, we have 
three variables we include as x and y-axis the SM and NDVI, 
and four different graphics are presented for four different ST. 

 

 
Figure 5.  Observed vs predicted values of velocity with the proposed 

mathematical model 

The objective is that those graphics can be easily used by 
the greenkeepers to estimate the velocity of their greens in the 
daily monitoring. Figure 6 a) shows the estimated velocity for 
a soil temperature of 10ºC. We can identify that the higher the 
NDVI, the faster the velocity. Meanwhile, the soil moisture 
has the opposite effect, the higher the soil moisture, the slower 
the green velocity. The same trend is found in Figure 6 b) for 
20 ºC, Figure 6 c) for 30ºC and Figure 6 d) for 40ºC. For 
scenarios with 10ºC, the maximum expected velocity will be 
8 feet. The predicted velocities increase with the temperature, 
and for scenarios with 30 ºC or more, velocities of 10 feet can 
be expected.  

TABLE II.  SUMMARY OF CLASSIFIED CASES 

Velocity (feet) 
Number of 

observations 

Correct classified 

percentage 

5 1 0,0 

6 4 50,0 

7 25 88,0 

8 15 66,6667 

9 2 0,0 

10 1 0,0 

Total 48 70,8333 

 

   

Velocity (feet) =  

a)                       Soil temperature = 10 ºC 

 

b)                       Soil temperature = 20 ºC 

 

c)                       Soil temperature = 30 ºC 

 

d)                       Soil temperature = 40 ºC 

 

Figure 6.  Classification results of ANN applied to gathered data to estimate the velocity from SM, NDVI and ST. 
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It must be noted that, although the data included in this 
ANN model is limited, include just one type of grass coverage, 
and it is affected by the maintenance action, the results are 
promising. The main limitation of this study is the fact that 
most of our measured have a similar velocity, between 7 and 
8, see Table 2. It is necessary to increase the measuring time 
to obtained more data under different circumstances.  

In addition, results are aligned with the empirical 
experience of greenkeepers. The knowledge of greenkeepers 
indicates that the greens are faster when they are dry. Those 
dry conditions correspond to low soil moisture. Therefore, we 
have demonstrated that although in previous papers authors 
have pointed out that no relation was found between ball 
velocity and surface [10] there is a correlation between soil 
conditions (NDVI, SM, and ST) and ball velocity. These 
papers follow the ideas developed in [8] and [9], to estimate 
parameters, which are hard to measure from NDVI.  

V. CONCLUSION 

In this paper, we have dealt with the use of sensing devices 
to monitor the changes in the velocity in two greens of 
Agrostis stolonifera. The objective is to obtain a way of using 
the data of the employed digital devices to estimate the 
velocity, which measurements are a tedious and time-
consuming practice. 

Our study is performed before, during and after a 
maintenance action that produces a decrease in the velocity. 
The results indicated that the measurement and analysis of a 
single variable are not enough to characterise the velocity of 
the green. Nonetheless, the combination of soil moisture, soil 
temperature and NDVI can be used to estimate the velocity. 
This was demonstrated with a multiple regression model and 
with the ANN model. The proposed ANN model offers a 
series of graphics, which can be used by the greenkeepers to 
estimate the velocity in the daily routine.  

The future work will be focused on extending the amount 
of data from the greens performing more measurements and 
including more variables. Furthermore, the comparison of our 
results with other AI techniques will be considered, as well as 
validate and test the obtained machine learning model with 
new data. In addition, we will start to monitor greens 
composed of other grass species and greens with a higher 
percentage of Poa annua. This must be considered since other 
species have different colourations and might affect to the 
NDVI measures.  
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Abstract—A dual-band low cost antenna for Industrial, 

scientific and medical (ISM) applications with circular 

polarization at 5.8 GHz is presented. The proposed antenna is 

excited through a single feed line connected to the patch. Two 

omni-directional radiation patterns are obtained for the two 

ISM bands. The proposed antenna is patterned on an RF30 

rectangular dielectric (28 mm x 40 mm) with 1.52 mm 

thickness. The antenna exhibits a super-wide frequency 

bandwidth from 5.4 GHz to 6.4 GHz centered at 5.8 GHz, and 

0.5 GHz bandwidth for the first resonance frequency, centered 

at 2.4 GHz. An improvement in return loss has been obtained 

by introducing a Coplanar Waveguide (CPW) feed 

implemented in Substrate Integrated Waveguide (SIW) 

technology. A prototype antenna is fabricated using standard 

PCB fabrication. Measured results show a good agreement 

between simulation and measured results. 
Keywords- Dual-band; ISM antenna; Single layer; micro-

strip; SIW technolgy. 

I.  INTRODUCTION  

ISM-band antennas are a crucial component in sensor 

nodes, used for high quality data transmission in wireless 

sensor networks. A dual-band antenna made on a simple 

planar layer has the flexibility and simplicity required to be 

integrated into chemical sensors, operating at infrared 

wavelengths [1]. In previous years, researchers have been 

interested in developing the called Substrate-Integrated 

Waveguide (SIW) [2], a simple technology compatible with 

planar circuits with ease of integration with other 

components, thus with characteristics that can improve the 

performance or packaging of RF circuits. The SIW 

technology is compatible with rectangular waveguides and 

microstrip or CPW technology. SIW planar technology 

involves simple PCB fabrication techniques and has been 

used for ISM band applications [3]-[5]. Many passive 

circuits have been developed using SIW technology [6]-

[10]. Highlighting antenna development, several multiband 

antennas have been presented in previous years for specific 

applications. In [11], an antenna for MIMO application 

works at a single frequency with two different modes of 

operation. A multiband multimode antenna can be found in 

[12]; the antenna design has a circular patch on the top of 

the structure, where a SIW cavity is used for the outer 

antenna, and includes a perpendicularly placed connector. 

The antenna has a degraded gain for the TM02 first mode 

and a high gain for other modes.  A dual-band antenna 

working in the ISM band with low profile for body centric 

communications is presented in [13]; the antenna has low 

gain for the first band with an omnidirectional radiation 

pattern and an unidirectional radiation pattern for the second 

resonance frequency. The antenna uses two connectors 

perpendicular to the top patch. 

In this paper, a planar dual-band antenna fabricated on a 

single layer of dielectric material is described in section II. 

The antenna includes a microstrip line and ground plane as 

shown in Figure 1. The proposed ISM antenna is used for 

wireless sensor data transmission. The two antenna 

frequency bands of operation can be independently tuned as 

discussed in section III, by adjusting the microstrip line 

dimension parameters, and the width of the ground plane. 

The measurement and simulation results are presented in 

section IV. Finally, section V provides a conclusion for this 

work.  

II. PROPOSED ISM ANTENNA STRUCTURE 

The proposed antenna with and without CPW-SIW 

technology is composed of micro-strip lines patches, as 

shown in Figure 1. The designs can be connected using a 

simple SMA connector attached to the substrate side. The 

microstrip line is designed to resonate at the frequencies of 

2.4 GHz and 5.8 GHz, as shown in Figure 2. RF30 material 

is used as the substrate, with a dielectric constant value of 

3.35, loss tangent of 0.001, and substrate thickness of 

h=1.52 mm. The design of the microstrip patches is based 

on conventional theory. The width and length of the patch 

were calculated using the following standard expression 

[14]. 
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Figure 1.  Proposed antenna, (a) Top view antenna without SIW, (b) Top view with SIW, (c) Bottom view. 
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The proposed antenna is made on a sheet of low 

permittivity substrate with dimensions 28mm x 40mm x 

1.52mm. Table I summarizes the design parameter value 

used to produce the antenna. In this paper, a single layer 

structure, with simple side interface with the connector is 

used. The proposed antenna involves microstrip lines, 

coplanar waveguide (CPW) and SIW technology. The 

bottom ground plane dimension must also be carefully taken 

into account to provide the desired band of operation. 

TABLE I.  DIMENSION OF STRUCTURE 

Parameters Lgnd Wgnd L1 L2 Lf W 

Value 

[mm] 

24.2 10.4 9 8.8 34 2 

Parameters t1 t2 Lvia Wvia W1 W2 

Value 

[mm] 

1.4 2.05 22.15 10.2 3 3.7 

 

The bandwidth enhancement technique and the VSWR 

results are demonstrated in the following section. The 

impedance matching at 2.4 and 5.8 GHz bands can be 

adjusted with the proposed structure, which was found to be 

effective in obtaining a high impedance bandwidth in the 

antenna's upper operating band. 

III. RESUSLTS AND DISCUISSON 

In this part, an initial proposed antenna has been simulated 

and compared with the CPW-SIW technology antenna.  

A. Initial design  

The proposed antenna is simulated using CST 

commercial software; CST software is based on the integral 

method (FDTD). Figure 2 shows a comparison between 

simulated results using the proposed antenna with and 

without using CPW-SIW. The dimensions of the microstrip 

radiating conductors and the ground plane in the bottom part 

of the antenna are shown in Figure 1.  

Through numerical analysis, the reflection coefficient 

in the ISM bands in minimized, while the reflection 

coefficient is maximized elsewhere. According to the result 

in Figure 2, an improvement is obtained when the CPW-

SIW structure is introduced. The VSWR is below 3 dB for 

the two ISM bands, centered at 2.4 GHz and 5.8 GHz. 

Figure 2 and Figure 3 show an improvement in results 

between the two antennas, according to the S-parameters 

and VSWR, obtained. From the simulation results of 

Figures 2 and 3, an impedance bandwidth with |S11| < −10 

dB is obtained, with ranges from 2.2 to 2.9 GHz (30%) and 

5.2 to 6.8 GHz (80%), where 19% VSWR is achieved. Fig.4 

shows the improvement obtained when inducing the CPW-

SIW structure  in terms of radiation pattern at 2.4 GHz and 

5.8 GHz. The maximum gain of the proposed antenna is 

approximately 3.4dB.  The simulated spinning linear 

radiation patterns in two orthogonal planes (xoy and yoz) 

for the two resonance frequencies of 2.4 GHz and 5.8 GHz 

are plotted in Figure 4, respectively.  

The radiation pattern shows an improvement when the 

CPW-SIW technology is used, with an omnidirectional 

radiation pattern at 2.4 GHz and an unidirectional one at 5.8 

GHz. 
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Figure 2.  Reflexion coefficient comparaison. 

 

Figure 3.  VSWR of the antennas versus frequency. 

 

 
 

Figure 4.  Radiation pattern (a) E field 2.4 GHz (b) H-field 2.4 GHz (c) E-

field 5.8 GHz and (d) H-field 5.8 GHz 

B. Band tuning technique analysis. 

Although the precedent design resonates at 2.4 GHz 

and 5.8 GHz exactly, the resonant frequencies are not 

independently tunable. A dual-band and dual-mode antenna 

is attractive and very useful when a single band frequency 

can be tuned to the desired frequency of specific 

applications, while keeping the other band fixed.  

 

Figure 5.  Reflexion coefficient versus Lf. 

 

Figure 6.  Reflexion coefficient versus W2. 

In this paper, to independently tune the resonant milti-

band frequencies of the antenna, design parameters  are 

varied as follows. Lf  and W2 are the most important 

parameters for frequency tuning. Figure 5 shows the 

different reflection coefficients vs Lf parameters. This result 

illustrates that the two bands can be tuned at the same time, 

so it is not reasonable to adjust the two bands at once. On 

the other hand, we can tune the high resonance frequency 

(5.8GHz), where W2 can be adjusted to modify the second 

resonance frequency. Figure 6 showns the reflection 

coefficient versus frequency for different W2 parameters. 

Figure 5 and Figure 6 contain the reflection coefficients 

versus Lf and W2 parameters, respectively. Increasing the 

parameters produces decreased resonance frequencies. 

While, increasing W2 provides modifying the sencond 
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resonance frequency independently, while the first 

resonance stays fixed. 

 

Figure 7.  Simulated axial ratio versus frequency of the proosed antenna. 

IV. EXPERIMENT RESULTS 

The proposed ISM antenna is simulated using CST 

studio software, based on FDTD method (integral method). 

The antenna was mesured in the frequency range from 2 to 6 

GHz. SIW technology is used with vias having a diameter of 

1.2 mm. The diameter of the vias hole at the microstrip line 

defining the antenna is 1.4 mm. The antenna prototype is 

fabricated and measured in an anechoic chamber after 

optimization performed through simulations. A photograph 

of the antenna top side is shown in Figure 8. 

          
(a)                                                (b) 

Figure 8.  Photograph of the antenna prototype (a) top side (b) bottom 

view 

The simulated and measured reflection coefficient 

results are shown in Figure 9. The measured and simulated 

results show a good agreement, except for slight frequency 

shift at 5.8 GHz, which may be caused to the probe-feed 

position after fabrication, fabrication tolerances and 

soldering. The measured relative bandwidth for the first 

mode is 500 MHz. At 5.8 GHz, the bandwidth is 1000 MHz 

bandwidth. The bandwidths of operation are 8% and 20% at 

2.4 GHz and 5.8 GHz, respectively. The simulated antenna 

gains are about 2.71 dB and 3.43 dB at 2.4 GHz and 5.8 

GHz, respectively. Antenna radiation patterns are shown in 

Figure 10, corresponding to the frequencies of 2.4 GHz and 

5.8 GHz. The antenna radiation patterns results show 

agreement between measurement and simulation, obtained 

for the two antenna bands of operation. For antenna 

measurements, an extended ground plane was used using 

copper tape.  

 

Figure 9.  Simulation and measured reflection coefficient of the antenna. 

 
 

(a) 

 
(b) 

Figure 10.  Measured radiation pattern of the antenna (a) E-field and H-

field at 2.4 GHz; (b) E-field and H-field at 5.8 GHz. 

Table II shows a comparison among ISM antennas. The 

proposed antenna has good gain with bandwidths of 250 

MHz and 1 GHz  at 2.4 GHz and 5.8GHz, respectively. The 

proposed antenna exhibits circular polarization for the 

second resonant mode. Figure 7 showns the axial ratio for 

the frequency range from 5.4 to 6.1 GHz.  
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TABLE II.  ISM ANTENNA COMPARAISON 

Parameter Frequency [15] [16] [17] [18] Proposed 

antenna 

Gain 

[dB] 

F1=2.4 
1.73 

2.07 2.02 2.01 2.72 

F2=5.8 
5.4 

1.17 4.06 3.45 3.22 

Bandwidth 

[MHz] 

F1=2.4 
48.7 

250 200 350 350 

F2=5.8 
200 

250 650 1000 1000 

Polarizatio

n 

Linear/Circ

ular 

F1=2.4 
L. 

L. L. L. L. 

F2=5.8 
L. 

L. L. L. Cir. 

V. CONCLUSION 

In this paper, a circular polarization, dual-band antenna 
for ISM band is reported. An improvement is achieved when 
using a coplanar waveguide at the input feed including an 
SIW structure. The CPW-SIW structure improves the 
antenna response S-parameters and gain. To be able to use 
this design for sensor networks, the proposed dual-band 
design can be independently tuned in frequency and 
bandwidth of operation. The planar antenna structure and its 
performance makes it a suitable candidate for integration 
with ISM applications and sensor nodes. 

ACKNOWLEDGEMENT 

This work is supported by NATO SPS project G5640 and 
the Spanish ministry of defence project SensorQ. Spanish 
ministry of science and innovation, project RTI2018-
099841-B-I00, Generalitat de Catalunya, grant 2017 SGR 
891. 

 

REFERENCES 

 
[1] E. Fontana, J.-M. Kim, I. Llamas-Garro and G. O. 

Cavalcanti,”Microfabricated Otto chip device for surface 
plasmon resonance based optical sensing,” Applied Optics, 
vol. 54, pp.9200– 9204, November 2015. 

[2] S. S. Sabri, B. H. Ahmad, and A. R. Othman ”Design and 
Fabrication of X-Band Substrate Integrated Waveguide 
Directional Coupler”, IEEE Symposium on Wireless 
Technology andApplications, (ISWTA). 

[3] D. H. Yang and al.,”E-band SIW H-plane horn antenna 
development,” COMPEL - The international journal for 

computation and mathematics in electrical and electronic 
engineering , vol. 32, no. 2, pp. 431-441, Sep. 2015. 

[4] H. Y. Tsao and al. , ”W-Band SIW H-plane Horn Antenna 
Development ,” COMPEL -The international journal for 
computation and mathematics in electrical and electronic 
engineering, 2013. 

[5] R. Aloui, Z. Houaneb, I. Llamas-Garro, H. Zairi, “Substrate 
integrated waveguide dual-band ISM antenna for wireless 
sensors”, Microwave Journal, Microwave Journal, Vol. 63, 
No. 9, September 2020.  

[6] A. Nasri, et al., “A compact SIW mixer for millimeter-wave 
applications,” International Journal of Electrical and 
Computer Engineering (IJECE), Vol. 4, No. 6, 902–908, 
2014. 

[7] S. Doucha, et al., “A leaky wave antenna design based on 
half-mode substrate integrated waveguide technology for X 
band applications,” International Journal of Electrical and 
Computer Engineering (IJECE), Vol. 7, No. 6, 3467–3474, 
2017. 

[8] Z.  He, J. Cai, Z. Shao, X. Li, and Y. Huang, “A novel power 
divider integrated with SIW and DGS technology,” Progress 
In Electromagnetics Research, Vol. 139, 289–301, 2013. 

[9] Z. Sotoodeh, B. Biglarbegian, F. Hojjat-Kashani, and H. 
Ameri, “A novel bandpass waveguide filter structure on SIW 
technology,” Progress In Electromagnetics Research Letters, 
Vol. 2, 141–148, 2008. 

[10] I. Llamas-Garro, F. Mira, P. Zheng, Z. Liu, L. Wu, Y. Wang, 
All resonator based LTCC diplexer using substrate integrated 
waveguides , Electronics Letters, Vol. 53, No. 21, pp. 1410-
1412, November 2017. 

[11] N. Herscovici, C. Christodoulou, E. Rajo-Iglesias, O. 
Quevedo-Teruel, and M. Sainchez-Ferflifldez, “Compact 
multimode patch antennas for MIMO applications,” IEEE 
Antennas Propag. Mag., Vol. 50, No. 2, 197–205, Apr. 2008. 

[12] D., Z.  Guan, Qian, W. Cao, L. Ji, and Y. Zhang, “Compact 
SIW annular ring slot antenna with multiband multimode 
characteristics,” IEEE Antennas Propag. Mag., Vol. 63, No. 
12, 5918–5922, Dec. 2015. 

[13] Z. G. Liu, and Y. X. Guo, “Dual-band low profile antenna for 
body centric communications,” IEEE Trans. Antennas 
Propag., Vol. 61, No. 4, 2282–2285, Apr. 2013. 

[14] R. Waterhouse, R. Microstrip Patch Antennas: A Designer’s 
Guide; Springer Science & Business Media: 
Berlin/Heidelberg, Germany, 2013. 

[15] Z. G. Liu and Y. X. Guo, ”Dual band low profile antenna for 
body centric communications,” IEEE Trans. Antennas 
Propag., vol. 61, no. 4, pp. 22822285, Apr. 2013. 

[16] J-I Moon and S-O Park, ”Small Chip Antenna for 2.4/5.8-
GHz Dual ISM-Band Applications,” IEEE Anten. and 
Wireless prog. Letters., vol. 2, 2003. 

[17] I-F Chen, C-M Peng, and S-C Liang, ”Single Layer Printed 
Monopole Antenna for Dual ISM-Band Operation,” IEEE 
Trans. Antennas Propag., vol. 53, NO. 4, APRIL 2005. 

[18] N. O. Parchin, H. J. Basherlou , R. A. A.-Alhameed and J. M. 
Noras, ”Dual-Band Monopole Antenna for RFID 
Applications,” Future Internet, vol. 11, NO.31, 2019. 

 

68Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4

SENSORDEVICES 2020 : The Eleventh International Conference on Sensor Device Technologies and Applications

                           76 / 118



Simulation Model of the Integrated Hall Element Implemented in Verilog-A 

Damjan Berčan, Janez Trontelj  
Laboratory for Microelectronics 

Faculty of Electrical Engineering, University of Ljubljana 
Tržaška cesta 25, 1000 Ljubljana, Slovenia 

e-mail: damjan.bercan@fe.uni-lj.si, janez.trontelj@fe.uni-lj.si 
 

Abstract—The paper describes the development of the improved 
simulation model based on a six terminal Hall element 
implemented in the hardware description language Verilog-A. 
The new simulation model considers temperature effects, offset 
voltage, influence of mechanical stress, external magnetic field 
and internal magnetic field generated by the internal microcoil. 
To obtain the best accuracy of the Verilog-A based model, all 
key parameters of the simulation model were determined and 
characterized by measuring the manufactured Hall plate 
bonded into a ceramic package. The verification of the improved 
simulation model was performed in the Cadence Spectre 
simulator. The Hall element simulation model was designed in 
the 0.18µm technology but can be easily adapted to any 
technology to a certain extent by adjusting its parameters 
according to the measurement results. 

Keywords-Hall element; simulation model; Verilog-A. 

I.  INTRODUCTION 

Hall sensors are still widely used in the magnetic sensors 
market, although the emerging magnetoresistive sensors, such 
as Anisotropic Magneto-Resistance (AMR), Giant Magneto-
Resistance (GMR) and Tunnel Magneto-Resistance (TMR) 
are showing impressive performance results. Recently, a 
comprehensive sensor market study has been taken. It 
concludes, that Hall-effect sensors will still lead the future of 
the sensor market exceeding $1.2 billion in 2030, although the 
Hall effect in semiconductor has been extensively studied in 
the past few decades [1]. The Complementary Metal Oxide 
Semiconductor (CMOS) Hall sensors are used to measure 
relative or absolute position, electric current, energy, speed, 
angle, Earth's magnetic field, etc.  The main reasons why 
CMOS Hall effect sensors lead the field of magnetic sensors 
are their linearity over a wide dynamic range, their low 
process costs compared to their competitors due to their 
compatibility with standard CMOS technology and their 
robustness. There are also many disadvantages of the Hall 
element compared to its magnetoresistive competitors, which 
need to be solved by researches. The low sensitivity, high 
power consumption and low signal to noise ratio are just a few 
of them.  The next is the relatively large offset voltage, which 
is a function of geometry and production errors. However, the 
high offset voltage and 1/f noise can be greatly reduced by 
applying the well-known current spinning technique [2], 
which is commonly used in the art of designing a magnetic 
microsystem with the Hall elements.  The second is the 
temperature variation of the sensitivity of the Hall element. 
The variation of sensitivity is non-linear and depends on the 
mechanical stress. One way to overcome the problem is to use 

an integrated microcoil that generates an internal reference 
magnetic field to calibrate the sensitivity of the magnetic 
microsystem [3].  

The magnetic system with an array of N Hall sensors is 
used to measure the spatial distribution of the magnetic field 
or to increase the low sensitivity of the Hall element by the 
factor N, to increase the signal to noise ratio and to minimize 
the offset by a factor √𝑁  [4]. The second is the use of 
ferromagnetic structures, also known as magnetic 
concentrators, where they are used as planer magnetic 
amplifiers [5]. Basically, the magnetic concentrator converts 
the parallel magnetic field into a magnetic field that is 
orthogonal to the surface of the Hall element. The mentioned 
disadvantage of the solution is an additional step in the 
production of the System on Chip (SoC). 

To reduce the power consumption of the magnetic 
microsystem, the bias current of the Hall element can be 
pulsed during signal processing. In order to simulate and 
design the high performance magnetic microsystem, an 
accurate simulation model of the Hall element must be used. 
Such a simulation model should take into account the offset 
voltage, the external magnetic field, the internal magnetic 
field, the mechanical stress and the temperature variations of 
the sensitivity [6]. Sometimes integrated circuit manufacturers 
do not provide all the necessary technological parameters 
required for a successful implementation of the Hall element 
model in e.g. multiphysics software such as COMSOL. In a 
case, where the technological parameters are treated as 
confidential, the Hall element model can be created using the 
measured results and know-how. 

The rest of the paper is structured as follows. In Section 2, 
the theory and the measured results of the Hall element 
designed and manufactured in the 0.18µm Bipolar CMOS 
Double Diffused Metal Oxide Semiconductor (DMOS) 
(BCD) technology are collected. In Section 3, the 
development and verification of the Verilog-A model are 
presented. Finally we summarize the paper in Section 4. 

II. THEORY AND MEASURED RESULTS 

The Hall effect in semiconductor can be briefly described 
as a deflection of charge carriers caused by the Lorentz force 
when the magnetic field is present. If the magnetic field is 
perpendicular to the semiconductor surface and the Hall 
element is connected to the power supply, i.e., the current 
flows through the semiconductor then, the small Hall voltage 
appears at the edges of the Hall plate [7]. The Hall element 
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can be biased with current or voltage. This means that the 
Hall voltage can be described as a function of the selected 
bias [8]. If the Hall element is voltage biased, the Hall voltage 
is given by (1), 

 

 𝑉 =  𝐺
𝑊

𝐿
µ 𝑉𝐵 , (1) 

 
where the correction factor G depends on the shape of the 
Hall element, W and L are the width and length of the sensor, 
respectively, µ  is the Hall mobility, V is the supply voltage 
and 𝐵  is the applied magnetic field orthogonal to the surface 
of the Hall element. Secondly, the Hall element can be biased 
using the current source. In this case, the Hall voltage is 
expressed as (2):  
 

 𝑉 =  𝐺
𝑟

𝑞𝑛𝑡
𝐼𝐵 , (2) 

 
where 𝑟  is the Hall factor, q the electron charge, n the 

doping concentration in n-doped silicon, t the thickness of the 
active N-well region and I the bias current flowing through 
the Hall element [8].    

The Verilog-A model is based on the six terminal Hall 
element model presented in [9] and serves as the starting 
point for a new Hall element model. The simplified electrical 
Hall element model and its cross-shaped layout model with 
four contacts U – Up, D – Down, L – Left and R – Right are 
shown in Figure 1. The electrical model consists of four N-
well resistors representing the N-well Hall element 
resistance. The cross-shaped Hall element is widely used due 
to its 90° symmetry, which reduces potential mask 
misalignment errors. It is also useful when current spinning 
technique, i.e., electrical rotation of its terminals, is used to 
minimize the offset voltage. The complete cross-shaped Hall 
element with integrated microcoil is shown in Figure 2. The 
active area width of the Hall element is 13 µm. It is worth 
mentioning that the minimization of the Hall element is 
crucial, e.g. to increase the spatial magnetic field resolution 
and the bandwidth of the magnetic microsystem. One of the 
disadvantages of miniaturization is a larger offset and errors 
e.g. due to etching. In addition, the efficiency of the microcoil 
is increased because it is closer to the active area of the Hall 

element. The number of microcoil turns is another parameter 
that is important when designing the internal reference 
magnetic field. The N-well area, microcoil and metal contacts 
are shown in Figure 2 as well. The complex electrical circuit 
schematic of the six terminal Hall element model is shown in 
Figure 3 [9]. The Hall element has four basic contacts U, D, 
L, R and an auxiliary contact B for the simulation of the 
external magnetic field. In addition, there are two more 
contacts CI, CO each representing the input and output of the 
internal microcoil. The resistance of the Hall element is 
represented by four N-well resistors connected in the resistor 
bridge. Four resistors are added between U and ua, D and da, 
L and la and R and ra as current sensing element. The value 
of each resistor is 1 Ω. This means that the voltage drop 
across the resistors directly represents the bias current of the 
Hall element. At each branch, 8 Voltage Controlled Resistors 
(VCR) and 8 Current Controlled Current Sources (CCCS) 
form a current loop. Four pairs (red current loops) are active 
when the external magnetic field is present and the other four 
pairs (green current loops) are active when the internal 
magnetic field is generated. VCRs only work for positive 
values (positive resistance), so two current loops are added to 
each branch. The value of the four VCRs when the external 
field is applied is determined by the voltage drop across the 
sensing resistors caused by the bias current of the Hall 
element. The others value is 0.  The current in each loop 
depends on the CCCS controlled by the current flow (vm) 
through the resistor connected between contacts B and gnd. 
The mentioned current depends on the voltage signal at 
terminal B, which represents the external magnetic field. 
Similarly, when the internal magnetic field is applied, the 
current in the other four loops depends on the current flowing 
(vs) through the 50 Ω resistor, which represents the resistance 
of the microcoil. The electrical model contains 8 Voltage 
Controlled Voltage Sources (VCVS) representing the offset 
voltage of the Hall element. The controlled voltage depends 
on the voltage drop across the current sensing resistors caused 
by bias current of the Hall element. The four current sensing 
resistors are used to maintain the symmetry of the resistor 

 
 

Figure 1. The simplified electrical model of the Hall element (left) 
and its cross-shaped layout model (right). 

     

 
 

Figure 2. The complete cross-shaped Hall element with microcoil. 
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bridge. From a functional point of view, only two of them 
could be used. The microphotography of the Hall element 
manufactured in the 0.18 µm BCD technology is shown in 
Figure 4. The Hall element was bonded with 30 µm bond 
wires into a ceramic package. The Hall element was exposed 

to an external magnetic field of 34 mT or 340 G between two 
circular magnetic coils - Helmholtz pair, which generated an 
almost uniform magnetic field. Thermal tests were carried out 
in the temperature chamber from -40 °C to 120 °C. First, the 
offset voltage was measured at different temperatures and in 
different bias modes without applied magnetic field. The 
average measurement results of the offset voltage based on 
N=20 samples are gathered in Table 1. When the Hall 
element is voltage biased, the bias current Ib decreases with 
temperature due to the positive temperature coefficient of the 
N-well. This means that the N-well resistance increases with 
increasing temperature and consequently influences the 
offset voltage Voff. When the Hall element is current biased, 
the changes in offset voltage are greater due to the applied 
constant current. The results show that the Hall element 
suffers from a large offset voltage (mV) therefore current 
spinning technique should be used to reduce it to (µV). The 

 
 

Figure 3. The complex electrical schematic of the six terminal Hall 
element model in 0.18 µm BCD technology. 

     

 
 

Figure 4. The microphotography of the Hall element with 
corresponding contacts.   

     

TABLE I.  OFFSET VOLTAGE MEASUREMENT RESULTS 
 

 Voltage Biased Current Biased 

T (°C) Voff (mV) Ib (mA) Voff (mV) Ib (mA) 

-40 -0.324 2.000 -0.324 2 

-20 -0.445 1.918 -0.465 2 

0 -0.529 1.828 -0.588 2 

20 -0.656 1.733 -0.768 2 

40 -0.793 1.636 -1.005 2 

60 -0.926 1.542 -1.247 2 

80 -1.050 1.445 -1.531 2 

100 -1.168 1.360 -1.838 2 

120 -1.272 1.280 -2.167 2 
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offset voltage changes locally from die to die or globally from 
wafer to wafer, so it is a random function. In this case, the 
offset voltage could be expressed as a third order polynomial:  

 

 
𝑉 (𝑥) =  2 · 10 𝑥 − 2 · 10 𝑥 − 0.0042𝑥

− 0.297, 
(3) 

 
where x represents a temperature. The polynomial is found as 
a line that best fits the measured data. Equation (3) is used 
later in Verilog-A description of the Hall element.  

Then, the sensitivity of the Hall element to the external and 
internal magnetic field was measured. The results are shown 
in Table 2. The measurement was performed for both bias 
modes. Figure 5 and Figure 6 show the average measurement 
results of the current related sensitivity SI and voltage related 
sensitivity SV respectively for N=20 samples. The 
temperature coefficient of the Hall element sensitivity 
depends on the carrier mobility, the Hall element factor and 
the mechanical stress. To describe the absolute value of the 
current-related sensitivity variation with temperature, the 
relative error ẟ  can be added as:  

 

 
ẟ (𝑥) =  8.83 · 10 𝑥 − 1.50 · 10 𝑥

− 0.0035, 
(4) 

 
where x stands for the temperature. In this case, the relative 
error 0 at 0 °C is selected. Again, equation (4) is found as a 
line that best fits the measured data, so the relative error 
deviates slightly from 0 at 0 °C.   

The sensitivity of the Hall element to the internal magnetic 
field generated by the integrated microcoil is 26 V/AA or 26 
µV at 1 mA of the bias current of the Hall element and 1 mA 
of the current flowing through the microcoil. The integrated 
coil generates a magnetic field of 0.52 mT or 5.2 G at 1mA 
DC current. The resistance of the microcoil also changes with 
temperature, so the temperature coefficient of the microcoil 
should not be neglected. Its measured value is 3· 10  /°C.  

With the measurement results obtained, the Verilog-A 
based Hall element model can be developed. 

III. DEVELOPMENT OF THE VERILOG–A BASED HALL 

ELEMENT MODEL  

In this Section only a crucial part of the Verilog-A code 
will be analysed as, the rest is a top level description of the 
Hall element shown in Figure 3. The first part of the code is 
shown in Figure 7 and describes the VCR. The value of the 
resistor is represented by the voltage drop between p2 and n2. 

The current through p1 and n1 is proportional to the voltage 
difference between terminals p1 and n1 divided by vctrl. To 
avoid division by zero error or negative resistance, the vctrl 
is limited to 1· 10 . This is achieved by using a conditional 
statement.  

The second part of the code is shown in Figure 8 and 
represents CCCS. The I(out) depends on the voltage drop 

TABLE II.  THE MEASURED RESULTS OF THE HALL ELEMENT 
SENSITIVITY 

 

T(°C) SV (V/VT) SI (V/AT) 

-40 0.034 54.2 

-20 0.032 51.9 

0 0.029 50.1 

20 0.027 48.8 

40 0.025 48.0 

60 0.023 47.5 

80 0.022 47.4 

100 0.020 47.2 

120 0.019 47.4 

 

 
 

Figure 5. Current related sensitivity of the Hall element.   
     

 
 

Figure 6. Voltage related sensitivity of the Hall element. 
     

// VerilogA, VCR 
‘include "constants.vams" 
‘include "disciplines.vams" 
 module vcr (p2, n2, p1, n1); 
 inout p2, n2, p1, n1; 
 electrical p2, n2, p1, n1; 
 real vctrl; 
analog begin 
 vctrl=V(p2,n2); 
 if (vctrl<1e-05) begin 
  vctrl=1e-05; 
  I(p1,n1)<+V(p1,n1)/vctrl; end 
 else 
  I(p1,n1)<+V(p1,n1)/vctrl; end 
endmodule 

 
Figure 7. VCR description in Verilog-A. 
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V(in) across the current sensing resistor, which represents the 
current that controls CCCS. The value of the current depends 
on the ports used (branch (pi, ni) in). First, when the input 
port B is selected, the current depends on the input voltage 
applied to port B, which represents external magnetic field. 
Second, when input terminal CI is selected the current 
depends on the input voltage applied to terminal CI, which 
represents internal magnetic field. The variable pt represents 
temperature. The absolute value of sensitivity to the external 
or internal magnetic field can be adjusted by the gain 
parameter. The polynomial ksen with the corresponding 
coefficients ksen3, ksen2, ksen1 and nsen representing the 
relative error ẟ  is used when the parameter sen is equal to 
1. If sen is 0 then, the relative error or ksen is zero.  

The third part of the code is shown in Figure 9 and 
describes the VCVS, which adds the offset in the model of 
the Hall element. The controlled voltage vctrl=V(p2,n2)/2 

depends on the voltage drop across the current sensing 
resistor, which represents the bias current of the Hall element. 
The polynomial koff with the corresponding coefficients 
koff3, koff2, koff1 and noff is added to simulate the offset 
voltage. The offset voltage can be switched on or off by 
setting the off parameter to one or zero.  

Figure 10 shows the Hall element and its parameters which 
can be set according to the measurement results. The absolute 
value of the sensitivity can be adjusted by changing the 
parameters emf (external magnetic field) and imf (internal 
magnetic field). The resistance of the N-well resistor can be 
changed by the parameters nw (width) and nl (length). The 
temperature coefficient of the microcoil can be adjusted by 
changing the parameter tc_coil.  

The next step in the development is the verification of the 
Hall element written in Verilog-A. Figure 11 and Figure 12 

// VerilogA, CCCS 
‘include "constants.vams" 
‘include "disciplines.vams" 
 module cccs (pi, ni, p, n); 
 inout p, n, pi, ni; 
 electrical pi, ni, p, n; 
 parameter real gain=1; 
 parameter real rm=1; 
 branch (p, n) out; 
 branch (pi, ni) in; 
 parameter real pt=($temperature-273.15); 
 parameter real ksen3=0; 
 parameter real ksen2=0; 
 parameter real ksen1=0; 
 parameter real nsen=0; 
 parameter real sen=0; 
 real ksen=0; 
analog begin 
 if (sen==1) begin 
ksen=(ksen3*(pt)*(pt)*(pt)+ksen2*(pt)*(pt)+ksen1*(pt) + nsen);end 
 else if (sen!=1) begin ksen=0; end 
 I(out)<+((1+ksen)*(gain*V(in)))/rm; end 
endmodule 

 
Figure 8. CCCS description in Verilog-A. 

 

// VerilogA, VCVS 
module vcvs (p2, n2, p1, n1); 
inout p2, n2, p1, n1; 
electrical p2, n2, p1, n1; 
parameter real pt=($temperature-273.15); 
parameter real koff3=0; 
parameter real koff2=0; 
parameter real koff1=0; 
parameter real noff=0; 
parameter real off=0; 
real vctrl; 
real koff; 
analog begin 
vctrl=V(p2,n2)/2; 
if (off==1) begin 
koff=(noff+koff3*(pt)*(pt)*(pt)+koff2*(pt)*(pt)+koff1*(pt)); end 
else if (off!=1) begin koff=0; end 
V(p1,n1)<+vctrl*abs(koff); 
end 
endmodule 

 
Figure 9. VCVS description in Verilog-A. 

 

 
 

Figure 10. The symbol of the Hall element and its parameters in 
Cadence Virtuoso®.     
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show the comparison between measurement and simulation 
results.  The proposed model shows a good agreement with 
the measurement results of N=20 Hall element samples 
bonded into the ceramic packages. 

 
IV. CONCLUSIONS 

A development of the Hall element model written in 
Verilog-A was presented.  Some solutions for characterizing 
the Hall element in case, the technological data are not fully 
available are described in the paper. The proposed Hall 
element model takes into account the internal magnetic field, 
the external magnetic field, and offset voltage, the temperature 
dependence of the sensitivity of the Hall element and its offset 
voltage, and the packaging stress. The simulation results show 
a good agreement with the measurement results. 
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Figure 11. Current related sensitivity of the Hall element.   
     

 
 

Figure 12. Voltage related sensitivity of the Hall element.   
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Abstract— The paper deals with the optimization of the 
integrated planar micro-coil characteristics with respect to 
maximizing the generated magnetic field amplitude and its 
uniformity along the region of interest. The integration calls for 
as efficient realization as possible otherwise the electrical 
heating would contribute to reduced performance of the 
integrated system in which the micro-coil is used. A multi-
objective optimization is performed with respect to efficiency 
and uniformity of the magnetic field distribution.  It is optimized 
in a range of the technological rules to be used in application 
where precise magnetic field measurement is required.  

Keywords-Integrated planar micro-coil; Magnetic field 
uniformity; Optimization; Parametrized 3D model. 

  

I. INTRODUCTION 

Whenever a new technological product is developed, the 
engineers strive for the best possible performance to price 
ratio. To accelerate product development and meet desired 
performance, various optimization methods are used. Based 
on the problem to be solved, two approaches are known, the 
stochastic and the deterministic approach. The former is used 
when the imitation and evolution of nature phenomenon is 
used during convergence to the optimal solution, while the 
latter minimizes or maximizes the criterion function, called 
the Objective Function (OF), with respect to the deterministic 
change of the independent Control Variables (CV) 
deterministically. This work uses a deterministic approach 
because the geometry of the integrated planar micro-coil 
(µCoil), realized in a standard Complementary Metal Oxide 
Semiconductor (CMOS) technology, is limited to the 
technological parameters dictated by the manufacturing 
process rules, so the inputs to the simulator are specific 
numbers and also the output of the simulator is determined by 
the Partial Differential Equation (PDE) formulation, therefore 
it is a deterministic object. 

There has been a lot of research work on the uniformity of 
the magnetic field of coils in different constellations [1][2][3]. 
The most commonly used method to tackle magnetic field 
uniformity is accomplished with Helmholtz coils, which 
alleviate the difficulties in achieving the desired magnetic 
field homogeneity in the center of the system. On the other 
hand, coil integration in the CMOS process prevents a 
comparable relative precision of magnetic field variation, as it 
is inevitable to overcome the mismatch of the planar µCoil 

geometry as a result of the manufacturing process. 
Furthermore, the area of interest for magnetic field evaluation 
in Integrated Circuit (IC) is generally located outside the coil 
center plane, since the Hall sensor is located at the bottom of 
the IC, in the diffusion area, while the planar µCoil is realized 
at higher metal planes. Furthermore, the integration of the 
planar µCoil inside the die requires an energy efficient 
realization. Consequently, this work focuses not only on the 
optimization with respect to the uniformity of the magnetic 
field in the region of interest, but on electrical losses as a 
consequence of the µCoil resistance as well. These losses are 
reflected through the heat dissipation, which is particularly 
undesirable in the integrated system, where the µCoil is used 
as a generator of the reference magnetic field for the 
temperature calibration of the Application Specific Integrated 
Circuit (ASIC) for which the µCoil is to be used [4].  

The paper is structured as follows: The Section II analyzes 
the optimization problem in relation to the specific ASIC and 
the possible formulation of the multi-objective function, the 
Section III describes the workflow from the design of 3D 
model of the µCoil to its integration into the optimization 
interface, while Section IV presents the simulation results 
with observations. Finally, the article concludes with 
summary of the overall work, and an acknowledgement.  

 

II. OPTIMIZATION PROBLEM 

As already mentioned, the integrated µCoil should exhibit 
high efficiency, i.e., it should generate as large magnetic flux 
density per µCoil bias current as possible. Therefore, we are 
staring to increase the magnetic flux density by increasing the 
number of coil turns N or to minimize the µCoil radius r. 
According to the Biot-Svart law, the axial component of the 
magnetic flux density BZ in the centerline of the circumference 
is acquired after integration over all elements dL of the closed 
curve, e.g., µCoil (1) shown in Figure 1.  

 
Figure 1.  Parameters of the µCoil. 
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 𝐵 =
µ

( )
∮𝑑𝐿 

Where, μ0 is the permeability of free space, I current 
through N turns with radius r while z denotes the distance 
pointing from the center of the µCoil to an on-axis observation 
point. However, a higher number of µCoil turns N increases 
the total resistance Rcoil, which means higher ohmic heat 
losses, or on the other hand larger variation of the magnetic 
flux density, BZ when too small µCoil radius is chosen.  

These variations are especially problematic when high 
uniformity of the magnetic field at the sensor location is 
desired, i.e., in the ASIC with temperature compensation of 
the Hall sensor and the overall system sensitivity.  The Hall 
sensor is implemented in the strongly temperature dependent 
n-well diffusion region of the CMOS process. The sensitivity 
of the sensor to magnetic field is therefore temperature 
dependent, which is why a compensation technique should be 
introduced. The compensation approach is based on the 
simultaneous measurement of the external magnetic field and 
the reference magnetic field generated by the µCoil. Both 
signals are modulated at high frequency and later, after signal 
processing, demodulated back to a signal proportional to the 
external magnetic field and an additional signal containing 
information about Hall sensor sensitivity, based on the 
response of the overall ASIC sensitivity to a known reference 
magnetic field generated by the µCoil. The reference magnetic 
field should be constant over the entire modulation time. It 
should also be uniformly distributed over the entire Hall 
sensor volume, otherwise a parasitic signal component is 
sneaked into the signal of the measured magnetic field during 
the demodulation process. The aforementioned non-
uniformity causes signal distortion, as shown in Figure 2, so 
the µCoil should generate as uniformly distributed reference 
magnetic field as possible. Taking into account the above 
criteria, an optimal realization of the µCoil should be 
designed, which calls for an optimization procedure.  

The optimization should reduce µCoil resistance and at the 
same time decrease magnetic field gradient in the area of Hall 
sensor. Calculation of the rectangular cross-section planar 
µCoil resistance RCOIL, where current is not evenly distributed, 
as in wires with circular cross-section, is complicated 
therefore an electromagnetic simulator is mandatory. 
Objective function QR for the resistivity Rcoil (2) has the 
minimum value of 0 for single turn coil N=1 with minimum 
radius rmin=10µm, which is half of the Hall sensor maximum 
dimension. Before the objective function QR is evaluated, the 
maximum, minimum Rcoil_min and the average Rcoil_avg 
resistance of the µCoil are determined in separate simulation 
run. The constant kR is used to normalize the maximum value 
of QR compared to other objective function maximum.  

 𝑄 = ∗ 𝑘  

Objective function QstdB, which evaluates the uniformity 
of the magnetic field (3), is composed of the standard 
deviation of the magnetic flux density σB over the cross-
section line where Hall sensor is positioned, marked in red in 

Figure 3. For comparable σB at different magnitudes of 
magnetic flux densities BZ for different µCoil radius, the 
normalization of σB is accomplished by the magnetic flux 
density in the center of the µCoil BZ0. The minimum 
(σB/BZ0)MIN and maximum (σB/BZ0)MAX  ratios of standard 
deviation to magnetic flux density are again acquired in 
separate simulation runs to calculate (σB/BZ0)AVG as well. 
Normalization constant is represented by kstdB. 

 𝑄 =
( ) ( )

( )
∗ 𝑘  

The purpose of the third objective function (4), which is 
composed of QR and QstdB, is to compare and find an optimal 
solution when both QR and QstdB have equal weight. 
Nevertheless, the objective function Qcombined could be 
reformulated based on the design preferences for QR or 
𝑄 to achieve a different significance of the specific 
objective function.   

 𝑄 = 𝑎𝑏𝑠(1 − ) 

All objective functions are formulated in such a way that 
they converge to 0 when the resistance (2) decreases, the 
relative uniformity of the magnetic flux density (3) decreases 
and when the two above mentioned function values converge 
to each other (4). Three objective functions form the multi-
objective function Q(r,N), for which the optimizer should find 
a minimum value (5). The optimizer search for the solution in 
the space of the possible parameters, i.e., the objective 
variables. Additionally, constraint of the minimum magnetic 
flux density BZ_min=1mT in the region of Hall sensor from -rmin 
to +rmin is specified to attain sufficient magnetic field. The 
control variables ranges are listed in Table 1. All simulations 
are carried out for a µCoil bias current of 10mA.  

 𝑚𝑖𝑛𝑄(𝑟, 𝑁) 

 
Figure 2.  Influence of non-uniformly distributed reference magnetic field 

on the signal error. 

TABLE I.  OPTIMIZATION PARAMETERS 

Control variable / Constraints Symbol Lower bound Upper bound 

µCoil radius r 10 (µm) 50 (µm) 

Number of µCoil turns N 1 3 
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III. SIMULATION ENVIRONMENT 

For the simulation purpose, Comsol Multiphysics in 
combination with Solidworks is used. The chart flow of the 
optimization procedure is presented in Figure 4. 

Firstly, a parametrized 3D model of the µCoil is 
constructed in Solidworks according to the recommendation 
of the 0.35µm CMOS technology semiconductor foundry. 
The two most important parameters linked to the Comsol 
Multiphysics simulator are the µCoil diameter r and the 
number of µCoil turns N. The designed 3D model is imported 
into Comsol Multiphysics geometry, where the two 
parameters mentioned above are linked to the control 
variables that are permutated in the predefined range from the 
lower to the upper bound during optimization. The planar 
aluminum µCoil is inserted inside sphere where the 
electromagnetic evaluation takes place. The µCoil that is 
inserted into the sphere within the simulation environment 
with generated mesh is shown in Figure 3. The free tetrahedral 
mesh should be finer at the boundaries of the different 
domains and short edges, while it should be coarser, at other 
locations to avoid memory errors.  Since the optimization 
problem is time independent, the evaluation of the electrical 
characteristics of the 3D µCoil model is performed by the 
Comsol Multiphysics “AC/DC Electromagnetic Fields” 
module with static analysis on the basis of Finite Element 
Method (FEM). This module is suitable for the calculation of 
the µCoil resistance and the generated magnetic field 
distribution, which are the main concerns and have to be 
considered during the optimization process. Simulator 
provides many optimization algorithms, but many of them 
tend to get stuck in local minima, as they iteratively converge 
to the local optimum [5], based on the value of the multi-
objective function from the previous step, as shown in Figure 
5. To overcome this problem, the optimization is performed 
using a Monte Carlo method that randomly sweeps the entire 
parameter search space with uniform distribution of solver 
points independently of the previous step to find global 
optimum. In the optimization interface, multi-objective 
functions (2-5) and an additional constraint of BZ_min are 
specified.  

 

 
Figure 3.  Quality of the mesh dictates accuracy of acquired model 

evaluation.  

 
Figure 4.  Flow chart of the µCoil parameters optimization. 

 
Figure 5.  Local and global optimum. 

During the optimization process the geometry of the µCoil 
is changed based on values of the control variable r and N. 
These two variables are permutated, while the statistical 
distribution of the values of the multi-objective function is 
acquired. The optimizer repeats the simulations as long as it 
does not reach the specified number of iterations. 

 

IV. RESULTS 

The optimization of the relatively simple geometry of the 
µCoil in combination with the Monte Carlo algorithm is quit 
time-consuming. In addition, the computing power increases 
exponentially with additional control variables. The optimizer 
therefore only works with the control variables that are 
essential for the optimization, while some parameters are 
evaluated and determined prior to the optimization run, e.g.,  
shape of the µCoil structure, some CMOS technology data 
such as thickness of the specific metal layer, metal material, 
etc.  The design rules specified in Process Design Kit (PDK), 
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within which the µCoil is developed, restrict the design of 
curves in the layout, consequently the planar µCoil consists of 
straight sides only. It can be seen from Figure 6 that variation 
in the number of sides of the µCoil has a negligible effect on 
Bz in the center of the µCoil, while the resistance listed in 
Table 2 decreases as the shape approaches the circumference 
shape. Table 2 summarizes resistivity for µCoil with N=1 and 
r=10µm. With regard to resistance and adoption to the 
maximum dimension of the Hall element, the octagon shape 
is chosen for the optimization process. 

To further reduce the difficulty of the optimization 
process, four optimization runs were performed separately for 
each of the four IC metal layers.  From the Table 3 where 
optimization results are given, it is evident when µCoil turn is 
closest to the Hall sensor, i.e., metal m1, the radius r1 is larger 
than r2 for the higher metal layer m2. This result is expected 
because the variations in magnetic flux density at the edge of 
the coil conductor are at least in the order of 10 greater than 
the variations in the center of the coil. As a result, the standard 
deviation of magnetic flux density in a configuration with a 
small radius and small distance between the source and the 
sensor of the magnetic field is larger compared to the 
configuration using the same distance with a larger radius or 
the same radius but larger distance, which is also shown in 
Figure 7. Figure 7 confirms that at greater distances between 
the source of the magnetic field and sensor course of the BZ 
has flatter behavior compared to the same radius at smaller 
distances. Table 3 lists the number of turns on each metal 
layer, the values of all 3 objective functions and the average 
magnetic flux density BZ on the line from –rmin to +rmin 
regarding the center of the Hall sensor. Resistance Rcoil related 
to QR increases with larger radius or coil turns. Optimization 
without BZ_min constraint results in an optimal solution for the 
radius in the middle radius search space range in combination 
with N=2 which is explained by the fact that the weight of both 
QR and QstdB is normalized. In contrary, optimization with the 
specified BZ_min constraint, which is necessary to fulfill 
requirement of the real-world application, leads to a different 
design realization. Constraint BZ_min cannot be achieved with 
higher metal levels m3 and m4 while m1 and m2 reach the 
desired magnitudes as shown in Table 3. 

 

 
Figure 6.  Magnetic flux density for different µCoil shape realizations 

(r=10µm, N=1). 

TABLE II.  COIL RESISTANCE FOR DIFFERENT NUMBER OF SIDES 

Number of µCoil sides µCoil resistance (Ω) 

4 4.40  

6 3.98  

8 3.84  

10 3.82  

12 3.76  

TABLE III.  OPTIMIZATION SOLUTION 

i 
Metal 
layer 

ri 
(µm) 

N QR QstdB Qcombined 
BZ 

(mT) 

1 mi 14.3 3 0.253 0.413 1.053 1.017 

2 mi 12.2 3 0.209 0.363 0.998 1.055 

3 mi 10.6 2 0.084 0.049 0.860 0.643 

4 mi 10.0 3 0.159 0.330 1.007 0.646 

 

 
Figure 7.  Magnetic flux density BZ for different distances between 

magnetic field source and sensor (r=10µm, N=1). 

Contribution to the magnetic flux densities of all four 
separately optimized µCoil layers is super positioned and 
verified with an additional simulation using the optimized 3D 
model shown in Figure 8. The total magnetic flux density of 
3.76mT is close to the sum of all BZ values listed in Table 3 
which confirms our assumption.  

 
Figure 8.  Acquired optimized 3D model of the planar µCoil realized at 

four metal layers. 
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The comparison between optimized and non-optimized 
µCoil is shown in Figure 9. The red line represents the non-
optimized µCoil, while the blue line represents the optimized 
design. Both coils are designed to produce approximately the 
same average magnetic flux density BZ=3.76mT. Streamline 
of magnetic flux density in the sphere volume of the 
simulation is shown in Figure 10, while magnetic flux density 
in the region of Hall sensor is shown in Figure 11.   

 
Figure 9.  Comparison between optimized and non-optimized µCoil. 

 

Figure 10.  Streamline of magnetic flux density in the volume of 
simulation. 

 

Figure 11.  Distribution of magnetic flux density in plane of Hall sensor. 

V. CONCLUSION AND FUTURE WORK 

The behavior of the planar µCoil used in the ASIC, which 
incorporate temperature compensation of the sensor 
sensitivity, was analyzed. Presented work investigated the 
main disadvantage of on-chip generation of the magnetic field 
and proposed possible solutions obtained by an optimization 
process. The optimization was performed in Comsol 
Multiphysics using the 3D model designed in Solidworks. 3D 
model was optimized in terms of efficiency and performance 
to minimize thermal losses and maximize the magnetic field 
uniformity in the region of interest. The geometry of the 3D 
model was optimized in a range of possible parameters 
specified in the IC process. The multi-objective function and 
the constraints criterion could be modified based on the 
performance preferences of the µCoil in the specific 
application, which would lead to a different geometry of the 
optimized µCoil. Presented results indicated some deviations 
in magnetic flux density between separately optimized planar 
µCoils compared to the µCoil composed of all four planar 
µCoils. The deviations were due to the optimizer precision, as 
a coarser mesh was used in the composed version of µCoil 
otherwise too much memory was allocated for simulation run. 
The future work will focus on reformulating the 3D model 
meshing for a more efficient use of computer memory and a 
reasonable optimization time of more complex 3D structures.    
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Abstract - This article presents the solution for a fast evaluation 

tool of an analog integrated Anisotropic Magnetoresistance 

Sensor (AMR) on a silicon wafer. It was necessary to evaluate a 

selected prototype development phase of a custom analog AMR 

sensor. This approach significantly shortened the development 

time as no dicing and packaging was required. We will also use 

this solution later for a final volume production wafer sorting. 

The biggest challenge was to quickly generate and release an 

accurate, sufficiently strong magnetic field that is as parallel as 

possible to the wafer surface. Such a field is needed to measure 

the peak values of the sine and cosine output signals of the 

analog AMR sensor.  

Keywords - analog AMR sensor; wafer sort; AMR sensitivity. 

I.  INTRODUCTION 

Magnetoresistance (MR) is the tendency of selected 
material to change its electrical resistance value when an 
external magnetic field is present. Several effects are known 
[1], such as Anisotropic Magnetoresistance (AMR), Giant 
Magnetoresistance (GMR), Tunnel Magnetoresistance 
(TMR), Colossal Magnetoresistance (CMR) and 
Extraordinary Magnetoresistance (EMR). In contrast to 
isotropic MR materials, anisotropic MR materials [2] have a 
different resistance depending on the material’s orientation 
in a magnetic field. 

We can purchase several inexpensive MR and AMR 
sensors available on the market today. They are produced by 
manufacturers like Sensitec GmbH, STMicroelectronics, 
Honeywell, iC-Haus and many others. They are intended for 
measuring electric current, for the electronic compass, for 
the acquisition of linear position, speed or angle in technical 
equipment and similar [3]. The MR sensors are known for 
their reliability, accuracy, low cost and extreme resistance to 
environmental influences [4][5]. 

In our case, a local company has developed its version of 
the analog AMR sensor based on their specific needs. Our 
task was to produce this application-specific sensor. It was 
also necessary to quickly verify such analog AMR sensor 
components on silicon wafers to facilitate this task. 
Although there is a lot of literature about different AMR 
sensors, we could not find any good literature about the test 
implementation (including a sensitivity measurement) of an 
analog AMR sensor on a wafer. Therefore, we describe our 
solution to this problem in this article.  

The ideal analog, variable resistance AMR sensor 
output, which corresponds to the changing magnetic field of 
the magnetic tape, shows Figure 1, and Figure 2 shows the 

equivalent circuit of the AMR sensor. It consists of two 
Wheatstone bridges. The first has four equal resistors R1, 
R2, R3 and R4 and the second also has four equal resistors 
R5, R6, R7 and R8. They are made of a thin tantalum layer. 
The upper Wheatstone bridge covers one half of the 
magnetic field period, and the lower Wheatstone bridge 
covers a second half of the magnetic field period.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

The problem here was to generate an appropriate 
magnetic field while probing a Device Under Test (DUT) on 
the wafer prober. The requirement was to immediately 
obtain a peak value of the sensor sensitivity of the sine and 
cosine curve. The direction of the magnetic field must be as 

 
 

Figure 1.  Ideal analog AMR sensor output of ncos, pcos, nsin and 

psin signals. 

 
 

Figure 2.  AMR equivalent circuit. 
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parallel as possible to the silicon wafer’s surface. An 
additional limiting factor is a small opening in the test probe 
card (Figure 3) and the fragile contact probes’ proximity. 
The magnet’s free space in the middle of the probe-card 
with six test probes is magnified for better presentation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The test sample’s sensitivity level should be as close as 

possible to the sensitivity level measured near the magnetic 
tape (Figure 4). The device’s most relevant parameters are 
the signal amplitudes at terminals “ncos-nsin” and “pcos-
psin”. In addition to the sensitivity, we must also measure 
each resistance in a double Wheatstone bridge.   

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
Other important parameters are the offset voltages at 

“ncos-nsin” and “pcos-psin” when no magnetic field is 
present. The current consumption is also a part of the 
characterization, which is monitored during development 
and production. A small hysteresis of the outputs we 
consider, at this stage, is guaranteed “by design” itself. At 
the moment, the hysteresis can only be measured by using a 
magnetic tape when we change the direction of tape travel 
according to the AMR sensor. 

Section 2 describes a precise mechanism that allows a 
magnetic field generation near a silicon wafer’s surface and 
in proximity to the test needles without damaging them. 
Section 3 describes some AMR sensitivity results, and 
section 4 describes some ideas for further improvement of 

the AMR sensor on the silicon wafer characterization 
procedure. 

II. MATERIALS AND METHODS 

To develop the analog AMR sensor’s optimal resistor 
geometry and layer structure, it was necessary to cut a 
silicon wafer, place the sensor device into a test package, 
and then measure all the sensor’s critical parameters, 
including the sensitivity. These measurements were 
performed with specially designed hardware and an 
alternating magnetized magnetic tape (Figure 4) 
perpendicular to the AMR sensor. We are talking about a 
magnetic field with a typical strength of 30mT. Figure 4 
shows the top view of the AMR sensor with pads and 
resistor array. The distance from the 1mm thick tape to the 
sensor is adjustable from 0.5 to 1.5mm, and the dimension 
of the sensor is about 1 x 4mm. 

To avoid this time-consuming step, we decided to use a 
small neodymium magnet to create a permanent magnetic 
field and a special structure to transfer this field close to the 
silicon wafer’s surface. The magnetic field direction should 
be as parallel as possible to the surface of the silicon wafer. 
This structure was custom made from a soft ferromagnetic 
material [6]. After performing some simulations and 
experimenting with different shapes and materials, we 
selected a final form shown in Figure 5.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
During wafer sorting, it is essential to perform some 

measurements with and without a magnetic field. It was 
necessary to develop a precision mechanism (Figure 6) with 
an actuator.  

This mechanism allows us to position the magnetic field 
with a small joystick within a few micrometer range. The 
hinge is made of a thin steel sheet. The entire mechanism is 
screwed onto the test probe card and later adjusted under a 
microscope. 

III. RESULTS 

The repeatability of measurements in the magnetic field 
is in the range of 1.6% of the measured value. By accurately 
adjusting the magnetic field near the DUT, we can measure 
the maximum amplitude of the sine and cosine signals. The 
measured values are almost identical to the values measured 

 
Figure 5.  Structure from neodymium magnet and ferromagnetic 

material. Distance "d" is 2mm 

 
 

Figure 3.  AMR test probe card with twelve test probes in the middle. 

We need two probes per pad for four-wire measurement. 

 
 

Figure 4.  AMR sensor with six pads and resistor array near the 

magnetic tape. 
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later on packaged parts near the magnetic tape. We have the 
best matching score at the one mm sensor-tape gap. Figure 7  
shows a graph of the differences between two sequentially 
repeated sensitivity measurements for 100 devices. The 
typical peak amplitude of the sensitivity amplitude is 50 to 
60 millivolts and the standard deviation of the difference in 
repeated measurements is 0.9 mV. Blue colored values in 
Figure 7 present differences between cosine amplitude and 
red values present differences between sine amplitude. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

During wafer sort, the magnetic field generation and 
settling time is approximately twenty-five milliseconds, and 
the total test time per DUT is about 40 milliseconds. The 
magnetic field is reset to zero as the wafer prober moves the 
probes to the next device. At this point, the magnetic field 
actuator increases the distance between the wafer surface 
and the magnet structure in Figure 4. The gap rises from a 
few micrometers to about ten millimeters. No magnetic 
influence on the AMR sensor can then be detected. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Some additional parameters for the optimal exploitation 
of one device are presented in Table 1. There are some 
characteristics concerning three different distances of the 
test AMR sensor sample from the magnetic tape.  The 
typical space in the final application is 0.5 mm.  

The sensor’s resistance does not change significantly 
with the magnetic field distance, as shown in the table’s 
second line. The sensitivity at the magnetic field change is 
also within the required range, and we can also expect some 
offset values. 

IV. CONCLUSION 

With this method we have tested several thousand 
analog AMR sensors so far. This approach significantly 
shortened the development time for a customer-specific, 
analog AMR sensor. Further development in this area is in 
replacing the mechanical actuator and permanent magnet 
with a microfine coil with permalloy or soft magnetic 
composite materials [6] core for even faster magnetic field 
generation. We have already carried out some experiments 
in this direction but had problems with the field strength and 
the limited space near the test probes. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 6.  Probe card with fine adjustable magnetic field actuator. TABLE 1.  AMR SENSOR TEST SAMPLE RESULTS. 

 

 
 

 
Figure 7.  AMR sensitivity repeating measurement difference graph in volts for 100 devices with standard deviation of 0.9mV. 
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The data in Table 1 were obtained from the described 
test procedure on the wafer. Measurements were averaged 
with a 16-bit analog to digital conversion and with hi gain. 
Accuracy and repeatability were also verified with a 
calibrated, professional voltmeter.   

The hysteresis cannot be measured with the described 
method. It can only be determined by moving a sensor or 
magnetic field in both directions (Figure 4). However, our 
solution to this problem is currently patent pending and will 
be published shortly. 

Additionally, we also see the upgrade of the overall 
process in the improvement of the AMR sensor geometry 
and its performance [7][8]. 
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Abstract—Wavenumber extraction has attracted widespread 

attention in periodic structures, sonar, radar and sensor fields. 

The Inverse Convolution Method (INCOME) is presented and 

optimized to extract wavenumber of 1D and 2D wave 

propagating in periodic structures under deterministic and 

stochastic condition in this paper. This method is one of inverse 

methods and combines the principle of the Prony series and the 
Bloch-Floquet theorem based on convolution framework. 

Keywords- Periodic structure；  Wavenumber Extraction； 

Inverse method； Deterministic and Stochastic condition； Wave 

propagation. 

I.  INTRODUCTION  

Wavenumber extraction has been used in periodic 
structures field to reveal many unique properties, such as 
complex band structure which has been applied to many 
applications, such as damage identification, vibration 
isolation, unable filters, wave guides and more [1]. The whole 
frequencies from which wavenumber is extracted can be 
divided into three regions: low frequency region, medium 
frequency region and high frequency region. For the low 
frequency region, traditional model-based analysis methods, 
such as Transfer Matrix Method (TMM) and Wave Finite 
Element method (WFEM), have an effective performance to 
extract wavenumber. But in the medium and high frequency 
region, these model-based analysis methods generally cause 
the computational issues and even are invalid. In order to 
overcome these issues, an amount of inverse methods 
involving Fourier-based wavenumber estimation methods and 
improved signal processing methods have been proposed. 
Fourier-based wavenumber estimation methods contain two-
dimensional spatial Discrete Fourier Transform (2D-DFT), 
McDaniel’s method, Inhomogeneous Wave Correlation (IWC) 
method [2], Inverse Wave Decomposition (IWD) and so on. 
In particular, IWC method has obvious advantages on 
identification of guided waves propagating in plates. For 
example, IWC is smaller sensitive to the boundary condition 
and the source of force and only requires the sparse signal as 
input parameters. But as an extension of the Fourier transform, 
it has itself disadvantages, such as the limitation of 
wavenumber resolution, which cause the inaccurate results 
when the number of wavelengths within the signal is few. 
Additionally, IWC leads to a non-linear optimization problem, 
maximizing the correlation coefficient between an 
inhomogeneous wave and the complete wave field. In the past 
few decades, several improved signal processing methods 
have been proposed such as Matrix Pencial, ESPRIT, Prony 

method, MUSIC and HRWA. Prony method and ESPRIT 
method are limited to 1D application and regard fine periodic 
measurements as input parameters. Recently, the High 
Resolution Wavenumber Analysis (HRWA) method proposed 
by P. Margerit provides an effective way to increase the 
wavenumber resolution and only requires to solve the linear 
problem by the combination of ESPRIT algorithm and the 
ESTER criterion [3]. The signal order is estimated due to the 
use of ESTER criterion and the complex wavevectors are 
extracted from the measured frequency response using 
ESPRIT method. Additionally, from the extracted 
wavenumber, this method allows the identification of some 
mechanical properties. But HRWA is implemented without 
considering the effect of uncertainties factor, such noise and 
non-periodicity sampling, on the wavenumber extraction. 
More recently, Boukadia proposed a novel improved signal 
processing method referred to INCOME as an extension of 
Prony method [4]. This method can be applied to extract 
wavenumbers in 1D and process K-space analysis in 2D based 
on linear algebra. But the periodic measurement is still a 
strong constraint in this method and the problem of automatic 
signal order identification needs to be solved. The rest of this 
paper is organized as follows. Section II introduces the 
principle of INCOME and uses a beam case to validate the 
effectiveness of INCOMDE. Section III describes the 
perspective and conclusion. 

II. INCOME PRINCIPLE AND SIMULATION EXAMPLE 

A. Principle 

The core of the INCOME method is to use the Prony 
method (commonly used in spectrum estimation) to solve the 
estimation of the wavenumber in the periodic structure. When 
only considering the incident wave, the displacement field can 
be expressed as the sum of complex exponentials including 
different positive propagation constants.  

                   Un= ∑ bm
nw

m=1 λm
-n

                                              (1) 

Where bm is the complex amplitude of propagating wave for  

mth  wave,  nw  is the number of waves,  λm  is equal to the 

propagation constant of mth  wave and km  is equal to 

wavenumber of mth wave. The corresponding characteristic 
polynomial with coefficient am of the formula (1) is  

                      ψ(λ)= ∑ am
nw

m=0 λ
nw-m

                                      (2) 
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For INCOME, the input parameter is a series of 
experimental displacement data. These data can be expressed 
as an autoregressive matrix with Toeplitz structure and then, 
convolved with a vector of characteristic polynomial 
coefficients (product kernel). Finally, the least-squares 
method is used to estimate the best polynomial coefficients 
and propagation constant can be obtained by solving the roots 
of the characteristic polynomial. The out parameter is 
wavenumber obtained by Bloch-Floquet theorem. The whole 
process can be regarded as a filtering process and the 
estimation of the best filter is the key to the method. 

B. Simulation example 

The effectiveness of INCOME in deterministic condition is 
validated by the wavenumber extraction of two pairs of 
bending waves in a Timoshenko beam with resonators. Figure 
1 shows a model of Timoshenko beam with resonators and the 
corresponding results in the positive direction are as follows: 

Figure 1. The model of a Timoshenko beam with resonator 

  Figure 2. The frequency response curve at 500 Hz 

Figure 3. Real part of the complex dispersion curve 

The length L of beam is set to 1m and it is divided to 100 
elements evenly. The weight and height are set to 2cm and 
1cm respectively. The damping, Young’s modulus, density 
and Poisson are set to 0.005, 210 × (1 + 0.005i) GPa, 7800 
kg/m3 and 0.3 respectively. 30 resonators are distributed 
evenly through the Timoshenko beam. The mass of resonators 
is equal to 5% of the overall beam. The Natural frequency of 
resonator is 500Hz and the damping factor of resonator is 0.05. 
Figure 2 shows the frequency response curve in 500Hz, which 
shows the amplitude of displacement is decaying 
exponentially with wave propagating. Figure 3 and 4 present 
the complex dispersion curve of waves propagating in positive 
direction, which can illustrate that the INCOME is effective 
to extract wavenumbers. On the other hand, the dynamic 
properties of periodic structure can be explained. When the 
frequency reaches the natural frequency of the spring 
oscillator, resonance occurs. The energy is dissipated during 
the process of resonance, leading to the band gap existing near 
the natural frequency. In the band gap, the wave can’t 
propagate. This principle is mainly reflected by the imaginary 
part of the wavenumber. For example, in the imaginary part 
of the dispersion curve, the wavenumber of the propagating 
wave changes to negative number near the natural frequency 
of spring oscillator, which leads to the exponential attenuation 
of displacement and the appearance of band gap. 

III.  PERSPECTIVES AND CONCLUSION 

INCOME overcomes the limitations of Fourier-based 

methods and other traditional model-based analysis methods. 

The proposed method only relies on linear prediction theory 

instead of nonlinear optimization and allows a coherent 
estimate of the full K-Space in deterministic condition and 

stochastic condition. The theory of INCOME in deterministic 

condition is established and its effectiveness is validated by 

different cases in 1D. For stochastic case, it requires to be 

explored further, such as considering the effect of different 

kinds of disturbances on wavenumber extraction and the 

experimental cases need to be implemented to validate the 

effectiveness of INCOME further.  
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Figure 4. Imaginary part of the complex dispersion curve 

85Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4

SENSORDEVICES 2020 : The Eleventh International Conference on Sensor Device Technologies and Applications

                           93 / 118



Device for Hemodynamic Parameters Measurement
in Veterinary Medicine of Small Animals

Jan Havlı́k
Faculty of Electrical Engineering

Czech Technical University in Prague
Prague, Czech Republic

email: xhavlikj@fel.cvut.cz, ORCID 0000-0001-9301-6359

Jakub Vitáček
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Abstract—The paper describes the design and realization of
a device for non-invasive sensing of hemodynamic parameters in
veterinary medicine of small animals (dogs and cats). Two main
hemodynamic parameters were selected for the measurement
blood pressure and heart rate. An oscillometric method was
chosen to measure blood pressure. The heart rate is determined
from the electrocardiography (ECG) signal, i.e., by sensing the
electrical activity of the heart from the body surface. The realized
device saves the measured data on the SD card after measuring
the signals. To evaluate them, a MATLAB script, which deter-
mines the values was implemented. The control of the measuring
device and communication with the user is provided by the
ESP32 microcontroller. The advantage of the realized device
is the possibility of displaying oscillometric pulsations, which
is not usually available in commercial devices. Thanks to the
simultaneous measurement of the mentioned biological signals,
the possibilities of the signal evaluation can be further extended,
e.g., by measuring the pulse wave velocity measurement.

Index Terms—hemodynamic parameters, veterinary medicine,
blood pressure, heart rate, oscillometric method

I. INTRODUCTION

Hemodynamic parameters are one of the basic clinical
parameters, which should inform about an overall health state
and indicate potential risks both in human and veterinary
medicine. The hemodynamic parameters reflect blood flow in
the vascular bed. The primary hemodynamic parameters are
heart rate and blood pressure [1].

The first measurements of blood pressure were (invasively)
realized at the beginning of 18. century by Stephen Hales
[2]. The non-invasive blood pressure was firstly determined in
1896 by Italian physician Scipione Riva Rocci [3]. The blood
pressure is a pulsatile pressure in arteries, which is charac-
terized by systolic (maximal), diastolic (minimal), and mean
values. In 2007, the recommendation for blood pressure mea-
surement was created by the American College of Veterinary
Interna Medicine (AVCIM) [4]. The updated recommendation
was published in 2018 [5]. The method, which is frequently
used for non-invasive blood pressure measurement currently, is
oscillometry measurement [6], [7]. The typical values of blood
pressure in veterinary medicine of small animals are roughly
140 mmHg systolic pressure, 77 mmHg diastolic pressure,
and 99 mmHg mean arterial pressure for healthy cats [8], and
119 mmHg systolic pressure, 67 mmHg diastolic pressure and
94 mmHg mean arterial pressure for dogs [9].

The heart rate is defined as the number of ventricular
contractions per unit time and is usually given in beats per
minute (bpm) [10]. There are several methods for heart rate
determination, such as photoplethysmography (PPG) [11] or
electrocardiography (ECG) [12]. The ECG method offers
a straightforward approach to heart rate, which is not influ-
enced by the health state of peripheral vessels; thus, it is the
reason this approach was selected for the study. The typical
signal, which is frequently used for heart rate determination
from ECG, is lead II (electrodes placed on the right arm and
the left leg). The amplitude of the QRS complex in lead II is
typically about 2 mV for dogs (about 2.5 mV for bigger races)
and about 0.9 mV for cats [13].

The study aims to design and realize a device for non-
invasive sensing of basic hemodynamic parameters (heart rate
and blood pressure) in veterinary medicine of small animals
(typically cats and dogs) and to design and implement signal
processing methods for the determination of derived hemo-
dynamic parameters, such as pulse transition time and pulse
wave velocity.

In Section II, the design of the device is described. The
features of blood pressure measurement and ECG measure-
ment parts are specified, and the related signal processing is
described. In Section III, proof of the proposed concept is
presented. The device was evaluated on a human volunteer. In
Section IV, the results and future steps are briefly discussed.

II. METHODS

The device is designed as a stand-alone measurement de-
vice, which consists of several principal blocks (see Figure
1). The whole device is controlled by a microcontroller
ESP32 (240 MHz dual-core microcontroller) with an inte-
grated 802.11 b/g/n (WiFi) transceiver/receiver and dual-mode
Bluetooth. The data are stored on an SD card for off-line
processing and could also be transferred via WiFi network
for processing immediately during data acquisition. The main
parts of the device are blood pressure measurement and heart
rate measurement blocks. The user interface is realized using
buttons and LCD. The device could also communicate by the
web interface. The power supply unit is designed both for
supply from DC voltage sources, such as DC adaptors or from
build-in LiON accumulator.
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Fig. 1. Block diagram of the device

A. Blood Pressure Measurement

The blood pressure measurement is based on the oscillom-
etry method. The hardware realization of the blood pressure
measurement part could be divided into a pneumatic circuit
and an electronic part. The pneumatic circuit consists of an
air pump for inflating the cuff and a deflation valve. The
electronic part includes the pressure sensor MP3V5050 (NXP
Semiconductor) [14] and the analog filter (1st order low-pass
filter with cut-off frequency 650 Hz) [15]. The signal from
the pressure sensor is digitalized by the ADC integrated into
the microcontroller. A two-tube newborn size cuff is used for
blood pressure measurement.

B. Heart Rate Measurement

The ECG part is based on the single-lead heart rate monitor
front-end AD8232 (Analog Devices) [16]. The gain is set to
100 [-], common-mode rejection ratio is at least 80 dB (DC
to 60 Hz). Two analog filters are used for a better detection of
heart rate by emphasizing the QRS complex in ECG signal.
The first one is a 2nd order high-pass filter with cut-off
frequency 7 Hz, and the second one is a 2nd order Sallen-Key
low-pass filter with cut-off frequency 24 Hz. The additional
gain of the filter is 11 [-].

C. Signal Processing

The acquired signals are processed off-line in PC. Firstly,
the oscillometry pulsations are extracted from the cuff pressure
by band-pass filter with cut-off frequencies 0.5 Hz and 3.5 Hz.

Consequently, the envelope of the signal is computed. After-
wards, the mean arterial pressure is determined as a pressure
in the cuff at the moment of maximal oscillation (maximum
amplitude algorithm) [17]. The systolic and diastolic pressures
are determined using the ratio method [18].

Simultaneously, the recorded ECG signal is processed to
determine the heart rate. The PanTompkins algorithm is used
for ECG signal processing [19].

III. RESULTS

As a proof of concept, the device was evaluated on a human
volunteer. The proband was a young healthy woman (25 years,
174 cm, 67 kg). The ECG electrodes were placed on the right
arm (RA electrode) and the left leg (LL), the acquired signal
corresponding to lead II. The cuff was placed on the left hand.
The working range of blood pressure (from 60 mm Hg up to
160 mm Hg) and ECG signal (the amplitude of QRS complex
about ones of mV) in human medicine is the same of working
range of blood pressure and ECG signal in veterinary medicine
of cats and dogs [8], [9], [13].

The acquired ECG signal is shown in Figure 2a in detail,
the one-minute record is shown in Figure 2b. All R peaks
were detected correctly (highlighted using red triangles). The
instantaneous value of the heart rate determined from the ECG
signal is shown in Figure 2c.

The signals relating to the blood pressure measurement
are shown in Fig 3. The cuff pressure acquired during the
deflation of the cuff is shown in Figure 3a. The record of
oscillometry pulsations extracted from the cuff pressure is
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a)

b)

c)

Fig. 2. Example of the ECG signal (lead II) acquired on a human volunteer: a) the detail of the signal, b) the one minute record, c) the instantaneous value
of the heart rate determined from the ECG

a)

b)

c)

Fig. 3. Example of the blood pressure signals acquired on a human volunteer: a) the cuff pressure acquired during the deflation of the cuff, b) the oscillometric
pulsations, c) the oscillometric waveform envelope
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shown in Figure 3b, the local extremes of the signal are
highlighted by red and green triangles. Consequently, the
oscillometric waveform envelope is shown in Figure 3c. The
mean arterial, systolic and diastolic pressures determined from
the signal envelope are highlighted by a black circle and black
triangles, respectively.

IV. CONCLUSION

The paper presents the partial results of the research in
progress. The design and realization of a device for non-
invasive measurement of ECG and blood pressure in veterinary
medicine of small animals have been done.

The concept of the device allows not only the measuring
of ECG signal and blood pressure but also the possibility to
determine additional hemodynamic parameters, such as pulse
transition time (a time difference between the R-peak in ECG
and a related maximum of the pulse wave in oscillometric
pulsations) or pulse wave velocity.

The future steps will contain the evaluation of the device
on small animals in clinical practice and the design and
implementation of additional signal processing algorithms for
enlarging the set of determined hemodynamic parameters.
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Abstract—The purpose of this research and development is to 
realize structural health monitoring for increased efficiency in 
the maintenance of buildings and civil infrastructures, and 
observations to prepare for natural disasters, such as 
earthquakes. The most difficult and interesting issue is the 
realization of inexpensive time-synchronized measurements. It 
is necessary to install numerous sensors in a building or civil 
infrastructure and to acquire measured data whose time 
synchronization is ensured. Although Global Navigation 
Satellite System (GNSS) time information is generally only 
available outdoors, the authors designed a system capable of 
using GNSS time information indoors. This system can deliver 
time information to a building by using existing TV coaxial 
cables. The authors further developed a sensor device able to 
receive indoor GNSS time information and to add high-
accuracy time information to measured data. This paper 
describes the development of a sensor device that adds high-
accuracy time information to measured data by using a system 
to deliver GNSS time information indoors. The performance of 
the developed sensor device equipped with a mechanism for 
receiving GNSS signal-based time information was verified 
from the results of a shaking table experiment. It was shown 
that it can be applied to structural health monitoring of 
buildings and civil infrastructure and seismic observation. 

Keywords; time synchronization; GNSS; structural health 
monitoring; earthquake observation. 

I.  INTRODUCTION 
Japan has suffered serious damage from natural disasters,  

such as the Great Hanshin Earthquake and the Great East 
Japan Earthquake. While technologies are being developed 
to reduce damage at the time of a disaster, one of the most 
important issue to be addressed is the automation of 
operations, such as the structural health evaluation of 
buildings and civil infrastructures after earthquakes, and 

assessments of damage situation of cities. Because structures,  
such as houses and other buildings and infrastructures, such 
as expressways and bridges have deteriorated over time, the 
automation of inspection for their maintenance is an urgent 
social issue. To automate such inspection and error detection, 
data collection is required, using sensors. In order to analyze 
the data collected by the sensors and so evaluate the 
structural health of buildings and civil infrastructures, time 
synchronization between the sensors must be ensured. 

In general, dedicated wiring or a wired or wireless 
network is used to ensure time synchronization for the 
sensors installed in a building or other structure. Installing 
wiring over multiple stories of a building is neither easy nor 
cheap. Because space for wiring and locations for sensors are 
limited, it is virtually impossible to install sensors in 
arbitrary locations inside a building. When a wireless 
network is used, wiring is no longer required. The 
application of a wireless network is therefore being 
anticipated now. Applying wireless sensor network 
technology, the authors developed a sensor device 
specifically for structural health monitoring and earthquake 
observations, and verified its performance in a skyscraper [1] 
–[3]. In a wireless sensor network system, time 
synchronization was realized through the transmission and 
reception of wireless packets between sensors [3]. However, 
with wireless sensor network technology, it is impossible to 
cover every floor of a skyscraper, or a long structure, such as 
a bridge, or an extensive area of a city. 

Despite these limitations, the problem can be solved 
fundamentally if the sensors installed in various locations 
can autonomously hold accurate time information. Using a 
clock of ultra-high accuracy, namely a Chip Scale Atomic 
Clock (CSAC) [4]–[6], whose delay time is radically short 
compared to other devices, such as crystal resonators, a 
prototype was manufactured of a sensor device that 
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autonomously holds accurate time information [7][8]. 
Improvements were then made to develop and 
commercialize the prototype, and a sensor device for 
practical use was developed [9]. In order to apply the 
developed sensor device to earthquake observations, a logic 
was implemented to detect the occurrence of an earthquake 
and store data of an earthquake event only. The functioning 
of the logic was checked by a shaking table experiment [10] 
and the logic was applied to an actual building [11]. The 
sensor device’s ability to autonomously hold accurate time 
information was confirmed, and it was shown that it could be 
applied to such operations as structural health monitoring 
and earthquake observations. Autonomous time 
synchronization sensing using CSAC is the most effective 
method. In addition, research into and development of a 
miniature and inexpensive CSAC is underway, and it is 
expected that a CSAC that can be mounted in a smart phone 
will be realized. However, the CSAC available at present is 
quite expensive, which hinders its widespread use. 

For a device, such as a sensor to acquire high-accuracy 
time information, a Global Navigation Satellite System 
(GNSS) can be used. A GNSS, such as the Global 
Positioning System (GPS), Global Navigation Satellite 
System (GLONASS), or Galileo Satellite Navigation 
Network (Galileo), measures positions and delivers time 
information by using signals emitted by satellites. A sensor 
with a mechanism capable of receiving GNSS signals can 
add high-accuracy time information to measured data. 
However, GNSS signals are available only in outdoor places 
where satellites are not blocked from view. Sensors installed 
inside a building cannot use GNSS signals. For that reason, 
the authors designed a system in which signals acquired from 
an antenna installed on the roof of a building are delivered 
indoors; GNSS signals can then be used indoors as well as 
outdoors. The authors also developed a sensor device able to 
receive indoor GNSS signals, and equipped it with a Micro 
Electro Mechanical System (MEMS) acceleration sensor.  

In Section II of this paper, previous researches into time 
synchronization methods are described, to show the 
originality of this research. Section III describes the system 
for delivering GNSS signals indoors. Section IV describes in 
detail the development of a sensor device with a mechanism 
for receiving GNSS signal-based time information. Section 
V describes a shaking table experiment conducted to check 
the performance of the developed sensor device, and shows 
that good acceleration measurement and high-accuracy time 
synchronization between sensors could be realized. 

II. STATE OF THE ART 
A time synchronization function must be provided to 

sensor devices to be used in the structural health monitoring 
of buildings and civil infrastructure, or for earthquake 
observations. If time-synchronized data sets are not acquired, 
time series analysis using phase information cannot be 
performed. For example, it will then not be possible to 
perform a mode analysis of a structure, or analysis for 
structural health evaluation, or a wave propagation analysis 
of seismic waves traveling through the Earth’s layers. Many 
previous studies have been conducted of time 

synchronization sensing, such as the use of GNSS signals 
using satellites, and the Network Time Protocol (NTP) 
intended for time synchronization on the Internet [12]. In 
addition, as a technology for realizing high-accuracy time 
synchronization indoors, there is the IEEE 1588 Precision 
Time Protocol (PTP). In PTP, with an Ethernet cable used 
for a common Local Area Network (LAN) and others set as a 
transmission path, a synchronization accuracy is realized of 
one microsecond or less, using time packets. However, when 
affected by fluctuations of packet delay or by packet loss due 
to congestion in a LAN, PTP has difficulty in providing a 
stable synchronization accuracy. PTP also faces multiple 
other problems due to the amount of delay being corrected 
by exchanging packets, such as the limited number of PTP 
devices that can be connected to the master station, and PTP 
not being deployable under a Wide Area Network (WAN), in 
which the amount of delay fluctuates greatly. Some studies 
realized time synchronization by making use of the wireless 
sensor network characteristic of small propagation delay. For 
example, time synchronization protocols, such as Reference 
Broadcast Synchronization (RBS), Timing-sync Protocol for 
Sensor Networks (TPSN), and Flooding Time 
Synchronization Protocol (FTSP) are being studied [13]–[15]. 
Although these technologies are used for many purposes, 
they are not the most appropriate method for sensor devices 
used to monitor the structural health of buildings and civil 
infrastructures, or earthquake observations. To be specific, as 
mentioned previously, GNSS signals can be used outdoors 
only, and the NTP’s time synchronization accuracy is not 
adequate. A time synchronization method using wireless 
technology is highly convenient, but does not guarantee that 
wireless communication is always possible. In particular, if 
wireless communication ceases when an earthquake occurs, 
it becomes impossible to perform sensing with time 
synchronization ensured. 

In this research, the authors developed a sensor device 
that retains accurate time information, based on a system 
capable of using GNSS signals indoors. Even when a huge 
number of sensors are installed in a building, provided 
accurate time information can be added to data measured by 
each sensor based on indoor GNSS signals, time 
synchronization between sensor data can be ensured simply 
by collecting data by any method and sorting it by using the 
time information. Data sets whose time synchronization is 
ensured by the sensor device developed in this research can 
be used for analysis of the structural health of buildings and 
civil infrastructures, or the earthquake observation. 

III. INDOOR GNSS TIME INFORMATION DELIVERY 
SYSTEM 

Time synchronization using GNSS, of high accuracy and 
over a vast area, is widely used in mobile communications. 
For positioning by GNSS, clock synchronization between 
GNSS satellites and a GNSS receiver is required, which 
makes it possible to measure the distance between each 
satellite and a receiver. In other words, positioning using 
GNSS is realized by highly accurate synchronizing of the 
controlled atomic clocks mounted in each artificial satellite 
orbiting the Earth and the clock of a GNSS receiver on the 
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ground. First, the distance (pseudo-distance) between each 
satellite and the relevant receiver is measured. A pseudo-
distance can be obtained by measuring the difference 
between the time a signal departs from each satellite and the 
time the receiver receives it. An atomic clock is mounted on 
the GNSS satellite side, so that the time of day is always kept 
with high accuracy. The clock of the GNSS receiver is 
inexpensive, and is synchronized with the satellite time. 
After the clock synchronization is completed, the use of only 
one satellite is sufficient for acquiring the time. From the 
GNSS receiver, Pulse Per Second (PPS) signals are output 
based on the timing of satellite synchronization. 

In an environment where GNSS signals can be received, 
the GNSS receiver can perform high-accuracy time 
synchronization and positioning, but cannot be used in an 
indoor area where GNSS signals cannot be delivered. The 
authors designed an indoor GNSS time information delivery 
system that realizes high-accuracy time synchronization by 
delivering GNSS signals indoors. Specifically, GNSS signals 
are received on the roof of a building, and delivered as 
broadcasting into the building by using the transmission path 
of an existing system, such as a common antenna TV system 
or cable TV system. A transmitter is installed at any location 
from which the delivery of GNSS signals into the building is 
desired, and the signals are sent. The GNSS receiver 
receiving these signals reads position and time information 
and outputs high-accuracy synchronization signals (PPS 
signals). By mounting a GNSS receiver on each sensor 
device and implementing a mechanism to add high-accuracy 
time stamps to measured data, it becomes possible to collect 
data sets whose high-accuracy time synchronization is 
ensured from indoors. Measured data with accurate time 
stamps added can be grouped into data sets whose time 
synchronization is ensured simply by collecting data by any 
method, such as 3G, 4G, 5G, Wi-Fi, and Ethernet. 

The transmission path of a CATV system or cable TV 
system in a building is used to deliver indoors high-accuracy 
times synchronized with GNSS satellites. As shown in 
Figure 1, an indoor GNSS time information delivery system 
consists of D1 on the roof, D2 inside the building, and D3 at 
the terminal (a transmitter for delivering GNSS time 
information indoors). D1 shown in Figure 1 receives a signal 
from the GNSS satellite, frequency-converts the 
synchronized time signal, and transmits it into the building. 
D2 receives time signals from D1 and demodulates them into 
high-accuracy time synchronization signals (PPS signals). 
D3 receives data from D2, adjusts the timing, and sends time 
information to a sensor device. Time information sent from 
D3 is received by a sensor device to add high-accuracy time 
information to measured data. By using a hub, it is possible 
to connect multiple D3s under D2. In addition, by 
incorporating the transmission function of D3 into D2, space 
can be saved. 

IV. DEVELOPMENT OF SENSER DEVICE ABLE TO RECEIVE 
INDOOR GNSS SIGNALS 

Structural health monitoring of buildings and civil 
infrastructure is evaluated by analyzing acceleration data 
from sensor devices that ensure time synchronization. 

Structural health and damage after an earthquake can be 
detected by analyzing changes in the natural frequency of the 
structure and inter-story deformation of the building. A 
sensor device normally consists of components, such as a 
CPU that controls measurement, an analog sensor, analog 
filter, A/D converter, memory, and network interface. In this 
development, to reduce the risk that noise will enter during 
measurement, a sensor device was developed with a digital 
sensor mounted on it instead of an analog sensor. Tables I 
and II show the specifications of the sensor device and the 
mounted digital three-axis MEMS acceleration sensor, 
respectively. The acceleration sensor is a low-noise and low 
power consumption type, capable of high-resolution 
vibration measurement. Furthermore, minimal offset drift 
over temperature, and long-term stability enabling precision 
applications with minimal calibration are provided.  
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Figure 1. System configuration. 

TABLE I.  SPECIFICATION OF SENSOR DEVICE 

GNSS module FURUNO/GF-8801 
Frequency 1555.983-1610.202 MHz 
Center frequency 1597.926 MHz 
FGGA/CPU Zynq2 (CPU Dual-core ARM Cortex-A9) 
RAM SDRAM 512Mbyte 
ROM Serial-FLASH 128Mbyte×２ 
Power supply 14 W (Typ.) 
Size 102（W）× 172.5（D）× 40（H） 
Weight 1.65 kg 

TABLE II.  SPECIFICATION OF MEMS ACCELERATION SENSOR 

Model ADXL355 
Measurement direction 3 
Maximum acceleration (± G) 2 
Outside dimensions (mm) 6 × 6 × 2.1 
Consumption current (µA) 200 
Stand-by power consumption (µA) 21 
Sensitivity 256,000 LSB/G ± 8% 
Noise characteristics 22.5 μG/√Hz 
ADC Resolution 20 Bits 
Operating temperature Range (°C) -40 - +125 
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A crystal oscillator is used for the CPU of the general 
sensor device. However, when an attempt is made to receive 
indoor GNSS signals and perform measurement while 
correcting the time information of the CPU, a delay occurs 
because the clock accuracy is too high. Therefore, in order to 
add GNSS signal-based time information directly to data 
measured by a sensor through hardware, the authors 
developed a mechanism equipped with a dedicated integrated 
circuit, a Field-Programmable Gate Array (FPGA), to 
manufacture a sensor device. Because an FPGA is 
programmable, it is also possible to embed logic for an 
operation, such as earthquake detection using measured data, 
while adding GNSS signal-based time information to 
measured data.  

 
 

 
 

Figure 2. Sensor device. 
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Figure 3. Hardware block diagram. 
 

The sensor device consists of such components as a 
GNSS receiver, FPGA, CPU, memory, local storage, and 
network interface. The FPGA controls the sensor’s 
measurement while generating time stamps using GNSS 
signal-based ultra-high accuracy time information. Measured 
data is stored in the memory, then sent to the network via 
Ethernet or wireless communication. Data can be collected 
using a wired or wireless method. Figures. 2 and 3 show 
details of the sensor device. 

V. PERFORMANCE EVALUATION OF THE SENSOR DEVICE 
ABLE TO RECEIVE INDOOR GNSS TIME INFORMATION 
A shaking table experiment was conducted to evaluate 

the measurement performance and time synchronization 
performance of the sensor device developed in Section IV. 

During the shaking table experiment, measurement was 
performed with the digital three-axis MEMS acceleration 
sensor incorporated in each sensor device. Figure 4 gives an 
overall view of the experiment system. A red circle indicates 
the indoor GNSS time information delivery system, a yellow 
circle indicates the sensor device and shaking table, and a 
blue circle indicates the shaking table control system. As 
shown in Figure 5, the indoor GNSS time information 
delivery system consists of D1, D2, and D3. As shown in 
Section III, D1 receives a signal from the GNSS satellites 
and frequency-converts the synchronized time signal and 
sends it into the building. Since the purpose of this 
experiment was to evaluate the performance of the sensor 
device, the GNSS satellite was not used, and the time signal 
was generated by the GNSS simulator and input to D1. D2 
receives time signals from D1 and demodulates them into 
high-accuracy synchronization signals (PPS signals). D3 
receives data from D2, adjusts the timing, and sends time 
information to the sensor device via the antenna in Figure 4. 
The sensor device receives time information sent from D3 
and adds high-accuracy time information to measured data. 

 

 
 

Figure 4. Overall View of Experimental System. 
 

 
 

Figure 5. Indoor GNSS Time Information Delivery System. 
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A. Sweep Input Experiment 
As shown in Figure 6, two sensor devices and a servo 

acceleration sensor for comparison were fixed to the shaking 
table, and the same vibration was applied to compare the 
results of measurement. The natural frequencies of houses, 
small buildings, and skyscrapers range from 0.1Hz to 10Hz. 
In addition, the dominant frequency of seismic motion has a 
similar frequency component. Therefore, the frequency band 
from 0.1 Hz to 10 Hz was used as the test target. Two types 
of input waves were prepared to vibrate with a large 
acceleration amplitude in each frequency band. In the 
experiment, 0.1–2.0 Hz and 2–10 Hz swept sine waves 
(Figure 7) were set as input waves to vibrate the shaking 
table. The measurement sampling frequency for each sensor 
device was set to 100 Hz. 

 
 

 
 

Figure 6. Sensor Device and Shaking Table. 
 
Vibrations were applied to the horizontal direction of 

sensor device # 1 and the vertical direction of sensor device # 
2, and measurements were taken with the sensor device and 
the servo-type acceleration sensor for comparison. Figure 8 
shows the results of Fourier amplitude spectrum ratios 
calculated for acceleration waveforms measured by the 
sensor device #1 and the servo acceleration sensor. 
Compared to the servo acceleration sensor, the amplitude of 
the sensor device #1 was flat in the 0.1–2.0 Hz and 2–10 Hz 
bands, showing that the MEMS digital acceleration sensor 
mounted in the sensor module has good performance in 
terms of components in the horizontal direction. Figure 9 
shows the results of Fourier phase spectrum ratios calculated 
for the acceleration waveforms of sensor devices #1 and #2 
on the shaking table. If there is no phase delay between the 
sensor devices, and if time synchronization is ensured, the 
Fourier phase spectrum ratio must be near zero in all 
vibration frequency bands. In the figure, phase delays within 
0.001 seconds are plotted in dotted lines. It can be seen that 
time synchronization within 0.001 seconds could be realized 
between the sensor modules. 
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Figure 7. Input Swept Sine Waves. 
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(b) 2.0-10Hz sweep 

 
Figure 8. Fourier Amplitude Spectrum Ratios of Sensor Device #1 

Compared to Servo Acceleration Sensor. 
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Figure 9. Fourier Phase Spectrum Ratios of Sensor Device #2 Against 

Sensor Device #1. 

B. Seismic Wave Input Experiment 
In order to evaluate the measurement performance and 

time synchronization performance when inputting seismic 
waves containing random vibration frequency components, 
the shaking table was operated using seismic records 
measured at the Kobe Local Meteorological Office during 
the Great Hanshin Earthquake. Figure 10 shows the 
measured time-history waveforms of the horizontal sensor 
device # 1, the vertical sensor device # 2, and the servo 
accelerometer for comparison.  
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Figure 10. Seismic Wave Input Experiment. 

 
The results in the three cases matched, confirming that 

the developed sensor device has a good measurement 

performance, equivalent to that of the servo acceleration 
sensor, and that time synchronization between two sensor 
devices was ensured. 

VI. CONCLUSION 
For the purpose of application to the structural health 

monitoring of buildings and civil infrastructures, or to 
earthquake observations, this paper reported a sensor device 
that adds high-accuracy time information to measured data 
by using a system to deliver indoor Global Navigation 
Satellite System (GNSS) time information.  A system for 
delivering GNSS time information indoors was described 
first. The development of a sensor device with a mechanism 
for receiving GNSS signal-based time information was then 
explained in detail. The results of a shaking table experiment 
conducted to evaluate the basic performance of the sensor 
device were presented. From the results mentioned above, 
the measurement performance and time synchronization 
function of the developed sensor device were verified, to 
show that it could be applied to such automatic operations as 
structural health monitoring of buildings and civil 
infrastructures and earthquake observations. Verification 
using an actual building is now scheduled to be carried out. 
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Abstract— In this paper, we performed a comparative analysis 

of the electrical impedance and optical methods performance 

for a field soil characterization. The study was optimized by 

reducing the texture variation and the influence of the 

unknown soil elements that are not in the focus of this 

research. The research dataset was created using pure soil 

from two agriculture farms and fertilized with fertilizers 

selected by farmers. The impedance spectrometer developed in 

our laboratory was used to perform the impedance 

measurements between 30 kHz and 14 MHz showing 

promising results. Optical measurements were performed 

within the ultraviolet-visible-near infrared (UV-VIS-NIR) 

range. The obtained results indicate that it is possible to 

perform low-cost soil analysis with high accuracy for a field 

fertilization analysis. 

  Keywords- fertilizer analysis; soil analysis; impedance sensor; 

spectral analyser. 

I.  INTRODUCTION  

The development of the fast and accurate soil 
characterizing sensors has been recognized as a crucial 
problem in nowadays agriculture. Several strategies with 
different degrees of success have been proposed to predict 
soil properties in a field [1][2]. Literature indicates a 
different degree of the accuracy for sensors that usually 
depends on the soil properties variation and sensor 
specifications [3]. Soil texture variation is the most common 
problem for agriculture sensors, leading to large datasets 
with an expensive chemical analysis that significantly 
increases the research cost [4]. Thus, the commercial 
AgroCares scanner is based on the reflectance spectroscopy 
and uses a large dataset to provide only brief information 
about soil nutrients, i.e., low, medium, and high. Therefore, a 
compromise between strategy and price must be found 
concerning the measuring time and accuracy. The most 
advanced technologies in agriculture use multi-sensor 
systems that include expensive ion-selective sensors [5]. This 
sensors type has high cost and requires a chemical solution 
that is not suitable for real-time measurement in a field. 
Alternative sensors, such as optical reflectometry and 
impedance spectroscopy, have relatively low cost and do not 
require chemical support. Unlikely, they are sensitive to soil 
moisture level, microelements variation, ambient 
temperature, humidity, etc. Optical reflectometry is the most 
common method mentioned in the literature that operates on 

the whole Ultraviolet-Visible-Near Infrared (UV-VIS-NIR) 
range.  

Nevertheless, some researchers indicate the unstable 
performance of this method. Luleva et al. [6] showed the 
influence of the soil texture on the position of the potassium 
absorption centre. They also reported that samples with high 
clay content results in a smaller change in absorption. The 
electrical impedance method is less accurate for soil nutrients 
detection and is commonly used for soil moisture analysis or 
quantitative analysis when other components are neglected 
[7]. Pandey et al. [8] reported their results for soil-nitrates 
detection in a real-time application indicating the impedance 
method great potential for in-suite measurements.  

Our research aims to integrate a low-cost solution 
suitable for real-time field applications with high accuracy. 
Therefore, the comparison between impedance and optical 
methods performance was studied. To minimize the 
influence of the texture and unknown microelements (that 
are not in the focus of this research), the fertilized soil's 
characterization was performed using soil from a field. The 
fertilized soil samples with different nutrition levels were 
achieved using only fertilizers defined by farmers. Following 
the literature recommendations, soil samples were prepared 
in the laboratory and measured using electrical impedance 
and optical methods. Finally, the classification-based 
validation approach for soil collected in two entirely 
different locations in Slovenia was performed to compare the 
methods' effectiveness. Due to the non-uniform soil 
properties, it is common to perform a set of measurements in 
different locations to reduce variability. Therefore, the final 
validation accuracy was achieved based on a set of repetitive 
measurements for each soil sample.  

Section II describes research datasets, set-ups for 
electrical impedance and optical measurements, method for 
soil properties prediction using classification-based 
approach. Electrical impedance measurement was performed 
using laboratory designed soil spectrometer. This 
spectrometer is small and easy to use. Its impedance 
Application Specific Integrated Circuit (ASIC) was 
implemented by using the CMOS process. A programmed 
microprocessor enables the communication between ASIC 
and personal computer. Finally, results of the soil properties 
prediction are shown and discussed in Section III.  
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II. MATERIALS AND METHODS  

This section describes the research dataset and 
instruments used for soil measurements. All measurements 
were performed in the laboratory under controlled 
conditions. To eliminate the impact of external factors, the 
ambient temperature near 22 C̊ and relative humidity under 
40% are kept constant. 

A. Dataset 

The research datasets, i.e., Dataset A and Dataset B, 
consist of soil samples collected from two different 
agriculture farms in Slovenia. The pure soil samples are 
collected from a 0-30 cm top-soil surface. Each sample is 
air-dried for one month, grounded, and then sieved through a 
2-mm sieve to provide a dry base for experiments. Following 
recommendations in literature and farmers requirements, a 
simple system for nutrient-level classification and coding 
shown in Table I is created and used for model parameters 
learning. Using this system and chemical characteristics, 
codes for each soil sample were obtained with respect to the 
amount of phosphorus, potassium, and magnesium (see last 
columns in Tables II and III).   

TABLE I.  A SIMPLIFIED SYSTEM FOR SOIL NUTRIENTS LEVEL CODING.  

Score, mg/100g Grade 

0 - 10 0 

11 - 20 1 

21 - 30 2 

31 - 40 3 

> 40 4 

 
The commonly used agricultural fertilizers selected by 

farmers were used to prepare samples with a different 
nutrition levels. Each fertilizer was diluted in a deionized 
(DI) water and then mixed with an air-dried soil in various 
concentrations. Tables II and III provide information about 
soil chemical characteristics performed by a certified 
laboratory at the Agriculture Institute of Slovenia [9]. The 
chemical analysis results shown in tables indicate an entirely 
different fertilizer impact on the soil chemical properties, 
with an observable correlation between the added fertilizer 
concentration and nutrient change. Thus, a medium level of a 
nutrient in the soil corresponds to roughly 0.05% of 
fertilizer. A 0.1% concentration of fertilizer leads to a high 
level of a nutrient that is also confirmed in literature [10].  

TABLE II.  CHEMICAL CHARACTERIZATION OF THE SOIL SAMPLES 

FROM DATASET A. 

Soil 

ID 
Added fertiliser 

P, 

mg/100g 

K, 

mg/100g 

M, 

mg/100g 
Code 

1 none 3.9 6.4 23 002 

2 0.05% F1 14 6.4 24 102 

3 0.05%P+0.05% F2 16 15 25 112 

4 0.1%K 4.2 44 23 042 

5 0.1% F1+0.1% F2 39 47 23 342 

6 0.05% F3 7.8 14 22 012 

7 0.1% F3 12 17 22 112 

F1: Triple super phosphate (P2O5 -46%); F2: potassium sulphate (K2O - 50%); 

F3: Potassium phosphate (14% P2O5, 28%K2O, 2%MgO). 

 

TABLE III.  CHEMICAL CHARACTERIZATION OF THE SOIL SAMPLES FROM 

DATASET B.  

Soil 

ID 
Added fertiliser 

P, 

mg/100g 

K, 

mg/100g 

M, 

mg/100g 
Code 

1 0.05%F1 18 13 25 112 
2 0.05%F2 10 20 25 012 
3 0.05%F3 11 15 29 112 
4 0.05%(F1+F2+F3+F4) 23 23 30 222 
5 0.1%F1 23 16 25 212 
6 0.1%F3 11 16 34 113 
7 0.1%F5 11 14 24 113 
8 none 10 17 23 012 

F1: calcium phosphate (P2O5 -26%, CaO - 40%); F2: potassium sulphate (K2O 

- 50%); F3: magnesium sulphate (MgO - 25%, SO3 - 50%); F4: potassium 

sulphate (K2O - 60%); F5: organic mass minimum 70%. 

B. Soil electrical impedance measurement set-up 

This paragraph describes the laboratory set-up for the 
measurement of soil samples. Measurements were carried 
out from the moist soil. Therefore, the dry soil samples were 
mixed with the predefined amount of the DI water (i.e., 60% 
of the dry soil sample base) to obtain soil samples with the 
same moisture level. The obtained soil samples were then 
placed in a 3D-printed holder with approximate dimensions 
of 20 x 10 x 10 mm (Figure 1). The soil holder was designed 
to hold small soil moisture samples of approximately 5 g. 

The workspace set-up for impedance measurement is 
shown in Figure 1 that includes an impedance spectrometer 
interfaced with the personal computer (PC) for data 
processing and storage. The measuring process was 
controlled using a graphical user interface developed in 
Matlab software [11].  

 

 
 

       

Figure 1.  Photography of the set-up for electrical impedance measurement 

and sample holder with soil. (a) set-up workspace for measurement; (b) 
sample holder with the soil. 

The impedance spectrometer's architecture is split into 
three main sections: analog, processing, and sensor. The 
Analog section measures soil electrical impedance. The 
spectrometer generates AC current with user-set frequency 
and sends it in the soil through sensor electrodes. The 
resulting imaginary and real components of the impedance 
are then digitized and send to the PC via the universal serial 
bus (USB).  
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Figure 2.  Impedance magnitudes of three pure soil sub-samples and three fertilized soil sub-samples respectively.   

 

Spectroscopy measures resultant voltages when a 
constant current is applied at different frequencies. The 122 
frequencies selected between 30 kHz and 14 MHz enable a 
good fit of the whole frequency domain's impedance signal. 
Figure 2 shows impedance magnitudes plots corresponding 
to three sub-samples of the pure soil and impedance 
magnitudes plots corresponding to three sub-samples of the 
fertilized soil over the selected frequency range. As 
expected, measurements of sub-samples collected from the 
same soil are very similar. A small deviation can be 
explained by non-ideal manual sample preparation that can 
be improved by an automatic sample preparation. As the 
frequency increased, the impedance of the samples dropped 
obviously. It can also be noted that the lower fertilizer 
content is associated with higher impedance amplitude. Our 
earlier research indicates that soil solutions' primary 
information can be achieved from impedance magnitudes 
alone [12] that is also observed for soil characterization in 
our study. Therefore, the only impedance magnitudes are 
used in the following analysis.       

C. Soil optical measurement set-up 

This paragraph describes the set-up for the light 
reflectance measurement. A deuterium-halogen light box 
was used as the light source. The light reflectance from the 
sample was measured by placing 5 g of air-dried sieved 
sample into a quartz glass petri dish three mm-diameter, as 
shown in Figure 3. The set-up includes a fiber-coupled 
spectrometer FCR-7UV200-2-ME from Avantes that is fixed 
perpendicularly to have a 3 cm distance between the probe 
and samples. The light from a light source is sent through six 
illumination fibers to the sample, and the reflection is 
measured by a seventh fiber in the center of the reflection 
probe tip. The AvaSpec-ULS2048CL-EVO-RS and 
AvaSpec-HSC-TEC perform the light measurement in the 
ultraviolet, visible, and near-infrared regions of the 
electromagnetic spectrum, i.e., 200-2500 nm. Spectra 

normalization was performed by dividing soil reflectance 
spectra by the white body reflectance spectra used here as a 
reference. 

Soil spectral measurements were collected from seven 
randomly selected points for each air-dry sample. Figure 4 
shows seven plots corresponding pure soil in the UV-VIS 
range and NIR range, separately. It can be seen that the UV 
range between 200 to 400 nm is less informative than the 
VIS range and does not provide any characteristic variations 
that can be seen visually. The normalized signal in the VIS 
range appears with a bias having shape variation and peaks 
appearance that can be characteristic for different soil 
properties. The obtained plots indicate good repetitiveness of 
the measurements corresponding to the same soil. The small 
variation between measurements can be explained by a non-
uniform soil surface resulting in a reflectance angle 
variation. 

 
 

 
Figure 3.  The experimental set-up for optical measurement 
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Figure 4.  Normalized spectra plots obtained for pure soil in the UV-VIS range and NIR range. 

D. Soil properties prediction 

The principle of the soil's properties prediction is based 
on identifying the measurement from the research dataset. 
This measurement has shape variation as close as possible to 
the shape variation of the test measurement belonging soil, 
which characteristics need to be predicted. Then, chemical 
characteristics of the identified measurement are used to 
indicate the properties of the soil. The leave-one-out 
principle [13] is applied to validate the classification 
accuracy, where each sample is excluded from the dataset 
and used as a testing set. The rest of the samples are then 
joined in a training set.  

The classification procedure consists of feature extraction 
and machine learning. Several feature extraction methods, 
such as' regionprops', moment invariants, etc., are proposed 
in the literature. However, each particular task requires a 
complex analysis to estimate the optimal features enabling 
the best classification of high-dimensional data. Thus, 
classification based on a principal component analysis (PCA) 
[14] is used in this research allowing the most optimal 
performance, where fixed threshold Th=0.2 was applied on 
the feature weights to reduce irrelevant features (Figure 5). 
The PCA maximizes the expected classification accuracy 
reducing feature vector. The decision tree procedure was 
used for machine learning to estimate parameters 
characterizing the training set [15].  

III. RESULTS AND DISCUSSIONS 

This section demonstrates the effectiveness of the 
electrical impedance and optical methods for identifying the 
soil samples in research dataset A and research Dataset B 
using a classification-based approach. Measurements were 
performed using set-ups described in Section II for electrical 
impedance and optical methods. Thus, 21 feature vectors 
corresponding to 7 soils from Dataset A and 24 feature 
vectors corresponding to 8 soils from Dataset B were 
obtained during electrical impedance measurement. During 
optical measurement, 49 feature vectors corresponding to 7 
soils from Dataset A and 56 feature vectors corresponding to 
8 soils from Dataset B were obtained. Tables IV and V show 
the results of the leave-one-out classification for research 
datasets with entirely different characteristics. Classification 
results from the corresponding optical method are shown 

separately for the UV-VIS range and NIR range to 
investigate their effectiveness for the soil properties 
prediction. As can be noted, the optical approach enables 
more accurate sample identification when the electrical 
impedance is less accurate. The incorrect identification of the 
soil samples with different amounts of the phosphorus can be 
observed. This can be explained by a small difference 
between measurements corresponding to pure soil and soil 
with added potassium fertilizer. In this research, it was 
observed that the impedance response of the phosphorus 
fertilizer is the smallest compared to other fertilizers under 
analysis. The NIR range showed results that are also less 
accurate than the VIS range. Therefore, it is possible to 
provide a characterization using only the VIS range.   

Figure 5 shows the weights of the dataset values for 
different methods. The essential features for classification 
using the UV-VIS range are concentrated near the NIR 
range. Features corresponding electrical impedance 
magnitudes can also be easily observed and detected near the 
domain end. Therefore, using feature selection procedure it is 
possible to significantly reduce frequencies and wavelengths 
required for accurate analysis. The fixed threshold in our 
analysis was selected based on the visual inspection and 
enabled good delineation between informative and 
uninformative features. Nevertheless, for different set-up it is 
possible to detect threshold invisibly based on the statistical 
analysis of the all feature weight. For this purpose, the 
automatic Otsu method can be used [16].  

TABLE IV. CLASSIFICATION RESULTS FOR DATASET A.  

method of data capturing P, 

mg/100g 

K, 

mg/100g 

M,  

mg/100g 
El. impedance measurements  77% 71% 100% 
UV-VIS range measurements 90% 84% 100% 

NIR range measurements 90% 81% 100% 

TABLE V. CLASSIFICATION RESULTS FOR DATASET B.  

method of data 

capturing 
P, 

mg/100g 

K, 

mg/100g 

M,  

mg/100g 
El. impedance measurements  75% 96% 100% 
UV-VIS range measurements 80% 91% 93% 

NIR range measurements 75% 92% 88% 
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           (a)                                                (b)                                               (c) 

Figure 5.  Feature weights corresponding (a) frequency domain, (b) UV-VIS range, and (c) NIR range 

 
The classification results obtained for soils located in 

entirely different Slovenia locations indicate the potential of 
the sensors for a real-time field fertilization analysis. The 
difference between classification accuracy obtained for 
Dataset A and Dataset B can be explained by the fertilizer 
difference used in the analysis. Thus, a different chemical 
solution may have different influence on the measurements 
when performing measuring.   

Due to the obtained results, it can be concluded that there 
is possible to obtain the low-cost sensor for soil fertilisation 
characterisation. Feature selection procedure significantly 
reduced the wavelength range and frequencies in our 
analysis without classification accuracy lost. Thus, the final 
price of the sensor would be also reduced.  

 All measurements were carried out under controlled 
laboratory conditions in order to perform accurate methods 
performance comparison. This is a critical step when 
selecting sensor for implementation. The atmospheric 
factors, such as rain and wind, has obviously significant 
influence on the methods that will be discovered in a future 
work.  

IV. CONCLUSION 

The results obtained in this research indicate the potential 
of both electrical impedance and optical method for accurate 
soil analysis and nutrients identification alone when 
performing characterization within a field. Due to the high 
sensitivity of the electrical impedance measurements to the 
various factors, such as texture, temperature, etc., it is critical 
to minimize their influence on the classification procedure. 
The feature extraction using principal component analysis 
enables detecting the most informative frequencies and 
wavelengths for a low-cost real-time sensor implementation. 
Only the VIS range for optical spectroscopy is required. The 
electrical impedance method in this research performs better 
for magnesium identification and less accurate for 
phosphorus due to the different impacts of the fertilizer on 
the measurements.   
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Abstract—World Health Organization considered air pollution 
the most dangerous threat to human health. This paper 
presents a novel system to mitigate risks derived from polluted 
air by introducing a portable device for vulnerable people able 
to detect hazardous pollution concentration and to suggest 
healthy behaviors. Along with the device, a tailored web server 
application, called Monitoring Outdoor Quality of Air 
(MOQA), is developed. The application will make the data 
collected from the device’s sensors more readable and will 
provide citizens with air quality information. That information 
will alert vulnerable people about air pollution hazards and let 
them take actions consequently. This system can reduce the 
health risks derived from air pollution for the weakest 
population in the short-term. 

Keywords-Outdoor Air Quality; Pollution Sensor; CO2 

Sensor; Machine Learning; Sensor reliability. 

I. INTRODUCTION

SLow Onset Disasters (SLODs) are continuous, low 
intensity, and high frequency events that represent a serious 
risk for the health of people [1][2]. Among SLODs, the 
World Health Organization (WHO) declared air pollution as 
the biggest environmental threat [3]. Hence, developing a 
system that helps the whole community to mitigate the risks 
arising from polluted air would be of great benefit to 
everyone. 

Air pollution is caused by a range of factors including 
transportation, agriculture, waste, anthropogenic activities 
(e.g., respiration), construction, and building operations. 
Indeed, 39% of global energy-related carbon emissions are 
related to the building sector [4]. Within this context, Built 
Environment scenarios, that have low capacity to deal with 
heat absorption and rejection are more prone to expose their 
hosts (people) to SLODs. 

Moreover, the impact of air pollution on people is well 
documented, revealing that some demographic categories 
might be more disadvantaged than others. This vulnerable 
population comprehends toddlers [5], elders [6], and those 
suffering from respiratory issues (e.g., allergies, asthma) or 
cardiovascular problems [7]. Considering that 1) the arousal 
frequency of SLODs’ evidence is larger in urbanized context 
[8], 2) more than half of the world’s population lives in 
urban areas [9], handling strategies should be a priority. 

The effects of interactions between humans and their 
Built Environment (BE) have been studied for a long time 

[10]-[12]. At the same time, it is well documented the 
influence of BE in affecting the intensity of SLODs [13]-
[16]. Consequently, this trine relationship among people, BE 
and SLOD, represents a complex mechanism to depict. 

In Europe, researchers have been studied the progression 
of SLODs, identifying where these disasters are more prone 
to take place or to have a larger effect. For instance, the work 
in [3] reported Italy as one of the most critical areas of 
Central Europe, where the worst conditions have been shown 
for the municipality of Milan. Therefore, this territory 
represents a useful case study to test procedures that might 
reduce air pollution effects. 

Currently, air pollution can be noted and predicted but is 
harder to mitigate. This study aims to reduce risks derived 
from polluted air, by introducing a system that might help to 
protect vulnerable people. Exploiting the novel field of 
Citizen Science [17], in which ordinary people contribute 
information for scientific research, a wearable device has 
been made. The device can measure data about CO2, 
Particulate Matter (PM), and Total Volatile Organic 
Compounds (TVOCs), and send them to a tailored web 
server application, called Monitoring Outdoor Quality of Air 
(MOQA). Looking to the application, vulnerable people 
might understand when the quality conditions of the air are  
dangerous for their health and consequently, take 
precautions. In a short-term period, the actions taken by 
alerted people can mitigate the risks deriving from the most 
extreme dangers, reducing the incidence of pollution on the 
weaker population [18].  

This study is unique in the following ways: i) to the best 
of our knowledge, this is the first research that comprehends 
the introduction of tailored software and a personal portable 
device that can retrieve air quality data; ii) the involvement 
of others citizen to collect air quality measurements, 
exploiting the principles of Citizen Science; iii) the 
implementation of an alert system to increase the safety of 
vulnerable people by mitigating the risks derived from air 
pollutants concentration event. 

The rest of this paper is organized as follows: Section II 
presents the background of this research. In Section III are 
reported methods and tools, that comprehend hardware and 
software description. Those instruments will be deployed in 
a case study described in Section IV. Finally, the conclusion 
and future works are discussed in Section V. 
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II. BACKGROUND

Typically, air quality is monitored by stationary 
monitors, able to measure pollutants as well as temperature 
and relative humidity. However, these monitoring stations 
are difficult to operate, bulky, and expensive. Each 
instrument can cost from about 6000 euros to tens of 
thousands euros [19], in addition to a relevant amount of 
resources to be dedicated to maintenance. Moreover, those 
monitors are sparsely distributed in specific locations, 
therefore, they might represent pollutant levels, that vary a 
lot spatially and temporally [20],  only in limited areas near 
the stations. Hence, recently, there has been an emerging 
trend of using low-cost, portable sensors to provide air 
quality data as an alternative monitoring option. Indeed, 
compared to the more expensive air monitors, the introduced 
personal sensors had an overall cost of less than one hundred 
euros. Those sensors are easy to deploy, operate, and 
maintain, thus present significant characteristic to be used at 
multiple locations [21].  

However, low-cost sensors generate data with lower 
precision and accuracy than those registered by monitors 
[22], thus several studies develop calibration models 
deploying Machine Learning (ML) techniques to improve 
the performance of the low-cost sensors. For instance, 
Alhasa et al., used a Multi-Layer Perceptron (MLP) to 
calibrate three EC AlphaSense sensors, obtaining an r score 
in the range of 0.89 to 0.92 [23]. Among different ML 
algorithms, Neural Networks (NNs) and ensemble methods 
(e.g., XGBoost) produce the best results, with the former 
performing generally slightly better than the latter, albeit 
requires greater efforts in tuning the hyperparameters [24].  

III. METHODS AND TOOLS

The method adopted in this study is represented in Figure 
1, reporting the  Research Schema. The first step involves 
volunteer who collects data as a part of a scientific inquiry, 
adopting the principles of Citizen Science. This information 
is useful to depict the effects given by the interactions 
between humans and the built environment, which can 
influence SLODs trend. The measurements are collected  
exploiting the usability of the mobile software application 
and low-cost sensors devices. The portable device, unlike the 
stationary monitors, could provide representative data for a 
whole urban area, helping to form a clearer picture of 
pollution field trends. 

To facilitate involved citizens’ work, a tailored mobile 
software application is introduced to retrieve and store the 
data measured by the portable device. To calibrate and 
validate those data, a measurement campaign was carried out 
near the air quality monitor sensors situated in Città Studi. 
The data gathered with this system are then compared with 
those collected by the ARPA (Agenzia Regionale per la 
Protezione Ambientale) station.  

Figure 1. Research Schema. 

The calibration is carried out by an Artificial Neural 
Network (ANN) that takes the data from low-cost sensors as 
input and transform them into corrected measurements using 
ARPA dataset. 

The ANN has allowed increasing the precision of the 
device's measurements, reducing the difference with the 
pollutant level measured by the station. Once the model is 
trained, citizens can measure air pollution in different areas 
using the data corrected by the ANN and, in case of a 
dangerous situation, modify their behavior (e.g., bring their 
inhaler or decide to remain at home). Finally, in the next sub-
sections are described the hardware components used to 
build the portable device, the developed software 
application, and the data taken from the regional open data 
repository. 

A. Hardware 

To accomplish the objectives of the Research Schema, 
this study introduced a portable device able to measure 
pollutant levels in the air as well as atmospheric information 
such as temperature and relative humidity. The main board 
of the device is an Arduino, whereas the following sensors 
measure information about air quality: 

 1 SparkFun Environmental Combo Breakout - 
CCS811/BME280 - SEN-14348: this sensor 
measures Temperature, Relative Humidity 
(RH), Atmospheric pressure as well as 
pollutants’ amount such as equivalent CO2 

(eCO2) and Total Volatile Organic Compound 
(TVOC). The eCO2 output range is from 400 to
8192 ppm, whereas the TVOC output range is 
from 0 to 1187 ppb.   

 1 PM sensor SDS011: this sensor detects PM in 
the air. The PM output range is from 0 to 999 
μg/m3 and the humidity working range of the 
sensor is 0-70%. 

The core part of the wearable device is shown in  
Figure 2. 
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Figure 2. Core sensors of the portable device. 

The device makes a measurement every 90 seconds and 
sends it to the web application via wi-fi. 

B. Software 

To collect, store, and visualize data measured by the 
device, this research has introduced a new cross-platform 
application called Monitoring Outdoor Quality of Air 
(MOQA). 

To fetch data and send them to the server, the users 
should be registered via email and password. The database 
used is a Relational DataBase Management System (DBMS), 
which guaranteed the fundamental properties for a database 
of this type: i) atomicity, ii) consistency, iii) isolation and, iv) 
durability. The entity-relationship diagram (Figure 3) shows 
the main sources of the application. 

To encourage widespread adoption of the app, a 
Graphical User Interface (GUI) has been developed and the 
features of the application are divided by screens as follows: 

 Authentication: the user log-in the application 
by his/her email and password; 

 Arduino: the user has a quick view of the last 
data retrieved by the wearable device. Besides, 
it is also possible to send and store the data to 
the remote server; 

 Map (Figure 4): this screen displays the data 
coming from the Arduino board (blue circles) 
and ARPA dataset (red circles) on a map. The 
radius of a circle depends on the value of the 
data associated; 

 Chart: the user can see the data coming from the 
Arduino board and ARPA dataset on a line plot. 
Moreover, a table with a computation of the 
quartile deviation is provided; 

 Filter (Figure 5): The user could pick the 
measure to visualize. Once the category is 
selected, the user can choose the time range and 

whether to show the ARPA data corresponding 
to a defined station; 

 Settings: the user can change his/her personal 
information, as well as edit the IP address and 
port where Arduino is available. 

Figure 3. The entity-relationship diagram of the database. 

Figure 4. MOQA map screen. 

In Figure 6, it is shown the use case diagram, taken from 
the documentation available on the GitHub repository of the 
MOQA application [25], that shows the flow of operations 
triggered by an actor, which could be the user or the system 
that wants to perform a task. Inside the diagram, the actions 
colored in light blue are performed by the application 
whereas the green one represents the data source. 
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Figure 5. Filter screens.   

Figure 6. Use case diagram of the system [25]. 

The major benefits driven by MOQA will be its usability 
and its data reading easiness that allows non-expert users to 
monitor air quality conditions. 

C. ARPA Data 

The data collected with the portable device are compared 
to those downloaded from the Lombardy Region’s open data 
repository (ARPA Lombardia). This database is quite 
extensive and contains all the measures registered by the 
stations, divided into yearly historical series. Each yearly 
dataset for each Air Quality (AQ) station is composed of 
approximately 2.5 million records. Therefore, data for all the 
available AQ sensors have been cleaned, removing negative 
or absent values, and keeping only the validated (VA) 
records. The analysis of the data provided by ARPA can 
provide useful insights about how the pollutants are 

distributed throughout the year and what affects them. For 
instance, in Figure 7, it is reported the analysis of PM10 data 
distribution from 2017 to February 2020. It is clear how the 
PM10 concentration is dependent on the heating period in 
Italy for climate zone E: 15th October to 15th April as stated 
by the DPR n. 74/2013. Indeed, in those periods, the total 
amount of PM10 exceeds the threshold of 50 μg/m3 set by 
the European Environment Agency [26]. 

IV. RESULTS

The portable sensor had been tested against a reference 
one, i.e., the monitor situated in Città Studi and managed by 
ARPA, to verify its reliability. More than five hundred 
measures of CO2, temperature, and relative humidity of the 
two sensors included in the portable device were used in the 
test. 

Figure 8 shows a comparison between the simultaneous 
reading of the portable sensor and a reference sensor. The 
difference between the measure of the reference sensor and 
the portable one is computed according to the following 
formula: 

Δ��� =
(���,� −  ���,�)

���,�
�       (1) 

Figure 7. PM10 from 01/01/2017 to February 2020 registered by the AQ 
station Pascal Città Studi (ARPA). The blue line represents the daily 
average, whereas the orange line shows the 1 month moving average. 

Where: 
Δ��� is the difference between two measures 
���,� is the reference sensor measure 
���,� is the portable sensor measure 

The reliability of the sensor is not suitable for most 
scientific applications, since during the test period 73.64% of 
the Δ��� were either bigger than 50% or lower than -50%. 

The difference between the reference and the portable 
sensor readings may depend on many factors. Among these, 
temperature and relative humidity can influence the data 
collected by the device. Figure 9, it shows the difference 
between the two sensors CO2 measures as a function of the 
difference between temperature and relative humidity 
readings. For instance, in some temperature conditions, 
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Figure 9 highlights a direct correlation between relative 
humidity and CO2 error. 

To calibrate the device’s sensor to the monitor’s 
measures a deep learning model is implemented. The ANN 
designed is a feedforward neural network [27] with an input 
layer, three hidden layers and, an output layer. The net uses 
two types of hidden layer: a) linear layer, i.e., a trainable, 
fully connected net layer that computes w·x+b, where w 
represents the weights, x the input features, and b the bias; b) 
Tanh layer, i.e., a layer that applies the hyperbolic tangent 
function to its input. The net has twelve neurons on each 
layer except for the input and the last two layers. To train the 
network, 80% of the available data were fed to it, whereas 
the remaining 20% has been used for test evaluation. 

Figure 8. The percentage difference between reference and portable sensor 
readings. 

Figure 9. Differences in CO2 sensor readings (color scale) as a function of 
the difference of temperature (X axes) and relative humidity (Y axes). 

The performance of the network on the test dataset is 
shown in the scatter plot in Figure 10. The trained net 
performs very well since the Pearson’s correlation 
coefficient computed for actual and forecasted CO2 is 
R2=97.59. 
Summing up, the ANN allows for much better precision. As 
reported in Figure 11, the difference between portable 
sensor’s measures improved using the ANN and the ones of 
the reference sensor computed according to (1). The Δ���, 
in this case, is between -5% and +5% in 92.97% of the 
readings, hence the errors that occurred with non-calibrated 
data are almost canceled. Moreover, most of the incorrect 
correlations are around 900 ppm values (both predicted and 
actual), thus a further investigation on that aspect might 
hone the results. In conclusion, the data adjusted by the 

network might be used to make measures in different zones 
far from the reference station and thus, help to depict 
polluted areas dangerous for vulnerable people. 

V. CONCLUSION AND FUTURE WORK

Although SLODs are among the major causes of death, 
few studies have been carried out on their diffusion in the 
built environment, especially in big cities. There are too few 
air quality monitoring stations in cities to understand the 
exact relationship between pollutants and the built 
environment. A crowdsourcing data collection on SLODs 
may help to solve this issue, but low-cost sensor devices are 
needed. 

Figure 10. Scatter plot of the ANN performance. 

Figure 11. The percentage difference between reference and portable sensor 
readings after ANN correction. 

Thus, a portable air quality monitoring device had been 
made. The small and cheap device and the bespoke mobile 
application allowed for citizen involvement in collecting 
data, but their reliability appeared to be too low during a test 
with reference sensors. To overcome this hurdle, ML had 
been used to calibrate the portable sensor. This approach 
proved to be effective and the data collected from citizens 
are now sufficiently reliable to continue with the next stages 
of research.  

Future works will include the implementation of a 
warning system inside the mobile application that will alert 
vulnerable people in case of dangerous conditions and make 
them act accordingly. This step will help non-expert users to 
be aware of the risks without the need to have a thematic 
knowledge of air pollution and pollutants threshold levels. 

107Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-820-4

SENSORDEVICES 2020 : The Eleventh International Conference on Sensor Device Technologies and Applications

                         115 / 118



Meanwhile, the work on the portable device will continue 
and will be twofold: i) optimization of the hardware (better 
connection, a 3D printed shell, on board software 
optimization, etc) and ii) try to improve machine learning 
performance by deploying further approaches with higher 
model complexity.  
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Abstract—Neuromorphic (bio-inspired) strategies have demon-
strated to improve the performance of vision sensors. With the
recent advances in sensor integration, such a paradigm can be
extended to novel applications. With such a purpose in mind, this
paper reports on the design, manufacturing, and characterization
of Giant MagnetoResistance (GMR) based magnetic sensor ar-
rays. Preliminary experimental results show that the developed
sensors can be integrated, for example, in event driven based
magnetic particle tracking systems.

Index Terms—Neuromorphic, GMR sensors, Event Driven
(ED), magnetic particles.

I. INTRODUCTION

Bio-inspired approach to sensor design is a new paradigm
that is changing the way in which some traditional appli-
cations, like artificial vision, are defined [1]. Retinomorphic
sensors try to mimic the whole human visual process by
considering an Event-Driven representation (ED) of the vision
instead of the classical Frame-Driven (FD) one. By following
this approach, the output of ED sensors consists of serialized
“spiking” signals, grouped in events, which are much more
effective where the speed or the bandwidth are constraints. The
neuromorphic strategy has already been successfully extended
to other human senses such as auditory or olfactory [2]. De-
veloping novel bio-inspired sensors for applications different
from human senses is, nowadays, challenging.

The integration of common sensors in specific bio-inspired
sensing platforms is not straightforward. Active ‘pixels’,
composed by sensing elements together with the specific
electronics are necessary. Consequently, their design involves
both electronics and technological issues. In this sense, the
potentiality of using resistive sensors (with variations below
1% in sensors for nominal resistances ranging from 100 Ω to
10 kΩ ) in ED strategies has been recently demonstrated [3].

The use of Giant MagnetoResistance (GMR) sensors for
bio-inspired magnetic field sensors is proposed in this work.
GMR sensors are high sensitivity resistive magnetic sensors,
CMOS compatible, suitable for low-field detection applica-
tions. Their design, fabrication and fundamental characteri-
zation is described in the following sections. As preliminary
test-benches, current sensing and magnetic particle movement
tracking will be explored.

II. SENSOR DESIGN

8-element arrays of GMR sensors have designed and micro-
fabricated for preliminary testing the potential of the approach,
as described in Figure 1. The sensors were manufactured
at the clean-room facilities of the INESC-MN, following a
typical four-masks five-lithography-steps, as described in [4].
Spin-valves were considered as the sensing elements. Sensors
included integrated current strips, aligned with the sensors, for
testing purposes. A photograph of a sensor is included as an
inset in Figure 1.

Fig. 1. Scheme of the considered GMR (spin-valves) sensing array with a
photograph of an encapsulated sensor.

III. RESULTS

Preliminary tests on so obtained sensors included static
characterization (magnetic field and electric current), dynamic
measurements, and a scaled proof-of-concept.

A. Static characterization (magnetic field, electric current)

The response of sensing elements versus the applied
magnetic field was measured with the help of an auto-
mated (GPIB based) testbench, including an electromagnet
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and a PC. The obtained results are shown in Figure 2.
A clean linear behavior is observed in the range of in-
terest, with values of (1160 ± 10) Ω and sensitivities of
about (1.65 ± 0.05) Ω/Oe. Analog experiments were per-
formed for measuring the resistance of the sensing elements
as a function of the electrical current driving through the
integrated strips (10 µm width). In this case, the measured
sensitivity was about (1.00 ± 0.05) Ω/mA. Then, 1 mA flow-
ing through a current strips is generating about 0.6 Oe on the
below sensing element.

Fig. 2. Typical normalized resistance versus magnetic field of the sensing
elements.

B. Current pulses

Dynamic characterization was carried out by applying cur-
rent pulses to the current strips and measuring the change of
the sensing resistors, connected as voltage dividers, with an
oscilloscope. Rectangular current pulses (10 mA amplitude,
100 us width) were applied, being the sensing elements biased
with a 3.75 mA DC current. Typical results are shown in
Figure 3 (four-channels oscilloscope), which are consistent
with the static characterization. Fabrication tolerance issues
are slightly observed.

C. Small magnet measurements

Finally, small (∅ = 1 mm) spherical neodymium magnets
were placed close to the sensors in order to qualitatively
estimate the potentiality of the sensors for detecting moving
magnetic particles. Output signals were collected with the
oscilloscope, as displayed in Figure 4. The detected field by
the sensing elements was in the order of 1 Oe (within its
optimal range) and it was conditioned by the distance from
the magnet and its orientation. Additional measurements are
required in order to give a more precise characterization.

IV. CONCLUSIONS AND FUTURE WORK

Specifically designed spin valve based magnetic sensor ar-
rays have demonstrated to fulfill the requirements for being in-
tegrated in sensor systems based on the neuromorphic strategy.

Fig. 3. Oscillograms from the sensing elements being excited by electrical
current pulses.

Fig. 4. Detection of a small spherical neodymium magnet (∅ = 1 mm).

The next steps should include a systematic characterization
for optimizing their parameters, mainly those related to power
consumption and dynamic response. The development of elec-
trical models and the monolithic integration with specifically
designed ASICs should be done in the next future.
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