
SIGNAL 2016

The First International Conference on Advances in Signal, Image and Video

Processing

ISBN: 978-1-61208-487-9

June 26 - 30, 2016

Lisbon, Portugal

SIGNAL 2016 Editors

Wilfried Uhring, ICube, University of Strasbourg and CNRS, France

Rafael Caldeirinha, Instituto de Telecomunicações | Polytechnic Institute of Leiria,

Portugal

Constantin Paleologu, University Politehnica of Bucharest, Romania

                             1 / 70



SIGNAL 2016

Foreword

The First International Conference on Advances in Signal, Image and Video Processing (SIGNAL
2016), held between June 26 - 30, 2016 - Lisbon, Portugal, was an inaugural event. Signal, video and
image processing constitutes the basis of communications systems. With the proliferation of
portable/implantable devices, embedded signal processing became widely used, despite that most of
the common users are not aware of this issue. New signal, image and video processing algorithms and
methods, in the context of a growing-wide range of domains (communications, medicine, finance,
education, etc.) have been proposed, developed and deployed. Moreover, since the implementation
platforms experience an exponential growth in terms of their performance, many signal processing
techniques are reconsidered and adapted in the framework of new applications. Having these
motivations in mind, the goal of this conference was to bring together researchers and industry and
form a forum for fruitful discussions, networking, and ideas.

We take here the opportunity to warmly thank all the members of the SIGNAL 2016 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to SIGNAL 2016. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SIGNAL 2016 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that SIGNAL 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of signal
processing.

We are convinced that the participants found the event useful and communications very open.
We also hope that Lisbon provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Super-resolving a Single Blurry Image Through
Blind Deblurring Using ADMM

Xiangrong Zeng, Yan Liu, Jun Fan, Qizi Huangpeng, Jing Feng, Jinlun Zhou, Maojun Zhang

College of Information System and Management
National University of Defense Technology

Changsha, China 410073
Email: zengxrong@gmail.com

Abstract—Both single blind image super-resolution (SBISR) and
blind image deblurring (BID) are ill-posed inverse problems
typically addressed by imposing some form of regularization
(prior knowledge) on the unknown blurs and original images (the
high resolution image and the sharp image for SBISR and BID,
respectively). However, SBISR is more ill-posed than BID due
to the introduce of the downsampling operator in the former,
thus, the latter is usually easier to be solved than the former.
We propose to address the SBISR problem by a BID method
via reformulating it into a BID problem by an interpolation
operator, and then solving the BID problem using the alternating
direction method of multipliers (ADMM). Our approach bridges
the gap between SBISR and BID, taking advantages of existing
BID methods to handle SBISR. Experiments on synthetic and
real blurry images (also on a real sharp image) show that the
proposed method is effective, and competitive in terms of speed
and restoration quality.

Keywords–Image super-resolution; Blind image deblurring;
ADMM.

I. INTRODUCTION

Single image super-resolution (SISR)[1-8] aims at recov-
ering a high-resolution (HR) image x ∈ RNh from a low-
resolution (LR) input image y ∈ RNl which is defined to be
the LR noisy version of the HR image as

y = DBx+ n (1)

where D : RNh → RNl(Nl < Nh) is the downsampling
matrix, B : RNh → RNh is the blurring matrix, and n ∈ RNl is
the additive noise term. The SISR problem is typically severely
ill-posed since DB is rectangular with more columns than
rows, and it is more ill-posed than multi-frame super-resolution
(MFSR) [9][10] and, thus, it can only be solved satisfactorily
via regularization by utilizing an image model or prior. If B
is the identity, then (1) reduces to the image interpolation
problem [11][12] under noise; if B is unknown, then (1)
evolves to single blind image super-resolution (SBISR), which
is more complicated than the SISR one and more realistic,
and is the focus of this paper. However, most SISR methods
assume that B is known, that is, it is usually predefined, such as
Gaussian blur [13], bicubic interpolation [7][8], Gaussian blur
followed by bicubic interpolation [14], simple pixel averaging
[2], and so on. Only a few works have been dedicated to the
SBISR problem. For instance, a parametric Gaussian model
with unknown width was assumed for the blur kernel in
[13][15][16], and its extension to multiple parametric models
was proposed in [17]. A nonparametric model for kernel

recovery was presented in [18] via assuming that the kernel has
a single peak. All these methods have a restrictive assumption
on the blur kernel.

Recently, [19] showed that an accurate blur model is critical
to the success of SISR algorithms, and [20] presented that the
PSF of the camera is the wrong blur kernel to use in SISR
algorithms, and showed how to correct the blur kernel from the
LR image. Both [19] and [20] seek accurate blur kernels based
on existing SISR algorithms (such as [6][7][8] with complex
nature and costly computation), and, thus, their complexities
are even more than those of the SISR ones.

In this paper, we address the SBISR problem via a blind
image deblurring (BID) method, and the rationale behind this
idea is that BID is usually easier to be solved than SBISR. The
proposed method first reformulates the SBISR problem into a
BID one by an interpolation operator, and then handle the
BID by alternating minimization, in which, each sub-problem
is efficiently solved by the alternating direction method of
multipliers (ADMM) [21][22]. Thus, the proposed method
bridges the gap between SBISR and BID, benefitting from that
some BID methods (such as [23-27] and many others omitted
here due to space limiation) are arguably faster and easier
to understand, than state-of-the-art SISR/SBISR methods, and
reaching competitive speed and restoration quality. The paper
is organized as follows: Section II introduces the proposed
approach, Section III reports experimental results, and Section
IV ends the paper with the conclusion.

II. PROPOSED APPROACH

This section introduces how to reformulate a SBISR prob-
lem into a BID one and how to solve the resulting BID
problem.

A. Problem formulation
Based on the notations in (1), we first introduce the BID

problem, which aims at estimating an image x from a single
observed blurry image z ∈ RNh satisfying a convolutional
degradation model

z = Bx+ s (2)

where s ∈ RNh is the additive noise. BID is also a severely
ill-posed problem since the image x, the blurring matrix B and
the noise s are all unknown. In order to build the relationship
between the problems of BID and SBISR, inserting (2) into
(1) yields

y = D(z− s) + n = Dz+ (n−Ds) (3)

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-487-9
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which indicates that the SBISR is more ill-posed than the BID,
since both aim to recover x from y and z, respectively, with
unknown B, but the former has fewer known samples than
the latter due to the introduce of D (namely, the length of
y is less than that of z). This inspires that we can solve the
SBISR problem in an easier way via reformulating it into a
BID problem. The idea is to first interpolate the LR image y
as

u = Uy = UDBx+Un (4)

where U is the interpolation operator (for instance, the bicubic
or bilinear interpolation operators, or other advanced interpo-
lation operators [11][12]), u ∈ RNh is the interpolation of y.
Then we can rewrite (4) as

u = Kx+ e = Xk+ e (5)

where K = UDB ∈ RNh × RNh is the new blurring matrix
corresponding to a blur filter k ∈ RNh , and X ∈ RNh ×RNh

is the square matrix representing the convolution of image x
with the filter k, and e = Un is the interpolation of n.

Thus, instead of super-resolving x from y (see (1)), the
HR image can be obtained via bind deblurring of x from u
(see (5), which becomes the new focus of this paper):

(x̂, k̂) = argmin
x,k

λ
2 ‖Kx− u‖22 + φGTV(x) + ιS(k) (6)

where λ is a positive parameter, φGTV a generalized total
variation (GTV) regularizer given by

φGTV(x) = ‖Dhx‖pp + ‖Dvx‖pp =
∑

i
|[Dhx]i|p + |[Dvx]i|p

where Dh and Dv denote the horizontal and vertical derivative
partial operator, respectively. Since the distribution of gradients
of natural images is more heavy-tailed than Laplace distribu-
tion (see [28]), we set 0 ≤ p ≤ 1. ιS is the indicator function
of the set S which is the probability simplex

S = {k : k � 0, ‖k‖1 = 1}. (7)

B. Proposed algorithm framework
Alternatively minimizing (6) with respect to x and k, while

increasing the parameter λ, yields the following framework:

Algorithm Proposed algorithmic framework
1. Input: Observed LR image y, λ and α > 1.
2. Step I: Interpolate y via u = Uy.
3. Step II: Blind estimation of blur filter k from u, by

alternative loop over coarse-to-fine levels:
4. I Update the image estimate

x̂← argmin
x

λ
2 ‖K̂x− u‖22 + φGTV(x) (8)

where K̂ is the convolution matrix constructed by k̂
obtained from the blur filter estimation below.

5. I Update the blur filter estimate

k̂← argmin
k

λ
2 ‖X̂k− u‖22 + ιS(k) (9)

where X̂ is the convolution matrix constructed by x̂
obtained from the image estimation above.

6. I Increase the parameter λ

λ← αλ. (10)

7. Step III: Non-blind estimation of HR image x∗ from u
through solving (8) with final ĥ (obtained by Step II).

8. Output: the HR image x∗ and the blur estimate ĥ.

To avoid getting trapped in a local minimum, above algorith-
mic framework is implemented in a coarse-to-fine fashion as
[26][29][30][31]. The sub-problems (8) and (9) can be solved
by many existing methods, and next we show how these two
sub-problems can be efficiently solved by the ADMM.

C. The ADMM
Before proceeding, we first introduce the ADMM [21][22],

which has been as a popular tool to solve imaging inverse
problems (see [27][32] and references therein), and is well
suited for addressing the general unconstrained minimization
problem composed of J sub-functions:

min
x

J∑
j

gj(B
(j)x) (11)

where B(j) are arbitrary matrices and gj are functions. The
ADMM to solve (11) takes the following form (see [32]):

Algorithm ADMM for solving (11)
1. Set k = 0, β > 0, v(1)

0 , · · · ,v(J)
0 , d(1)

0 , · · · ,d(J)
0 .

2. repeat
3. rk =

∑J
j=1(B

(j))T (v
(j)
k + d

(j)
k )

4. xk+1 =
[∑J

j=1(B
(j))TB(j)

]−1
rk

5. for j = 1, · · · , J
6. v

(j)
k+1 = Proxgj/τ

(
B(j)xk+1 − d

(j)
k

)
7. d

(j)
k+1 = d

(j)
k − (B(j)xk+1 − v

(j)
k+1)

8. end for
9. k ← k + 1
10. until some stopping criterion is satisfied.

In line 6 of above algorithm, the proximity operator of
gj/τ : Proxgj/τ is defined as

Proxgj/τ (v) = argmin
x

(
gj (x) +

τ

2
‖x− v‖2

)
. (12)

Next, we tackle the sub-problems (8) and (9) using the
ADMM.

D. x update using the ADMM
The sub-problem (8) can be written in the form (11), with

g1(·) = λ
2 ‖· − u‖22 , g2(·) = g3(·) = ‖·‖pp , (13)

B(1) = K̂, B(2) = Dh, B(3) = Dv (14)

then solving (8) using the ADMM yields the following algo-
rithm:

Algorithm ADMM for solving (8)
1. Initialize k = 0, τ1 > 0, v(1)

0 ,v
(2)
0 ,v

(3)
0 , d(1)

0 ,d
(2)
0 ,d

(3)
0 .

2. repeat
3. z

(1)
k = v

(1)
k + d

(1)
k

4. z
(2)
k = v

(2)
k + d

(2)
k

5. z
(3)
k = v

(3)
k + d

(3)
k

6. rk = K̂T z
(1)
k +DT

h z
(2)
k +DT

h z
(3)
k

7. xk+1 =
[
K̂T K̂+DT

hDh +DT
vDv

]−1
rk

2Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-487-9
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Figure 1. Estimated HR images (size: 512 × 512), PSFs and PSNRs. (a) are input LR blurry image (size: 256 × 256, obtained by (1)) and one of the eight
PSFs (corresponding to B); (b) and (c) are estimated HR images, PSFs (corresponding to K) and PSNRs by the proposed method with the bicubic and

bilinear interpolation operators, respectively.

Figure 2. Other seven PSFs and their corresponding estimated PSFs and PSNRs by the proposed method with the bicubic and bilinear operators, respectively.

8. v
(1)
k+1 = Proxg1/τ1

(
K̂xk+1 − d

(1)
k

)
9. d

(1)
k+1 = d

(1)
k − (K̂xk+1 − v

(1)
k+1)

10. v
(2)
k+1 = Proxg2/τ1

(
Dhxk+1 − d

(2)
k

)
11. d

(2)
k+1 = d

(2)
k − (Dhxk+1 − v

(2)
k+1)

12. v
(3)
k+1 = Proxg3/τ1

(
Dvxk+1 − d

(3)
k

)
13. d

(3)
k+1 = d

(3)
k − (Dvxk+1 − v

(3)
k+1)

14. k ← k + 1
15. until some stopping criterion is satisfied.

In above algorithm, line 7 is involved by the inversion of the
matrix K̂T K̂ + DT

hDh + DT
vDv , which is block-circulant.

Thus, it can be digonalzied by 2D discrete Fourier transform
(DFT) with O(n log n) cost, and the inversion of the resulting
diagonal matrix can be computed with O(n) cost. Line 8 is
the proximity operator of g1/τ1, which can be obtained in a
closed-form:

v
(1)
k+1 =

λu+ τ1(K̂xk+1 − d
(1)
k )

λ+ τ1
; (15)

line 10 and 12 are the proximity operators of the `p (0 ≤
p ≤ 1) norm, and they have closed-form solutions for p ∈
{0, 12 ,

2
3 , 1,

4
3 ,

3
2 , 2} (see [33]). For other general p, no closed-

form solution exists, but it can be pre-computed numerically
and used in the form of lookup table as that in [28].

E. k update using the ADMM
In the same vein as above, the sub-problem (9) can be

written in the form (11), with

g1(·) = λ
2 ‖· − u‖22 , g2(·) = ιS(·), (16)

B(1) = X̂, B(2) = I, (17)

yielding the following algorithm:

Algorithm ADMM for solving (9)
1. Initialize k = 0, τ2 > 0, v(1)

0 ,v
(2)
0 , d(1)

0 ,d
(2)
0 .

2. repeat
3. z

(1)
k = v

(1)
k + d

(1)
k

4. z
(2)
k = v

(2)
k + d

(2)
k

5. rk = X̂T z
(1)
k + z

(2)
k

6. kk+1 =
[
X̂T X̂+ I

]−1
rk

7. v
(1)
k+1 = Proxg1/τ2

(
X̂kk+1 − d

(1)
k

)
8. d

(1)
k+1 = d

(1)
k − (X̂kk+1 − v

(1)
k+1)

9. v
(2)
k+1 = Proxg2/τ2

(
kk+1 − d

(2)
k

)
10. d

(2)
k+1 = d

(2)
k − (kk+1 − v

(2)
k+1)

11. k ← k + 1
12. until some stopping criterion is satisfied.

In line 6, the matrix X̂T X̂+I can also be diagonalized by DFT
with O(n log n) cost. Line 7 can be evaluated in a closed-form
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Figure 3. Results on a real LR blurry image, where the LR image size is 900 × 540 and the HR image size is 1800 × 1080.

Figure 4. Results on a real LR image, where the LR image size is 324 × 464 and the HR image size is 648 × 928.

as (15). Line 9 is the projection onto the probability simplex
S (see (7)), which has been already addressed in [34].

III. EXPERIMENTS

In this section, we report detailed results of the proposed
method. All the experiments were performed using MATLAB
on a 64-bit Windows 10 personal computer with an Intel Core
i7 2.5 GHz processor and 6.0 GB of RAM. The parameters of
proposed method are set as λ = 1, α = 1.5, τ1 = τ2 = 0.15
and p = 0.5, and the setups of involved state-of-the-art meth-
ods remain unchanged as their original ones. The BID flow for
a color image is: (1) first, convert the image from RGB color
space to YCbCr color space, (2) BID of the luminance channel,
and (3) convert the image back to the RGB color space. The
stopping criterion is chose as ||f̂k+1 − f̂k||/||f̂k+1|| ≤ 0.0001

where f̂k is the image estimate or kernel estimate at the k-th
iteration. Other parameters are set by following those in [27].
Other details are shown as follows:

A. On synthetic blurry images
In this sub-section, we tested our algorithm on the Baby

image (size: 512× 512) blurred by eight PSFs of true motion
blur provided by [35]. In the algorithm, the operator U has
two options: the bicubic and bilinear interpolation operators.
For saving space, we only show the results on the image
blurred by one PSF in Fig. 1, and the results with other seven
PSFs are shown in Fig. 2. Notice that PSNR is defined as
20 log10(255/

√
MSE) where MSE is the mean squared-error

between the luminance channel of the original Baby image
and the restored HR one. Fig. 1 and 2 verify the rationality of
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reformulating SBISR into BID (see (5)).

B. On real images
We also tested our algorithm (only with the bilinear

interpolation operator due to space limitation) on real images,
comparing with state-of-the-art SISR methods: ScSR [8] and
SRCNN [36]. Since we currently cannot get access to any
SBISR code, we add the proposed BID algorithm as a post-
process of the two SISR methods on a real LR blurry image,
and the results are shown in Fig. 3. For the sake of fair
comparison, we further run the proposed method and the SISR
methods on a LR image (not blurry), and the results are shown
in Fig. 4. From Fig. 3 and 4, we can see the competitiveness
of the proposed method, both in terms of speed and restoration
quality, on LR blurry and non-blurry images.

IV. CONCLUSION

We have proposed a new approach for single blind image
super-resolution (SBISR) via a blind image deblurring (BID)
method, bridging the gap between SBISR and BID. Exper-
iments on synthetic and real blurry images (also on a real
sharp image) show that the effectiveness and competitiveness
of the proposed method. Future work will involve exploiting
the influence of using advanced interpolation operators on the
proposed method.
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Abstract—This paper proposes a method of personal identifica-
tion based on tongue image. Tongue images have many advantage
for personal identification and verification. In this paper a texture
tongue features are extracted based on Gabor filters, and WLD
(Weber Law Descriptors) transform. These features can be used
in forensic applications and with other robust biometrics features
can be combined in multi modal biometric system.
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I. INTRODUCTION

Tongue recognition is attracting a great deal of attention
because of its usefulness in many applications. Traditional,
tongue recognition are often classified into two groups:

• Tongue recognition and analysis for the patient disease
diagnosis. Tongue recognition for diagnosis has played
an important role in traditional Chinese medicine (TCM)
and in this area most investigation has been focused on
extraction of chromatic features [11] [16], shape and
textural features [7] [8] [12].

• Tongue recognition for biometric personal identification.

Our work concerns the biometric applications of the tongue
recognition and efficient feature extraction.
Biometrics human identifications uses automated methods of
recognizing a person based on a physiological or behavioral
characteristics [6]. A biometric system is a pattern recognition
system that recognizes a person on the basis of a feature vector
derived from a specific physiological or behavioral characteris-
tics that the person possesses. Physiological Biometrics - also
known as static biometrics - is based on the data derived from
the measurement of a part of a person’s anatomy [9].

Tongue image analysis have received much attention in
image analysis and computer vision. Tongue texture has many
advantages for human identification and verification [10] [18].
The identification of people can be based on the texture
features. As a biometric identifier, tongue image has the
following properties:

• Tongue images are unique to every person. Texture fea-
tures of the tongue are distinctive to each person,

• Texture features of an individual tongue are stable and
unchangeable during the life of a person,

• The human tongue is well protected in mouth and is
difficult to forge.

Tongue recognition system is presented in Figure 1 and
it involves five major modules: tongue image acquisition,

preprocessing, tongue feature extraction, visual features and
classification.

In this paper, a tongue image feature extraction method is
proposed, which utilizes Gabor filters and local features such
as WLD, because these features are robust against some types
of geometric modifications. Weber local descriptors (WLD) is
a simple but powerful local descriptor, which simulates the
human visual perception.

Fig. 1. Tongue recognition system

Images which are considered in this paper are displayed in
Figure 2.

Fig. 2. Tongue images

The remainder of this paper is organized as follows. Section
2 briefly describes the preprocessing operations. In Section 3,
we describe Gabor filters, propose a local descriptor called
WLD and briefly describes the definition of Weber magnitude
and orientation. Conclusions and references are given there-
after.
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II. PREPROCESSING

Before performing feature extraction, the original tongue
images are subjected to some image processing operations,
such as:

1) Image stretching. The contrast level is stretched accord-
ing to

fout(x, y) = 255×
(

fin(x, y)− finmin(x, y)
finmax(x, y)− finmin(x, y)

)γ
(1)

fout(x, y) is the color level for the output pixel (x, y)
after the contrast stretching process. fin(x, y) is the
color level input for data the pixel (x, y). finmax(x, y) -
is the maximum value for color level in the input image.
finmin(x, y) - is the minimum value for color level in
the input image, γ - constant that defines the shape of
the stretching curve.

2) Extraction of region of interest (ROI) from original
tongue images. The tongue images are normalized with
respect to position, orientation, scale, reflection, as fol-
lows.
The new invariant coordinates (x, y) of image pixels and
the old coordinates (x′, y′) are related by

[x, y, 1] = [x′, y′1]×

 1 0 0
0 1 0
−i0 −j0 1

×
×

 1
δx

0 0

0 1
δy

0

0 0 1

×
 cosβ sinβ 0
− sinβ cosβ 0

0 0 1

 (2)

where x0, y0 is the centroid of image; δx and δy repre-
sent standard deviation relative to variable x, y; and β
is an angle between the major axis of an object and the
vertical line

tan 2β =
2
∑
x

∑
y(x− x0)(y − y0)∑

x(x− x20)−
∑
y(y − y20)

(3)

Next, the ROI’s tongue blocks are automatically selected
on the centroid of tongue normalized images. The size
of whole ROI is wx × wy where wx = (x0 + K

2 ) −
(x0 − K

2 ), wy = (y0 +
K
2 )− (y0 − K

2 ) where K = 128
pixels (Figure 3). Next, the ROI image is divided into
the four sub-blocks. The size of sub-block is K

2 ×
K
2

pixels (Figure 4).

III. FEATURE EXTRACTION

A. Gabor filters for feature extraction

Gabor filters are a powerful tool to extract texture features
and in the spatial domain is a complex exponential modulated
by a Gaussian function. In the most general the Gabor filters
are defined as follows [3] [14] [15].

The two-dimensional Gabor filter is defined as

Fig. 3. Tongue ROI

Fig. 4. Four ROI’s sub-blocks

Gab(x, y,W, θ, σx, σy) =

=
1

2πσxσy
e

[
− 1

2

(
( x
σx
)
2
+
(
y
σy

)2
)
+jW (x cos θ+y sin θ)

]
(4)

where j =
√
−1 and σx and σy are the scaling parameters

of the filter, W is the radial frequency of the sinusoid and
θ ∈ [0, π] specifies the orientation of the Gabor filters.

Figure 5 presents the real and imaginary parts of Gabor
filters.

Fig. 5. The real and imaginary parts of Gabor filters

In our work we use a bank of filters built from the real
part of Gabor expression called as even symmetric Gabor
filter. Gabor filtered output of the image is obtained by the
convolution of the image with Gabor even function for each of
the orientation/spatial frequency (scale) orientation (Figure 6).
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Given an image F (x, y), we filter this image with
Gab(x, y,W, θ, σx, σy)

FGab(x, y,W, θ, σx, σy) =

=
∑
k

∑
l

F (x− k, y − l) ∗Gab(x, y,W, θ, σx, σy) (5)

The magnitudes of the Gabor filters responses are repre-
sented by three moments

µ(W, θ, σx, σy) =
1

XY

X∑
x=1

Y∑
y=1

FGab(x, y,W, θ, σx, σy)

(6)

std(W, θ, σx, σy) =

=

√√√√ X∑
x=1

Y∑
y=1

||FGab(x, y,W, θ, σx, σy)| − µ(W, θ, σx, σy)|2

(7)

Energy =

X∑
x=1

Y∑
y=1

[FGab(x, y,W, θ, σx, σy)]
2 (8)

By selecting different center frequencies and orientations,
we can obtain a family of Gabor kernels, which can then be
used to extract features from an image. The feature vector is
constructed using mean - µ(W, θ, σx, σy), standard deviation -
std(W, θ, σx, σy) and energy as feature components (Table I).

Fig. 6. Gabor images of tongue ROI’s

To reduce dimension of feature vector [13], [17], we use
the Principle Component Analysis (PCA) algorithm to keep
the most useful Gabor features.

Let X = [x1, x2, . . . , xn] denote an n-dimensional feature
vector. The mean of the vector X and the total scatter covari-
ance matrix of the vector X are defined as: µ = 1

n

∑n
i=1 xi

and SX =
∑n
i=1(xi − µ) · (xi − µ)t.

The PCA projection matrix S can be obtained by eigen-
analysis of the covariance matrix SX . We compute the eigen-
values of SX : λ1 > λ2 > · · · > λn and the eigenvectors
of SX : s1, s2, . . . , sn. Thus SXsi = λisi, i = 1, 2, . . . ,m.
si is the ith largest eigenvector of SX , m � n and S =
[s1, s2, . . . , sm].

TABLE I. FEATURES OF TONGUE ROI ’S.

ROI 1
Scale Orientation Energy Mean Std
2 45◦ 1968755.0 480.65308 35.064735
2 90◦ 1999251.1 488.09842 40.68314
2 135◦ 1968758.9 480.65402 34.23929
2 180◦ 1999252.2 488.0987 42.19372
8 45◦ 3.181323E7 7766.903 669.66876
8 90◦ 3.1827126E7 7770.2944 657.5264
8 135◦ 3.181321E7 7766.897 762.5107
8 180◦ 3.1827142E7 7770.2983 728.3237

ROI 2
Scale Orientation Energy Mean Std
2 45◦ 1968755.0 480.65308 35.064735
2 90◦ 1999251.1 488.09842 40.68314
2 135◦ 1968758.9 480.65402 34.23929
2 180◦ 1999252.2 488.0987 42.19372
8 45◦ 3.181323E7 7766.903 669.66876
8 90◦ 3.1827126E7 7770.2944 657.5264
8 135◦ 3.181321E7 7766.897 762.5107
8 180◦ 3.1827142E7 7770.2983 728.3237

ROI 3
Scale Orientation Energy Mean Std
2 45◦ 1867638.8 455.9665 36.981506
2 90◦ 1896568.8 463.02948 44.25503
2 135◦ 1867638.6 455.96646 36.304142
2 180◦ 1896567.2 463.0291 41.741203
8 45◦ 3.0179278E7 7367.988 707.88116
8 90◦ 3.0192456E7 7371.205 717.7458
8 135◦ 3.0179264E7 7367.984 774.104
8 180◦ 3.0192524E7 7371.221 614.612

ROI 4
Scale Orientation Energy Mean Std
2 45◦ 1906920.6 465.5568 27.945246
2 90◦ 1936458.5 472.7682 35.911766
2 135◦ 1906919.8 465.55658 28.149256
2 180◦ 1936459.8 472.7685 35.161488
8 45◦ 3.0813984E7 7522.9453 786.99506
8 90◦ 3.08275E7 7526.245 728.3674
8 135◦ 3.0814002E7 7522.9497 562.7714
8 180◦ 3.082751E7 7526.2476 521.4142

Any vector x can be written as a linear combination of the
eigenvectors (S is symmetric, s1, s2, . . . , snform a basis), i.e.
x =

∑n
i=1 biui. For dimensionality reduction we choose only

m largest eigen values, i.e. x =
∑m
i=1 biui. m is choose as

follows:
∑m
i=1 λi∑n
i=1 λi

> t where t is threshold.

By removing the principal components that contribute little
to the variance, we project the entire feature vector to a lower
dimensional space, but retain most of the information.

B. Weber Law Descriptors

In 1834 Ernst Weber stated that ”the ratio between the
smallest perceptual change in a stimulus 4fmin and the back-
ground level of the stimulus f is constant e.g. 4fminf = k” [6].
Inspired by Weber’s Law, a robust and powerful Weber Local
Descriptor (WLD) is a recently developed for local feature
extraction. For each pixel of the input image, we compute two
joint descriptors: a differential excitation DE operator and
a gradient orientation GO descriptor. The DE is a function
of the ratio between two terms: one is the relative intensity
differences of a current pixel against its neighbors (e.g., 3× 3
square region) and the other is the intensity of the current
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pixel. The orientation component is the GO of the current
pixel. Figure 7 show how the DE and GO are calculated [1].

Fig. 7. Illustration of the WLD algorithm

If f(x, y) is the center pixel of a 3× 3 window, and f(x+
i, y + j); i = −1, 0, 1 j = −1, 0, 1 are the neighbors of the
center pixel, DE is calculated as

DE = arctan


1∑

i=−1

1∑
j=−1

f(x+ i, y + j)− 8f(x, y)

f(x, y)


= arctan

[
W

V

]
(9)

where: f(x + i, y + j) i = −1, 0, 1; j = −1, 0, 1 is the
gray level intensity of the corresponding pixel. The positive
value of DE indicates that the current pixel is darker than
the neighboring pixel,while the negative value represents the
opposite.
The main purpose of the DE component is to extract the
local salient patterns from the image.

The GO of the center pixel f(x, y) is calculated as

GO = arctan

[
f(i, j − 1)− f(i, j + 1)

f(i+ 1, j)− f(i− 1, j)

]
= arctan

[
A

B

]
(10)

where the numerator is the intensity difference between the
left and the right of f(x, y), while the denominator is the inten-
sity difference between the below and the above of f(x, y).

Next, the GO are quantized into dominant orientations as
follows:

GO
′
= arctan 2

[
A

B
+ π

]
(11)

arctan 2

[
A

B

]
= (12)

=


GO A > 0 and B > 0
π −GO A > 0 and B < 0
GO − π A < 0 and B < 0
−GO A < 0 and B > 0

The GO is then quantized into T dominant orientations.
For each dominant orientation, histogram, H , is calculated
using the DE (Figure 8) [1].

Fig. 8. Tongue feature extraction

Because not all the features are equally important, the
feature selection technique is used.

To compute the distance of two histograms chi-square χ2

distance is used

χ2(H1, H2) =
∑
i

(h1i − h2i )2

h1i + h2i
(13)

where H1 and H2 are two histograms and h1i , h2i are the ith
bin of the histograms.

IV. CONCLUSION

In the paper, are presented some approaches for tongue
recognition from images. To evaluate the performance of
tongue recognition methods we use own tongue database that
consists 30 images. We proposed a method which combines
the recognition results of Gabor filters and WLD features
to tongue recognition. The WLD texture features are robust
against rotation and noise. The proposed system will be
evaluated on other tongue databases in the future study.

ACKNOWLEDGMENT

The research was supported by the UTP University of
Sciences and Technology by the Grant BS01/2014.

9Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-487-9

SIGNAL 2016 : The First International Conference on Advances in Signal, Image and Video Processing

                            17 / 70



REFERENCES

[1] J. Chen, S. Shan, C. He, G. Zhao, M. Pietikinen, X. Chen, W. Gao,
”WLD: A robust local image descriptor”, IEEE Transactions on Pattern
Analysis and Machine Intelligence, 32(9), pp. 1705 - 1720, 2010.

[2] R. S. Choras, ”Iris-based person identification using Gabor wavelets and
moments”, Proc. 2009 Int. Conf. on Biometrics and Kansei Engineering
ICBAKE, CPS IEEE Computer Society, pp. 55-59, 2009.

[3] R. S. Choras, ”Lip-prints feature extraction and recognition”, Image
Processing & Communications Challenges 3, AISC 102, pp.33-41 ,
Springer-Verlag Berlin Heidelberg, 2011.

[4] R. S. Choras, ”Vascular Biometry”, Image Processing & Communi-
cations Challenges 6, AISC 313, pp. 21 -28, Springer-Verlag Berlin
Heidelberg 2015.

[5] R. S. Choras, ”Thermal face recognition”, Image Processing & Com-
munications Challenges 7, AISC 389, pp. 37-46, Springer-Verlag Berlin
Heidelberg 2016.

[6] A. K. Jain, Fundamentals of a Digital Signal Processing, Prentice-Hall,
Englewood Clifts, NJ., 1989.

[7] W. Huang, Z. Yan, J. Xu and L. Zhang, ”Analysis of the tongue fur
and tongue features by naive bayesian classifier”, Proceedings of the
Int. Conf. Computer Application and System Modeling, Taiyuan, Oct.
2010, vol. 4, pp. 304-308.

[8] B. Huang, D. Zhang, Y. Li, H. Zhang and N. Li, ”Tongue coating
image retrieval”, Proceedings of the 3rd Int. Conf. Advanced Computer
Control, Harbin, Jan. 2011, pp. 292-296.

[9] A. K. Jain, R. Bolle and S. Pankanti, Biometrics: Personal Identification
in Networked Society, Kulwer Academic, 1999.

[10] S. Lahmiri, ”Recognition of tongueprint textures for personal aAu-
thentication: A wavelet approach”, Journal of Advances in Information
Technology, vol.3 ,no.3, pp. 168 - 175, 2012.

[11] C. Li and P. Yuen, ”Tongue image matching using color content”, Pattern
Recogn. 35(2), pp. 407-419, 2002.

[12] W. Li, S. Hu, J. Yao and H. Song, ”The separation framework of tongue
coating and proper in traditional Chinese medicine”, Proceedings of
the 7th Int. Conf. Information, Communications and Signal Processing,
Macau, Dec. 2009, pp. 1-4.

[13] C. J. Liu and H. Wechsler, ”Gabor feature based classification using the
enhanced Fisher linear discriminant model for face recognition”, IEEE
Transactions on Image Processing, vol. 11, no. 4, pp. 467- 476, 2002.

[14] D. H. Liu, K. M. Lam, and L. S. Shen, ”Optimal sampling of Gabor
features for face recognition”, Pattern Recognition Letters, vol. 25, no.
2, pp. 267-276, 2004.

[15] L. Shen and L. Bai, ”Face recognition based on Gabor features using
kernel methods”, Proc. 6th IEEE Conf. on Face and Gesture Recognition
Korea, pp. 170-175, 2004.

[16] Y. Wang, J. Yang and Y. Zhou, ”Region partition and feature matching
based color recognition of tongue image”, Pattern Recogn. Lett., 28(1),
pp. 11-19, 2007.

[17] B.C. Zhang, S.G. Shan, X.L. Chen and W. Gao, ”Histogram of Gabor
phase patterns(HGPP): a novel object representation approach for face
recogniton”, IEEE Trans. Image Processing, 16, pp. 57-68, 2007.

[18] D. Zhang, Z. Liu, J. Yan and P. Shi, ”Tongue-print: A novel biometrics
pattern”, ICB 2007, Springer-Verlag LNCS 4642, pp. 1174 - 1183, 2007.

10Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-487-9

SIGNAL 2016 : The First International Conference on Advances in Signal, Image and Video Processing

                            18 / 70



Impact of Redundancy and Gaussian Filtering on Contourlet-Based Texture 

Retrieval 

Nadia Baaziz and Momar Diop 

Département d’Informatique et d’Ingénierie  

Université du Québec en Outaouais 

101 rue Saint Jean Bosco, Gatineau (Québec),  J8X 3X7 Canada 

e-mail: nadia.baaziz@uqo.ca; diom31@uqo.ca 

 

 
Abstract— Multiscale image representations, such as 

contourlets and wavelets are crucial to significant feature 

extraction for texture retrieval.   In this paper, the aim is to 

highlight the positive impact of added redundancy and 

Gaussian filtering in multiscale image decompositions for 

texture retrieval. Using energy-based retrieval framework on 

Vistex database, conducted experiments on five multiscale 

transforms (contourlets, wavelets and their redundant 

counterparts), show the competitive enhancement provided by 

the redundant contourlet decomposition in terms of 

discriminant features and improvement of retrieval rates.       

Keywords— texture retrieval; contourlet; feature extraction. 

I.  INTRODUCTION  

 
Retrieving image data from large scale databases lead to 

great challenging issues in the research field of content-based 
image retrieval (CBIR). A special attention is given to 
texture retrieval because of the omnipresence of this visual 
feature in most real-world images [1]. Textures are 
prominent in natural images (as in grasslands, brick walls, 
fabrics, biological tissues, etc.) and many important image 
properties are revealed through texture analysis such as 
granularity, smoothness, coarseness, periodicity, geometric 
structure, orientation and so on [2]. Therefore, texture 
retrieval is relevant to CBIR since texture characteristics are 
powerful in discriminating between images. Successful 
texture retrieval relies strongly on relevant texture feature 
extraction and effective similarity measurement steps 
yielding to high image retrieval accuracy while preserving 
low level of computational complexity.  

There are renowned methodologies for texture feature 
extraction operating in the spatial domain (e.g., gray level 
co-occurrence matrices), in the frequency domain (e.g., 
Fourier spectrum measurements), or in the spatial-frequency 
domain (e.g., energy of wavelet coefficients) [1].  

Spatial-frequency transforms, also known as multiscale 
representations, decompose the image spectrum into a set of 
localized frequency-partitions exhibiting image details at 
multiple scales and directions. Linear filter banks and down-
sampling operators are the main tools to perform such 
decompositions yielding various image representations with 
specific properties such as multiple scales, frequency 
selectivity, directionality, redundancy or compactness, 
perfect reconstruction and shift invariance. The redundancy 

property is directly related to the amount of oversampling at 
the decomposition stage. Non-subsampled decompositions 
are known to be completely redundant and shift invariant.  
Examples of multiscale transforms include discrete wavelets, 
Laplacian pyramids and contourlets.  

Recent studies have reported the achievement of 
remarkable outcomes due to the development of a variety of 
new texture feature extraction techniques operating on these 
multiscale representations [3][4][5]. This probably was 
motivated by two main facts: a) the human visual system 
adequacy to the spatial-frequency representation of image 
signals, and b) the inherent nature of texture patterns in terms 
of presence of edges, relation between primitive texture 
elements and variation in scales and orientations [1][ 2]. 

The major contribution of this paper is to study and 

reveal the benefits of incorporating redundancy and 

Gaussian filtering in multiscale image transforms for texture 

feature extraction and retrieval. The remainder of this paper 

is organized as follows. Section II recalls the main 

properties of discrete wavelet, discrete contourlet and their 

redundant variants that are subject to exploration in this 

work. A special focus is made on redundancy properties.  

Section III details the incorporated feature extraction 

methods and the texture retrieval framework. Section IV 

discusses experimental results and main achievements while 

Section V concludes the paper.  
 
 

II. MULTISCALE TEXTURE REPRESENTATION 

A. Discrete wavelets and stationary wavelet transforms  

The discrete wavelet transform (DWT) is efficiently 

implemented by means of iterative linear filtering and 

critical down-sampling of the original image yielding three 

high-frequency sub-bands at each scale level in addition to 

one low-frequency sub-band usually known as image 

approximation. The DWT provides a highly compact image 

representation, that is, the transform is orthogonal, and 

incorporated down-sampling rates result into a total number 

of wavelet coefficients equal to the image size. Since its 

development, the DWT gave rise to many renowned 

methods and techniques in various fields of image 

processing and particularly in image compression. However, 

its use for texture analysis has revealed some limitations in 
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capturing relevant information. In fact, major drawbacks 

were reported in many studies; lack of shift invariance, poor 

frequency selectivity and poor directionality (only 

horizontal, vertical and diagonal orientations).  

The stationary wavelet transform (SWT) has been 

introduced as an improved extension of the DWT. This non-

subsampled variant is implemented through the so-called 

"algorithme à trous" in French (word trous translates into 

holes in English). The SWT achieves shift invariance 

property at the cost of substantial redundancy of wavelet 

coefficients. Indeed, the L-level SWT representation of a 

K×M image results into one approximation sub-band and 3L 

detail sub-bands. Thus, total number of wavelet coefficients 

is equal to (3L+1)KM. 

B. Standard contourlet transform(SCT) 

The discrete contourlet transform as introduced in [6] is 

designated here as the standard contourlet transform (SCT). 

Multi-Directionality, non-separable 2-D filtering and small 

amount of redundancy are among the new ingredients in this 

geometric transform. The decomposition is performed with 

high computational efficiency by combining two distinct 

stages. First, a multiscale decomposition uses a Laplacian 

pyramid (LP) scheme to transform the image into one coarse 

version plus a set of Laplacian sub-images. Second, a 

directional stage (DFB) applies iteratively 2-D filtering 

(DFB) and critical subsampling to further partition each LP 

sub-band into different and flexible numbers of frequency 

wedge-shaped sub-bands, thus capturing geometric 

structures and directional information in natural images.  

When compared to the DWT, the SCT with its extra 

feature of directionality is almost critically sampled with a 

small redundancy factor up to 4/3 due to the Laplacian 

pyramid. SCT leads to efficient representation of smooth 

object boundaries with a small number of local coefficients 

in the right directional sub-bands.  

 

C. Nonsubsampled contourlet transform (NSCT) 

NSCT is a non-subsampled variant of the SCT [7]. All 

down-sampling operations are di carded from 

decomposition stages thus eliminating aliasing problems 

and allowing for full shift-invariance. However, major 

drawback lies in the rapid increase of computational cost as 

large number of directional sub-bands are generated.  For 

example, the NSCT of a K×M image with 3 scale levels and 

4 directions per level results into one approximation sub-

band and 3×4 directional sub-bands. Thus, total number of 

wavelet coefficients is equal to 13KM since each sub-band 

size is the same as original image size.  

D. Redundant contourlet transform (RCT) 

The redundant contourlet transform (RCT) has been 

introduced in [8][9]. The RCT variant aims at reducing 

aliasing problems in SCT by discarding sub-sampling 

operations and allowing for more redundancy in the 

multiscale decomposition scheme (see Fig. 1). 

 

Figure 1.  RCT block diagram (3 scale levels) and its frequency partition. 

Down-sampling is discarded from the Laplacian stage. 

As for the standard contourlet transform, the RCT 

decomposition scheme is divided into two parts: a 

multiscale decomposition and a directional filter bank 

(DFB) using two-dimensional filtering and critical down-

sampling. While DFB stage is kept unchanged, the 

multiscale stage is replaced by a redundant Laplacian 

pyramid (RLP) construct using a set of linear phase low-

pass filters with pseudo-Gaussian properties. Filter impulse 

responses hb(n) are given in (1) where increasing values of 

the factor b decreases the filter passband: 
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 L filters (with b=2l, l=1… L) may be used to build a 

pyramid having L+1 equal-size sub-images: L detail sub-

image and one coarse image approximation CL. Then, a 

DFB with D=4 orientations and 1:4 critical down-sampling 

is applied on each of the RLP sub-bands to obtain 4L equal-

size directional sub-bands {Cld; l = 1… L; d = 1… D}. 

Thus, the redundancy factor for the RCT is L+1 since each 

RLP sub-band size is the same as original image size.   

 

III. TEXTURE FEATURE EXTRACTION AND RETRIEVAL 

Multiscale energy-based approach for texture feature 

extraction consists in calculating energy (L1 norm, L2 norm 

or some combination of both) and characterizing its 

distribution through multiscale sub-band images. The 

energy-based approach assumes that different texture 
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patterns have different energy distribution in the space-

frequency domain. This approach is very appealing due to 

its low computational complexity involving mainly the 

calculation of first and second order moments of sub-bands 

coefficients [3]. Given a multiscale decomposition yielding 

L scale levels and D directional sub-bands Cld at each level, 

two feature vectors E1 and E2 are formed as follow: 
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With × being the size of a given sub-band Cld. 

Similarity measurement is computed as the Euclidean 

distance between two compared feature vectors. 

 

Given a database with P images, a visual index is 

constructed by computing, for each image, its feature vector 

E1 (or E2) as described in (2)-(7). Retrieving similar images 

to the user query Q is done through the calculation of M 

Euclidean distances between the query feature vector and 

the visual index features. The N smallest distances in a 

ranked order are then selected as Top-N matches and 

corresponding images are retrieved.   
 

IV. EXPERIMENTAL RESULTS 

To evaluate the impact of added redundancy and pseudo-

Gaussian filtering on the performance of texture retrieval, 

we conducted experiments using VisTex database [10]. We 

selected 40 grayscale images from various texture categories 

(as shown in Fig. 2). Each image of size 512×512 is 

subdivided into 16 overlapping sub-images of size 256×256, 

and thus, a database with 640 sub-images is constructed. To 

avoid any trivial discrimination based on local mean and 

variance, we normalized grayscale values to zero mean and 

unit variance. Texture retrieval performance is measured in 

terms of the retrieval rate (%), which is calculated as the 

percentage of relevant images found among the Top-N 

retrieved images (with N=15). 

All retrieval results presented in this paper are obtained 

by averaging the retrieval rates corresponding to 640 

queries. We compared five distinct multiscale transforms 

combined to two distinct texture retrieval frameworks using 

energy E1 and energy E2 features, respectively. The 

implemented multiscale decompositions are as follow: 

 
1. DWT: Discrete Wavelet Transform using 4-tap 

Daubechies filters; 
2. SWT: Stationary Wavelet Transform using 4-tap 

Daubechies filters; 
3. SCT: Standard Contourlet Transform, with pkva 

filters,  yielding 4 directional sub-bands at each 

scale level; 

4. NSCT: Non Subsampled Contourlet Transform, 

with pkva filters,  yielding 4 directional sub-bands 

at each scale level; 

5. RCT: Redundant Contourlet Transform, with 

pseudo-Gaussian and pkva filters, yielding 4 

directional sub-bands at each scale level. 

 

Average retrieval rates (%) obtained by each of the 

compared methods are given in Table I. In most cases, 

feature extraction using energy E2 gives slightly better 

results than energy E1. Retrieval is performed with different 

combinations of scale levels. Each additional scale level 

increases the performance of the retrieval rate. Top results 

correspond to 3 scale levels as shown in Table I. The worst 

retrieval rates are obtained from wavelet-based retrieval 

(DWT and SWT). This is probably due to the poor 

directional selectivity of these transforms. We can clearly 

observe that retrieval rates improve as transform redundancy 

increases, i.e., SWT leads to better rates than DWT, and 

NSCT rates are better than SCT ones. However, despite the 

fact that RCT has a partial redundancy; it yields the best 

texture retrieval performance (about 3 points higher) thanks 

to pseudo-Gaussian filters in the Laplacian pyramid stage 

(see Table II).  

The benefit from pseudo-Gaussian filtering is also 

illustrated in Table III. Indeed, texture retrieval is performed 

on Laplacian sub-bands, namely, NSCTLap and RCTLap 

that correspond to the multiscale pyramid stage of NSCT 

and RCT respectively. Two observations may be drawn 

from this experiment: 1) retrieval rates are substantially 

lower than in Table I due to the lack of directional 

selectivity in the Laplacian decomposition, and 2) 

performance of RCTLap is better than NSCTLap thanks to 

pseudo-Gaussian filters, which allow for good texture 

discrimination.  

We believe that, despite the simplicity of the energy-

based model for feature extraction, all these successful 

results in texture retrieval rates have manifested the 

potential of added redundancy and Gaussian filtering, 

through RCT, in extracting discriminant texture features.     
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Figure 2.  Texture images from the VisTex collection that are used in the 

experiments; from left to right and top to bottom: Bark0, Bark6, Bark8, 
Bark9, Brick1, Brick4, Brick5, Buildings9, Fabric0, Fabric4, Fabric7, 

Fabric9, Fabric11, Fabric14, Fabric15, Fabric17, Fabric18, 

Flowers5,Food0, Food5, Food8, Grass1, Leaves8, Leaves10, Leaves11, 
Leaves12, Leaves16,  Metal0, Metal2, Misc2, Sand0, Stone1, Stone4, 

Terrain10, Tile1, Tile4, Tile7, Water5, Wood1, and Wood2. 

V. CONCLUSION 

 
The quality of texture retrieval is subject to effective 

image representation and relevant feature extraction that 
discriminate among different textures. In this paper, we 
successfully demonstrated the positive impact of image 
transform redundancy and Gaussian filtering on the 
efficiency of retrieval rates. Moreover, the conducted 
experiments using multiscale energy-based feature vectors 
have shown the superiority of the redundant contourlet 
transform (RCT) for texture discrimination and retrieval, in 
comparison to other multiscale transforms, namely DWT, 
SWT, SCT and NSCT. Subsequent ongoing research 
directions focus on rotation invariance of such multiscale 
retrieval schemes.  

TABLE I.  AVERAGE RETRIEVAL RATES (%) IN THE TOP-15 IMAGES 

VS. THE NUMBER OF DECOMPOSITION LEVELS. FIVE MULTISCALE 

TRANSFORMS ARE COMPARED. 

 

Transform 

type 

2 levels 3 levels 

Feature E1 Feature E2 Feature E1 Feature E2 

DWT 57.68 57.84 57.43 57.95 

SWT 58.13 58.35 62.96 63.54 

SCT 60.78 60.56 62.96 62.89 

NSCT 61.67 61.95 61.48 62.44 

RCT 63.39 63.54 64.94 65.16 

TABLE II.  RCT AVERAGE RETRIEVAL RATES (%) COMPARED TO 

OTHER TRANSFORMS. RATE DIFFERENCES ARE SHOWN. 

 

Transform 

type 

2 levels 3 levels 

Feature E1 Feature E2 Feature E1 Feature E2 

RCT -DWT +5.71 +5.70 +7.51 +7.21 

RCT-SWT +5.26 +5.19 +1.98 +1.62 

RCT-SCT +2.61 +2.98 +1.98 +2.27 

RCT-NSCT +1.72 +1.59 +3.46 +2.72 

RCT 63.39 63.54 64.94 65.16 

TABLE III.  AVERAGE RETRIEVAL RATES (%) IN THE TOP-15 IMAGES 

VS. THE NUMBER OF DECOMPOSITION LEVELS. TWO REDUNDANT 

LAPLACIAN TRANSFORMS ARE COMPARED. 

 

Transform 

type 

2 levels  3 levels  

Feature E1 Feature E2 Feature E1 Feature E2 

NSCTLap 41.29 42.25 44.13     45.48 

RCTLap 44.05 44.11 44.73 45.32 

Difference +2.76 +1.86 +0.60 -0.14 
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Abstract—The paper presents hardware-aware optimizations of
the assembly language used by LLVM to optimize resource usage
when an algorithm written in the Open Computing Language
(OpenCL) is translated into a design for a field programmable
gate array (FPGA) by the tool OCLAcc. In signal processing,
latency and throughput of a solution are important, but also
its efficiency. FPGAs offers high performance and low energy
consumption for many applications, at the cost of a complex
development. With high-level synthesis (HLS) the design process
can be simplified significantly. We introduce our transformation
of the control flow and how we minimize the bitwidth of data
and operations performed. In contrast to existing work, we focus
on the applicability for FPGAs and HLS from OpenCL. Both
optimizations allow the generation of simpler hardware. We
present metrics to rate the results with estimations of FPGA
resources needed and demonstrate them using the Sobel operator,
which is part of many image processing applications. Our results
show that we can completely eliminate branches and reduce the
total amount of bits by 16 % for a typical input configuration.

Keywords–OpenCL; LLVM; high-level synthesis; FPGA; if-
conversion; bitwidth reduction

I. INTRODUCTION

Modern FPGAs are popular for fast signal processing,
because they offer a high degree of parallelism and low power
consumption. This is proven, e.g., by integrated DSP blocks
or hardwired floating point units on newer devices. However,
it is more complex to create a custom hardware design than to
optimize an algorithm for a fixed CPU. High-level synthesis
(HLS) promises to fill this gap by deriving a hardware design
from an algorithmic description. Inherently parallel source
languages like OpenCL have the advantage that the mapping
to FPGA resources is easier, compared to sequential languages
like C, leading to more efficient designs. We first give a short
introduction to OpenCL and the HLS-tool OCLAcc.

OpenCL: is a freely available standard created and sup-
ported by Apple, Intel and other companies. Its purpose is to
describe a parallel problem and solve it on a variety of devices,
managed by a host, which is usually a normal CPU. Common
devices include CPUs and GPUs, but due to abstraction, host
and device may even be the same physical CPU.

OpenCL defines a library interface for the host to con-
trol devices. The algorithm itself, referred to as kernel in
the following, is written in the C-style language OpenCL-C.
Devices offer compute units (CU), and each of them consists
of processing elements (PE) to execute the kernel in parallel.
Work is distributed among the PEs according to the OpenCL
execution model. A work item, which is an entity in the
problem space (NDRange) represents a single instance of the
kernel (see Figure 1). Multiple work items share the same work
group, which allows synchronization and data exchange using

NDRange
size y

NDRange size x

work group 
size y

work group size x
work group

work
item

...

...

...

......

work
item

work
item

work
item

Figure 1. OpenCL Execution Model

fast local memory. In contrast, communication among work
groups does not allow synchronization and relies on slower
global memory, as there is no guarantee, when and on which
CU work groups are scheduled.

LLVM-IR/SPIR: is a machine independent pseudo assem-
bly language generated from the OpenCL kernel by Clang,
a C-frontend for LLVM [1]. Standard Portable Intermediate
Representation (SPIR) is a standardized version of LLVM-
IR. Though our transformations presented target SPIR, they
can also be used to optimize LLVM-IR. LLVM itself includes
several passes to analyze and modify IR, e.g., alias analysis
or vectorization, but most of them cannot be directly used to
optimize IR for hardware generation.

OCLAcc: derives an FPGA design from OpenCL-C [2].
Figure 2 shows the steps of the transformation. Before running
OCLAcc, the OpenCL kernel is translated to SPIR by a
modified version of Clang maintained by the Khronos-Group.
Translation in OCLAcc happens in two steps. First, SPIR is
used to generate OCLAccHW, an internal representation of
the data flow, optimized to derive hardware from. It works on
basic blocks, which are instruction sequences always executed
sequentially from the first to the last instruction. Inputs and
outputs are analyzed to identify ports of the later design and
streams from and to memory with their static and dynamic
indices. Furthermore, the OpenCL standard includes built-in
functions callable by a kernel, including functions for organi-
zation, synchronization and data access, which are mapped to
specific components and control inputs. OCLAccHW also is
used for hardware-specific optimization. HWMap, the second
step in OCLAcc, depends on the actual hardware used, i.e.,
vendor and type of FPGA boards. OCLAcc either directly
instantiates components, generates IP-cores, or relies on infer-
ence by the vendor tools. Scheduling of components is tightly
coupled with their generation, because for many parts of the
system, parameters like latency or maximum clock frequency
are only available when they have been implemented and
cannot be used for optimization before. Instead, metrics are
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Figure 2. Components of OCLAcc

used (see Section IV). Clock synchronization of components
is only done inside of basic blocks, while between blocks,
each input and output carries an additional valid-bit. Blocks
have to wait for their inputs to become valid before they can
start computations. This minimizes synchronization overhead
for the block scheduler.

Hardware generation issues: LLVM-IR is designed to be
translated into code that will be executed on common CPUs
or similar platforms, but an FPGA does not provide any of
the capabilities of those platforms: branches cannot be directly
mapped to an FPGA as there is no program counter or memory
to load instructions from. Instead, the data flow defined by
an instruction sequence is translated into functional units. As
branches result in several basic blocks they lead to an increased
synchronization overhead in form of additional registers and
valid bits between those units.

OpenCL does not offer data types with variable bitwidth
but only allows conventional types like char or int. In
LLVM-IR and SPIR, types are mapped to integers of arbi-
trary bitwidth (i1 for bool, i32) or floating point numbers
(float), but Clang only uses those representing common
types. This is a drawback since it is not possible to exploit
the flexibility of an FPGA.

The remaining paper is structured as follows. In Section II,
we present similar optimizations already published. We then
introduce the example application in Section III. Sections IV
and V present the transformations used to simplify the control
flow and minimize the bitwidth of data paths and discuss their
impact, respectively. Section VI summarizes the paper.

II. RELATED WORK

This section gives several examples of control flow opti-
mizations, however, most of them are designed to minimize
instructions executed by a CPU. In [3] superblocks are intro-
duced: a superblock consists of several basic blocks to enable
the compiler to create code with a higher instruction level
parallelism. Therefore, a sequence of basic blocks expected
to be often executed forms a superblock. Then, during tail
duplication, the superblock is cloned and each branch leaving
and reentering the original superblock is redirected to target the
cloned superblock instead. The new superblock now only has
a single entry at its root to simplify scheduling inside the block
and to exploit ILP. The problem for hardware generation is the
process of tail duplication: copies of basic blocks increase the
hardware consumption on the FPGA and have to be avoided.

The authors of [4] combine superblocks with if-conversion
whereby each instruction is predicated and only executed if

that condition is true. They call these blocks hyperblocks.
Hyperblocks can be larger than superblocks, allowing more
efficient instruction scheduling and a reduction of branches
to avoid performance penalties of branching overhead and
misprediction. Besides the problems of tail duplication, this
approach assumes that the target architecture is able to handle
predicats and can skip instructions with violated predicates. As
predicates are only available at runtime, a hardware design has
to implement all instructions, leading to a waste of resources.

Allen et al. [5] present a transformation that converts much
more control flow dependencies to data flow dependencies and
creates a kind of predicated execution. Branches are catego-
rized either as forward branch, exit branch or backward branch.
The first are eliminated, and during this process condition
variables are introduced for each statement. If such a variable is
true, the associated instruction will be executed. This simplifies
the control flow graph (CFG) and control dependencies are
converted into data dependencies. In [6], another algorithm for
if-conversion is presented that tries to assign predicates as early
as possible. Furthermore, some optimizations are presented to
keep those predicates simple. Both approaches assume that
predicated instructions have an advantage at runtime, which
cannot be applied to hardware generation.

The authors of [7] briefly mention if-conversion for FPGAs
by using multiplexers and predicates, which is in general
the preferred way in hardware design. However, they do not
explain or discuss when it is possible or feasible, nor do they
describe the transformation in detail.

LLVM itself already provides optimization passes for if-
conversion, but those work on a machine-instruction level
instead of IR. This means, they operate on a hardware-
specific level and depend on details of the target architec-
ture. As OCLAcc transforms LLVM-IR code into a hardware
description and does not use any machine-instructions, those
optimizers cannot be used. The only integrated if-conversion
optimizer working on IR-level is too conservative and does not
detect all the cases of our solution.

There are also several publications explaining approaches
to minimize the bitwidth of integer data paths, including
software-based approaches like FRIDGE [8], which simulates
the execution to get run-time values. The user constrains the
range of input values to allow an interpolation of the needed
bitwidth for other operations and intermediate values.

Lee et al. [9] present MiniBit, a static bitwidth optimizer
based on range and precision analysis. Like for FRIDGE,
the range of the input values is supplied by the user. Range
analysis is performed with Affine Arithmetic, while they use
an error function to calculate the required fraction bitwidth.
The authors demonstrate the results for different algorithms
on a Xilinx Virtex-4 FPGA.

Our requirements to optimize bitwidths differ from the
solutions available as we only can use the information provided
by the author of an OpenCL kernel, and it must not break
compatibility with the OpenCL standard. We use a static
approach, because it cannot be assumed that the programmer
of an OpenCL kernel has run-time information.

III. REFERENCE CODE

To demonstrate our transformations, we use the Sobel oper-
ator, a simple convolution algorithm often used to preprocess
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void kernel Sobel(global int *a, global int *b) {
int idx = get_global_id(0), idy = get_global_id(1);
int sx = get_global_size(0), sy = get_global_size(1);
int v, c = a[idy * sx + idx];
if (idx!=0 && idx!=sx-1 && idy!=0 && idy!=sy-1) {

int nw = a[(idy-1) * sx + idx - 1];
int n = a[(idy-1) * sx + idx];
int ne = a[(idy-1) * sx + idx + 1];
int w = a[idy * sx + idx - 1];
int e = a[idy * sx + idx + 1];
int sw = a[(idy+1) * sx + idx - 1];
int s = a[(idy+1) * sx + idx];
int se = a[(idy+1) * sx + idx + 1];
int vx = nw - ne + 2*w - 2*e + sw - se;
int vy = nw + 2*n + ne - sw - 2*s - sw;
v = (int) sqrt( (float)(vx*vx + vy*vy));

} else v = c;
b[idy * sx + idx] = v;

}

Figure 3. Sobel Operator

images in computer vision. It consists of two separate filter
kernels, and the combination of both gives the magnitude of
the gradient.

Each iteration loads eight values from memory to produce
a single result. Updated values are stored in a separate image,
so synchronization is only needed at the end. Since the
kernel performs a single update, there is no need to explicitly
synchronize at all. To update the whole image, no loop inside
of the kernel is used, but instead each work item takes care
of updating a single cell. Values at the border are preserved
and copied into the new image. This diverging control flow
is generated by an if-statement. Figure 3 shows the OpenCL
kernel implementation of the Sobel operator.

Clang translates the if-statement into branches to different
basic blocks, depending on which condition is met. For a CPU,
this reduces the amount of instructions executed if one of the
first conditions is false and the then-clause can be skipped.
However, for reasonably large images, this is not the default
case and the then-branch is executed far more often than the
else-branch. After the if-statement, the diverged control flow
is unified in IR by a PHI instruction in the last basic block. Its
purpose is to select a single value from a list, depending on the
block from which it was reached. This is common for single
static assignment code (SSA), when the value of a variable
depends on a condition, because reassigning is not allowed.
See Figure 4 for the relevant parts of the generated LLVM-IR
code.

IV. IF-CONVERSION

This section presents our transformations of the control
flow to eliminate branches and enlarge basic blocks. To sim-
plify the control flow, all values are computed speculatively
instead of jumping to different blocks. PHI-nodes are replaced
by select-instructions, which choose one of two values, de-
pending on a condition variable.

Our transformation recognizes the if-patterns shown in
Figure 5, and switch-patterns which are not covered by this
paper. In all examples a condition variable is computed in the
head block and evaluated by a conditional branch at its end.
That branch then jumps to the proper block. After the then–
or else-clause, the tail block merges the control flow again. It

define cc75 void @Sobel(i32 addrspace(1)* noalias ←↩
nocapture readonly %a, i32 addrspace(1)* noalias ←↩
nocapture %b) #0 {

%1 = tail call cc75 i32 @_Z13get_global_idj(i32 0)
...
%8 = icmp eq i32 %1, 0
br i1 %8, label %62, label %9

; <label>:9 ; preds = %0
...
%or.cond3 = or i1 %or.cond.not, %13
br i1 %or.cond3, label %62, label %14

; <label>:14 ; preds = %9
...
br label %62

; <label>:62 ; preds = %0, %9, %14
%v.0 = phi i32 [ %61, %14 ], [ %7, %9 ], [ %7, %0 ]
%63 = getelementptr i32 addrspace(1)* %b,i32 %5
store i32 %v.0, i32 addrspace(1)* %63, align 4
ret void

}

Figure 4. PHI Node Insertion

%br.cmp = icmp %1 i32 %1, 0
br i1 %br.cmp, TBB, Tail

Head

%2 = . . .TBB

%4 = phi [%1,Head][%2,TBB]
Tail

(a) Triangle for if-then

%br.cmp = icmp %1 i32 %1, 0
br i1 %br.cmp, TBB, FBB

Head

%2 = . . .TBB %3 = . . . FBB

%4 = phi [%2,TBB][%3,FBB]
Tail

(b) Diamond for if-then-else

Figure 5. Supported patterns for if-conversion

usually contains one or more PHI-nodes to select the correct
results of the branch blocks.

The goal of the transformation is to convert the shown
patterns into a single basic block. Therefore, the head is
merged with the branch blocks of the if-pattern (then– and else-
clause) and the branch is substituted by an unconditional jump
to the tail. The moved code now is always executed. It has to be
ensured that the code still computes the same results, i.e., the
moved instructions must not have any side-effects. Now, the
PHI-nodes in the tail are adapted. Previously, they selected the
results from either the then– or the else-block, depending on
the if-condition. After the transformation, all possible values
are defined in the head, and the PHI-nodes can be eliminated.
Select-instructions are inserted to decide between the results
of the then– and else-block, depending on the same condition
of the former if-statement. As a final step, tail and head can be
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define spir_func void @Sobel(i32 addrspace(1)* noalias ←↩
nocapture readonly %a, i32 addrspace(1)* noalias ←↩
nocapture %b) #0 {

%1 = tail call spir_func i32 @_Z13get_global_idj(i32 0)
...
%7 = load i32 addrspace(1)* %6, align 4
%8 = icmp eq i32 %1, 0
...
%or.cond3 = or i1 %or.cond.not, %12
...
%60 = fptosi float %59 to i32
%61 = select i1 %or.cond3, i32 %7, i32 %60
%62 = select i1 %8, i32 %7, i32 %61
%63 = getelementptr i32 addrspace(1)* %b, i32 %5
store i32 %62, i32 addrspace(1)* %63, align 4
ret void

}

Figure 6. Transformation of the Sobel kernel

merged into a single block and the control flow is successfully
converted into a data flow using select-instructions.

Figure 6 shows the transformed Sobel kernel. All branches
are eliminated and the PHI-node is replaced by two select-
instructions using the conditions of the former if-statements.
This also demonstrates that the transformation correctly han-
dles nested if-patterns, because it is applied iteratively. The
following section covers the implementation of the transfor-
mation in detail.

Implementation: First we find supported patterns in the
CFG: they consist of the head that is always executed and that
contains the compare-instructions to compute the condition of
the if-statement. The condition variable is used by conditional
jumps to one of the successors. Note that the head must have
exactly two successors. For if-then-else-statements, the two
successors are the basic blocks for then and else. We call such
a pattern a diamond (Figure 5(b)). If the statement does not
contain code to be executed when the condition is not met,
i.e., it has no else branch, only the then-successor remains and
the other one is directly the tail block. We call those patterns
a triangle (Figure 5(a)). The next step in finding appropriate
patterns is to investigate the branch blocks: a diamond has
two branch blocks, then (TBB) and else (FBB). Both must
have the head as their single predecessor and the tail as their
single successor. A triangle only contains the TBB. Compiler
optimizations may result in an inverted condition and thus
switched TBB and FBB. This can especially be the case for
negated if-conditions. Our implementation takes care of that
but it is not discussed here. The final part of a pattern is
the tail that merges the control flow from the branch blocks
and contains the PHI-nodes that select the proper results
depending on the run-time control flow. The tail may have
other predecessors than the branch blocks. Successors of the
tail block are irrelevant for the transformation.

If a pattern is detected, further checks have to be performed
to make sure that the transformation does not change the
semantics of the blocks by executing instructions with side-
effects. Especially store– and synchronization-instructions are
forbidden. For example, a store inside of the then-block of
an if-statement may only be executed if the if-condition is
true. With merging the block into head, the store-instruction
is always executed, likely leading to wrong results.

As the memory-bandwidth of FPGA boards even is a

stronger performance bottleneck compared to GPUs, load-
instructions can be seen to have light side-effects, as we call
instructions not influencing correctness but performance. By
not transforming blocks with loads, performance or resource
usage may also suffer as explained above, as it leads to more
and shorter basic blocks. Furthermore, appropriate caches can
minimize the performance penalty of speculatively executed
loads. For the Sobel kernel, we do not take light side effects
into account, though it is possible by the implementation.
Loads are thus moved into the head and the transformed kernel
consists of a single large block instead of four smaller ones. If
all tests are passed, the transformation is performed. First, the
instructions of the branch blocks are moved into the head, right
before the final branch. The branches inside of the blocks are
omitted. At this point it becomes clear, why the branch blocks
must not have any other successors than the tail. Otherwise,
their final instruction would be a conditional branch to reach
other blocks. That branch would also have to be transferred
into the head, but as branch-instructions may have side-effects
they are not allowed to be executed speculatively. Therefore,
the branch instruction must not be moved into the head, and as
after the transformation the single successor of the head block
has to be the tail block, the branch block must also have the
tail as its single successor to preserve semantics.

In the next step, we determine if the tail block has other
predecessors than the branch blocks. For a diamond the pre-
decessors must include TBB and FBB. Then, the input values
to the PHI-node for those two blocks are extracted. Now, as
these values are moved from TBB and FBB to head, they both
are already available. In those cases the usage of the operands
is said to be dominated by their definitions. This also is the
reason why the branch blocks must have the head as their
single predecessor: instructions in the branch blocks might
need operands that were computed in preceding blocks. If a
branch block now has other predecessors than the head, some
operands may come from those other predecessors via a PHI-
node. As the branch block is now merged into the head, it is not
guaranteed that the definition of the operand also dominates
the head block, which means that the needed operands might
not be available in the head block, leading to an invalid data
flow. This issue can be solved by tail duplication as mentioned
in [3] by cloning the branch block and several predecessors.
The head block is modified to branch to the copied branch
block and like this the branch block has the head as its single
predecessor. The main disadvantage is the increased hardware
consumption for the copies. Therefore, we do not convert those
patterns.

Now, a select-instruction is created: input operands are the
previously extracted values from the PHI-node and the condi-
tion variable is the former if-condition. The new instruction is
inserted into the head block before the final branch and uses of
the PHI-node are replaced by that select-instruction. The PHI-
node can then be removed from the tail block. If a triangle is
processed then the input values for the new select-instruction
come from the head block (if the if-condition is false) and the
block for the then-part. The other steps are equal to those of
processing a diamond. After the transformation, PHI-nodes in
the tail are eliminated.

If the tail block has other predecessors than the branch
blocks, the PHI-node cannot be eliminated. As the tail block
can be reached via other control paths that do not contain
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%cmp = icmp i32 %1, 0
br i1 %cmp, TBB, FBB

Head

%2 = . . .
Other

%3 = . . .
TBB

%4 = . . .
FBB

%5 = phi [%2, Other][%3,TBB][%4,FBB]
Tail

(a) Original

%cmp = icmp i32 %1, 0
%5 = select i1 %cmp,. . .

Head

%2 = . . .
Other

%6 = phi [%2,Other][%5,Head]
Tail

(b) Transformed

Figure 7. Control Flow Transformation of Diamond Pattern

the if-statement, the PHI-nodes have input values for other
blocks as well. As a select instruction would just be able to
choose between the values from the two paths of the currently
processed if-statement, the PHI-node is still needed to choose
between that preselected value and those values for the other
predecessors not under control of the processed if-statement.
This is the case for a nested if-statement. Nevertheless, in
this case, the number of input values to the PHI-node can
be reduced.

In a last step, the final branch of the head is replaced by an
unconditional branch to the tail. It is tested if the tail can be
merged into the head block: if the tail has the head as its single
predecessor, head and tail can be merged, which eliminates the
branch.

Figure 7(a) shows a diamond, where the PHI-nodes cannot
be completely replaced. During the transformation the code
from TBB and FBB is merged into the head block. Then, for
each PHI-node in the tail block, a select instruction is created
with the former if-condition (%cmp). The input values for the
select instruction are extracted from the PHI-node. But as the
tail block has other predecessors than TBB and FBB, the PHI-
node cannot be replaced (Figure 7(b)).

The transformation is repeated until no more patterns are
found. By that, nested if-statements can also be converted.
Figure 8 shows the CFG corresponding to Figure 3 containing
two triangles: the first triangle consists of BB9 as head, BB62
as tail and BB14 as branch. BB14 is merged into BB9 in
the way described above: a select-instruction is inserted into
BB62 to either select %7 or %60 depending on the value of
%or.cond3. As BB62 has other predecessors than BB9 and
BB14, the PHI-node is not removed but the input operands
for BB9 and BB14 are replaced by the result of the created
select instruction (the result is stored in %61). Now the next
triangle gets visible consisting of the entry block, BB62 as
tail and the merged block BB9/BB14. This new pattern can

%8 = icmp eq i32 %1, 0
br i1 %8, label %62, label %9

entry

%13 = icmp eq i32 %2, %12
%or.cond3 = or i1 %or.cond.not, %13
br i1 %or.cond3, label %62, label %14

BB9

br label %62BB14

%v.0 = phi i32 [%61,%14], [%7,%9], [%7,%0]
BB62

Figure 8. CFG of Sobel

now be transformed, too: again a select instruction is inserted
using the new input values of the PHI-node: %7 and %61. As
condition variable %8 (defined in the entry block) is used. But
as now the PHI-node does not have any other predecessors than
BB9/BB14 and entry, it can be removed and all instructions
using its result will use the result of this second select. Finally,
Figure 6 shows the fully transformed code using the created
select-instructions.

Metrics: The implementation is able to consider certain ad-
ditional soft constraints. Those are used to determine whether
the transformation is useful to reduce hardware resources. Cur-
rently, the block size can be used to prevent the transformation
to take place. This is useful if the critical path of the new
block is very long. As one block can execute a single work
item, a long critical path may degrade performance. More
elaborate metrics take FPGA resources like LUTs, registers
and BlockRAM into account.

A first indicator for those numbers is the amount of
instructions in a block. All instructions are weighted equally,
ignoring their operation or number and size of their operands.
This of course is only a very rough estimation, but it can be
computed very fast and it does not need any knowledge of the
target device. For the Sobel kernel, we can replace four basic
blocks with 72 instructions in total and different length to a
single block with only 70 instructions. On the other hand, if
the current kernel computes a border value, the same work has
to be done instead of only 13 instructions.

To take the differing complexity of operations into account,
instructions can be weighted by an instruction-specific factor.
A bitwise shift operation is far cheaper than a division,
represented by a smaller coefficient. Furthermore, number and
size of operands give an additional weight.

More accurate metrics need knowledge of the targeted
FPGA. Depending on the available resources, instructions can
be mapped to different hardware, e.g., DSP blocks or IP
cores. Prototypes of the instructions are synthesized by the
backend of OCLAcc and the results of the vendor tools give the
hardware consumption. This gives the most precise estimation
of the resources needed. In fact, it even overestimates them
as global hardware optimizations performed by the synthesis
tool are not available when each component is separately
synthesized. However, the estimation may take a very long
time.

V. MINIMIZE BITWIDTH

As already mentioned, OpenCL does not support custom
data types, which is one of the key advantages of an FPGA
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design. This cannot be circumvented by adding keywords to
the OpenCL frontend, because this would invalidate the kernel
for other OpenCL platforms. The optimization presented works
for integer values, which of course may also be a fixed point
representation. This is often used in hardware design to save
resources for integer but not for floating point values, because
of the requirements of IEEE 754.

Similar to Altera’s SDK for OpenCL, our transformation
requires user input to statically reduce bitwidths in the form
of bitmasks applied to variables. Typically, constrains are set
for inputs and output, and all operations and values in between
are derived from them. For the example in Figure 3, each load
from image a may be replaced with 0xFFFFFF & a[...]
if only 3 Byte per pixel are to be processed. Constant values,
which have no dedicated bitwidth in LLVM-IR, are stored with
the minimum of bits. Though these optimizations may seem
trivial, many cases have to be respected as explained in the
following.

Implementation: We have to differentiate between values
and constants. A value, starting with a % in LLVM-IR, has a
fixed type (i32 for 32 bit integer, float), but integer values
are signless. However, a constant (true, -1, 1.5) does not
have a fixed bitwidth but it depends on the type of the operation
using it, e.g., %29 = add nsw i32 %5, -1 assigns the
sum of value %5 and the constant -1 to %29 without declaring
the constant’s bitwidth.

For values and constant operands, the bitwidth of the type
and the minimum bitwidth are stored, as well as flags to
indicate whether no extension (next), sign-extension (sext),
zero-extension (zext) or one-extension (oext) has to be used.
To gather the minimum bitwidth, the transformation is split
into two phases: a forward propagation (FP) for each value,
starting at the first instruction of the first basic block to get
the minimum based on input width and the operation and a
backward propagation (BP) in reverse to determine the actual
bitwidth used, depending on the output.

In the forward step, we predict the required bitwidth based
on its operands. If there is at least one zext operand, the output
is as wide as the smallest of them. This is safe since all
leading zeros of the operand eliminate possible ones of others,
independent of their length. If all inputs are sext the required
bitwidth is as wide as the output’s width because sign-bits
cannot be determined statically. For example, if all sign-bits
of the operands are one, the result also is one-extended. On
the other hand, we cannot just use the sext-flag as one input
may be positive with a zero sign-bit, resulting in an output
value being zero from that bit on.

For BP, we start with the bitwidth from FP. If any of
the instruction’s operands is a constant, its width delimits the
instruction’s, and all other operands’ bitwidth. This is true even
if FP resulted in a wider operation. If we have no requirements
from FP, we use the width of the smallest operand to be
propagated to it’s predecessors.

In general, the bitwidth of constants can only be determined
based on an operation using it. The constant −1 can be
encoded using a single bit in two’s complement, which works
with signed operations like integer multiplication. For bitwise
operations and operations being the same operation for signed
and unsigned values (e.g., add), its width has to fit the other
operands’ to prevent wrong results.

By these steps, we first learn how wide a value may become
because of the operations performed to compute it, and then
reduce its size to a minimum based on the width of its users.

Results: The exact number of bits saved depends on the
application, precisely the exact width of input and output val-
ues. The results demonstrate the effects of our optimization for
the Sobel operator, but will be different for other applications.
For the kernel in Figure 3, we save 414 bits of 2528 or around
16% for operations and 496 bits for constants if we limit input
and output to 24 bit by using bitmasks, and the complexity
of operations and thus the resource usage on an FPGA is
significantly reduced.

VI. CONCLUSION

In this paper, we presented an algorithm to simplify the
control flow of a given OpenCL kernel by transforming several
blocks of if– or switch-statements into a single basic block.
The new block’s instructions coming from different branches
are executed speculatively and the correct value is chosen
depending on the if-condition by a select-instruction. We also
presented a static method to reduce the bitwidth of instructions
and constants, based on user-provided bitmasks. Both enable
OCLAcc to produce more efficient and less complex hardware
designs, inevitable for fast and efficient FPGA designs of
signal processing applications.
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Abstract—High amplitude artifacts represent a problem during
EEG recordings in neuroscience research. Taking this into ac-
count, this paper proposes a method to identify high amplitude
artifacts with no requirement for visual inspection, electrooculo-
gram (EOG) reference channel or user assigned parameters. A
potential solution to the high amplitude artifacts (HAA) elimina-
tion is presented based on the blind source separation technique.
The assumption underlying the selection of components is that
HAA are independent of the EEG signal and different HAA can
be generated during the EEG recordings. Therefore, the number
of components related to HAA is variable and depends on the
processed signal, which means that the method is adaptable to the
input signal. The results demonstrate that the proposed method
preferably removes the signal associated to the delta band and
maintains the EEG signal information in other bands with a high
relative precision, thus improving the quality of the EEG signal. A
case study with EEG signals obtained during performance on the
Halstead Category Test (HCT) is presented. After HAA removal,
data analysis revealed an error-related frontal ERP wave: the
feedback-related negativity (FRN) in response to feedbackstimuli.

Keywords–BSS; EEG; ERP; Source Selection

I. I NTRODUCTION

The electroencephalogram (EEG) signals measured by
placing electrodes over the scalp represent the bioelectrical
brain activity which may be used, amongst different appli-
cations, in neuroscience studies. During the recordings, the
EEG signal is, unfortunately, often contaminated with differ-
ent physiological factors independent of the cerebral activity,
which are typically not of interest - assigned artifacts. The
artifacts elimination is an important issue in EEG signal pro-
cessing and is in many studies a prerequisite for the subsequent
signal analysis. In many applications, such as brain computer
interface (BCI), the features of the EEG signals are used as a
command to control devices and the presence of such artifacts
can degrade the performance of the system.

There are several EEG waveforms that differ from back-
ground EEG rhythms and may be of interest for particular
research and clinical assessment aims. A relevant type of
waveform that is studied independently from background EEG
activity is the event-related potential (ERP). ERPs are deter-
ministic signals, i.e., they are elicited by specific stimuli or
events, and not spontaneous like the rhythms, being a transient
form of brain activity generated in the brain structures.
Recent studies show that ERP waves can be used for non-
muscular BCI control. There are advantages and drawbacks of
using ERPs in BCI. The two main advantages are that 1) ERPs
are naturally occuring brain responses, which the user produces
without any particular training; 2) ERPs occur at short laten-
cies, which is a beneficial property for the throughput of a

BCI. However, these advantages are counterbalanced by some
drawbacks. Firstly there are large inter-individual differences
in ERP latencies and waveforms, requiring the system to be
trained to recognize the ERP of a given individual. Another
drawback is that ERP waves have so small amplitudes and are
dominated by background activity, that makes them difficult
to detect to the human eye. Several methods exist to extract
the ERP signal from the EEG background. Simple signal
processing techniques including averaging over consecutive
trials can reveal their shape and allow their analysis if the
EEG signal is not corrupted by artifacts, mainly high amplitude
artifacts.
The high amplitude artifacts that derive from eye blinking,
eye movements and patient movements affect the scalp EEG
channels differently. The frontal scalp channels are impacted
the most by these kinds of artifacts. Furthermore, these artifacts
have a more significant impact on the temporal correlation with
frontal scalp signals than the remaining channels. The higham-
plitude artifact correction can be regarded as a preprocessing
method to clean the EEG signal. There are three main ways
of dealing with high amplitude artifacts.

1) Prevention:
Minimize the occurrence of ocular artifacts and pa-
tient movements by giving proper instructions to
participants. However the ocular artifacts are spon-
taneous and involuntary, so this is often unavoidable.

2) Epoch Rejection - Manual Method:
This is a very simple method to eliminate the artifacts
in EEG signals. If an artifact exists in an epoch, then
the corrupted epoch is removed. Important data will
be lost during the removal process, particularly when
limited amount of data is available or when a lot of
artifacts exist in EEG signals.

3) Elimination of artifacts:
Different denoising techniques can be used to elim-
inate artifacts from the EEG signal. This is the best
approach for cleaning the EEG because the number
of epochs is preserved.

Techniques of Blind Source Separation (BSS) like Independent
Components Analysis (ICA) are promising approaches to
decompose the EEG signal in independent components able
to identify the artifacts. Although there are several proposals
in the literature for an automatic selection of components,all
of which require free input parameters, a visual inspectionby
the user or the EOG reference signal is needed.

The methods used to reject sources with high amplitude can
be highlighted: with sparsity greater than some threshold [1],
[2], the extreme values in amplitude, the probability measure
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using the kurtosis value [3], the mutual information and the
spectral pattern [1]. In [1], a subsystem to identify artefactual
sources is used based in computing ten statistical measures.
These measures are computed for each source and some of
them involve the EOG signal reference. In [4], a method to
find the ICs representing the muscle artifacts is described.The
ICs are classified in a descending order according to their re-
spective auto-correlation values and afterwards some decisions
to reject sources are made. As the auto-correlation of muscle
artifacts is relatively low with respect to that of the EEG
signal, the ICs representing the muscle artifacts are expected
to be among the last components. In [5] each IC derived by
SOBI is then band-pass filtered between1 − 10 Hz to create
filtered ICs. The Pearson correlation is calculated betweenthe
ICs filtered and the accelerometer signal and a threshold is
used to eliminate the components with high correlation value.
Different EEGLAB plug-ins were also developed to automatic
select the artifact components, such as ADJUST [6], FASTER
[7] and AAR [3] based in source probability and in kurtosis
values.

The component selection based in the correlation based
index (CBI) described in [8] and based in radial frontocentral
topographic scalp distribution [9] is used in this study. Such
approach is able to identify high amplitude artifacts in a fully
automatic way without requiring visual inspection, the EOG
reference channel or free parameters as input. This study
presents a potential solution to the high amplitude artifacts
(HAA) elimination. The assumption underlying the selection
method is that HAA are independent of the EEG signal and
different HAA can be generated during the EEG recordings.
Therefore, the number of components related to HAA is
variable and dependent on the processed signal, which means
that the method is adaptive to the signal. The proposed method
reduces the influence of high amplitude artifacts and improves
the quality of the EEG allowing to find different ERP waves.

A study case with the Halstead Category Test (HCT)
[10] is presented in this paper. Based on the literature, the
aim is to find larger negative amplitudes measured maxi-
mally at midline fronto-central electrodes - the feedback-
related negativity (FRN) wave [11]. The FRN occurs when
the feedback does not conform to the user’s expectations after
the feedback stimuli. It has been established for years that
the brain produces specific evoked responses in case of errors.
Along that line, a couple of recent studies have proposed to
use error-related brain signals in BCI applications [12]. The
use of Error Potentials in BCI arises from the observation that
this additional information provided automatically by theuser
could be used to improve the BCI performance, [13]. The
results demonstrate the existence of EEG activity recorded
in central scalp locations that is related to error processing,
namely the FRN. Specifically, the preprocessing data analysis
described revealed an FRN wave during performance on the
HCT, a well-established neuropsychological measure of non-
verbal reasoning, abstract concept formation and cognitive
flexibility, which are aspects of the cognitive executive func-
tion. Therefore, this preprocessing method shows potential to
be used in improving the quality of the EEG signal used in
neuroscience studies. In particular, the results can be useful in
BCI applications to clean high amplitude artifacts as well as
in detection of FRN waves.

This paper is organized as follows. In section II, the
blind source separation technique is described and in section

III, the new source selection methodology is presented. The
experimental procedure is described in section IV and some
metrics for algorithm validations are discussed in sectionV.
Finally, results and conclusions are presented in section VI
and VII, respectively.

II. B LIND SOURCE SEPARATION

The effectiveness of the BSS technique depends on some
assumptions, according to the studied problem, such as: inde-
pendence, linearity, uncorrelatedness, non-gaussianity, among
others described in the literature. The more closely the hy-
potheses advanced by a certain algorithm are satisfied, the
better the method is meant to separate the components. Success
hence critically depends on good source separation and on
correct identification of sources as brain activity or artifact
components. In the literature, BSS is considered to be the best
approach for artifacts of high signal to noise ratio (SNR), i.e.,
high amplitude artifacts [14]. Linear Blind Source Separation
models can be expressed algebraically as

X = AS (1)

where the sensored EEG data is organized into aC×N matrix
X, representingC the number of channels andN the number
of time points;A is theC×C mixing matrix andS is aC×N
matrix of unknown sources or independent components. The
goal of BSS or ICA algorithms is to determine the sources and
the separation matrixB given the measured/ sensored signals
X. So, the separation equation reads

S = BX (2)

whereB can be defined as the pseudo-inverse of the mixing
matrix, i.e.,B = A

†.
Most of BSS/ICA algorithms follow a two step procedure to
estimate the separation (or de-mixing) matrix [4]. The first
step is based on Principal Component Analysis or Singular
Value Decomposition (SVD) of the data matrixX [15]. For
the second step different approaches have been proposed [15].
The separation matrixB is estimated as the product of matrices
computed in both steps. For convenience, these steps are
reviewed for the Second Order Blind Identification (SOBI)
[16].

• With the SVD of the original dataX, two C × C
matrices are computed: the eigenvector matrixV and
the diagonal singular value matrixD. Note that a
dimension reduction can be performed by reducing
the number of singular values and eigenvectors in the
corresponding matrices.

• After whitening the original data, i.e.,Z =
D

−1
V

T
X, L time-delayed correlation matrices are

estimated. The approximate join diagonalization of
these set of matrices gives an orthogonal matrixU.

The separation matrix is defined asB = U
T
D

−1
V

T and
its pseudo-inverse asA = VDU. The mandatory parameter
of this algorithm isL, the number of matrices of second step.
Eventually, the user can decide to perform dimension reduction
after the first step by discarding the smallest singular values
and corresponding eigenvectors. In this work, the dimension
was maintained equal to the number of sensors (channels), i.
e. C, and theL is assigned to100 and the default value of
the energy of the components, i.e., the rows of the matrix
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S, is equal to one. Therefore, the coefficients of the mixing
matrix can be used to decide the relevance of the sources in
the respective linearly mixed signal.

III. SOURCE SELECTION

Source selection, in BSS applications, is the most widely
problem reported in the literature [4]. Existing methods for
artifact rejection can be separated into hand-optimized, semi-
automatic and fully automatic approaches. Semi-automatic
approaches require user interaction for ambiguous or outlier
components, while fully automated methods were proposed
for the classification of artifacts. Whatever is the case, different
metrics have been applied directly to the mixing matrixA or
to the sourcesS in order to select artifact related components.
In this study, as the sources have energy one, the columns
of the mixing matrix determines the power distribution of the
reconstructed sources over scalp. Given, the mixing matrixA

A =







a11 a12 . . . a1C
a21 a22 . . . a2C
. . . . . . . . .
aC1 aC2 . . . aCC






(3)

whereaij , (1 ≤ i, j ≤ C) is the transfer coefficient fromj−th
source to thei − th observed channel signal. Each column
vector of the matrixA reflects the power propagating across
all scalp channels of the corresponding row ofS (one source).
In this work it is proposed a two-step fully automatic source
selection procedure. The first step measures the influence, over
all scalp, of each source by estimating the following coefficient

CBI(j) =
C
∑

i=1

|aij |
√

a2i1 + a2i2 + · · ·+ a2iC
(4)

Experimentally it was verified that the plot ofCBI values,
ordered by decreasing order of magnitude, shows an abrupt
decrease on the first five values and then stabilizes. So, the
five largestCBI values are initially identified as candidate
columns of the matrixA associated to the high amplitude
artifacts. For the sake of simplicity, from now on assume that
the columns ofA and the rows ofS are ordered according
to the values of the coefficientCBI. Re-writing the mixing
model as a sum of outer products

X̃ = AS = A∗1S1∗ +A∗2S2∗ + . . .+A∗CSC∗ (5)

where the first term on the right side of the equation 5
corresponds to the source spreading, over the scalp,with largest
energy; the second term corresponds to the source spreading
with the second largest energy and so on. As referred before,
the graphical representation the columns ofA is often used by
experts to identify visually the artifacts. The second stepof the
selection procedure is an application of one of the rules used in
this context. To find out if a certain source is an artifact related
component it is foreseen that it contributes mostly in the frontal
region. To confirm if the five selected candidate columns with
highestCBI are related to the high amplitude artifact, the
power distribution for all selectedj columns should verify
the condition |aij > |akj | , ∀i ∈ L1 and k ∈ L2 where
L1 = [Fp1;Fpz;FP2] andL2 = [F7;F3;Fz;F4;F8] Note
after the selection of the artefact related sources the original

signal is decomposed into the artefact related signal and the
clean signal. The reconstructed signal is then obtained without
high amplitude artifacts. By the explanation above it is clear
that the EEG signal can be expressed as:

X = (A1 +A2)S (6)

whereA1 (C × C) is the matrix with columns associated to
the EEG activity (Clean Data) andA2 (C ×C) is the matrix
with j ≤ 5 non null columns associated to the high amplitude
artifacts activity (HAA Data).

IV. EXPERIMENTAL PROCEDURE

A. Participants and Task

Fifty eight EEG signals belonging to58 participants with
208 trials each were collected with a Neuroscan SynAmps2
amplifier through an Easy-Cap with26 channels and recorded
with the software Scan 4.3 (Neuroscan Systems). EEG was
continuously recorded with Ag-AgCl sintered electrodes which
were located according to the10−20 system. A computerized
version of the Halstead Category Test (HCT) was used to
assess cognitive executive frontal lobe function. This test
is used to measure a person’s ability to formulate abstract
principles based on receiving feedback after each specific test
item. Visual feedback is provided after each trial, to indicate
if the participant responded wrong or right.

B. Dataset

For signal analysis, each EEG trial was epoched from
6000 ms prior to response onset to3000 ms after, leading
to a dataset with208 trials for each of the58 participants.
Note that after1500 ms of response onset the feedback was
provided and the dataset for each participant can be divided
considering the conditions wrong and right.

In this study, the Raw Data signal is the filtered EEG
between [1 − 40] Hz in frequency, trial by trial, for each
participant; the Clean Data signal is the processed Raw Data
by SOBI algorithm with full automatic criteria to select the
sources associated with the high amplitude artifacts; and the
HAA Data is the reconstructed signal with the automatically
rejected sources.

C. Algorithm Performance

As mentioned above, the SOBI algorithm is employed to
decompose all epochs into two datasets: Clean and HAA Data.
The selection of components is fully automatic, adaptable to
each epoch allowing the identification of HAA signal. The
number of selected components is variable between0 and
5. Although almost all epochs in the present dataset were
corrupted with high amplitude artifacts, there were occasion-
ally epochs without artifact. In epochs without artifacts,no
components are selected. In these datasets≈ 97% of the
trials were corrupted with artifacts and the number of selected
components in all trials ranged in average between1.85±0.98.
To demonstrate the algorithm performance two distinct cases
are discussed: Case 1 - An epoch without artifacts and Case
2 - An epoch with artifacts.

• Case 1: Epoch without artifact Figure 1 (a) repre-
sents an example of an epoch without artifact (only1
second is represented). In this case, the algorithm did
not select any component. Considering the maximum
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peak of the channelFp1, an average head topography
centered in the100 ms window around the peak was
constructed, Figure 1 (b), to illustrate that there are no
high-amplitude components in this epoch.
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(a) Raw Data

-5
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(b) Topogram of the
Raw Data

Figure 1. Case 1: (a) Original Epoch - Raw Data (b) Head topography of the
corresponding Raw Data considering an average window of100 ms

centered in maximum peak of theFp1 channel.

• Case 2: Epoch with artifact In Figure 2 (a) is
represented an example of an epoch with an artifact
(only 1 second is represented) . In this case, the
algorithm selected4 components (S∗1, S∗3, S∗4 and
S∗5) of the 5 with the largest spread on the scalp.
As shown in the head topographies, Figure 2 (d), all
components selected by the algorithm have a strong
power energy in frontal channels. It should be noted
that, although the first component has the highest
energy in the frontal channels, the selection is not
sufficient to remove the HAA signal, as described in
[8] .

V. M ETRICS FOR ALGORITHM VALIDATION

The efficiency of the automatic method of selection of com-
ponents was validated using different metrics to compare the
Raw Data, the Clean Data and the HAA Data in time and fre-
quency domains in each epoch for all participants. Firstly,the
datasets (Raw, Clean and HAA signals) were grouped accord-
ing to the region of the scalp where the electrodes are located.
To account for spatial differences in amplitude distribution,
channels were grouped into6 regions,R1: prefrontal channels
(Fp1, Fp2, Fpz), R2: frontal channels(F7, F3, F z, F4, F8),
R3: frontocentral channels(FC3, FCz, FC4, C3, Cz, C4),
R4: parietal channels(P7, P3, P z, P4, P8), R5: parieto-
occipital channels(PO7, PO8, O1, Oz,O2) andR6: temporal
channels(T 7, T 8).

The three datasets in each region(R1−R6) were band-pass
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(c) Topograms of the selected IC’s.

Figure 2. Case2: (a) Original Epoch - Raw Data (b) Clean Data after HAA
signal removed by the automatic proposed method to select the ICs (c)

Independent Components obtained by SOBI algorithm (d) Headtopography
of the selected ICs associated to HAA signal.

filtered (6th order Butterworth) , with a zero-phase strategy,
into delta:[1 4] Hz; theta:[4 7] Hz; alpha:[7 13] Hz and beta:
[13 30] frequency bands. For all epochs and for all partici-
pants, the following metrics were then calculated per band in
each region and were performed in three ways: (1) correlation
coefficient in time for all signals between: Clean/Raw data;
Clean/HAA Data; Raw/HAA Data; (2) coherence of average
signal between Clean/Raw Data and Raw/HAA Data and (3)
Mean Power to compute relative power between the Clean and
Raw Data.

The correlation coefficient was calculated between the
Clean/Raw Data, the Clean/HAA Data and the Raw/HAA Data
for all bands in all regions, but only regionR5 is represented
in Figure 3. The results show that the Clean/Raw Data has an
high correlation in beta, alpha and theta bands and, in turn,
Raw/HAA Data presents high correlation in the delta band.
Thus, the proposed method reduces the influence of signals
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associated to the delta band. Figure 4 presents the results
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Figure 3. Correlation Coefficient between (1) - Clean/Raw Data ; (2) -
Clean/HAA Data ; (3) - Raw/HAA Data in each band for regionR5

of the computation of the coherence magnitude between the
Raw/Clean Data and Raw/HAA Data in regionsR3 andR5.
RegionR5 is less corrupted with artifacts than regionR3 and
because of this the main difference between the results is in
delta band values, where the coherence is less than0.5 in
regionR3 and over0.5 in regionR5. In the theta, alpha and
beta bands the coherence value for the two datasets is similar
in the two regions. These results confirm that the selected
components are correlated to the delta bandwidth by ensuring
that the remaining frequency bands are unaffected, especially
alpha and beta bands. To measure the relation in each band
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Figure 4. Coherence Magnitude inR3 (a) andR5 (b) region between the
Raw/Clean Data (dash line) and between Raw/HAA Data (solid line).

between the Clean and Raw Data, the relative energy power
(RP ) for each region was computed as:

RP =

∑

58

i=1

∑

9000

n=1
xci(n)

2

∑58

i=1

∑9000

n=1
xri(n)2

(7)

wherexci is the Clean Data andxri is the Raw Data in each
band computed for each region and for all participantsi =
1 : 58. The results are consistent with the results described
above considering the different metrics. The relative power

between Clean/Raw Data in regionR3 is presented in Figure
5. Once again, it can be seen that the band with greater loss
of information is the delta band with some40% and that the
alpha and beta bands exhibit residual losses,≈ 10%.
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Figure 5. Relative Power between Clean/Raw Data in regionR3.

VI. EVENT-RELATED POTENTIALS

The aim of the current study was to show a new automatic
selection algorithm for ICA decompositions to remove high
amplitude artifacts in EEG signals. The data used in this study
was highly corrupted with artifacts and hence compromises
the interpretation of many psychophysiological correlates. In
this particular case, the detection of ERP waves associatedto
performance in the HCT was nearly impossible. To show the
impact of the application of this method and its ability to clean
the high amplitude artifacts in the signal, the grand average
signal of all participants in an average window between
[200 300] ms after the feedback is used, this is depicted in
Figure 6 (a). The grand average of the HAA and Clean Data
in the same window is also considered, Figures 6 (b) and (c),
respectively. The head topographies of the raw data show an
high amplitude signal in the frontal channels that mask any
ERP wave present. After applying the SOBI algorithm and
the automatic component selection, the Clean Data presentsa
negativity in the central area, that is not evident in the Raw
data.
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Figure 6. Head topography of the grand average waveforms forall
participants considering an average window between[200 300] ms after

the feedback. (a) Raw Data ; (b) HAA Data and (c) Clean Data

A. Feedback-related negativity wave

According to the neuroscience literature, the feedback-
related negativity (FRN) is an ERP component recorded in
fronto-central areas of the scalp, which originates in the
Anterior Cingulate Cortex (ACC) [17]. In this work, all regions
were processed but only regionR3 was chosen to be discussed,
because the FRN effects were the strongest on it, in agreement
with the existing literature. Figure 7 displays the grand-average
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waveforms of individual ERPs for theR3 region considering
the two subsets of trials corresponding to the Right (ERPr) and
Wrong (ERPw) answers, time-locked to the feedback. Thus,
the value0 ms corresponds to the moment when the feedback
occurred. In the displayed waveforms, we can observe large
negative peaks after the feedback, peaking around250 ms,
which are consistent with the feedback-related negativity. As
can be observed, the FRN wave in the wrong subset (dash
line) is more prominent than in the right subset (solid line).
Furthermore, an apparent difference between the Wrong and
Right conditions is observed, with more negative amplitudes
for the Wrong trials, Figure 7 (b),(c).
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Figure 7. FRN analysis: (a) Grand-average waveforms of individual ERPs in
regionR3 considering two subsets (ERPr and ERPw): Wrong response

(dash line) and Right response (solid line). Head topography of the
grand-average waveforms considering an average window between

[240 260] ms after the feedback: (b) Wrong subset and (c) Right subset

VII. C ONCLUSION

The aim of the component selection method described
in this paper is to remove high amplitude artifacts resulting
from eye movements, patient movements, etc. It should be
noted that this selection method is an alternative to those
described in the literature as it is fully automatic and requires
no input parameters to work. It is important to highlight the
need to reduce the influence of high amplitude artifacts in
EEG signals, not only to allow detection of ERP waves in
neuroscience studies, but also for use of the EEG in BCI
applications. Without doing so, one cannot be sure that the
peaks observed in the signal reflect real brain processing and
are not confounded with artifacts. After the preprocessingstep,
the data analysis revealed a frontocentral ERP wave related
to error-processing: the feedback-related negativity (FRN),
peaking around250 ms, after feedback during performance on
the HCT. As expected, errors elicited more negative amplitudes
on that potential than correct responses.

Furthermore, results suggest that this error potential, FRN,
might provide an adequate method for detecting errors that
requires no additional processing time and could thereby
improve the speed and accuracy of EEG-based communica-
tion with devices using BCI applications. The use of Error
Potentials in BCI applications arises from the observationthat
this additional information provided automatically by theuser
could be used to improve the BCI performance.

ACKNOWLEDGMENT

This work was supported by FCT grant
(Ref:SFRH/BPD/101112/2014)to Ana Rita Teixeira and
Bial Foundation grant (Ref: 136/08) to Isabel Santos.

REFERENCES

[1] M. Kirkove, C. François, and J. Verly, “Comparative evaluation of
existing and new methods for correcting ocular artifacts inelectroen-
cephalographic recordings,” Signal Processing, vol. 98, may 2014, pp.
102–120.

[2] A. K. Abdullah, C. Z. Zhang, A. A. A. Abdullah, and S. Lian,“Auto-
matic Extraction System for Common Artifacts in EEG SignalsBased
on Evolutionary Stone’s BSS Algorithm,” Mathematical Problems in
Engineering, vol. 2014, aug 2014, pp. 1–25.

[3] A. Delorme, T. Sejnowski, and S. Makeig, “Enhanced detection of
artifacts in EEG data using higher-order statistics and independent
component analysis.” NeuroImage, vol. 34, no. 4, feb 2007, pp. 1443–9.

[4] L. Albera, A. Kachenoura, P. Comon, A. Karfoul, F. Wendling, L. Sen-
hadji, and I. Merlet, “ICA-Based EEG denoising: a comparative analysis
of fifteen methods,” Bulletin of the Polish Academy of Sciences:
Technical Sciences, vol. 60, no. 3, jan 2012, pp. 407–418.

[5] I. Daly, M. Billinger, R. Scherer, and G. Muller-Putz, “On the auto-
mated removal of artifacts related to head movement from theEEG.”
IEEE transactions on neural systems and rehabilitation engineering : a
publication of the IEEE Engineering in Medicine and BiologySociety,
vol. 21, no. 3, may 2013, pp. 427–34.

[6] A. Mognon, J. Jovicich, L. Bruzzone, and M. Buiatti, “ADJUST: An
automatic EEG artifact detector based on the joint use of spatial and
temporal features.” Psychophysiology, vol. 48, no. 2, feb 2011, pp. 229–
40.

[7] H. Nolan, R. Whelan, and R. B. Reilly, “FASTER: Fully Automated
Statistical Thresholding for EEG artifact Rejection.” Journal of neuro-
science methods, vol. 192, no. 1, sep 2010, pp. 152–62.

[8] W. Kong, Z. Zhou, S. Hu, J. Zhang, F. Babiloni, and G. Dai, “Automatic
and direct identification of blink components from scalp EEG.” Sensors
(Basel, Switzerland), vol. 13, no. 8, jan 2013, pp. 10 783–801.
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Abstract—Emotional content in speech has been so far charac-
terized by features based on linear source-filter models. However,
the presence of nonlinear and chaotic phenomena in speech
generation have been widely proven in literature. In this work,
a novel framework has been developed to explore recurrence
properties of vowels and describe nonlinear dynamics of speech.
Experiments using a database of short spoken sentences emitted
in the six basic emotions (anger, boredom, fear, happiness,
neutral, sadness) show preliminary results of the approach.

Keywords–Speech Emotion Recognition; Recurrence Plot; Re-
currence Quantitative Analysis.

I. INTRODUCTION

Speech Emotion Recognition (SER) is a recent field of
research that aims at identifying the emotional state of a
speaker through a collection of machine learning and pattern
recognition techniques [1].

As a classification problem, a SER system needs a set
of features able to optimally reflect the emotional content
in speech. According to the existing literature, it is possible
to distinguish three main categories of features: prosodic,
spectral, and quality-based [2]. Prosodic features such as the
fundamental frequency (pitch), the energy of the signal and
the rhythm/articulation rate, have been combined with spec-
tral measures (Mel Frequency Cepstral Coefficients (MFCC),
Linear Predictor Cepstral Coefficients (LPCC) and formants)
in different ways to improve the performances of the classifier
[3]. The third category includes acoustic cues related to the
shape of glottal pulse signal, its amplitude variation (shimmer)
and frequency variation (jitter) [4].

Although such features have been extensively used for the
development of SER systems, they are based on a source-filter
model [5], which represents a simplification of the process
of voice production that ignores more complex physiological
mechanisms. In fact, in the last two decades, nonlinear tools
for speech signal processing have spread out after new findings
concerning the occurrence of nonlinear phenomena during
voice production [6]. In particular, the evidence of the chaotic
behavior of certain processes involved in the speech generation
(e.g., turbulent airflow) [7], made the Chaos Theory a favored
approach for the study of nonlinear dynamics in the system
voice.

To describe these dynamics it is necessary to find the set
of the possible states that the system can take (to reconstruct
the phase space). This approach assumes that the speech signal
represents a projection of a higher-dimensional nonlinear dy-
namical system evolving in time, with unknown characteristics.
Embedding techniques can be employed to reconstruct the
attractor of the system in the phase space and provide a

representation of its trajectories. Afterward, it is possible to
describe the dynamic behavior of the system by studying the
properties of the embedded attractor: chaotic measures such as
Lyapunov exponents, correlation dimension and entropy, have
been successfully applied to the analysis of vocal pathologies
and speech nonlinearities [8] [9].

The behavior of the trajectories of a system in the phase
space can also be modeled through the recurrence, a property
that quantifies the tendency of a system to return to a state
close to the initial one. A Recurrence Plot (RP) is a graphic
tool that shows the recurrent behavior of the trajectories
of a system even with high-dimensional phase space [10].
Recurrence Quantitative Analysis (RQA) has been introduced
later to objectively evaluate the structures contained in a RP
through nonlinear measurements. RQA has found extensive
applications in many scientific fields, thanks to its effectiveness
in the presence of short and non-stationary data [11] [12].

In this work, we have developed a framework to explore
the recurrence properties of vowel segments taken from a set
of spoken sentences of a publicly available database, for six
categories of basic emotions (anger, boredom, fear, happiness,
neutral, sadness). An automatic vowel extraction module has
been built up to extract vowel segments from each sentence;
then, their time evolutions have been analyzed by means of
the RQA measures. To test the ability of these measures to
characterize the different emotional contents, they have been
grouped according to the emotion which they belong to and
statistical tests have been performed to compare the six groups.

The rest of the paper is divided in four sections: the
theoretical background is provided in Section II, the general
framework of the approach is explained in Section III, results
and conclusions are reported in Section IV and Section V,
respectively.

II. THEORETICAL BACKGROUND

This section provides a general overview of the basic con-
cepts related to the state space reconstruction of a dynamical
system and of the main tools used for the analysis of its
recurrence properties.

A. The Embedding Theorem
The state of a dynamical system is determined by the values

of the variables that describe it at a given time.
However, in a real scenario, not all the variables of the

system can be inferred and often only a time series {ui}Ni=1
is available as an output of the system.

Takens demonstrated that it is possible to use time delayed
versions of the signal at the output of the system to reconstruct
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a phase space topologically equivalent to the original one.
According to Takens’ embedding theorem [13], a state in the
reconstructed phase space is given by a m-dimensional time
delay embedded vector:

x⃗i =
(
ui, ui+τ , . . . , ui+(m−1)τ

)
(1)

where m is the embedding dimension and τ is the time delay.
For the embedded parameters estimation, several techniques
have been proposed. As an example, the First Local Minimum
of Average Mutual Information algorithm [14] can be used to
determine the time delay, while the False Nearest-Neighbors
algorithm [15] is usually employed to estimate the minimum
embedding dimension.

B. Recurrence Plots
A Recurrence Plot is a graphical tool that provides a rep-

resentation of recurrent states of a dynamical system through
a square matrix:

Ri,j(ϵ) = Θ (ϵ− ||−→xi −−→xj ||) , i, j = 1, ..., N (2)

with −→xi ,
−→xj the system state at times i, j, Θ the Heaviside func-

tion, ϵ a threshold for closeness, N the number of considered
states and || · || a norm function.

An entry of the matrix is set equal to one if the distance
between the corresponding pair of neighboring states is below
the threshold ϵ and zero elsewhere.

The resulting plot is symmetric and always exhibits the
main diagonal, called line of identity (LOI). Apart for the
general RP structure, it is often possible to distinguish small
scale structures, which show local (temporal) relationships of
the segments of the system trajectory (for a visual reference,
see Figure 3). In details:

• single isolated points are related to rare states;
• diagonal lines parallel to the LOI indicate that the

evolution of states is similar at different times;
• vertical lines mark time intervals in which states do

not change.

C. Recurrence Quantitative Analysis
Several measures of complexity (RQA) have been proposed

to obtain an objective quantification of the patterns in a
Recurrence Plot [11] [12].

RQA can be divided into three major classes:

1) Measures based on recurrence density. Among these,
the simplest measure is the recurrence rate (RR)
defined as:

RR(ϵ) =
1

N2

N∑
i,j=1

Ri,j(ϵ) (3)

It is a measure of the density of the recurrence points
in the RP.

2) Measures based on the distribution P (l) of lengths l
of the diagonal lines. Among these, the determinism
(DET ) is the ratio of the recurrence points that form
diagonal structures to all recurrence points and it is
an index of the predictability of a system:

DET =

∑N
l=lmin

lP (l)∑N
l=1 lP (l)

(4)

The RATIO, defined as the ratio between DET
and RR, combines the advantages of the these two
categories of measures: it has been proven that it is
able to detect some types of transitions in particular
dynamics.

3) Measures based on the distribution P (v) of vertical
line lengths v. This distribution is used to quantify
laminar phases during which the states of a system
change very slowly or do not change at all. The ratio
of recurrence points forming vertical structures to
all recurrence points of the RP is called laminarity
(LAM):

LAM =

∑N
v=vmin

vP (v)∑N
l=1 vP (v)

(5)

From a Recurrence Plot, it is possible to extrapolate the
recurrence times. The recurrence times of second type are:{

T
(2)
k = j′k+1 − j′k

}
k∈N

(6)

The set of T (2) measure the time distance between the begin-
ning of subsequent recurrence structures in the RP along the
vertical direction and they can be considered as an estimate of
the average of the lengths of white vertical lines in a column
of the plot [12].

A great advantage offered by this analysis is that the
calculation of the RQA measures for moving windows along
the RP allows to identify the transitions of dynamical systems.

III. GENERAL FRAMEWORK

The algorithm block scheme is represented in Figure 1.
Since the voice has a non-stationary nature, we perform a
short term analysis with a frame size of 40 ms and an overlap
of 50%. Given an input track, an automatic vowel extraction
module is used to detect and retain only the vowel frames and
for each of them the optimal parameters (m and τ ) for state
space reconstruction are found. Then, RPs are generated using
the time delay method, and some RQA measures extracted to
describe RPs quantitatively. Since a set of RQA measures can
be extracted, in principle, for each frame, statistics on these
measures may be collected to give a general description of the
emotional content of the input sentence.

Each step of the adopted framework is detailed in the
following sections.

A. Database
The German Berlin Emotional Speech Database (EmoDB)

[16] has been employed for all the experiments carried out in
this work. The database contains ten sentences pronounced by
ten actors (five males and five females) in 7 different emotional
states: neutral, anger, fear, happiness, sadness, disgust and
boredom. The audio tracks were sampled as mono signals
at 16 KHz, with 8 bit/sample. Most of the sentences were
recorded several times in different versions and the resulting
corpus was subjected to a perception test where the degree of
recognition of emotions and their naturalness were evaluated
by a group of listeners. Utterances with an emotion recognition
rate better than 80% and a naturalness score greater than 60%
were included in the final database. As shown in Table I,
among the 535 available sentences, some emotions prevail over
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Figure 1. The algorithm block scheme for an example input sentence.

the others. The emotion disgust has been excluded from our
analysis because of the too low number of tracks belonging to
this group.

TABLE I. NUMBER OF UTTERANCES IN EMODB

Emotion # of utterances
Anger 127
Boredom 81
Disgust 46
Fear 69
Happiness 71
Neutral 79
Sadness 62

B. Automatic Vowel Extraction
The vocal tract acts as a resonator filter which has its

own resonance frequencies known as formants: by varying
the shape of the vocal tract to produce different sounds, the
formant frequencies of the filter change too [5]. Therefore,
lots of characteristics of speech sounds can be detected by
analyzing the spectral content of their waveforms. In detail,
vowels, unlike consonants, show quasi-periodic waveforms and
this can be proved by differences in the first three formant
frequencies [5].

For these reasons, the estimation of the vowel segments
has been carried on by extracting spectral features from the
formant frequencies estimated from the power spectral density
of the audio track. Then, the features have been used to train
a classifier that automatically detects vowel segments in the
signal.

Supposing each frame the output of a stationary process,
an autoregressive model (AR) has been used to estimate the
power spectral density. First, the order of the model has been
identified with the Akaike’s Information Criterion (AIC) [17]
to avoid splitting line and spurious peaks in the final spectrum.
Subsequently, the Burg’s method [18] has been employed to
find the parameters of the AR model. This technique has been
preferred over the simple linear prediction analysis as the for-
mer identifies the optimal set of parameters by minimizing the
sums of squares of the forward and backward prediction errors
while the latter uses only the backward errors. Furthermore, as

compared with other parametric methods, the Burg’s algorithm
ensures more stable models and a higher frequency resolution
[19].

The peaks of the power spectral density are in correspon-
dence of the formants position. The first three peaks have been
identified in the estimated spectrum and for each of them the
following characteristics have been collected:

• the frequency at which they occur;
• the amplitude of the peak;
• the area under the spectral envelope within the −3dB

bandwidth.

To distinguish the vowel sounds from all other types of
phonemes (including silence intervals) a one-class classifica-
tion approach has been adopted. This method was introduced
by Schölkopf [20] as a variant of the two-class SVM to identify
a set of outliers amongst examples of the single class under
consideration. Thus, according to this approach, the outlier
data are examples of the negative class (in this case, the not-
vowels frames). A kernel function is used to map the data into
a feature space F in which the origin is the representative point
of the negative class. So, the SVM returns a function f that
assigns the value +1 in a subspace in which the most of the
data points are located and the opposite value −1 elsewhere,
in order to separate the examples of the class of interest from
the origin of the feature space with the maximum margin.

Formally, let us consider x1,x2, . . . ,xl, l training vectors
of the one class X , where X is a compact subset of RN . Let
Φ : X → F be a a kernel function that map the training vectors
into another space F . Separating the data set from the origin
is equivalent to solving the following quadratic problem:

min
w∈F,ξ∈Rl,ρ∈R

1

2
||w||2 1

νl

l∑
i=1

ξi − ρ (7)

subject to
(w · Φ(xi)) ≥ ρ− ξi, ξi ≥ 0 (8)

where ν ∈ (0; 1] is a parameter that controls the decision
boundary of the classification problem, ξi are the nonzero slack
variables, w a weight vector and ρ an offset that parametrizes
a hyperplane in the feature space associated with the kernel.
If w and ρ solve for this problem, then the decision function:

f(x) = sign(w · Φ(x)− ρ) (9)

will be positive for the most of the examples xi contained in
the training set.

Of course, the type of kernel function, the operating param-
eters of the kernel and the correct value of ν must be estimated
to build the one-class SVM classifier. As suggested by the
author, we have chosen a Gaussian kernel with Sequential
Minimal Optimization (SMO) algorithm to train the classifier,
since the data are always separable from the origin in the
feature space. For generic patterns x and y, a Gaussian kernel
is expressed as:

k(x,y) = exp
( ||x− y||2

c

)
(10)

where the parameter c is the kernel scale that controls the
tradeoff between the over-fitting and under-fitting loss in the
feature space F .
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Regarding the choice of the value ν, it should be taken into
account that it represents an upper bound on the fraction of
outliers and, at the same time, a lower bound on the fraction
of support vectors. It is then necessary to find a value that
on the one hand is able to to describe the whole dataset for
training and on the other hand avoids the over-training of such
data. Results on the tuning of the parameters on real data and
classification performances are in Section IV-A.

C. RP/RQA
In this work, the dynamics of each vowel were treated

as local descriptions of the overall process of expression
of a particular emotion. Therefore, after extraction of vowel
segments from a sentence, a frame-level analysis is applied
to monitor such dynamics. First, time delays and embedding
dimensions are estimated to allow a correct reconstruction
of the dynamics in the phase space. Hence the Recurrence
Plots are obtained and the Recurrence Quantitative Analysis
is performed on RPs. In order to explore the time depen-
dent behavior of the recurrence measures, the computation is
performed using sliding windows of length W (less than the
duration of a frame) with an offset of Ws samples along the
main diagonal of the RP of each vowel frame. The values
of these two parameters are calculated accounting for the
scale of the dynamics to be investigated (local/global) and
for the temporal resolution to be achieved. The overall trend
of each RQA measure is finally reconstructed considering the
various vowel segments neatly placed in the sentence. For an
experimental dataset of sentences, the trends of each RQA
measures are grouped by emotion and some statistics are
computed to explore the general characteristics of the emotions
expressed in the sentences.

IV. RESULTS

The following sections report the performances achieved
by the one-class SVM classifier and both qualitative and
quantitative results of the recurrence analysis.

A. Automatic Vowel Extraction
To train the one class SVM classifier, a dataset was used

of 128 segments of German vowels of duration equal to 40
ms, extracted from several sentences spoken by four people
(two men and two women) for the six emotions. In order to
identify the optimal values for the parameters c and ν, the
classifier was trained and validated several times. In particular,
due to the nature of the classification problem, an holdout
validation scheme has been adopted. So, another set of 83
speech segments including vowels, consonants and pauses, has
been used to tune the parameters and identify the most effective
model. Keeping fixed the value of ν, the classifier was retrained
by varying the value of the kernel scale in a predetermined
range. For each model obtained, the performances on the
validation set were evaluated in terms of accuracy, sensitivity
(or true positive rate), specificity (or true negative rate) and
false positive rate. The curves that illustrate the behavior of
such measures for three values of ν and by varying the kernel
scale from 0 to 2.7 are shown in Figure 2.

In Figure 2b and 2c only one point can be identified to
guarantee high performances of the classifier, since the values
of accuracy, sensitivity and specificity are high (around 0.7),
while the false positive rate remains low. For kernel scale

(a)

(b)

(c)

Figure 2. Accuracy, sensitivity, specificity and false positive rate of the one
class SVM classifier in function of the kernel scale c for the fixed parameter

(a) ν = 0.1 (b) ν = 0.5 (c) ν = 0.9.

values greater than this optimum, specificity and accuracy de-
crease rapidly, while sensitivity and false positive rate increase.
These results suggest that there is a rapid growth of the number
of false positives, i.e., the percentage of the not-vowels frames
incorrectly predicted as vowels by the classifier increases.

For our purposes, the system critically depends on the
percentage of false positives, since the classifier acts properly
if it is capable of rejecting the greatest amount of not-vowel
frames. Therefore, even at the expense of a lower number
of true positives and higher percentage of false negatives
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Figure 3. RPs of vowel /a/ in the track 08a02 for emotions: (a) happiness, (b) anger, (c) fear, (d) neutral, (e) boredom, (f) sadness; ϵ is setting to 10% of
maximum space diameter with a maximum norm.

(vowel frames incorrectly rejected), we have preferred to set
ν = 0.1 and consequently chosen the value of c at which the
classifier returns high values of accuracy and specificity, while
maintaining a false positive rate less than 15% (see Figure 2a).

To assess the performances of the one class SVM with
the chosen parameter settings (ν = 0.1 and c = 1.75),
we performed a final test on a set of 40 speech segments
independent of both the training and the validation sets. The
confusion matrix is shown in Table II. As it can be seen, the
low rate of false positives (not-vowels incorrectly predicted
as vowel frames) confirms the validity of the model for the
selected parameters (represented in Figure 2a for ν = 0.1 and
c = 1.75).

TABLE II. CONFUSION MATRIX OF THE ONE CLASS SVM ON THE TEST
SET COMPOSED OF 20 VOWEL AND 20 NOT-VOWEL FRAMES.

Predicted condition
Vowels Not-vowels

True conditions Vowels 9 11
Not-vowels 4 16

Figure 4. Median and iqr values of RATIO and T (2) measures for the six
groups of emotions.

B. Qualitative and quantitative results: RP-RQA

The patterns in RPs can reveal typical behaviors of the
system and so they can be used to provide a general description
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of the time evolution of the dynamic trajectories. Figure 3
shows the RPs of the vowel /a/ extracted in the same sentence
and approximately in the same position, pronounced by a
female subject for different emotions. As it can be seen, all
RPs have a topology with periodic patterns that are regularly
repeated, with the exception of the emotion fear in which
there are discontinuities and white bands that indicate the
presence of abrupt changes in the dynamics of the system.
Another distinctive feature is the length of the diagonal lines:
the RPs of boredom and neutral, besides being very similar
each other, have the longest diagonal lines; on the other hand,
anger and fear show very short diagonal lines. Moreover, a
drift can be noted in the emotion sadness: the RP fades away
from LOI indicating that the system varies very slowly. The
examples show that certain measures are most distinctive for
some emotions and that certainly the density of points in the
RPs, the length of the lines present in them and measures that
are able to differentiate the different kinds of time periodicity
(such as T (2)), can effectively distinguish among different
emotional levels.

On the basis of such considerations we performed the
analysis described in Section III-C on a set of tracks in EmoDB
(obtained by excluding from the entire set of tracks in the
database, those used to train the one class SVM), to extract
the collection of RATIO and T (2) values along time. The
measures were then grouped by emotions for the same RQA,
obtaining 2 sets of measures (each set consists of 6 groups
of data, one for each emotion). The non-parametric Kruskal-
Wallis test was employed for testing whether the 6 different
data groups of each RQA measure originate from the same
distribution (null hypothesis), at a significance level α = 0.05.
Both tests returned a p-value < 0.0001, so the null hypothesis
was rejected.

In order to better appreciate the possible differences among
populations, median and interquartile range (iqr) values of the
2 RQA measures for all the groups of emotions were computed
and are reported in Figure 4. It is noteworthy that boredom
and neutral exhibit very similar values and that there is a
relationship between the position of the emotion (based on the
median values) on the 2D plot and their levels of activation
(the so called arousal).

V. CONCLUSIONS

In this work, we have investigated the dynamic behavior
of vowels taken from a set of spoken sentences of the EmoDB
database, for the six emotions anger, boredom, fear, happiness,
neutral and sadness.

To extract only the vowel frames, an automatic vowel
extraction module was implemented. It consists essentially in
a one class SVM classifier that processes the not-vowels frame
as outliers. The tuning of the parameters of the classifier and
an accurate validation step allowed us to identify a model able
to achieve the 79% of accuracy.

Supposing that the expression of a particular emotional
content in a spoken sentence is a gradual complex process, we
exploited some properties of the local dynamics of the vowels
in it to understand certain aspects of the overall process. The
behavior of the trajectories of vowels dynamics was explored
by means of RPs. Two kinds of RQA measures were extracted
to describe RPs quantitatively. Statistical tests confirm that the

considered RQA measures result statistically significant for
discriminating the six groups of emotions.

In conclusion, it can be observed that certain RQA mea-
sures can better discriminate among the basic emotions exa-
mined. However, a further development could include a multi-
variate analysis to identify a specific subset of measures that
perform a better and more complete characterization of the
different emotional levels.
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Abstract—In recent years, hyperspectral sensors for remote sens-
ing of the Earth have become very popular. Such systems are able
to provide the user with images having both spectral and spatial
information. The current hyperspectral spaceborne sensors are
able to capture large areas with increased spatial and spectral
resolution. For this reason, the volume of acquired data must
be reduced on-board in order to avoid a low orbital duty cycle
due to limited storage space. Recently, literature have focused the
attention to efficient way of on-board data compression, since this
is a challenge task due to the difficult environment (outer space),
and due to the limited power and computing resources. The
current work proposes a framework for on-board operations such
as: automatic recognition of target types or detection of events
in near real time, in regions of interest with an unsupervised
classifier; the compression of specific regions with different bit
rates compared to the remaining acquisition (background); the
management of the data volume to be transmitted to the Ground
Station. Experiments are shown using real data taken from
AVIRIS airborne sensor in a harbor area.

Keywords–Hyperspectral; ROI; clustering; on-board compres-
sion.

I. INTRODUCTION

A hyperspectral dataset is a data cube composed by a
number of images equal to the number of bands in which
the sensor has acquired and size equal to that of the captured
area. Hyperspectral images are used in a wide variety of
applications like: analysis of type of vegetation, monitoring
of the forest condition (biomass, deforestation, changes with
seasonal cycles), monitoring of coastline and glaciers (glaciers
erosion), monitoring of the environment disasters (forest fires,
oil spill, flooding) and so on [1].

The high dimensionality of hyperspectral data is very
advantageous for the image analysis but, at the same time,
the on-board storage space and the transmission bandwidth are
limited resources. For this reason, it is necessary to set a proper
system of on-board data compression before the transmission
to the Ground Station.

Usually, hyperspectral images show high spatial correlation
among neighbor pixels and correlation among bands. Such
properties have been exploited by compression algorithms to
remove the redundance. There are many ways of analysis for
redundancy reduction described in literature: these are divided
into transformed-based and predictors-based. The transformed-
based methods use Discrete Wavelet Transform (DWT) or
Discrete Cosine Transform (DCT) [2]. The wavelet transform
method offers an efficient rate-distortion and for this reason it
has been implemented within the JPEG2000 standard, which
is currently the most advanced and efficient compression way
for images [3].

The proposed framework aims: (i) at recognizing specific
regions of interest (ROIs) using a someway commanded query
(generated by the on-ground user) and by means of a com-
putationally efficient clustering algorithm and (ii) to make a
differential efficient compression of the regions on the basis of
a hierarchy specified in the query (region of interest, medium
interest, background). Comparison of the algorithm efficiency
is carried on with current JPEG2000 standard in terms of
generated data volume and distortion level on the regions of
interest.

The rest of the paper is organized as follows: the adopted
framework is presented in Section II, the results of the experi-
ments are shown in Section III, and finally the conclusions are
reported in Section IV.

II. GENERAL FRAMEWORK

The work has been carried out in two steps.
During the first step, it is supposed that the system is able

to recognize specific regions of interest (particular topographic
classes, specific events as disaster or limited areas), according
to external commands or specific query. Starting from this
nontrivial hypothesis, a clustering algorithm is applied to the
acquired image to isolate the class or region of interest. The
clustering resorts to methods already known in literature (to
simplify the on-board process) such as the k-means clustering,
but an automatic estimation of some critical parameters is
applied for a quicker and more efficient on-board implemen-
tation.

The second step consists in the encoding and compression
of the ROIs identified in the first step. The aim of these
operations is to encode the ROIs with a higher bit rate since
they represent the areas of interest for the user, while the
remaining part of the image (that we shall call the background)
using a lower bit rate.

The overall algorithm has, this way, certainly a distortion
rate that is lower than that of a comparing standard as
JPEG2000. However, over the specific area of interest, the
distortion can be reduced even using the same average bit rate.
An alternative comparison with JPEG2000 accounts for the
same distortion and compares the data volume generate in the
two cases.

The diagram of the implemented algorithm is shown in
Figure1.

A. Clustering algorithm for detection
Unsupervised classification methods are more suitable for

automatic segmentation and identification of ROIs in hyper-
spectral images. Clustering algorithms, starting from a data
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Figure 1. Block diagram of the implemented algorithm.

set, are able to identify significant patterns without knowning
labels and, consequently, they do not need of training phases to
improve the performances of an automatic classifier. For these
reasons, clustering methods can bring significant benefits:

• it is not necessary to employ considerable resources
to learn features of a large set of images to identify
ROIs, making the application general purpose;

• by using the intrinsic characteristics of the image, the
computational time is reduced, making possible a real
time (or near-real time) automatic detection of ROIs;

• the characteristics of some patterns may change over
time, but a clustering algorithm can easily follow such
variations.

One of the most efficient clustering algorithm known in
literature is the K-means [4]: through an iterative procedure,
K partitions of the points in the initial set are identified
by minimizing the sum of squares of distances between the
centroid of each partition and all the other points of the set. A
great advantage offered by this process is the high convergence
speed, while the identification of the optimal parameter K
represents a critical step.

In this work, the pixel spectral depth has been employed to
make an unsupervised classification of the regions by means of
the K-means algorithm. An automated method that exploits the
statistical characteristics of the image [5] has been improved to
fix the number of clusters K: from the three-dimensional co-
occurrence matrices of the hyperspectral cube [6], information
about the patterns of pixels of the entire 3D structure have
been extracted to calculate the optimal value of K.

For a two-dimensional image quantized to n levels of
gray, a co-occurrence matrix (GLCM) describes the spatial

relationship among gray level values and it consists of a n×n
array obtained by specifying the separation distance between
two pixels (i.e., the offset) and the direction along which
to cross the image. These two sets of information can be
synthesized through a displacement vector d = (dx, dy), where
dx represents the offset in the x direction and dy is the offset
value in the y direction of the input image. Each entry (i, j)
in the matrix represents the total number of times that the
pixel with value i occurred in the specified spatial relationship
to a pixel with value j in the input image, hence the matrix
provides information about the different combinations of pixel
gray levels existing in an image.

Formally, for an image I of size P × Q, the gray-level
co-occurrence matrix C is defined as:

C(i, j) =
P∑
i=1

Q∑
j=1

{
1, if I(x, y) = i ∧ I(x+ dx, y + dy) = j
0, otherwise

(1)

In hyperspectral images, it may not be appropriate to
analyze independently the individual spectral bands. To extract
both spatial and spectral information, co-occurrence matrices
for volumetric data (3D GLCM) have been adopted. These
matrices are able to capture the spatial dependence of gray-
level values across spectral bands. A 3D GLCM is defined
by specifying a displacement vector d = (dx, dy, dz), where
dx and dy are the same as described for 2D matrices, and
dz represents the offset distance along the spectral axis of the
hyperspectral image. However, while for a 2D GLCM only 4
displacement directions are possible, in the three-dimensional
case, there are 26 admissible co-occurrence directions and only
13 of them differ from each other. The 13 directions and their
corresponding displacement vectors are reported in Table I,
where D is the offset distance between the pixel of interest
and its neighbors, θ is measured in the XY plane in the
positive x direction, and ϕ is the angle between the vector
which identifies the pixel along the spectral direction and the
XY plane. A graphical presentation of the pixel of interest X0

and the 13 adjacent pixels Xi, i = 1, . . . , 13 in the directions
specified in Table I is shown in Figure 2.

TABLE I. DISPLACEMENT VECTORS AND DIRECTIONS OF
CO-OCCURRENCE MATRICES FOR VOLUMETRIC DATA.

Displacement vectors Directions
(θ, ϕ)

(D, 0, D) (0◦, 45◦)
(D, 0, 0) (0◦, 90◦)

(D, 0,−D) (0◦, 135◦)
(D,D,D) (45◦, 45◦)
(D,D, 0) (45◦, 90◦)

(D,D,−D) (45◦, 135◦)
(0, D,D) (90◦, 45◦)
(0, D, 0) (90◦, 90◦)

(0, D,−D) (90◦, 135◦)
(−D,D,D) (135◦, 45◦)
(−D,D, 0) (135◦, 90◦)

(−D,D,−D) (135◦, 135◦)
(0, 0, D) (−, 0◦)

In the implemented algorithm, an offset distance D = 1
between adjacent pixels has been considered, obtaining 13 3D
co-occurrence matrices for the entire hyperspectral cube. The
diagonal elements of such matrices represent pixel pairs with
no gray level difference and contain information on clusters of
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Figure 2. Pixel of interest X0 and the adjacent pixels in the 13 allowed
directions.

pixels. Then, for each matrix, the following operations were
performed:

1) extraction of the main diagonal;
2) computation of the histogram of the values of the

main diagonal;
3) detection of the local maximum of the histogram.

The gray value corresponding to the local maximum is an
index of the number of clusters present in the considered co-
occurrence direction, therefore the total number of clusters of
the hyperspectral image is obtained as the maximum value
among the 13 local maxima.

B. ROIs detection
After the identification of the K clusters, the various spec-

tral signatures represented by the centroid vector are computed
and remain saved in the on-board memory. Since data are not
normally distributed, these classes are statistically discrimi-
nated through two nonparametric quantities: the median value
and the interquartile range. These parameters are also used to
specify the ROIs by the user.

In order to identify practical regions of interest, a rect-
angular window of fixed size is chosen to circumscribe the
identified clusters. Therefore, a rectangular and fixed-size
block is applied to the scanning of the image. Every time
the window selects a region where the cluster of interest is in
majority (i.e., over a given threshold), the rectangle is classified
as ROI, else it is classified as background. The coordinates of
the ROIs are saved for the recognition of these regions in the
various spectral bands of the original image.

C. ROIs encoding
The DWT is often used in image processing applications

and for compression. It is a decomposition f signals into lower
resolution and details and it may be viewed as successive low-
pass and high-pass filtering of a discrete time-domain signal.

On the selected regions of interest, a 2D-DWT is performed
for each band. If the considered image for a given band is
composed by A rows and B columns, after the 2D-DWT
operation, four sub-bands (C,H,D,V) images, each with A/2
rows and B/2 columns, are obtained. The sub-band C has
the highest energy compared to the other sub-bands, since it
corresponds to the low-pass horizontal and vertical coefficients
of the wavelet transform. The 2D-DWT of a function g(x, y)
of size A×B is:

Wδ(a, b) =
1√
AB

B−1∑
y=0

A−1∑
x=0

g(x, y)δa,b(x, y) (2)

W k
ϑ = (j, a, b)

1√
AB

B−1∑
y=0

A−1∑
x=0

g(x, y)ϑk
j,a,b(x, y)

k = H,D, V

(3)

δa,b(x, y) = δ(x− a)δ(x− b)

=
∑
m

hδ(m− 2a)
√
2δ(2x−m)

×
∑
n

hδ(n− 2b)
√
2δ(2x− n)

(4)

ϑH
j,a,b = 2

j
2ϑH(2jx− a, 2jx− b)

= 2
j
2

∑
m

hϑ(m− 2a)
√
2ϑ(2j+1x−m)

×
∑
n

hϑ(n− 2b)
√
2ϑ(2j+1x− n)

(5)

where δ is a scaling function, Wδ(a, b) the approximation
coefficients of the function g(x, y), W k

ϑ (j, a, b) the coefficients
relative to the horizontal, diagonal and vertical details, hϑ and
hδ are called wavelet filters. In this work, we have used a
biorthogonal wavelet filter [7] [8] after the verification that this
wavelet is able to reduce the distortion in the final images,
consequent to the approximation in using just the low-pass
coefficients.

The block for the the DWT implementation is followed
by an operation of uniform scalar dead-zone quantization
(USDZQ) [9], in which each component C of each ROI, in
relation to the priorities set by the user, is quantized with a
different number of bits, which is anyway smaller than that of
the original acquisition. The quantization indices are expressed
as:

q[i] = sign(C[i])
⌊ |C[i]|

∆

⌋
(6)

where C[i] denotes the samples of sub-band C and ∆ is the
quantization step.

The rectangular windows (actually, the low-pass coefficient
of the wavelet transform), after the identification of the as-
signed label (ROI or background, if just two level of priority
are given) are quantized with a number of bits per pixel (bpp).
The ROI are quantized with a number of bits per sample larger
than the background windows.

For each quantized window an entropic coding is applied
to decrease the length of the code to be transmitted to the
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ground. Entropy encoding is a variable-length encoding that
reduces the volume of data to be transmitted by eliminating, in
principle, all the redundancy. In this way, the average number
of bits per sample becomes very close to the theoretical limit,
i.e., the source entropy [10]:

H(P ) =
n∑

k=1

−p(k) log2 p(k) (7)

where p(k) is the probability of emission of symbol xk.
In this case, the Huffman encoding [11] has been imple-

mented. Huffman encoding is used for lossless data compres-
sion; it is based on the frequency of occurrence of the data. The
principle is to use a lower number of bits to encode the data
that occur more frequently. The average length of a Huffman
code depends on the statistical frequency with which the source
produces each symbol from its alphabet. Pixels within a region
that must be encoded may be considered as the outcome of
a discrete source, according to the fact that their values are
outputs of a finite dictionary, since a previous fine quantization
has been applied to the image [12]. For a fast implementation,
the frequency of all pixels taken from all bands is used to
estimate the probability of each symbol. As shown in [13],
the Huffman encoding needs less execution time than the other
entropy encoding algorithms.

The decoding is performed through the reverse operations
of encoding, quantization and 2D-DWT for each ROI and
background. The information sent to the decoder, in addi-
tion to the entire coded image, are: the coordinates of the
ROIs identified with the clustering algorithm, the components
(H,D, V ) relating to the DWT transform for each ROI and
the dictionaries for each ROI and BG used in the Huffman
encoding.

III. RESULTS

The purpose of this section is to show an example of un-
supervised classification (clustering) of a harbor area followed
by the compression of the ROIs to detect the ships near the
monitored area in real time.

Figure 3. Input image.

An hyperspectral data set acquired by the sensor AVIRIS
(mounted on airborne) [14], has been used to test the algorithm.

It has 224 contiguous spectral channels with wavelengths from
400 to 2500 nanometers and covers a harbor area of San
Diego (USA), as shown in Figure 3. Some bands of the
spectrum in which the water vapor absorption is high, have
been eliminated so the final extracted hyperspectral image has
size 600×300 pixels with 181 bands. In each band, the reported
value represents the spectral radiance.

Performing the method described in Section II-A, a number
of classes k = 5 have been identified. The resulting clustered
image is shown in Figure 4. It is important to note that the
clustering of the image can be executed just one time, during
the first monitoring of a given area.

Figure 4. Result after the clustering algorithm.

The spectral signatures relating to the sea, cement and
asphalt are supposed to be set by the user and stored in
memory, with their median and IQR values. A rectangular
window of size 100×100 pixels slides on the clustered image
and the algorithm computes the number of pixels belonging to
each class within the block window.

A block is classified as ROI if the pixels belonging to the
“class sea” occupy from 10% to 90% of the total area and those
belonging to “cement” and “asphalt” occupy from 2% to 40%
(these values have been calculated through some experimental
trials). Four ROIs have been identified whose coordinates are
stored and sent to the decoder for a proper reconstruction.
The rest of the image, not identified as ROI, is considered
background. The bit rate to associate to ROIs and the bit rate
to associate to the background have been estimated after an
optimization procedure. Initially the maximum value of bpp is
taken and then a series of combinations is considered, selecting
the best one on the basis of the minimum distortion effect on
the ROIs. The results in terms of entropy using different bpp
combinations for each ROI, are shown in Table II.

A distortion measure commonly used to evaluate the com-
pressed image quality compared to the original one is the
distortion index (DI), defined as:

DI =
1

1
ABZ

∑A
x=0

∑B
y=0

∑Z
z=0[Ior(x, y, z)− Irec(x, y, z)]2

(8)
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TABLE II. ENTROPY VALUES FOR EACH IDENTIFIED ROI

ROI1 ROI2 ROI3 ROI4 BG Entropy-ROI1 Entropy-ROI2 Entropy-ROI3 Entropy-ROI4 Entropy-BG
bpp bpp bpp bpp bpp
6 6 6 6 4 2.6756 2.4787 2.1821 3.2062 1.5267
10 10 10 10 4 6.0831 5.7822 5.4600 6.9111 1.5267
12 12 12 12 4 8.0538 7.7570 7.4218 8.9016 1.5267
12 12 12 12 10 8.0538 7.7570 7.4218 8.9016 5.9627

Where A,B,Z represent the three dimensions of image,
Ior is the original image and Irec is the reconstructed image.
Figure 5 shows the results obtained in terms of distortion index
and transmitted data volume, in several cases of compression.
To make a comparison, the standard JPEG2000 has been
applied to the same image. As shown, there is a considerable
difference in the distortion level between the implemented
method and JPEG2000 compression. This difference can be
explained by the fact that the distortion has been calculated
only in the region of interest, instead of averaging the result
of the distortion that would occur between the ROIs and the
BG. The reason of this choice is that the comparison would
be otherwise unfavorable to the proposed framework, but at
the same time it would be not consistent with the purpose
of the algorithm, i.e., the transmission of a reduced data
volume to the ground. From the two curves in Figure 5 it
is possible to note that, for the same distortion index, the
data volume to be transmitted to the Ground Station with the
implemented method applied to the ROI is much lower than
that obtained with JPEG2000. On the other hand, a drawback
of the algorithm is that it compress the part of the image that
is not of interest to the user (BG) with a low quality level.

In Figure 6, it is shown an example of reconstructed image
(for the 50 band), where the four ROIs are quantized with 10
bpp and the background with 4 bpp.

Figure 5. Relationship between data volume and distortion index in
JPEG200 (blue) and the proposed method (red).

IV. CONCLUSIONS

The proposed method allows a reduction of the on-board
data volume produced by an hyperspectral acquisition system
and a better distortion index, at least in the regions of interest,
when compared to existing systems in use (e.g., JPEG2000).

Figure 6. Reconstructed image (relating to 50 band of the cube), 10 bpp for
ROIs and 4 bpp for background

These features make the algorithm suitable for real- time (or
near real-time) detection of events and recognition of targets.
This system works by performing three principal steps:

1) a clustering algorithm that automatically segments the
image;

2) an user-oriented choice of the segments and, through
this choice, the identification of ROIs;

3) a simpler and faster compression algorithm than the
JPEG2000. This is a ROI-based method and it uses
wavelet transform and entropy encoding.

To improve the general framework, future developments
could include:

• automatic selection of some critical parameters such
as the proper number of bits per pixel for ROIs and
BG;

• parallelization of the algorithm and its implementation
on a Graphic Processor Unit (GPU).

• tests in different scenarios, such as fast identification
of oil spills and detection of emergency situations.
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Abstract—This paper presents a detailed analysis of the impact of
channel impairments on the performance of a mm-Wave wireless
uncoded Orthogonal Frequency Division Multiplexing (OFDM)
architecture system based on IEEE 802.15.3c standard, for high
data-rate applications. The performance of OFDM is known to
be severely affected by multipath fading channel when its excess
delay exceeds the time guard interval of the OFDM symbol.
Hence, this paper analyses the impact of uncompressed Full
HD video content transmission over various radio propagation
environments suggested by the standard. The impact of the prop-
agation channel impairments is evaluated through appropriate
metrics based on Bit Error Rate (BER) and Peak Signal-to-Noise
Ratio (PSNR) analysis for residential, office and kiosk scenarios
under Line-Of-Sight (LOS) and Non-Line-Of-Sight (NLOS). The
feasibility of real-time high-definition video transmission using
60 GHz radio systems will be demonstrated through a proof-of-
concept test, which will allow one to perfectly understand the
system limitations, and consequently the range of applications
that might be developed.

Keywords–OFDM; Multipath Fading channels; RF-
impairments; IEEE 802.15.3c; mmWave signals.

I. INTRODUCTION

Communication systems at 60 GHz have recently attracted
a great deal of interest allowing multi-gigabit transmission
rates. However, radio communications at these frequencies are
characterized to yield high free space path losses and thus
limited radio coverage. Hence, the target applications or usage
models at 60 GHz are mainly short-range indoor applications
[1]. In fact, this is an advantage for indoor applications, since
the high free space loss in addition to high attenuation by walls,
furniture and other objects increases the possible frequency re-
use density [2]. Therefore, co-channel interference is reduced
and, consequently, it enables a more simplified radio network
planning in such environment scenarios.

The IEEE 802.15.3c [3] standard has been created by the
IEEE 802.15.3c Task Group 3c (TG3c) [4] as the Wireless
Personal Area Network (WPAN) standard for the 60 GHz
band, ranging from 57-66 GHz in Europe [5]. As data capacity
is ultimately tied to modulation bandwidth, the date rates
required for High Definition Multimedia Interface (HDMI) for
uncompressed video/audio streaming and for multi-gigabit file

transfers are finally met for the first time by standard [5].
Also, the high quantities of information inherent to, e.g.,
medical image and video, as well as the latency free required
transmission, only by means of uncompressed video trans-
mission, demands the utilisation of mmWave in conjunction
with protocol independent and processing free information
paths. Thus, using 60 GHz millimetre wave band provides the
necessary bandwidth and pace for future HD systems.

To this extent, the IEEE 802.15.3c Task Group 3c has
proposed a Audio-Visual mode (AV-PHY), where OFDM has
been adopted due to its inherent higher bandwidth efficiency
[6] and relatively low complexity. An OFDM system is well
known to be an effective anti-multipath technique. The latter
is primarily due to its reduced channel equalization complex-
ity in the frequency domain due to a single-tap Frequency
Domain (FD) equalizer and increased time of transmitted
symbol, ain addition to the orthogonality properties between
subcarriers [6]. On the other hand, in a single carrier system,
the transmitted time symbol is the inverse of the system
bandwidth, which means that for multi-gigabit data rates the
symbol time becomes very short. This fact leads to a much
more complex receiver, i.e., a time-domain equalizer with
hundred of taps [7].

In this paper, the reliability of an uncoded OFDM wire-
less communication system to transmit uncompressed video
content at 60 GHz, based on the IEEE 802.15.3c standard
[3], under the presence of propagation channel impairments,
is assessed. The multipath fading channel models considered
are the ones suggested by TG3c [4] for office, residential and
kiosk indoor environments, considering both LOS and NLOS
scenarios. Moreover, in order to ensure a relatively low system
complexity, Zero Forcing (ZF) equalizer is considered and
Forward Error Correction Coding (FEC) is not employed. For
example in [8], it is shown that using Low Density Parity
Check Codes (LDPC) improves the system performance by
about 8 to 9 dB at the expense of system complexity and
throughput.

The paper is organized as follows. Section II presents the
work proposed by the IEEE 802.15.3c Task Group 3c (TG3c)
on the 60 GHz channel modeling. Section III introduces
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OFDM and its parameters in the system design. The details
about the proposed mm-Wave framework are presented in Sec-
tion IV. Finally, Section V provides results of the performed
analysis.

II. INDOOR CHANNEL MODELLING AT 60 GHZ

This section presents the channel modeling [4] proposed
by TG3c at 60 GHz for the following indoor environments:
office, residential and kiosk. These channel models are based
on a frequency sweep technique performed using a Vector
Network Analyzer (VNA) to measure the frequency response
of the radio channel. The centre frequency and the bandwidth
considered in these measurements were 62.5 GHz and 3 GHz,
respectively. For each environment, both LOS and NLOS
scenarios were considered, except in the kiosk environment,
where only LOS has been considered. In such indoor scenarios,
multipath components are mainly obtained from reflected or
scattered signals from furniture, floor and ceiling.

A. Considered Power Delay Profiles
The IEEE 802.15.3c standard has adopted the generic

Complex Impulse Response (CIR) based on the clustering
of propagation phenomena in both time and spatial domains,
as observed in measurement data [4]. The cluster model is
based on the extension of the Saleh-Valenzuela (S-V) model
[9] to the angular domain by Spencer [10]. Hence, the IEEE
802.15.3c channel modeling group [11] proposed a statistical
channel model dependent on the temporal and spatial domains,
where signals arrive at the receiver first in a LOS component,
calculated with a two-ray model, and then in clusters (modified
S-V model). This 60 GHz channel modeling is utilized in
this work, allowing the performance evaluation of OFDM
systems over different multipath environments. Additionally,
each indoor environment has been mapped onto a channel
model and scenario, as presented in Table I.

Table I maps the environment to the channel model and
scenario [1].

TABLE I. MAPPING OF ENVIRONMENT TO CHANNEL MODEL AND
SCENARIO.

Environment Channel Model Scenario

Residential
CM1 LOS
CM2 NLOS

Office
CM3 LOS
CM4 NLOS

Kiosk CM9 LOS

Several channel realizations may be considered to yield
different power delay profiles (PDP) for the same multipath
environment. This occurs due to the fact that the considered
channel modeling tool [11] takes into account the uniform
distribution in terms of the scatters movements between trans-
mitter (TX) and receiver (RX) and at different antennas height.
Consequently, CIR of each channel model is obtained from
100 quasi-static realizations. Moreover, the PDP has been
analyzed in terms of averaged RMS delay spread (τ̄RMS),
coherence bandwidth for signal correlation of 0.9 (B̄c0.9 )
and Rician factor (K̄). The Bc is a key metric involved in
expressing the performance of any digital wireless system
over fading channels, where a system bandwidth smaller

TABLE II. STATISTICAL PARAMETERS FOR EACH MULTIPATH
CHANNEL ENVIRONMENT.

CM # τ̄rms

(ns)
τ̄max

(ns)
B̄c0.9

(MHz)
K̄

(dB)
HPBW◦

(TX/RX)
1 3.547 67.42 5.64 14.6

(360,15)
2 2.73 68.9 7.33 -
3 22.75 464 0.88 14.61 (30,30)
4 57.7 651 0.35 - (30,15)
9 2.7 183 7.41 30.9 (30,30)

than the coeherence bandwidth of the channel is required
to be considered a flat-fading channel. Otherwise, the fading
channel is considered frequency-selective, making the digitally
modulated data experiencing Inter-Symbol Interference (ISI)
and, thus, higher BER. Coherence bandwidth is normally
defined as the maximum frequency difference at which two
signals are highly correlated and a correlation of 0.9 (Bc0.9 )
is most commonly used. It has been calculated by (1), which
is inversely proportional to τ̄RMS [12].

B̄c0.9 =
1

50τ̄RMS
, (1)

Channel quality indicator values of each model are pre-
sented in Table II, where HPBW is the Half Power Beamwidth
of TX /RX antennas.

III. ORTHOGONAL FREQUENCY DIVISION
MULTIPLEXING AND SINGLE CARRIER FREQUENCY

DOMAIN EQUALIZATION

OFDM is a well known multi-carrier transmission scheme
that is mostly used to provide high-data rate links in frequency-
selective channels [6]. At the transmitter, a high-rate data
stream is transformed into Nc low-rate parallel streams allo-
cated to different orthogonal carriers that can be easily equal-
ized in the frequency domain due to the orthogonality among
all those sub-carriers. OFDM can be seen as a multiplexing
technique since the output signal is the linear sum of modulated
subcarrier signals.

The discrete expression of (2) is given by [6]:

x(mTs) =

Nc−1∑
n=0

Xne
j2πnm/N , (2)

where, Xn, n = 0,1,..., Nc-1, is the Nc data symbols corre-
sponding to a two-dimensional QAM constellation.

From (2), it is verified that the discrete OFDM version is an
Inverse Fast Fourier Transform (IFFT) operation, which maps
the data symbols into adjacent sub-carriers. In the receiver, the
Fast Fourier Transform (FFT) is used to demodulate the data
symbols.

Although OFDM allows increased time symbol duration
for high data rate transmission in comparison with single car-
rier transmission schemes, the overlapping of OFDM symbols
due to multipath effects still has an important impact on system
performance. This fact results in the loss of orthogonality
among sub-carriers, which severely increases ISI and BER
performance. To overcome this issue, a Cyclic Prefix (CP)
is introduced and the symbol is cyclically extended from the
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original harmonic wave of the Fourier period Ts by a guard
interval of length TCP . Additionally, the cyclically extended
guard interval transforms the convolution of the signal and
the channel from linear to a circular convolution and hence
a traditional complex time domain equalizer is replaced by
a simple single-tap Frequency Domain (FD) equalizer. More-
over, the CP functionality is only efficient when the CP interval
time is larger than the maximum delay spread of the multipath
channel.

IV. MMWAVE SYSTEM MODELS BASED ON IEEE
802.15.3C STANDARD

The OFDM is implemented based on IEEE 802.15.3c stan-
dard, as illustrated in Fig. 1. At the transmitter, a data source
is employed to generate pseudo-random bits, which are then
mapped into a Gray-coded constellation of QAM symbols. The
modulated symbols are mapped into K-subcarriers through K-
points IFFT transform. Next, a cyclic extension is inserted.
Finally, the wireless channel effect, based on the IEEE model
proposed in [4], is taken into account through the convolution
of its CIR, presented in subsection II-A, for each channel
realization. At the receiver, CIR is ideally estimated and its
FFT performed to equalize the received data. Additionally, bit
and tone interleaver are used in the OFDM system to enhance
its frequency diversity.

In order to shape the OFDM signal Power Spectral Density
(PSD), the sub-carriers are allocated into the IFFT according
to Table IV [3].
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Figure 1. OFDM block diagram.

TABLE III. SUMMARY OF THE MAIN PARAMETERS CONSIDERED
IN THE DESIGN OF OFDM SYSTEM BASED ON IEEE 802.15.3C

STANDARD.

Parameter Value
FFT size block (Nfft) 512

Cyclic prefix (Ncp) 64 samples
Sampling rate 2640 MHz

Sub-carrier bandwidth 5.15 MHz
Cyclic prefix time (Tcp) 24.24 ns

Symbol time 218.18 ns
Modulation 16 QAM

Nominal Used Bandwidth 1.815 GHz
Throughput 6.2 Gbps

The data rate requirement to transmit a Full HD video
content at a frame rate of 90 Hz and 30 bits per channel
per pixel, which are the expected specifications for the next-
generation of HDTV [6], is 5.6 Gbps. Therefore, from Table
III it is verified that the considered system design provides
enough data rate to enable such wireless application.

TABLE IV. SUBCARRIER ALLOCATION IN THE FREQUENCY
SPECTRUM DOMAIN.

Subcarrier type Number of
subcarriers

Logical subcarrier indexes

Null 141 [-256:-186]∪[186:255]
DC 3 -1;0;1

Pilot 16 [-166:22:-12]∪[12:22:166]
Guard 16 [-185:-178]∪[178:185]
Data 336 All others

A. Received Signal and Frequency Domain Equalization
The received signal, y(t), after being processed using K-

point FFT, is converted into its frequency domain, Y (k). The
received OFDM signal, Yl, considering that Tcp ≥ τmax is
given by:

Yl(k) = Hl(k).Xl(k) + Zl(k), (3)

where, kth denote the subcarrier frequency component of the
lth transmitted OFDM signal, Hl(k) is the Channel Frequency
Response (CFR) and Zl(k) is the AWGN in the frequency
domain. The original transmitted information, Xl(k) can be
recovered using a Frequency Domain Equalization (FDE)
[13], which is performed as a K-branch linear feed-forward
equalizer with C(k) being the complex coefficient of the kth
subcarrier. In this work, only one FDE approach is considered,
namely Zero Forcing (ZF) due to its relatively low implemen-
tation complexity, i.e., it does not require signal-to-noise ratio
(SNR) estimation. For the ZF criterion, C(k) is defined by (4).

CZF (k) =
Ĥ(k)∗

|Ĥ(k)|2
(4)

where, Ĥ(k), ∗ and |.| denote the estimated CFR, conjugate
transpose and modulus, respectively.

V. EFFECT OF CHANNEL IMPAIRMENTS ON THE OFDM
PERFORMANCE

In this section, the uncoded OFDM system performance
over the IEEE standard channel model [4] at 60 GHz is
assessed using ZF equalization and employing 16 QAM mod-
ulation. The quality of the transmitted uncompressed video
content in Full HD, is assessed through BER and PSNR
analysis. In addition, it is possible to estimate the minimum
value of Eb/No to ensure a relatively satisfactory subjective
quality of the video frame depicted in Fig. 2 used for this
purpose. This is achieved by using the relation between the
PSNR (objective quality assessment metric) and the subjective
quality assessment based on viewer’s impression, presented in
Table V [14].

TABLE V. RELATION BETWEEN SUBJECTIVE AND OBJECTIVE
QUALITY INDICATORS.

PSNR [dB] ITU Quality scale
> 37 5 - Excellent

31− 37 4 - Good
25− 31 3 - Satisfactory
20− 35 2 - Poor
< 20 1 - Very poor
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Figure 2. Reference frame from the Full HD Cactus.yuv video sequence for
the PSNR calculation.
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Figure 3. Uncoded OFDM BER performance for various channel models.

The average uncoded OFDM BER results, computed for
each channel model, are displayed in Fig. 3. It is evident
from these results that the performance of OFDM is severely
affected by the propagation channel environment. As depicted
only the performance of 16 QAM uncoded OFDM over
CM9 meets the recommended BER target for video streaming
applications, that is 10−6 [4]. This is explained by the fact
CM9 is channel model characterized with the highest Rician
factor and lowest frequency selectivity. The performance of
uncoded OFDM over CM2, CM3 and CM4 environments is
relatively poor, since an uncoded OFDM systems are well
known to lack of frequency diversity and thus in such radio
propagation channels a wireless communication is not reliable.
Additionally, CM1 fails to meet the BER target, despite being
characterized by a relatively low RMS delay, since CP interval
time is shorter than the maximum delay spread of the multipath
channel.

In order to evaluate the effectiveness of uncoded OFDM
for a relatively good Quality of Service (QoS) at appropriate
Eb/No values, the degradation of the quality of the video frame
for CM9 has been studied. The video frame content (Fig. 2)
is divided into several transmitting OFDM symbols and then
transmitted over the channel model. PSNR results are depicted
in Fig. 4 using 16 QAM, together with those obtained for an
ideal radio propagation channel, i.e., no temporal dispersion
is presented (dash curve). It be can seen that the effect of
CM9 model have not significant impact on the degradation
of the quality of reference video frame, with the maximum

achievable PSNR of about 60 dB (for a Eb/No = 13 dB). This
characterizes the video frame subjective quality as excellent
(Table V).
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Figure 4. Video quality performance of the received frame transmitted: a)
subject video frame quality at PSNR of 14.01 dB b) objective video frame

quality vs Eb/No.

VI. CONCLUSIONS

In this paper, the study of the impact of channel impair-
ments on a 60 GHz uncoded OFDM system, implemented
according to the IEEE 802.15.3c standard, for high data-rate
applications, and considering 16 QAM, was presented. The
performance assessment of the OFDM system was conducted
through BER and PSNR analysis considering the transmission
of an uncompressed Full HD video frame over residential,
office and kiosk environments, for both NLOS and LOS
scenarios.

It has been shown that multipath effect modeled by CM4
induces the largest performance degradation of the system
when compared with CM3, CM2 and CM1. It is concluded
that the presence of LOS in the multipath scenario is re-
quired in a uncoded communication systems, for example it
is demonstrated at Eb/No = 40 dB the maximum BER of
OFDM over CM3 is lower than 10−3, whereas at the same
Eb/No over CM4 the maximum achievable BER is around
0.2. Hence, it is verified that a uncoded 16 QAM OFDM
system operating over a relatively low dispersion multipath
channel and in a LOS scenario is robust enough to provide a
excellent quality of service in streaming uncompressed video
for wireless applications. Furthermore, in order to minimize
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ISI, for the cases where the BER target is not achieved,
FEC coding should be considered at the expense of system
complexity and throughput. Apart from CM9 model, no other
channel yielded relatively good communication link quality,
i.e., the desired BER target was not met for a minimum QoS.

Finally, results presented in this work demonstrate that
CM9 is appropriate for low complexity mmWave wireless
communication systems envisaged for next generations of
HDTV standards, where wireless uncompressed video stream-
ing content is a demand.
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Abstract—This paper presents an unsupervised Non-Negative Ma-
trix Factorization (NMF) approach to extract percussive sounds
from monaural music signals. Due to unconstrained NMF can-
not discriminate between percussive, harmonic or singing-voice
components in the decomposition process, we propose a novel
method to extract percussive sounds based on the anisotropic
smoothness of percussive chroma. Thus, percussive sounds can
be discriminate because chroma from percussive sounds clearly
draws lines along the chroma. Under a NMF framework, a time-
domain signal related to a component is labelled as percussive
is the energy distribution of its chroma is approximately flat.
This proposal does not require information about the num-
ber of active sound sources neither prior knowledge about
the instruments nor supervised training to classify the bases.
Real-world audio mixtures composed of Harmonic/Percussive
and Harmonic/Percussive/Singing-voice sounds were evaluated.
Experimental results showed that the proposal was effective
compared to state-of-the-art methods. An interesting advantage
of the proposal is that it can remove most of the singing-voice
components from the extracted percussive signals.

Keywords–Non-negative matrix factorization; Sound source sep-
aration; monaural; percussive; chroma; spectral flatness; distor-
tion;

I. INTRODUCTION

The extraction of percussive sounds from monaural audio
mixtures has received much attention over the last decade.
Percussive sounds, e.g., snare drum, are impulsive and are
typically smooth in frequency. Harmonic sounds, e.g, bass
or piano, are quasi-stationary and are typically smooth in
time. Therefore, percussive sounds have a structure that is
vertically smooth in frequency, whereas harmonic sounds have
a structure that is horizontally smooth in time. However,
singing-voice sounds are not smooth in frequency because
most of them are composed of spectral peaks located at integer
multiples of the fundamental frequency and are not smooth in
time due to pitch fluctuations (e.g., vibrato effect) as can be
seen in Figure 1. Specifically, Figure1 shows that percussive
sounds draw vertical lines whereas harmonic sounds draw
horizontal lines. Singing-voice sounds draw fluctuated lines
over the time. A method capable of separating percussive
sounds from audio can be used to facilitate a wide range
of Music Information Retrieval (MIR) applications. Some of
these include onset detection, beat tracking, rhythm pattern
recognition, remixing and for audio to score alignment.

Several approaches have exploited the concept of
anisotropic smoothness which is related to the difference in the
directions of continuity between the spectrograms of harmonic
and percussive sounds. Ono et al. [1] [2] separate harmonic and
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Figure 1. Spectrogram of an audio excerpt composed of percussive,
harmonic and singing-voice sounds.

percussive sounds by exploiting the anisotropy of harmonic
and percussive sounds in a Maximum A Posteriori (MAP)
framework. Fitzgerald’s system [3] extracts percussive sounds
using the anisotropy smoothness by means of a median filter-
ing. In this manner, the harmonics are considered to be outliers
in a temporal slice that contains a mixture of percussive and
pitched instruments. In [4], percussive extraction is performed
using non-negative matrix partial co-factorization. Thus, the
shared basis vectors in this co-factorization are associated with
the percussive features, which are used to extract drum-related
components from audio.

Recently, a measure [5] based on a segmental spectral
flatness is used to distinguish between harmonic and per-
cussive signals. However, evaluation was performed using
mixtures composed of one harmonic source and one percussive
source not providing experimental results with commercial
real-world excerpts. Becker et al. [6] propose an extension
that supports spectral continuity and a new temporal continuity
constraint using temporal flatness. Canadas et al. [7] propose
an unsupervised learning process based on a modified Non-
Negative Matrix Factorization (NMF) approach that automat-
ically distinguishes between percussive and harmonic bases
by integrating spectro-temporal features, such as anisotropic
smoothness or time-frequency sparseness, into the factorization
process.

In this paper, we propose an intuitive, novel and fast
method to separate percussive sounds from monaural music.
Using the concept of anisotropic smoothness, in a similar way
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as the spectrogram of a percussive sound draws a line along
the frequency direction, the chroma of a percussive sound
draws a line along the 12 distinct semitones. A time-domain
signal related to a component decomposed by NMF can be
labelled as percussive if the energy distribution of its chroma
is approximately flat.

The remainder of the paper is organized as follows. Sec-
tion II introduces NMF and its application to sound source
separation briefly. Section III describes the proposed method.
Experimental results and performance analysis are shown in
Section IV. Conclusions and future work are reported in
Section V.

II. BACKGROUND

NMF [8] is a technique for multivariate data analysis
which aims to obtain a parts-based representation of objects,
by imposing non-negative constraints. Given a matrix X of
dimensions F × T with non-negative entries, it is possible
to model it as linear combinations of K elementary non-
negative spectra. Therefore, NMF is the problem of finding
a factorization:

X ≈ X̂ = WH (1)

where X̂ is the estimated matrix, W ∈ RF×K is the matrix
whose columns are the bases, spectral patterns or components.
H ∈ RK×T is a matrix of component gains or activations for
all frames. K is usually chosen such that FK+KT << FT ,
hence reducing the data dimension. In typical audio applica-
tions, the matrix X is chosen as a time-frequency represen-
tation (e.g., magnitude or power spectrogram), f = 1, ..., F
denoting the frequency bin and t = 1, ..., T the time frame.

In the case of magnitude spectra, the parameters are
restricted to be non-negative, then, a common way to compute
the factorization in Eq. (1) is generally obtained by minimizing
a cost function defined as

D(X|X̂) =

F∑
f=1

T∑
t=1

d(Xft|X̂ft) (2)

where d(a|b) is a function of two scalar variables, d is typically
non-negative and takes value zero if and only if a = b. In this
work, the generalized Kullback-Leibler divergence has been
used since it is the most frequently used cost function in sound
source separation [9] and our preliminary experiments showed
that the generalized Kullback-Leibler divergence obtained bet-
ter separation performance compared to Euclidean distance and
the Itakura Saito divergence [10].

An iterative algorithm based on multiplicative update rules
is proposed in [8] to obtain the model parameters that minimize
the cost function. Under these rules, the generalized Kullback-
Leibler divergence DKL(X|X̂) is non-increasing at each iter-
ation and it is ensured the non negativity of the bases and the
gains [8].

DKL(X|X̂) =
∑
f

∑
t

Xft log
Xft

X̂ft

−Xft+X̂ft (3)

The update rules can be defined as follows,

H← H�
WT X

(WH)

WT1F,T
(4)

W←W �
X

(WH)H
T

1F,THT
(5)

where W and H are initialized as random positive matrices,
1F,T represents a matrix of all-one composed of F rows and
T columns, T is the transpose operator, � represents the
Hadamard (element-wise) multiplication and the division is
also element-wise.

III. PROPOSED METHOD

An intuitive, novel and fast method to extract percussive
sounds in music recordings is proposed. It is composed of three
stages (NMF, Chroma and Spectral flatness) shown in Figure
2.

Figure 2. Block diagram of the proposed percussive separation method

The main idea of the proposal is based on the concept
of anisotropic smoothness. Instead of using the anisotropic
smoothness with the spectrogram data [2] [3], we use the
anisotropic smoothness with the chroma data. To obtain the
chroma data, a time-frequency representation is used in which
the entire spectrum is projected onto 12 bins representing
the 12 distinct semitones (or chroma) of the musical octave.
As a result, the chroma representation reports the intensity
of each of the 12 distinct musical chroma of the octave at
each time frame [11]. Just like a spectrogram of percussive
sounds draw lines along the frequency direction, Figure 3
shows that chroma of a percussive sound also draws lines
along the 12 distinct semitones because percussive sounds
are characterized by smoothness in frequency. Therefore, our
aim is to classify what components from NMF are percussive
using the information provided by the energy distribution of
the chroma.

In a first stage, the magnitude of the Short-Time Fourier
Transform (STFT) X of a music signal x(t), with a complex
spectrogram Xc composed of T frames and F frequency
bins, is calculated (details are shown in section IV-B). Us-
ing the generalized Kullback-Leibler divergence as previously
mentioned, an unconstrained NMF is applied to the input
spectrogram X using the update rules Eq. (4)-(5) obtaining
a set of K bases or components.
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Figure 3. Chroma of a percussive time-domain reconstructed component
obtained from NMF. There exists six drum sounds along the time.

In a second stage, each time-domain signal xi(t) from each
component ith is synthesized by the inverse overlap-add STFT
of the product of the basis Wi and the activations Hi related
to the component ith and using the phase spectrogram of the
input signal x(t). Next, the chroma matrix [11] of the signal
xi(t) is calculated generating a sequence of 12 frequency bins
and T short-time frames and finally a chroma vector Ci is
calculated summing all frames.

Initially, we applied the measure spectral flatness [12]
directly on the bases Wi obtained in the NMF decomposition
but results showed that it does not work because this measure
is very sensitive to small values [5]. In order to overcome
this problem, we propose to compute the chroma spectral
flatness SFi because each chroma bin has lower probability
of having a small value. The measure chroma spectral flatness
SFi is computed using the measure spectral flatness [12] on
the chroma vector Ci instead of basis vector Wi to avoid the
high dependency of the spectral flatness related to the small
values. SFi = 0 implies a perfect harmonic sound while a
SFi = 1 implies a perfect percussive sound.

SFi =
(
∏12

k=1 Ci(k))
1
12

1
12

∑12
k=1 Ci(k)

∈ [0, 1] (6)

Therefore, the extracted percussive signal xp(t) is the sum
of all the signals xi(t) whose spectral flatness SFi is higher
than a threshold U . In this manner, xp(t) is composed of
all signals xi(t) whose energy distribution of its chroma is
approximately flat.

IV. EVALUATION

A. Data set, metrics and State-of-the-art methods
Two data sets T1 and T2, composed of the same nine

monaural real-world music excerpts, taken from the Guitar
Hero game [13] [14], have been generated to evaluate the
proposed method as can be seen in Table I. To perform
an objective evaluation, each music excerpt from database
T1 was created mixing the original percussive and harmonic
instrumental tracks without using any singing-voice track.
However, each music excerpt from database T2 was created
mixing the same percussive and harmonic instrumental tracks

of the database T1 and the original singing-voice track. Each
excerpt has a duration about 30 seconds. All of the signals
were converted from stereo to mono and sampled at 16 kHz.

TABLE I. IDENTIFIER, TITLE AND ARTIST OF THE FILES OF THE
DATABASES T1 AND T2

IDENTIFIER TITLE ARTIST
M1 Hollywood Nights Bob Seger & The Silver Bullet Band
M2 Hotel California Eagles
M3 Hurts So Good John Mellencamp
M4 La Bamba Los Lobos
M5 Make It Wit Chu Queens Of The Stone Age
M6 Ring of Fire Johnny Cash
M7 Rooftops Lost prophets
M8 Sultans of Swing Dire Straits
M9 Under Pressure Queen

The assessment of the performance of the proposed method
has been performed using the metrics Source to Distortion
Ratio (SDR), Source to Interference Ratio (SIR) and Source
to Artifacts Ratio (SAR) [15] [16] widely used in the field
of sound source separation. Specifically, SDR provides infor-
mation on the overall quality of the separation process. SIR
is a measure of the presence of non-percussive sounds in the
percussive signal and vice versa. SAR provides information
on the artifacts in the separated signal from separation and/or
resynthesis. Higher values of these ratios indicate better sepa-
ration quality. More details can be found in [15].

We compare the separation performance of the proposed
method with two reference percussive and harmonic sound
separation methods. The first one is the method HPSS [2] and
the second one is the method MFS [3].

B. Parameters
The STFT of each mixture has been calculated using

half-overlapping Hamming window of L = 1024 samples,
corresponding to a duration of 64 milliseconds at a sampling
rate of 16KHz [1] [2] [7].

A random initialization of the matrices W and H was
used and the convergence of the NMF decomposition was
empirically observed which was achieved after 100 iterations.
Due to NMF is not guaranteed to find a global minimum, the
performance of the proposed method depends on the initial
values of NMF [9] leads to different results. For this reason,
we have repeated three times for each excerpt and the results
in the paper are averaged values.

Highlight that the best separation performance will be
obtained using an optimization process which is data depen-
dent because NMF is a blind decomposition method and it
is not based on the physics of the problem. As a result,
the separated signals from NMF are not independent, nor
uncorrelated, it generates many false positives and/or mix-
ing of percussive/non-percussive sounds. In our preliminary
results, we have evaluated different numbers of components
K = 10, 20, 30, 40 and we selected the value K = 10
because it obtained the best separation performance. It seems
that a small number of components improves the percussive
separation because the subspace of percussive sounds is of
lower rank compared to harmonic or singing-voice rank [17]
[18].

C. Optimization
Figure 4 and Figure 5 show the optimization of the

threshold U in the database T1 and T2. A lower value
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of U < 0.5 captures higher percentage of non-percussive
sounds that implies a reduction of the percussive SIR. A value
around U = 0.6 allows a promising discrimination between
percussive and non-percussive sounds. The optimum value of
the threshold Uo1 = 0.6 in the database T1 and Uo2 = 0.7
in the database T2 have been selected because reach the best
percussive and non-percussive SDR and a high percussive SIR
associated with the highest non-percussive SIR. This situation
reports that the proposed system extracts a high percentage of
percussive sounds avoiding the extraction of non-percussive
sounds and viceversa. It can be seen that higher values of
U > 0.7 lose a high amount of percussive sounds that causes
a drastically reduction of the non-percussive SIR. Comparing
Figure 4 and Figure 5, an optimum threshold Uo2 > Uo1 must
be set because the system needs to be more strict to separate
sounds from singing-voice active in the database T2.

Figure 4. Average SDR-SIR obtained in function of the threshold Um for
the database T1. The legend P is related to percussive results and the legend

NP is related to non-percussive results.

The optimum thresholds Uo2 and Uo1 will be used in
the next section in order to evaluate the performance of the
proposed system.

D. Results
Figure 6 and Figure 7 show SDR, SIR and SAR results

evaluating the database T1 and T2 for the proposed method and
the two state-of-the-art methods. Each box represents nine data
points, one for each excerpt of the test database. Each method
evaluated shows three boxes in figures. The left box represents
the average value of the percussive separation results. The
center box represents the average value of the non-percussive
(harmonic sounds in the database T1 and harmonic+singing-
voice sounds in database T2) separation results. The right box
represents the overall average value considering the percussive
and non-percussive separation results. The lower and upper
lines of each box show the 25th and 75th percentiles for the
database. The line in the middle of each box represents the
median value of the dataset. The lines extending above and
below each box show the extent of the rest of the samples,
excluding outliers. Outliers are defined as points that are over

Figure 5. Average SDR-SIR obtained in function of the threshold Um for
the database T2. The legend P is related to percussive results and the legend

NP is related to non-percussive results.

1.5 times the interquartile range from the sample median,
which are shown as crosses.

Figure 6 displays the SDR separation performance for the
database T1. It shows that MFS and the proposed method
obtain the best percussive separation performance but HPSS
can be considered as competitive method. Moreover, MFS
achieves the best SDR taking into account non-percussive
and overall separation followed by the proposed method.
Taking into account SIR results, HPSS produces the best
percussive SIR and MFS provides the best non-percussive SIR.
However, the non-percussive SIR of the proposed method is
the worst of them. This performance is because not all the
bases decomposed by NMF and labelled as percussive are
purely percussive bases (ideally, each component represents
parts of a single sound source). It implies that some of the non-
percussive sounds are also synthesized as percussive sounds by
the proposed method. Therefore, the proposed method depends
on the randomized initialization of the two matrices W and H
in the NMF decomposition. Taking into account SAR results,
HPSS achieves a high percussive SIR at the expense of intro-
ducing more artifacts, which it can be observed by the worst
percussive and harmonic SAR. Nevertheless, the proposed
method provides the best percussive and non-percussive SAR
results because the artifacts in the reconstruction signal are
minimized.

Figure 7 displays the separation performance for the
database T2. Hereafter, all the comments are related to the
comparison between Figure 6 and Figure 7. It can be ob-
served that the addition of the singing-voice in the non-
percussive sounds reduces about 1dB the overall SDR both
MFS and HPSS but not in the proposed method. Specifically,
the proposed method improves the overall SDR in about 1dB,
obtaining approximately the same overall SDR that MFS.
While HPSS and MFS reduces its percussive SIR about 5dB,
the SIR reduction of the proposed method is only about 0.7dB.
This performance indicates that a high amount of singing-
voice sounds are active in the separated percussive signals
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Figure 6. Separation performance in SDR, SIR and SAR results evaluating
the database T1. The left box represents the average value of the percussive

separation results. The center box represents the average value of the
non-percussive separation results. The right box represents the overall

average value considering the percussive and non-percussive separation
results.

from HPSS and MFS. Moreover, the overall SIR in HPSS
and MFS is reduced more than twice compared with the pro-
posed method. As occurred in Figure 6, the proposed method
achieves the best SAR results minimizing the artifacts in the
reconstruction signal. Therefore, results report a strength of the
proposed method, which is not exhibited by the other compared
methods, that is the capability to successfully remove the
singing voice sounds in the separated percussive signal. This
capability implies that the proposed method provides the best
tradeoff between the quality of the separated percussive signal
and the removal of the singing voice sounds. An example of
the mentioned capability to remove the singing voice sounds in
the separated percussive signal is shown in Figures 8-10. It can
be clearly observed that in the spectral range [400Hz-1600Hz]
that most singing-voice sounds, characterized by fluctuated
frequencies over the time, have only been removed using the
proposed method.

To illustrate the separation performance of the proposed
method, some percussive audio examples have been uploaded
to a web page [19].

V. CONCLUSION

A novel, intuitive and fast method to separate percussive
sounds from music, composed by percussive/harmonic instru-
ments and singing-voice, is presented. Due to the fact that
unconstrained NMF cannot discriminate between percussive,
harmonic or singing-voice components in the decomposition
process, we propose to extract percussive sounds based on the
anisotropic smoothness of chroma. If the energy distribution
of its chroma is approximately flat, then a time-domain signal
related to a component decomposed by NMF can be labelled
as percussive. This proposal does not require prior knowledge
about the instruments nor supervised training to classify the
bases.

Figure 7. Separation performance in SDR, SIR and SAR results evaluating
the database T2. The left box represents the average value of the percussive

separation results. The center box represents the average value of the
non-percussive separation results. The right box represents the overall

average value considering the percussive and non-percussive separation
results.
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Figure 8. Percussive separation of the method HPSS evaluating the interval
[10s-20s] of the file M8 of the database T2. Higher grey level represents

higher energy of each frequency.

Although the separation performance of the proposed
method is competitive in evaluating mixtures of percussive
and harmonic instruments, its performance depends on the
randomized initialization of the two matrices W and H in
the NMF decomposition. The reason is because not all the
bases labelled as percussive from NMF are purely percussive
so, non-percussive sounds are also synthesized as percussive
sounds by the proposed method. Taking into account mixtures
of percussive and harmonic instruments and singing-voice, the
proposed method improves the separation performance com-
pared with the other methods. Results show that an advantage
of the proposed method, which is not exhibited by the other
compared methods, is the capability to successfully remove
the singing voice sounds in the separated percussive signal.

Future work will be focused on two topics. First, we
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Figure 9. Percussive separation of the method MFS evaluating the interval
[10s-20s] of the file M8 of the database T2. Higher grey level represents

higher energy of each frequency
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Figure 10. Percussive separation of the proposed method evaluating the
interval [10s-20s] of the file M8 of the database T2. Higher grey level

represents higher energy of each frequency

will investigate smart initializations based on properties of
percussive sounds to improve the quality of the percussive
separation. Second, new measures to discriminate the rhythmic
accompaniment will be investigated (e.g., bass line).
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Abstract— This paper introduces a fast and efficient method to 

characterize a Time to Digital Converter (TDC) transfer 

function using Poisson process events. We propose a correction 

method appropriate for ASIC as well as discrete or FPGA 

TDCs, to be implemented on a post process unit located after the 

Time to Digital Converter. We then apply the presented method 

to a case study that demonstrates the efficiency of the correction 

by measuring the fluorescence lifetime of a test fluorophore by 

time-correlated single photon counting (TCSPC) with and 

without correction. The results show a much nicer signal and 

better fitting with a 3-fold improvement of the fluorescence 

lifetime accuracy. 

Keywords - Time to Digital Converter; TDC; Poisson Process; 

SPAD; Characterization; Correction; Fluorescence Lifetime 

I.  INTRODUCTION 

With the apparition of low cost Single Photon Avalanche 

Diodes (SPAD) fabricated in standard CMOS technologies, 

more and more applications based on Time of Flight (TOF) 

measurements are emerging such as active 3D video cameras 

[1]. These systems need to measure a precise time duration 

separating two physical events such as a laser pulse generated 

by a laser diode and a photon detection event by the SPAD. 

By TOF measurement, it is possible to deduce the distances 

traveled by the photon. To measure this fast event duration, 

Time to Digital Converters (TDCs) are commonly used to 

convert the physical time information into digital information 

ready for a processing unit. Several techniques can be 

employed to design a TDC such as Tapped Delay Line, Delay 

Locked Loop, Gate Ringed Oscillator, etc. Those functions 

can be implemented on ASIC or FPGA targets [2]. 

The TDC transfer function includes some major and/or 

minor flaws, resulting from conception and/or fabrication 

defects and uncertainties. Certain elements of the TDC chain 

are slower or faster than others, resulting in a systematic error 

that will appear on the transfer function (nonlinearity error, 

missing bins, etc.). The aim of this paper is to present a 

characterization method and a simple corrective patch to 

improve all type of TDCs [3]. It is organized as follows: 

Section II gives a brief description of the TDC measurement 

principle, Section III describes the characterization method 

based on the measurement of Poisson Process Events. A 

simple correction method is introduced in Section IV and 

tested in Section V. We demonstrate its efficiency in a case 

study where the fluorescence lifetime of a fluorophore is 

determined by time correlated single photon counting 

(TCSPC) [4] carried out with a FPGA-based TDC.  

II. OPERATION PRINCIPLE OF A TDC  

A TDC is an electronic system used to measure time 

intervals between two physical events. The first event 

generates an electrical signal, which initiates the time 

measurement. The second event generates a second signal 

that ends the time measurement. 
The time measurement is generally divided in two 

different processes as shown on Figure 1, corresponding to 
fine and coarse time scales. First, the first signal starts the 
coarse measurement that is synchronous with the system 
clock. The fine measurement is also triggered by the first 
signal but it is an asynchronous measurement of the time. The 
fine counter is used to measure with a sub-clock period 
precision the duration between the signal trigger and the first 
edge of the clock signal. In order to have the same precision 
between the stop signal and the last clock edge, a second fine 
counter is used, see (1). The fine measurement unit is the most 
critical element of the whole TDC because the time resolution 
is mainly related to its precision. According to this timing 
diagram, the total measured time is expressed as follows: 

 
Tm = TFine1 + TCoarse – TFine2 = N∙Tclk + T Fine1 – TFine2 (1) 

 

 
Figure 1. Operation principle of a Time-to-Digital Converter 

III. TDC CHARACTERIZATION WITH POISSON PROCESS 

EVENTS 

In order to create a correction method applicable to any 

type of TDC, the proposed method relies on data post 

processing. The first step of the proposed method is the 
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characterization of the TDC. The approach consists in 

measuring a perfectly uniform distribution of temporal events 

in order to evaluate the accuracy of all TDC bins. Bin 

accuracy refers to the temporal size of each bin. Indeed, if a 

bin of the TDC is temporally larger than it should be, it 

gathers more events from the uniform distribution and thus 

the total count of this bin is higher. Inversely, a smaller bin 

shows a total count proportionally lower than expected. A 

perfect generator of random uncorrelated events is a SPAD 

that detects photons generated by a “continuous wave” (CW) 

light source such as a battery-powered Light-Emitting Diode 

(LED). Indeed, the single photon detection is well known to 

be an ideal Poisson Process which is completely uniform and 

uncorrelated. 

An ideal TDC should detect the exact same number of 

photons per time bin, resulting in a flat histogram. If a defect 

appears on the TDC chain, the error is temporally static. This 

means that if the measurement is done several times the same 

error will occur every time and a Fixed Pattern Noise (FPN) 

will appear on the measured histogram. In addition, due to 

Poisson statistics, on each measurement, a random noise is 

added to each bin such that a bin with a value N is affected 

by a random value equal to √𝑁 rms leading to a signal to 

noise ratio of the bin value also equal to √𝑁. Thus one must 

ensure that the detected FPN is not due to the random noise 

of the measurement by checking that its value is well above 

√𝑁. 

 

 
Figure 2. TDC FPN measured over a range of 40 ns by the detection of a 

large number of non-correlated Poisson events 

 

For example, the histogram displayed in Figure 2 results 

from a 10 seconds acquisition under a counting rate of 1800 

kHz with the FPGA based TDC described in [5] with a 

temporal resolution of 89 ps over a range of 40 ns. In the 

specific case of this TDC, the fine counter is a Tapped Delay 

Line made of 56 elementary delay cells of 89 ps for a total 

length of 5 ns. This fine TDC counter is thus periodically 

reinitialized every 5 ns when the coarse counter is 

incremented. Hence the overall FPN of the TDC is the 

periodic repetition of the FPN characterizing the 5-ns-long 

tapped delay line used for the fine TDC counter. Figure 3 

displays a zoom on this 5-ns long FPN motif. 

 

 
Figure 3. FPN corresponding to the fine TDC counter, periodically 

repeated every 5ns (coarse counter). Red line indicates the mean bin value. 

 

The overall photon accumulation time is large enough that 

the uncertainty √𝑁 due to Poisson statistic on the average 

number N of photons per bin becomes much less than the 

detected variation of N from bin to bin, i.e., the FPN 

amplitude (see Figure 3). The observed FPN is coming out 

from the delay mismatch of the tapped delay line used for the 

fine TDC counter. 

Another method for Poisson process events generation 

using a SPAD is to exploit the photodetector dark count rate 

originating from thermal activation at ambient temperature. 

Figure 4 displays the FPN histogram characterizing the fine 

counter upon accumulating dark counts for over 10 minutes 

when the SPAD is maintained in pitch dark. The dark count 

rate is 250 Hz in this case. We note that the FPN is very 

similar to that of Figure 3, as expected, since it is a property 

of the TDC, independent of the process (light or dark counts) 

generating the Poisson distributed events. However, the FPN 

characterization with a CW light source is much faster 

(higher counting rate) and therefore preferred. Other light 

sources like day light and neon light (100 Hz frequency) have 

been tested yielding the same FPN histogram. 

.  
Figure 4. TDC FPN histogram measured from the dark counts generated by 

the SPAD 
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The above FPN measurement can be used to retrieve the 

TDC transfer function without the need of a complex delay 

generator. As mentioned before, if a bin of the TDC is 

temporally larger than the mean bin size, its number of counts 

is correspondingly increased. Consequently, the absolute 

time TDC transfer function can be extracted from the bin 

values with: 

 

 

1

1
( )

n

iM
i

i

i

T
TDC n bin

M
bin



 


  (1) 

 

Where T is the total time range, M is the total number of TDC 

bins in the time range T. The extracted transfer function of 

the TDC over the 5-ns time range of the fine counter is 

presented in Figure 5. The linear fit allows the 

characterization of the Integral Non Linearity of the TDC. 

The results obtained with this method are consistent with the 

measurements reported in [5]. 

 

 
Figure 5,a. Transfer function of the 5-ns long tapped Delay Line of the fine 

counter of the TDC, characterized with cw light illumination of a SPAD 

 

 
Figure 5,b. INL of the 5-ns long tapped Delay Line of the fine counter of 

the TDC, characterized with cw light illumination of a SPAD 

IV. CORRECTION METHOD 

The FPN evidenced in Figure 2 being a systematic bias, it 

will also affect histograms recorded in TCSPC experiments. 

Moreover, it can be used to define a scaling factor for each 

bin so as to correct, by post-processing, the TDC transfer 

function. This factor is simply the deviation of the count 

number of each bini of the reference FPN histogram relative 

to the average value (red line in Figure 3), such that the 

corrected bin count binci is given by: 

 

 1

1 M

i

i
i

i

bin
M

binc
bin




  (2) 

 

Where M is the total number of TDC bins in the reference 

FPN histogram. The correction applied to the FPN histogram 

leads to a completely flat histogram, by construction. 

V. CASE STUDY  

In the following, the characterized TDC is used in a 

TCSPC experiment to measure the fluorescence lifetime of 

fluorescein dissolved in water buffered at pH = 7.4. 

A picosecond, 405-nm laser pulse [6] excites the 

fluorescence. The fluorescence signal is detected by a SPAD 

and the arrival time of individual photons relative to the 

previous laser pulse is measured and stored by the TDC on 

the FPGA board. Figure 6 shows the raw measurement 

without applying the TDC correction. 

 
Figure 6. Fluorescence decay without correction 

 

The imperfect transfer function of the TDC creates a static 

pattern (FPN) at the origin of the periodic glitches in the raw 

histogram. The 5-ns periodicity of the FPN is clearly seen in 

this data. The fit to a mono-exponential decay yield a lifetime 

of 4.21 ns ±0.08 ns. 
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Figure 7. Fluorescence decay with correction 

 

The same data are post-processed by applying to each bin 

count the correction factor introduced above, and the 

corrected data are plotted in Figure 7. The FPN is very 

efficiently attenuated, and the extracted fluorescence lifetime 

is now 4.19 ns with an error of ±0.02 ns, in very good 

agreement with the expected value for fluorescein at pH=7.4 

[4]. 

VI. CONCLUSION 

A fast and efficient correction method to improve the 
transfer function of a Time to Digital Converter is presented. 
The approach is based on the measurement of a large number 
of Poisson process events generated by a simple SPAD 
lightened by a CW light source. In addition, this 
characterization process permits the measurement of the TDC 

transfer function without the need for any expensive delay 
generator to calibrate the device. The proposed correction is a 
post process operation, and thus can be implemented for any 
type of TDC. Its efficiency is demonstrated in a proof of 
principle TCSPC experiment. The function transfer correction 
method is simple, fast, efficient, and does not require 
hardware design changes of the TDC. 
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Abstract—The paper deals with discrete-time systems defined by
difference equations whose transfer functions may have poles on
the unit circle. Contrarily to the regular cases the eigenfunctions
of these systems are no longer the exponentials. It is shown that
if the input is a product of a falling factorial by an exponential
the output is a linear combination of this kind of functions. In
particular, the very useful and well-known ARIMA case is studied
and exemplified.

Keywords–ordinary difference equations; constant coefficient;
particular solution; eigenfunction; transfer function; singular dif-
ference equation

I. INTRODUCTION

The constant coefficient ordinary difference equations have
a long tradition in applied sciences and have a large amount
of enginnering applications, mainly in Signal Processing [1],
[3], [4], [10] where they are referred as ARMA (Autoregre-
sive Moving Average) models. In these fields the difference
equations are written in the general format

N
∑

k=0

aky(n− k) =

M
∑

k=0

bkx(n− k) (1)

wkere n,M,N ∈ Z and the coefficients ak, k = 0, 1, . . . , N
and bk, k = 0, 1, . . . ,M are real constants. Although we could
consider fractional delays as in [5], we will not do it here.
In the regular case the response of these systems to a sinusoid
is also a sinusoid with the same frequency [9], [10] which
leads to introduce the frequency response that is another way
of describing the system. In a general formulation we can say
that the exponentials βn, n ∈ Zβ ∈ C are the eigenfunctions
of these systems.
The situation is not so simple in the singular case that we
will study in this paper. However and as we will show the
role of the exponentials is played by functions defined as the
product of a falling factorial by an exponential. Let (n)k =
n(n − 1)(n − 2) . . . (n − k + 1) be the Pochammer symbol
for the falling factorial. We will assume that the input, x(n),
is the product of a falling factorial and an exponential defined
on Z:

x(n) = (n)Kβn (2)

where β is any complex number. This function does not
have either Z transform or Fourier transform [10]. As we
will show, these functions are not eigenfunctions, but we
can state: when the input of the system is a function of
the type (2) the output is a linear combination of several
similar functions. This statement is valid for any regular or
irregular system although we will pay a special attention to the
irregular cases, mainly the Autoregresive Integrated Moving
Average (ARIMA) models. So the frequency responses of

these systems loose the normal interpretation. This problem
was never considered with generality.
The procedure presented here is formally similar to the one
followed in [6]–[8] for dealing with systems defined by dif-
ferential equations.
We will start by introducing the eigenfunctions of difference
equations and compute the corresponding eigenvalues. These
are used to obtain the particular solutions we are looking for.
Several examples are presented to illustrate the behaviour of
the approach.
The objective of this paper is the study of singular cases corre-
sponding to the situations where the transfer function becomes
infinite; such situations are treated with all the generality. The
important ARIMA model is a particular case with a pole at 1.
We will show how to compute the output for these cases.
The paper outline is as follows. In section II, we will introduce
the exponentials as eigenfunctions of the ARMA systems. The
generalisation for the input as in (2) is done in section III. The
singular cases are treated in section IV where the particular
ARIMA. At last, we will present some conclusions.

II. THE EXPONENTIALS AS EIGENFUNCTIONS

The discrete convolution is defined by:

x(n) ∗ y(n) =

∞
∑

k=−∞

x(k)y(n− k), n ∈ Z (3)

This operation has several interesting properties, but we
will study only those interesting for the development we intend
to do.

1) Let the Kronecker delta be defined by

δ(n) =

{

1 for n = 0
0 for n 6= 0

(4)

As it is easy to verify, this function is the neutral
element of the convolution

x(n) = δ(n) ∗ x(n)

2) The convolution is commutative
In fact

x(n) ∗ y(n) = y(n) ∗ x(n)

as it is easily verified with the substitution m = n−k
in (3).

3) A shift in one factor produces the same shift in the
convolution. Let z(n) = x(n) ∗ y(n). Then

x(n− n0) ∗ y(n) = z(n− n0)
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and using the commutativity

y(n− n0) ∗ x(n) = x(n− n0) ∗ y(n)

For proof we start from (3)

x(n − n0) ∗ y(n) =

∞
∑

k=−∞

x(k − n0)y(n− k)

and substitute m for k − n0 to get

x(n− n0) ∗ y(n) =

∞
∑

m=−∞

x(m)y(n− n0 − k)

With these properties at hand we return to our objective of
computing the eigenfunction for equation (1).
Consider a particular input x(n) = δ(n) and let the corre-
sponding solution be h(n) that we will call Impulse Response.
So, this is the solution of

N
∑

k=0

akh(n− k) =

M
∑

k=0

bkδ(n− k) (5)

Now convolve both sides in (5) with x(n).

N
∑

k=0

akh(n− k) ∗ x(n) =

M
∑

k=0

bkδ(n− k) ∗ x(n)

Using the above properties of the convolution we can write

N
∑

k=0

ak [h(n− k) ∗ x(n)] =
M
∑

k=0

bkx(n− k)

A comparison of this equation with (1) allows us to conclude
that its solution is given by

y(n) = h(n) ∗ x(n) (6)

This means that the solution of (1) is the convolution of x(n)
with the impulse response.

Theorem 2.1: - The particular solution of the difference
equation (1) when x(n) = zn, z ∈ C, n ∈ Z is given by

y(n) = H(z)zn (7)

provided that H(z) exists.

This theorem shows that the exponentials are the eigenfunc-
tions of the constant coefficient ordinary difference equations.

Proof: Insert x(n) = zn into (6) and use (3) to get

y(n) =

∞
∑

k=−∞

h(k)zn−k =

∞
∑

k=−∞

h(k)z−kzn

with

H(z) =

∞
∑

k=−∞

h(k)z−k (8)

we obtain (7). H(z) is called Transfer Function of the system
defined by the difference equation (1) and is the Z transform
of the impulse response.

Inserting (7) into (1) we conclude immediately that

H(z) =
B(z)

A(z)
=

M
∑

k=0

bkz
−k

N
∑

k=0

akz−k

(9)

In the following we will consider that the characteristic
polynomial in the denominator is not zero for the particular
value of z at hand. Later we will consider the cases where
the characteristic polynomial is zero (z is a pole).

Example 1

Let x(n) = 2n and consider the equation

y(n) = x(n) + x(n− 1)

We have H(z) = 1 + z−1. So the particular solution is given
by y(n) = H(2)2n = 3

2 .2
n Let now x(n) = (−1)n. We have

y(n) = H(−1)(−1)n ≡ 0

Example 2

Consider the difference equation

y(n) + y(n− 1)− 4y(n− 2)+ 2y(n− 3) = x(n) + 2x(n− 1)

Let x(n) = (1/2)n. The solution is given by:

y(n) =
1 + 2(1/2)−1

1 + (1/2)−1 − 4(1/2)−2 + 2(1/2)−3
(1/2)n =

5

3
(1/2)n

The sinusoidal case: – In a particular setting, put z =
eiω0 . We obain immediately

y(n) = H(eiω0)eiω0n

Example 3

Consider the difference equation

y(n) + y(n− 1)− 4y(n− 2) + y(n− 3) = x(n)

Let x(n) = ei
π

2
n. The solution is given by:

y(n) =
1

1 + i−1 − 4i−2 + i−3
ei

π

2
n =

1

5
ei

π

2
n

This is very interesting since it allows us to compute easily
the solution when x(n) = cos(ωot) or x(n) = sin(ωot).
Consider the first case; the second is similar. We have

x(n) = cos(ωot) =
1

2
eiω0n +

1

2
e−iω0n

that leads to

y(n) = H(eiω0)
1

2
eiω0n +H(e−iω0)

1

2
e−iω0n

The function H(eiω) =
∣

∣H(eiω)
∣

∣ eiϕ(eiω) is called frequency

response in engineering applications. The function
∣

∣H(eiω)
∣

∣ is

the amplitude spectrum and is an even function, while ϕ(eiω)
is the phase spectrum and is an odd function, if the coefficients
in (1) are real.

Theorem 2.2: - The particular solution of the difference
equation (1) when x(n) = cos(ωon) is given by

y(n) =
∣

∣H(eiω0)
∣

∣ cos
[

ωon+ ϕ(eiω0)
]

(10)

55Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-487-9

SIGNAL 2016 : The First International Conference on Advances in Signal, Image and Video Processing

                            63 / 70



Proof: According to what we said above,
∣

∣H(e−iω)
∣

∣ =
∣

∣H(eiω)
∣

∣ and ϕ(e−iω) = −ϕ(eiω) which leads to

y(n) =
∣

∣H(eiω0)
∣

∣

1

2

[

eiω0neiϕ(eiω) + e−iω0ne−iϕ(eiω)
]

that leads immediately to the result.

It is important to remark that when H(eiω0) = 0, y(n) is
identically null. This is the reason why we call filters the
systems described by linear difference equations. This theorem
states clearly the importance of the frequency response of a
system.

Example 4

Consider again the above equation, but change the second
member:

y(n)+ y(n− 1)− 4y(n− 2)+ y(n− 3) = 3x(n)− 4x(n− 1)

and assume that x(n) = sin
(

π
2n

)

. Then

H(z) =
3− 4z−1

1 + z−1 − 4e−2 + z−3

and

y(n) =
1

2i

3− 4e−iπ/2

1 + e−iπ/2 − 4e−iπ + e−i3π/2
ei

π

2
n

−
1

2i

3− 4eiπ/2

1 + eiπ/2 − 4eiπ + e3π/2
e−iπ

2
n

leading to

y(n) = sin
(π

2
n+ ϕ

)

with ϕ = arctan (4/3)

III. FUNCTIONS EQUAL TO THE PRODUCT OF A FALLING

FACTORIAL BY AN EXPONENTIAL

To go further we are going to consider the case x(n) =
(n)Kβn, n ∈ Z,K ∈ N0. Although not so important as
the previous case, it constitutes a simple generalization that is
interesting from analytical point of view. It is not difficult to

see that we can write x(n) = βK lim
z→β

dK

dzK zn. Return to (6)

and particularise for our case to obtain:

y(n) =

∞
∑

k=−∞

h(k)(n− k)Kzn−k =

∞
∑

k=−∞

h(k)
dK

dzK
zn−k

For z in the region of convergence of the Z transform the
series converges uniformly and we can commute the derivative
and summation operations. This procedure leads to the next
theorem.

Theorem 3.1: - The particular solution of the difference
equation (1) when x(n) = (n)Kβn is given by

y(n) = βK lim
z→β

dK [H(z)zn]

dzK
(11)

Using the Leibniz rule we can obtain another expression
for y(n) stated in as follows.

Theorem 3.2: - The particular solution of the difference
equation (1) when x(n) = (n)Kβn is given by:

y(n) =

K
∑

j=0

(

K

j

)

H(j)(β)(n)K−jβ
n (12)

provided that β is not a pole of the transfer function.

In particular, when x(n) = (n)K the solution is given by:

y(n) =
K
∑

j=0

(

K

j

)

H(j)(1)(n)K−j (13)

For K = 0, x(n) = 1 and y(n) = H(1).

Example 5

Return back to the above example y(n)+y(n−1)−4y(n−
2) + y(n − 3) = 3x(n) − 4x(n − 1) and put x(n) = n. We
obtain immediately

y(n) =

1
∑

j=0

(

1

j

)

H(j)(1)(n)1−j

As H(z) = 3−4z−1

1+z−1−4e−2+z−3 , H(1) = 1 and H ′(1) = 0 the
solution is

y(n) = n

IV. THE SINGULAR CASE - ARIMA

Consider now the situation where the characteristic poly-
nomial in the denominator has an mth order root for z = β.
To look for a solution assume that x(n) = w(n)βn and

y(n) = v(n).βn (14)

Insert x(n) and y(n) into (1) to obtain a new equation

N
∑

k=0

akβ
−kv(n− k) =

M
∑

k=0

bkβ
−kw(n− k) (15)

with transfer function H(βz). In fact we moved the root of
A(z) from z = β to z = 1. This means that we have a mth

order pole at z = 1. We can say that we transformed the
singular system into an ARIMA system that appears frequently
in enonometric studies. In terms of the variable n we have a
mth order differentiation at the output. This is equivalent to do
an anti-difference on the input. Now perform a new substitution
u(n) = Dmv(n) where D means the differencing operation
Dv(n) = v(n)− v(n− 1) to obtain

N−m
∑

k=0

āku(n− k) =

M
∑

k=0

b̄kw(n− k) (16)

where āk, k = 0, 1, . . . , N−m are the coefficients of the new

characteristic polynomial Ā(z) = A(βz)
(1−z−1)m and numerator

polynomial B̄(z) = B(βz).

For the particular case we are interested in, w(n) = (n)K
we can use (13). Let D−1 represent the anti-difference –
D−1Df(n) = DD−1f(n) = f(n) – essentially the mth

order primitive without primitivation constants. So v(n) =
D−mu(n), allowing to obtain the following result.
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Theorem 4.1: - The particular solution of the difference
equation (1) when x(n) = (n)Kβn with A(β) = 0 is given
by

y(n) = βnD−m





K
∑

j=0

(

K

j

)

H̄(j)(1)(n)K−j



 (17)

with

H̄(z) =
B̄(z)

Ā(z)
=

(1− z−1)mB(βz)

A(βz)

It is not difficult to show that (17) can be written as

y(n) = βn





K
∑

j=0

(

K

j

)

H̄(j)(1)
(K − j)!

(K +m− j)!
(n)K+m−j





(18)
where we used the following recursively obtained result

D−m(n)K =
K!

(K +m)!
(n)K+m (19)

If K = 0 (pure exponential input), we obtain:

y(n) = βnH̄(1)
1

m!
(n)m (20)

If we make β = eiω0n we are led to conclude that the response
of the ARIMA model to a pure sinusoid is never a pure
sinusoid: the amplitude increases with time. This is the reason
why this model is used for modeling non-stationary situations.

Example 6

Consider the following equation with x(n) = n(−1)n

y(n)− y(n− 1)− 4y(n− 2)− 2y(n− 3) = x(n)

The point z = −1 is a pole of the transfer function,
A(−1) = 0, of order m = 1. On the other hand,

H̄(z) = 1+z−1

1−z−1−4z−2−2z−3 = 1
1−2z−1−2z−2 and H̄ ′(z) =

− −2z−2
−4z−3

(1−2z−1−2z−2)2 , leading to H̄(−1) = 1 and H̄ ′(−1) = 2.

The solution is y(n) = [1/2(n)2 + 2n] (−1)n.

Example 7

Consider the following ARIMA equation with x(n) = 1

y(n)− 2y(n− 1) + 3y(n− 2)− 2y(n− 3) = x(n)

The point z = 1 is a pole of the transfer function, A(1) = 0,
of order m = 1. On the other hand,

H̄(z) =
1

1− z−1 + 2z−2

leading to H̄(1) = 1/2. The solution is y(n) = n/2.

Example 8

The oscillator is a very interesting system that can be
defined by the equation

y(n)−2 cos(ω0)y(n−1)+y(n−2) = x(n)−cos(ω0)x(n−1)

Now, let x(n) = eiω0n. The system has two simple (m = 1)
poles at e±iω0n. So, H̄(eiω0) = 1/2 and the output is easily
obtained

y(n) =
1

2
neiω0n

As we said above, it is a non-stationary model.

V. CONCLUSIONS

The singular steady-state output in discrete-time linear
systems was studied using an eigenfunction approach to the
computation of the steady-state output. Products of falling
factorial and exponentials were used as inputs and the corre-
sponding outputs computed in a simple way. Some examples
were used to illustrate the procedure, in particular the ARIMA
case was considered.
This formulation can be used to study the autocorrelation
function of the output when the input is a stationary stochastic
process.
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Abstract—The analysis of long signals is relevant in many fields,
as biomedical signal analysis. In this paper, a revision of the
Empirical Mode Decomposition (EMD), from the application
point of view, is done. The increase in number of Intrinsic Mode
Functions (IMF) and computational time in long signals are the
main problems that have been faced in this work. A solution
based on a sliding window is proposed. An adaptive process is
used to calculate the size of the sliding Windows. As a result,
the effectiveness of the proposed algorithm increases with the
length of the signal. Two examples are introduced to illustrate
both problems mentioned above.

Keywords–Empirical mode decomposition; Intrinsic mode func-
tion; long signals

I. INTRODUCTION

The Empirical Mode Decomposition (EMD), as was pro-
posed initially by Huang et al [1] is a signal decomposition
algorithm based on a successive removal of elemental signals:
the Intrinsic Mode Functions (IMF). These are continuous
functions such that at any point, the mean value of the
envelope defined by the local maxima and the envelope defined
by the local minima is zero. They are obtained through an
iterative procedure called sifting that is a way of removing the
dissymmetry between the upper and lower envelopes in order
to transform the original signal into an amplitude modulated
(AM) signal. Moreover, as the instantaneous frequency can
change from instant to instant, it can be said that each IMF
is a simultaneously amplitude and frequency modulated signal
(AM/FM). So, the EMD is nothing else than a decomposition
into a set of AM/FM modulated signals [2]–[5].

It must be emphasized that EMD is merely a computational
algorithm that expresses a given signal as a sum of simpler
components. It can not be said that the obtained components
are true parts of the signal at hand.

The original algorithm had some implicit difficulties [3],
[6]: extrema location, the end effect and the stopping crite-
rion are critical. Some solutions were proposed in [3] and
implemented in an algorithm that can be found at [7]. The
location and amplitude of the extrema were estimated using
a parabolic interpolation. To render less severe the end effect,
the maxima and the minima were extrapolated by both sides. A

new stopping criterion in the sifting procedure by introducing
two resolution factors was defined.

In the last years, several modifications have been proposed
to increase the performances of EMD, [8]–[16], [18], [19]. It
is important to question if the introduced complexity compen-
sates the quality increase. In this work, it will be preserved the
simplicity of the original algorithm while it is increased the
reliability and applicability of the decomposition.

In practical applications, there are several tradeoffs among
resolution, signal length, the number of IMFs and running
time. In fact, an increase in signal length produces two
unwanted side-effects. On the one hand, it leads generally to a
corresponding increase in the number of IMFs. Consequently,
the running time may become so high, that the algorithm
will be useless. The increase in the number of IMFs is a
very important drawback because it may originate “false”
components that are added to one IMF and subtracted to
another one or appear isolated. So, in general, there are no
guarantees to have IMFs that are really present in the original
signal. On the other hand analyzing long signals with EMD is
time-consuming or even impossible in a reasonable time [20]
due to the fact, that spline interpolation of a large number
of points takes a lot of computer resources. In applications
to long signals [17], [21] the number of components and the
running time would be so high that the algorithm would be
almost useless. This problem was recently considered in [20]
where the need of a more efficient and faster algorithm to deal
with long signals was stated.

The algorithm described in [3] (and other similar EMD
algorithms) is not prepared to deal with long signals as it uses
only one window with the length of the signal. In section III
it is shown the increase in processing time with increasing
lengths. In some applications like EEG or ECG procesing
we may have to process signals with lengths above 106. The
processing time makes the existing algorithms almost useless.
This suggests it is important to have an algorithm with the
same characteristics but faster. In order to reach such goal, a
sliding window EMD is proposed where consecutive windows
overlap over a pre-specified amount. While [20] proposes to
obtain a full EMD at every window, this approach can cause
errors when dealing with signals that have fast changes in their
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Figure 1. EMD of a tidal signal (in the last strip).

frequency composition. In such case, it could be impossible to
obtain a decomposition with the same number of IMF’s in all
the segments. Our solution follows a different approach. Each
IMF is calculated in sliding windows to ensure the number of
obtained IMF’s components is the same for the whole length
of the signal. While [20] proposes to increase the size of
the sliding window by a fixed quantity, here it is proposed
to duplicate the size of the window when necessary. In that
manner, fewer steps are involved for very long signals. Such
implies that the length of the signal must be a power of two of
the initial window size. Finally, a sliding window algorithm has
an overload in the computation of the EMD for signals with
a small number of samples. So, the minimum window size
must have a lower threshold, corresponding to the length for
which the sliding window EMD is slower than the whole length
EMD. All these factors together led to an adaptive algorithm.
Both, the length of the sliding windows and the length of the
overlapping region depends on the length of the whole signal.
Also, the overlapping region is tapered to improve the juction
between adjacent windows.

The paper outlines as follows. In Section II, some reflec-
tions about the EMD are done. In Section III a new method, to
analyse long signals, based on a sliding window is proposed.
In section IV some illustrating results of the new method are
presented. An application to the fan heater example and a
comparison with the method in [3] is presented.

II. SOME REFLECTIONS ABOUT EMD
It is important to refer the usefulness of EMD in practical

applications. A large number of papers published in the last
years confirm the affirmation. One of the most important ad-
vantages of EMD is the ability to decompose a complex signal
into a finite set of narrowband signals without introducing any
particular constraint on its characteristics. This makes easier
the spectral estimation and creation of simple models.

• Meaning of the IMFs
In general, it is not possible to establish any special
connection between a given IMF and the structure
(eventually tied with the underlying physics) of the
original signal. This does not mean that it can not
be done in some particular situations, as in the case
illustrated in Figure 1 where a tidal signal and its
EMD are shown.

A close look seems to point out that the most
important IMFs are the two upper ones. The Fourier

Figure 2. EMD of a tidal signal (in the last strip).

transform confirms such assumption since the
peak frequencies of such IMFs correspond to the
frequencies of the main components in the tidal
signal: the positions of the Moon and the Sun relative
to Earth and the Earth’s rotation. The first has a
period of about 12 hours and 25 minutes and the
second has a period of 24 hours.

These are clearly identified in the pictures. Even with
a careful study it would be more difficult to give some
meaning to some of the other components.

• The existence of false components in the IMF’s.
The above example calls the attention to the existence
of false components. This can be seen, for instance,
in doing a comparison of strips 3 and 4 in Figure 2
where a very similar spectra can be observed. This
is a consequence of the numerical errors in sifting:
one component is added in one IMF and subtracted in
another one.

• The number of IMFs depends on the length of the
signal.
In fact, the number of components increases with
the length of the signal. This may be an unwanted
feature of the algorithm that is connected with the false
component generation. On the other hand, this brings
another drawback: the increase in the time required to
do the decomposition.

An example

In a search for long range processes, an experiment with
the electric circuit of a heater fan was carried out. The signal
was sampled during two hours with a sampling interval of 10
ms. With it, the EMD for increasing length segments, using
the algorithm described in [3], is computed and the results
for 2 different resolutions (45 and 50) are shown in Table 1.
Computations were carried out on a PC using MatLab. It is
possible to get some decrease in the computational time by
implementing the algorithm with a high-level language like
C# .

It can be concluded that the main drawbacks of EMD are
the false components and the large computational time when
the signal is long. In the following, we will propose a solution
for the second problem that alleviates the first.
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TABLE I. IMFs AND COMPUTATIONAL TIME FOR A HEATER FAN
SIGNAL

Resol length IMFs time (seconds)
45 11400 14 28
45 27600 15 41
45 114000 18 363
45 340800 20 1057
45 691800 22 3075

50 11400 13 29
50 27600 16 69
50 114000 19 602
50 340800 22 1774
50 691800 22 5195

III. DECOMPOSING LONG SIGNALS

As referred above, the objective of this paper is to propose
an algorithm that can be used with long signals with signi-
ficative reduction in the processing time and eventually in the
number of IMFs.

A. The problem
Let x(t) be a given signal to be decomposed by EMD.

As referred above the number of IMFs is not known in
advance and normally grows up with increasing the length
of x(t). This increments the computational burden, leading
in some situations to very large computational times making
the algorithm useless unless suitable actions are developed –
see Table 1. One obvious procedure is to cut the signal into
segments. However, this can lead to poor results due to the
following

• Different number of IMFs from segment to segment;
• The end effects introduce discontinuities at the junc-

tion points.
• Reduced number of extremes leading to poor en-

velopes.

In [20], there is an attempt to overcome these problems
by applying the traditional EMD algorithm to segments
of the signal with a fixed number of IMFs. Although this
algorithm reduces the computational time, it does not perform
a complete true EMD.

In this paper, an algorithm suitable for obtaining the
IMFs of very long signals is presented. This situation is
very common in mechanical, electrical, and biomedical signal
processing [22].

B. The solution
As it has been indicated one of the drawbacks in analyzing

long signals is the computational load. The spline interpolation
of a large number of points takes a lot of computer resources
[20].

For this reason, the use of the sliding window EMD is
proposed. The underlying idea to all the algorithms that use
sliding windows is to use a divide and conquer strategy.
The computation time for spline interpolation is dramatically
reduced using smaller segments. However, due to the above
referred constraints, too short segments can not be used. It must
be taken into account that a sliding window algorithm with few
points in each window has an overload due to the repetition of
the interpolation. Depending on the features of the computer

system used, there exist a threshold below which the classic
algorithm is faster than the sliding window method. So, using
short windows will result in an increase of the running time.
The initial window length is calculated taking into account
two factors: The first is that the signal length must be a power
of two of the initial window size. The second is the threshold
mentioned above. This threshold is set by the user as it depends
on its computer system features.

The main idea of the algorithm is to apply the EMD sifting
segment to segment to obtain only one IMF at a time. This
procedure is done along the whole signal. This ensures that a
real EMD is obtained. A pseudocode of our algorithm is:

Input
Filename
StartingSample
SignalLength

Resolution(dB)
OverlapPercentage
MinWindowSize
MinOscStop
MinOscEndStop
START

OptimumSizeWindow = f(SignalLength)
OverlapPoints = f(MinWindowSize

,OverlapPercentage)
OSC ← Inf

MINOSC ←MinOscStop
WHILE (OSC > MinOsc)

IF windowsize < Length

MINOSC = MinOscEndStop

SWEMD(1 : Length, L0,MINOSC)
ELSE

MINOSC = MinOscEndStop
EMD(L,MINOSC)

Figure 3. Adaptative Sliding Window EMD

For a general formulation consider a signal of length L.
Select the segment length N and the overlapping M points.

1) Determine the starting window size, the number of
samples in the overlap region, and the number of
residual samples that do not fit in an integer number
of windows.

2) Start a loop to obtain the whole set of IMF.
a) Start a loop to obtain an IMF on a sliding

window basis.
b) The first window size determines the number

of iterations of the sifting process for the rest
of the IMF. The stopping criteria for a given
IMF is the resolution in dB as proposed in
[3].

c) The process stops when the last segment is
processed and the whole IMF is obtained

d) Continue obtaining IMF’s until the stopping
criteria for small windows is reached and
duplicate the window size.

3) Once the window size equals the whole length, the
process continues with a fixed size until the number
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of obtained extrema is less or equal than two.
4) Obtain the residual of the decomposition to have the

whole EMD decomposition.
The main part of the algorithm is the outer While loop.

It controls the stopping criteria for the EMD. The user must
select how many oscillations are allowed in the last stage
of the actual level. Once it is reached, the window size
is duplicated. The process enlarges the size of the window
adaptatively as it is needed to analyze components with bigger
wavelengths. Moreover, enlarging the window size allow a
better interpolation between distant extrema.

Each IMF is calculated with a sliding window if the
window size is smaller than the whole signal length. This
situation is evaluated in the first part of the IF statement. The
situation in which there is only one window for the whole
signal is evaluated in the ELSE part.

Segments must be tapered applying a complementary sym-
metrical window to avoid discontinuities at the boundaries.
The windows are overlapped on both sides. A complementary
symmetrical window is applied to consecutive segments. The
function cos2( π

2M n), n = 0, 1, . . . ,M, is used on the right
of the segment and sin2( π

2M n), n = 0, 1, . . . ,M, on the left.
Of course, other windows can be used, as it is the case of the
triangular.

To implement this process it is necessary to take into
account the following observations:

1) The starting window size is correlated to the length
of the signal to be analyzed. A simple possibility is
making the starting segment a sub-power 2−k of the
signal length. On the other hand, a minimal window
size must be imposed to avoid an excessive number of
partitions. In this manner, the last window will cover
the whole length signal. It must be taken into account
that, dividing the signal length by powers of two can
lead to a non-integer size of the starting window;
the integer part of the quotient is used. So the signal
length is covered by an integer number of windows
and a residual. Depending on its size this residual can
be assigned to the last window, enlarging its size or
constitute a new window, usually with different size
to the previous one.

2) Regarding the criterion to determine when to enlarge
the signal, it must be taken into account the fact that
the minimum frequency to be analyzed depends on
the window size (as it has been indicated before).
As the sifting process requires oscillatory signals, it
must be ensured that the window contains at least a
minimum number of periods that can be selected by
the user. The criterion of duplicating the window size
when the number of extrema in the previous IMF is
lower than a user selected threshold was adopted.

3) Concerning the overlap region, it must be taken into
account that it is necessary to reduce the undesirable
end effects. Extrapolation is not used, since there
are enough number of samples outside the actual
segment. That implies that overlapping consecutive
windows solve both, boundary and end effects.

IV. ILLUSTRATING RESULTS

In the following, the behavior of the algorithm is illustrated.
Firstly, the fan signal mentioned above is decomposed using

Figure 4. EMD using algorithm of [3]

Figure 5. EMD using algorithm proposed here.

TABLE II. TIME COMPARISON BETWEEN BOTH ALGORITHMS FOR
A HEATER FAN SIGNAL

Resol length IMFs time IMFs time
EMD new

as in [3] EMD
45 11400 14 28 14 17
45 27600 15 41 14 37
45 114000 18 363 16 159
45 340800 20 1057 19 452
45 691800 22 3075 20 923

50 11400 13 29 12 23
50 27600 16 69 15 50
50 114000 19 602 18 217
50 340800 22 1774 20 669
50 691800 22 5195 21 1414

the algorithm in [3]. The result is shown in Figure 4. Secondly,
the same signal is decomposed using the method proposed
here. The result can be observed in Figure 5. A comparison
of the computation time and the number of IMF obtained
with both algorithms is presented in Table 2.

61Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-487-9

SIGNAL 2016 : The First International Conference on Advances in Signal, Image and Video Processing

                            69 / 70



While for 11,400 samples the sliding window computation
time is 79% of the EMD calculated as in [3], for 691,800
samples the computation time is only 27%. That is due to
the fact that the window size increases by powers of two,
which results in smaller running times for very long signals.
So, the effectiveness of the proposed adaptive sliding window
algorithm increases with the length of the signal. Despite
of the fact of using many windows for the calculation, the
obtained IMF’s show a high quality as no discontinuities can
be observed in the last IMF’s for a signal with more than
600,000 samples.

It must be taken into account that any error in a given IMF
is propagated to the rest of the decomposition. As subsequent
components have smaller amplitudes, the errors have greater
importance. Our algorithm has shown a good behavior as it
can be observed in 5. That is due to the fact that averaging the
overlapped region between two consecutive windows smooths
the result. As the number of samples in the overlapping region
is based on a fixed percentage of the window size, the number
of samples change with the window size.

V. CONCLUSIONS

The Empirical Mode Decomposition is a technique to de-
compose any signal into a finite set of narrowband components,
the Intrinsic Mode Functions. The number of components and
computational time increase dramatically when the length of
the signal becomes large. Proposals for solving this problem
had been done, but without the required quality. A modified
sifting algorithm to deal with long signals was proposed here.
It is based on computing every IMF using a sliding window.
The algorithm is adaptive as both, the length of the sliding
windows and the overlapping region depends on the signal to
be analized. The change on the length of the sliding window
by powers of two has two positive consequences. On one hand,
the final window will cover the whole length of the signal in a
few steps. On the other hand, the effectiveness of the proposed
method increases with the length of the signal. The application
of our method confirms the affirmation.
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